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Preface

The book constitutes selected high-quality papers presented in International Confer-
ence on Electrical and Electronics Engineering (ICEEE 2021) jointly organized by
School ofElectrical, Electronics andCommunicationEngineering,GalgotiasUniver-
sity, India, and School of Engineering,University ofMalaya,Malaysia, on January 2–
3, 2021. It discusses issues in electrical and electronics engineering and technologies
along with AI and IoT applications. An in-depth discussions on various issues under
topics provide an interesting compilation for researchers, engineers, and students.

Weare thankful to all the authors that have submitted papers for keeping the quality
of ICEEE 2021 at high levels. The editors of this book would like to acknowledge all
the authors for their contributions and the reviewers.Wehave received invaluable help
from themembers of the International ProgramCommittee and the chairs responsible
for different aspects of the workshop. We also appreciate the role of Special Sessions
Organizers. Thanks to all of them, we had been able to collect many papers on
interesting topics, and during the conference, we had very interesting presentations
and stimulating discussions.

Our special thanks go to Leopoldo Angrisani, (Editor in Chief, Springer, Lecture
Notes in Electrical Engineering Series) for the opportunity to organize this guest-
edited volume.

We are grateful to Springer, especially to Aninda Bose (Senior Editor, Hard
Sciences Publishing), for the excellent collaboration, patience, and help during the
evolution of this volume.

We hope that the volume will provide useful information to professors,
researchers, and graduated students in the areas of electrical and electronics engi-
neering and technologies along with AI and IoT applications, and all will find this
collection of papers inspiring, informative, and useful. We also hope to see you at a
future ICEEE event.

Kuala Lumpur, Malaysia
Krasnoyarsk, Russia
Varanasi, India
Greater Noida, India

Saad Mekhilef
Margarita Favorskaya

R. K. Pandey
Rabindra Nath Shaw
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Conference Report: ICEEE 2021

The 2nd International Conference on Electrical and Electronics Engineering (ICEEE
2021) was jointly organized by School of Engineering, the University of Malaya
(UM) (Malay: Universiti Malaya), and Galgotias University, India, on January 2–
3, 2021. ICEEE 2021 has emerged as a premier conference to bring researchers,
scientists, and industry professionals to discuss novel ideas in the field of computing,
power, and communication. This year, the conference was joined by researchers,
students, and industry professionals from many countries. Due to the COVID-19
pandemic, the conference was organized online.

In the inaugural session of ICEEE 2021, the opening remarks were given by
Shri Dhruv Galgotia, CEO, Galgotias University, India. The guests of honor of the
conferencewere Prof. (Dr.) Pierluigi Siano, Professor, Electrical Energy Engineering
University of Salerno, Italy; Prof. (Dr.) LanceC.C. Fung, Professor,MurdochUniver-
sity, Australia, Director-Elect, IEEE Region 10 (Asia Pacific); Prof. (Dr.) Saifur
Rahman, Joseph Loring Professor and Director, Virginia Tech Advanced Research
Institute, Virginia, USA; Prof. (Dr.) Saad Mekhilef, Dean, Faculty of Engineering,
University of Malaya, Malaysia; Prof. (Dr.) Monica Bianchini, Professor, Informa-
tion Engineering and Mathematics Department, University of Siena, Italy; Dr. C. P.
Ravikumar, Director, Technical Talent Development, Texas Instruments; Prof. (Dr.)
Milan Simic, Professor, University Union Nikola Tesla, Belgrade, Serbia; Prof. (Dr.)
Hazlie Mokhlis, Professor, Faculty of Engineering, University of Malaya, Malaysia;
Prof. (Dr.) Atif Iqbal, Professor, Qatar University, Vice-Chair, IEEE Qatar Section.
The vote of thanks was given by the Conference Secretary.

The conference commenced with three keynote speeches (1) ‘New Challenges in
VLSI Design and Test’ by Dr. C. P. Ravikumar, Director of Technical Talent Devel-
opment, Texas Instruments, (2) ‘ResearchDirections in Electrical PowerDistribution
System’ by Prof. (Dr.)HazlieBinMokhlis, Faculty of Engineering Professor, Univer-
sity of Malaysia, Malaysia, and (3) ‘Peer-to-Peer Networks—What We Have Been
Doing?’ by Prof. (Dr.) Y. N. Singh, Professor, Electrical Engineering, Indian Institute
of Technology Kanpur, India. This was followed by concurrent paper presentation
panels FD1 to FD2 in two technical sessions.On completion of these two, another two
technical sessions FD3 and FD4 started. On the first day, 40 papers were presented
with the participation of 91 authors.
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x Conference Report: ICEEE 2021

The second day began with two parallel technical sessions SD1 and SD2 followed
by another two technical sessions SD3 and SD4 with 40 papers in total. At the end of
the technical sessions, the following keynote speecheswere delivered. (1) ‘Intelligent
Transportation Systems’ by Prof. (Dr.) Milan Samic, Professor, University Union
Nikola Tesla, Belgrade, Serbia, (2) ‘Grid Integrated Distributed Energy Genera-
tion System Standards, Challenges, and Requirements’ by Prof. (Dr.) Atif Iqbal,
Professor, College of Engineering. Qatar University, Qatar, (3) ‘Reliable Power Elec-
tronics—AnEnabler forRenewableEnergyGeneration andUtilization’ byProf. (Dr.)
Huai Wang Professor, the Faculty of Engineering and Science, Aalborg University,
Denmark, and (4) ‘Power Electronics Converters for Solar Power Systems: Current
Trends and Challenges’ by Prof. (Dr.) Bhim Singh, Professor, Electrical Engineering
Department, Indian Institute of Technology Delhi, India. The keynote sessions were
attended by a large number of students and researchers.

ICEEE 2021 concluded with a closing session. Dignitaries present in the closing
ceremony were Dr. Saad Mekhilef, Dean, Faculty of Engineering, University of
Malaya, Malaysia; Dr. Arun K. Tripathi, Director General, National Institute of
Solar Energy, MNRE, Government of India; Dr. Valentina E. Balas, Professor, Aurel
Vlaicu University of Arad, Romania; Prof. Bhim Singh, Professor, Indian Institute
of Technology Delhi, India; Prof. (Dr.) Milan Simic, Professor, University Union
Nikola Tesla, Belgrade, Serbia; Prof. (Dr.) Marcin Paprzycki, Systems Research
Institute, Polish Academy of Sciences, Poland. The conference report was given by
Dr. Nishad Mendis, Technical Chair for ICEEE 2021. Vote of thanks was given by
Dr. B. Mohapatra, Dean, SEECE, Galgotias University, and with this, ICEEE 2021
was concluded.

Rabindra Nath Shaw
Conference Chair

ICEEE 2021
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Lifecycle Assessment of Electricity
Generation transition in Ecuador

Manuel Ayala-Chauvin , Carlos Samaniego-Ojeda , Genís Riba ,
and Jorge Maldonado-Correa

Abstract Ecuador’s energy mix has greatly reduced its dependency on fossil fuels
the last 15 years, down to a marginal role (5%) in electricity generation in 2017. The
development plan for theEcuadorian power network aims to keep adding hydropower
to meet the increasing demand. A prospective lifecycle assessment (LCA) of the
future power network (2012–2050) can determine the feasibility of the development
plan and its environmental sustainability in the long run. For a quantitative analysis
of the energy transition over the entire lifecycle, the simulation software® Global
Emission Model of Integrated System (GEMIS) is used. The results show that the
current development path of the Ecuadorian energy system reduces the emissions
of CO2 per kWh generated by 65% due to the large share of renewable energies,
mainly hydropower, which costs 1% of Gross Domestic Product. The obtained LCA
footprints are similar to the literature benchmarks.
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1 Introduction

1.1 Background

The need for an energy transition is indisputable according to [1], in which the author
crosses proven and possible energy resources data with the forecasted evolution of
global energy needs in a medium and long term. According [2], climate change,
fossil fuels depletion and the economic vulnerability open up the debate to change
the energy model and encourage the study of transition dynamics from a historical
point of view. The renewable energy transition entails the expansion and integration
of sustainable renewable energy generation systems into the existing infrastructures,
replacing existing systems with the new ones in a progressive, orderly and rapid
manner [3].

According to the Ecuadorian Ministry of Electricity and Renewable Energy
(MEER), the National Interconnected System (SNI) had an effective installed
capacity of 4415.3 MW in 2009, 2032 MW of which of hydroelectric capacity and
2286 MW of thermal capacity, to cover a demand of more than 2000 MW. This may
suggest an excessive power reserve. However, thermal plants require fuel and hydro-
electric plants require certain water reserves, which not always are available. The
dual systems complemented each other: In times of drought, the cheaper hydropower
was insufficient, and the thermal park, besides being expensive, did not have enough
capacity to meet energy demand on its own [4].

During the last decade, Ecuador carried out an ambitious process to strengthen
and transform its energy matrix. The MEER invested approximately M$ 4600 in
various renewable energy generation projects. Mazar hydroelectric came online in
2010, Villonaco wind farm started operation in 2013 [5], Paute Integral came online
in 2015 and Coca Codo Sinclair in 2016. As new hydrogeneration came online, older
thermal plants were progressively removed from the grid. All these projects helped
bolstering Ecuador’s energy independence and turned Ecuador into a net energy
exporter. In merely 10 years, Ecuador completed an energy transition from fossil
fuels to renewable energy in the electricity sector [6].

Comparing the energy mix on 2006 and 2017, Ecuador went from a 36% depen-
dency on thermal generation and 18% on imports to being self-sufficient with a 93%
renewable generation (Fig. 1).

Energy efficiency measures and the promotion and integration of renewable
energy sources (RE) are two of the main pillars of the energy concept of Ecuador.
Ecuador is committed to reduce the total primary energy supply (TPES), reduce
greenhouse gas (GHG) emissions and reduce energy consumption in 2020.
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Fig. 1 Generation of the electricity subsector 2006 (a) and 2017 (b)

1.2 Related Works

Scientific literature includes a number of LCA studies about of the different power
generation projects implemented in Ecuador. Below we briefly describe some of
them:

The article presented in [7] is a recent study that aims to analyze the environ-
mental impacts associated with variations in the participation of hydroelectricity in
the energy mix in Ecuador between 2012 and 2050 using lifecycle methods. The
results show that increasing the share of hydropower in the energy mix considerably
reduces the environmental impacts of electricity generation per kWh. In addition,
the projected Global Warming Potential (GWP) per kWh of the electricity in 2050
remains below 2016 levels for the scenarios where the hydroelectric capacity is
implemented according to the national electrification plan.

The authors in [8] present a study in which they use climate change scenarios
for an optimization model of Ecuador’s energy system through 2050, in order to
examine the lower-cost options for the Ecuadorian electricity system dominated by
hydroelectric energy. The results show that, in the long term, hydroelectric energy
will continue to be one of the most profitable and low-emission technologies in
the Ecuadorian electricity sector. In addition, they mention that, according to the
analysis based on models, changes in water availability could induce a variation
in the generation of hydroelectric power to supply 29–86% of the total electricity
demand. Another relevant aspect of the conclusion of the authors of this study is
that the current policy of the Ecuadorian government is based on the assumption that
there will only be small changes in future hydrological conditions and the levels of
runoff available to power hydroelectric projects.

A forecasting model for the Ecuadorian energy sector, using the LEAP model,
is presented in [9]. This study analyzes the behavior of the energy matrix based on
energy forecasting and efficiency policy scenarios, applying a bottom-up analysis
and considering the latest policies in Ecuador. The authors conclude that the model
and the proposed considerations will result in a final energy consumption of 158
million Barrels of Oil Equivalent (BOE) by 2030, in which the transport sector is
the main energy consumer. They also indicate that there will be a 10-year period of
surplus of electricity generation; the maximum surplus is 60% over five years, which
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will be reduced to 19% in 2030. The main cause of this reduction is the increase in
household electricity consumption, due to the introduction of electrical appliances
[9].

The Electrification Master Plan (2012–2050) [10], issued by the MEER, presents
five development paths for the Ecuadorian power grid. It is based on power gener-
ation and other government projects, and accounts for all generation connected to
the National Interconnected System (SNI), but it does not include self-generators
(e.g., oil fields). Demand projections consider the National Program for Efficient
Cooking, which aims to replace liquefied petroleum gas (LPG) with electricity in
domestic efficient cooking and hot water appliances with state funding and subsi-
dies. Induction cookers are expected to use 5150 GWh by the end of the substitution
process. Electricity demand projections include 596.9 GWh/year on savings due to
efficiency programs, and 3794GWh/year increased demanddue to increasing activity
in mining, cement, steel, oil and Yachay (City of Knowledge).

Regarding mobility, projections consider an extra 351 GWh/year due to the incor-
poration of electric vehicles for light transport and public transport (Quito subway
and Cuenca tram). Finally, the Pacific Refinery in Aromo near the city of Manta in
Manabí province will require around 375 MW for the refining facility, other produc-
tion processes and the development of the area. Although the likelihood of this
scenario is high due to the availability of technical studies, project implementation
largely depends on political will.

In this study, a prospective lifecycle assessment (LCA) of different power gener-
ation projects implemented in Ecuador was performed. Finally, the results of the
environmental analysis of power generation and operation, sustainability indicators
of economic and maintenance (O&M) costs are presented. The remainder of this
paper is structured as follows: Sect. 2 describes the method; Sect. 3 presents the
results obtained, and finally, Sect. 4 presents the conclusions.

2 Method

The Global Emission Model for Integrated Systems (GEMIS) is a European life-
cycle analysis database program provided by International Institute for Sustainability
Analysis and Strategy (IINAS) (Fig. 2).

GEMIS gives a detailed description of all the process steps of an energy system
and the calculation of the primary energy consumption involved in the process, the
emissions and themass and energyflows [11].Weuse thismodel to calculate lifecycle
emissions of power plants [12–16].
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Fig. 2 Flowchart of adopted method. Source developed by the authors

3 Results

The results of the simulation can be summarized into four categories: the projected
demand by the end of the period, the costs to build and operate the power generation
to meet the demand and the resulting air pollution and sustainability indicators.

3.1 Projected Demand

See Tables 1 and 2.
Table 2 shows the results of the simulation performed with GEMIS yields a

projected demand of 114,232 GWh in 2050. This result is very close to that obtained
by [10] in the average growth scenario (hypothesis 5), in which the projected demand
amounts to 114,223 GWh.
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Table 1 Power plant data introduced into GEMIS. Source developed by the authors

GEMIS central Power
(MW)

Units Total
power
(MW)

Operation (h) Energy GEMIS
(GWh/year)

Hydro-dam-big-1100 MW 1100 9 9900 4585 45,392

Hydro-dam-big-generic 200 12 2400 5477 13,145

Hydro-dam-medium-generic 50 101 5050 6035 30,481

Bagasse-ST-CO-2010 20 5 100 2964 296.4

Gas-GT-big-generic diesel 50 13 650 972 631.8

Gas-CC-big-generic 200 4 800 6299 5,039

Oil-heavy-ST-big-generic 410 1 410 5050 2,071

Diesel motor-big-generic 50 20 1000 4740 4,740

Oil-heavy-ST-small-generic 33.24 1 33.24 6240 207.42

Diesel motor-big-generic 113.1 1 113.18 769 87.04

Hydro-dam-CO-2010 650.0 500 3,250 360 1,170

Solar-PV-utility-CN 20 18 360 2222 800

Windfarm-big-generic 10 169 1,690 1735 2,932.15

Biogas-dieselmotor-generic 10.7 1 10.7 6000 64.2

Geothermal-ST-big-generic 100 9 900 7973 7175.7

Total 26,667 114,232

Table 2 Demand and installed capacity. Source developed by the authors

Year Demand (GWh) Installed capacity (MW) Maximum power (MW)

2012 19,316.26 5135.89 3207.00

2050 114,232.06 26,667.00 18,966.00

3.2 Total Costs

Total costs include capital investments for the construction of power plants and fixed
and variable O&M costs. Fixed O&M costs of refer to those that do not vary signif-
icantly with the level of generation: general and administrative expenses, routine
and preventive maintenance of the facilities, maintenance of structures and land and
others. VariableO&Mcosts refer to those that varywith generation, e.g., fuel [17–19]
(Tables 3 and 4).

Total costs amount to 1% GDP (2012–2050), which is US$ 6,308,171 million.
Although the analysis is not comprehensive (without updating prices, inflation, etc.),
the results are a good reference.
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Table 3 O&M costs

Electric power plant Total electricity
production
(GWh/year)

O&M (USD/MWh) Total cost 2012–2050
(M USD)

Hydroelectric up to
1000 MW

43,623.79 3.86 8725

Hydroelectric more
than 1000 MW

45,393 3.86 19,850

Biomass TV bagasse 296.36 42.64 480

Biomass MCI biogas 64.2 32.33 86

Solar PV 800 0.5% capital cost-year 1632

Eolic 2932.98 17 3366

Geothermal 7176 35 10,375

TV (Fuel oil) 2070.57 84.9 6680

TV (Diesel) 207.43 111.31 877

TG (Diesel) 631.71 169.41 4067

TG (GN) 0 126.81 409

MCI (Fuel oil) 4740.16 72.28 13,321

MCI (Diesel) 87.02 97.25 322

Combined cycle 5038.92 97.35 18,970

Total 113,062.14 89,161

Table 4 Greenhouse gases

Year CO2 Eq Carbon dioxide, CO2 Methane, CH4 Nitrous oxide, N2O

2012 7062.258 6634.052 13.088 229

2050 15,175.149 13,810.044 42.692 406

3.3 Air Emissions

Global warming is the gradual increase in the temperature of the Earth as a result of
the increase in the concentration of greenhouse gases in the atmosphere. The global
warming potential is determined based on the CO2 equivalent: 100 year greenhouse
warming potential (GWP) of methane is 25 and that of N2O is 298 [18–20].

Pollution results provided by GEMIS with an energy demand of 114232 GWh
are the following:

CO2-eq emissions are calculated considering the full lifecycle. In general terms,
the following lifecycles were considered: 50 years for large dam hydroelectric plants,
20 years for solar and wind power plants and 15 years for thermal power plants.
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Table 5 Sustainability indicators

Data and indicators 2012 2050

Population 15,520,973 27,777,933

GDP M USD (2010) 78,945 290,810

Power Consumption, GWh 19,316 114,233

CO2-eq emissions, ton 7,062,258 15,175,149

external dependence 4% 1%

renewable share 63% 88%

MWh/hab 1.24 4.11

MWh/M USD 244.68 392.81

tCO2/MWh 0.37 0.13

tCO2/M USD 89.46 52.18

tCO2/hab 0.46 0.55

3.4 Sustainability Indicators

The following table shows the main sustainability indicators that allow comparisons
between 2012 and 2050:

Table 5 shows the main sustainability indicators. It is important to note that
external dependence is minimal, 1%.

In addition, it is important to note a renewable share in 2050 over 80%, which is
reflected in the low emissions per MWh generated.

4 Conclusions

LCA studies can be used to forecast the future environmental impacts of a power
network. This article explores the sustainability of the power network growth plan
envisioned by the Ecuadorian government through 2050.

Global Emission Model for Integrated Systems (GEMIS) was used to deter-
mine the environmental performance of electricity generation. The obtained LCA
footprints are compared to the literature data and resulting in similar.

The indicators show that external dependence is minimal in 2050 (1%), as this
scenario considers the operation of Pacific Refinery, avoiding the import of diesel
for thermal power plants. The production of electrical energy from fossil sources
(diesel, fuel oil and NG) is marginal, but necessary for demand peaks and to improve
the robustness of the electrical system.

The participation of renewable energies is relevant since it is close to 90%, which
is reflected in the low emissions per MWh generated, which is a 65% reduction
compared to 2012emissions.Hydroelectric energy is themainprimary energy source,
with 78% of share, due to its great potential for expansion, since the rivers that
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flow into the Pacific Ocean are complemented by those flowing into the Amazon
basin,minimizing the effects of droughts. Per capita electricity consumption is higher
in 2050 than in 2012, indicating a greater development due to the impact of the
industrialization planned by the government. The current model implanted in the
Ecuadorian energy matrix costs 1% of Gross Domestic Product.

Energy transition in Ecuador follows the path of sustainable development, with
appropriate technologies, socially acceptable, and economically profitable.
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Force and Rotor Displacement Analysis
of Bridge Configured Based Induction
Machine

Sivaramakrishnan Natesan, Gaurav Kumar, and Karuna Kalita

Abstract Bridge configuration winding (BCW) is one of the stator winding method
to generate a controllable transverse force to attenuate the unbalanced magnetic
pull (UMP) in the induction machine. This paper investigates the analysis of radial
and tangential forces which are acting on the air gap of a bridge configured based
induction machine by using FEM. An Opera 2D finite element solver has been used
to measure the radial and tangential force distribution around the mid-air gap of
the BCW based induction machine. The rotor of the FE BCW induction machine
model has been shifted in the X-axis direction for 60% eccentricity with the stator
to analyze the bridge currents. The forces were calculated and compared for the
following cases: (i) when 1 V dc is supplied at the three-phase bridge points, (ii)
without any external supply. A controller has been developed and tries to make an
attempt for the active vibration control in the BCW induction machine. The rotor
displacements were measured for same input conditions as given in the FE model
and presented in the frequency domain.

Keywords Bridge configured winding · Unbalanced magnetic pull · Vibration
control

1 Introduction

Non-circular profile of the rotor due to the manufacturing defect and an imperfect
alignment of rotor with the stator in the induction machine can produce a trans-
verse force called unbalanced magnetic pull (UMP) toward the shortest air gap. This
UMP can be increased along with the rotor eccentricity when the speed of the rotor
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increases. This effect would lead to the imbalances of the magnetic field around
the air gap. Further, this results in the continuous contact between the rotor and
stator, vibration, and noises which may worsen the performances of the machine.
Belman et al. [1] developed an analytical air gap permeance model for calculation
of magnetic flux density, and they used total magnetic energy to derive the UMP
in two-pole induction machine. UMP can be controlled by using various types of
stator winding. A group of research people are working on the mitigation of UMP by
using various kind of stator winding connections. There are some significant trans-
formations in the existing work on controlling of UMP by providing series winding,
parallel winding, double set of winding, and single set of winding connection. The
research group of Arkkio [2, 3] and Chiba [4] have exploited the capability of elec-
trical motors and generators to exert controllable transverse forces on the rotor and
to generate bearing forces for bearing-less application. Both of these groups have
achieved this by deploying double sets of stator winding, one set of winding is used
to develop the torque on the rotor, and the second set is used to generate the trans-
verse force. Khoo [5] invented a new winding called bridge configured winding
which can be able to generate torque as well as transverse force with the help of
primary stator winding itself. The advantage of the BCW can provide three different
voltage or current supply sources which are isolated from each other. The BCW
primary winding configuration is advantageous in the sense that the same coils are
used for the torque production and transverse force generation, whereas in dual set
of winding scheme, the stator slots accommodate two different winding connection
which effects the torque producing capability of the machine. The characteristics of
induction machines are mostly analyzed by finite element method. Over 100 years,
the research people uses FEM for the simulation of electrical machines. The existing
works includes the complex magneto-dynamic formulation in the presence of single
harmonic frequency in both stator and slip of the rotor. It also includes the incor-
poration of rotor movement, effect of end-windings, and skewness of rotor bar. The
time-stepping method is quite useful in the sense that it can be used to calculate
all the parameters of the machine. The skewed rotor effect and homopolar flux are
not possible to incorporate in a 2D FE model. Tenhunen and Arkkio [6] used 2D
multi-slice model to incorporate skewed rotor effect. However, it comes at the cost of
computational effort. Also, the homopolar flux has not been considered for the finite
element analysis [7]. In addition to these formulations, there are few formulations
in which the transient dynamic behavior of the induction machines is analyzed and
reported by Vassent et al., [8] and later by Ho et al. [9]. This transient dynamic anal-
ysis is accomplished by coupling the mechanical motion equation and the coupled
field-circuit equation. Dorrell [10] studied and reviewed the effect of asymmetric
magnetic field in the air gap on UMP. An experimental analysis is performed to
study the effect of tooth saturation. The effect of slotting has not been presented
because the effect of slotting comes in terms of audible noise and high frequency
vibration not the UMP. Parallel paths reduces UMP, whether winding is on the rotor
or the stator. Dorrell and Smith, [11, 12] have developed an analytical model for
the calculation and measurement of UMP and later verified it experimentally. The
model was developed for motors having series and parallel winding connections
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along with rotor eccentricities. A series-connected winding forces the individual coil
currents to be constant and hence provides a sinusoidal current density distribution
in the machine. A fully parallel-connected winding on the other hand allows the coil
currents to redistribute themselves and forces a constant voltage across each coil.
Debortoli et al. [13] demonstrated the effect of parallel winding on UMP produc-
tion. In the parallel winding, the stator circuits which is located at the farthest point
from the rotor has lower inductance. Hence, a higher amount of current flows in
those circuits, and it controls UMP even if the rotor is eccentric. These currents are
called as circulating current. Laiho et al. [14] developed analytical model for an
electromechanical rotor with built-in force actuator has been proposed. The concept
of unbalanced field distribution has been utilized for the force generation in active
magnetic bearing. Arkkio [15] calculated the forces by using time-stepping method
in finite element analysis of the magnetic field. The author has done the analysis in
2D domain for the field in the magnetic core. The Crank–Nicholson method is used
for the modeling the time-dependent fields. The simulation results are compared
for rotor broken bar, broken end-ring, eccentricity, and number of rotor slots. The
largest forces were produced by broken end-rings. It has been noticed that the circu-
lating currents and the core saturation have reduced the magnitude of UMP. Kalita
and Laiho [16] have calculated analytically the lateral force in the air gap in bridge
configured induction motor. Natesan et al. [17] have developed an experimental
rig which is based on bridge configured induction machine to detect the unbalance
present in the machine by analyzing the frequency components of bridge currents.
Natesan et al. [18] investigated bridge currents in an asymmetric rotor with the stator
FE model. The FE model has 10% static eccentricity of the air gap for the analysis.
Gaurav et al. [19] demonstrated the vibration control by incorporating the additional
external bridge supply of a bridge configured induction motor. Gaurav et al. [20]
include the effect of various eccentricity conditions and the bridge currents in the FE
model to analyze the controlling of vibration.

The main objective of the present work is that to demonstrate the radial and
tangential forces which are acting on themid-air gap of a bridge configured induction
machine by using a finite element model. The advantageous and working principle of
bridge configured winding has been explained in [18]. The FE model has 60% static
eccentricity of the rotor with the air gap, i.e., the rotor is moved 0.75 mm along the
X-axis. The inductionmachine has a radial air gap length of 1.25mm. There aremany
literature works that have been published on the demonstration of bridge currents.
However, there are only few literature works that have been presented on the radial
and tangential forces acting on the air gap of an induction machine Therefore, this
work is mainly focused on the following issues:

• Initially, the radial and tangential forceswere calculated for three cases: (i)without
BCW connection, (ii) with BCW connection, and (iii) when 1 Vac source supplied
at bridge points of 60% static eccentric BCW induction machine FE model.

• A controller rig has developed in a 37 kW, three-phase, and four-pole induction
machine. 1 V dc has been supplied at the three-phase bridge points as an external
supply source.
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• The rotor displacements and bridge currents were measured for three different
cases: (i)main bridgeOFF andONconditions, (ii) controller bridgeONcondition,
and (iii) an amplitude of 1 V dc as external supply at three-phase controller bridge
points.

2 FE Analysis of BCW Based Induction Machine Using
Opera 2D Package

A detailed explanation of FE modeling of an induction machine, incorporation of
bridge configured winding scheme, and machine parameter have been presented in
[18]. The rotor of the FE BCW induction machine model has been shifted in the
X-axis direction for 60% eccentricity with the stator to analyze the bridge currents.
The rotation motion analysis has been utilized for the force analysis. Figure 1 shows
the 2D FE model of a bridge configured based induction by using Opera 2D FE
solver. The FE model has been simulated for the various following conditions: (i)
Without BCW connection, (ii) with BCW connection, and (iii) when 1 Vac source is
supplied at the three-phase bridge points.

2.1 Results and Discussions of FE Analysis

With reference to circuit connection shown in [18], the switches S1, S2, and S3
are called as bridge points in the FE induction model. The bridge points S1, S2,
and S3 are not short-circuited in open condition which is referred as without bridge
connection, and the bridge points S1, S2, and S3 are short-circuited which is referred
as with bridge connection. The induction machine FE model has simulated with
the main supply voltage frequency of 20 Hz. The three-phase bridge currents were
measured, and only phase A bridge currents have been plotted in frequency domain.
However, it is expecting that the phase B and phase C bridge currents are also having

Fig. 1 2D FE model of a bridge configure based induction machine by using Opera 2D FE solver
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the similar frequency components as same as like phase A bridge currents. Figure 2
shows the phase A bridge currents in frequency domain without an external supply
for the main supply frequency of 20 Hz. Figure 3 shows the phase A bridge currents
in frequency domain when 1 V ac supply has given at the ridge points for the main
supply frequency of 20 Hz.

The dominant frequency components of the bridge currents for dynamic eccen-
tricity condition are given by Eq. (1) as presented by Gaurav et al. [19].

fbridge = fsupply ± frotor (1)

where f supply is the frequency of main supply and f rotor is the frequency of rotor. It
has been observed in Fig. 1 that the frequencies of the bridge current are 10.05 and

Fig. 2 Phase A bridge currents in frequency domain without an external supply for the main supply
frequency of 20 Hz

Fig. 3 Phase A bridge currents in frequency domain when 1 V ac supply has given at the ridge
points for the main supply frequency of 20 Hz
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Table 1 Comparisons of frequency components of bridge currents with the eccentricity case

FE model Frequency components (Hz) Eccentricity case

No external supply 10.05, 30.13 (f supply ± f rotor) Dynamic eccentricity

1 Vac external supply 10.05, 20,30.13 (f supply, f supply ± f rotor) Mixed eccentricity

Fig. 4 Comparison of tangential forces acting on the mid-air gap of with and without BCW
connection of 60% eccentricity induction machine FE model

30.13 Hz, i.e., (f supply ± f rotor) and represents Eq. 1 that the FE model has dynamic
eccentricity condition. Similarly, it has also been noticed in Fig. 2 that the frequencies
of the bridge current are 10.05, 20, and 30.13 Hz, i.e., (f supply, f supply ± f rotor) and
represents the FE model that has mixed eccentricity condition. Table 1 summarizes
the comparisons of frequency components of bridge currents with the eccentricity
case.

The radial and tangential forces have been calculated by using Maxwell force
distribution by integrating the flux density in the horizontal and vertical direction
over the mid-air gap region of the induction machine. Equation (2) and Eq. (3) show
the tangential and radial force component acting over the mid-air gap region.

FTangential =
2�∫

0

b2a(θ, t)

2μo
sin(θ)rldθ (2)

Fradial =
2�∫

0

b2a(θ, t)

2μo
cos(θ)rldθ (3)

where ba is magnetic flux density, 8 is angle of arc, r is the mid-air gap radius =
109.875 mm, and l is the length of the rotor core = 212 mm.
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Figures 4 and 5 show the comparison of tangential and radial forces acting on
the mid-air gap of with and without BCW connection of 60% eccentricity induction
machine FE model, respectively. It has seen that the tangential and radial force
components are greatly reduced when the bridge is being connected. The tangential
forces are balanced with each other over the zero axis line which is the reason for the
rotation of the rotor. It has also been observed that the radial forces are unbalanced,
i.e., acting only in one direction. This clearly shows that the radial forces are the
responsible for the deviation of rotation of the rotor with the stator. This is happening
due to the 60% of the dynamic eccentricity present in the BCW induction FE model.

Figures 6 and 7 show the comparison of tangential and radial forces acting on
the mid-air gap of with BCW connection and when 1 V ac supplied at all three-phase
bridge points of 60% eccentricity induction machine FE model, respectively. It has

Fig. 5 Comparison of radial forces acting on the mid-air gap of with and without BCW connection
of 60% eccentricity induction machine FE model

Fig. 6 Comparison of tangential forces acting on the mid-air gap of BCW induction machine with
no external supply and 1 V ac supplied at all three-phase bridge points of 60% eccentricity induction
machine FE model
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Fig. 7 Comparison of radial forces acting on the mid-air gap of BCW induction machine with no
external supply and 1 V ac supplied at all three-phase bridge points of 60% eccentricity induction
machine FE model

seen that there is a small amount of reduction in the radial forces though the amplitude
1 V ac may not be high enough and further study is required.

3 Development of Controller Rig Set Up

The development of the experimental setup and the incorporation of the bridge
configured winding in a four-pole, three-phase, 37 kW induction machine have been
illustrated in [18]. A controller has been developed to incorporate the three-phase
external voltage supply at the bridge points. The present section illustrates the devel-
opment of the controller which have been utilized for the active vibration control in a
bridge configured based induction machine. The controller has different components
mainly isolation amplifier, Copley controller, isolation transformer, and a rectifier
with filter. Table 2 shows the name, make, and model of the devices which are used
in the development of controller.

Three isolation amplifiers have been used to break the loops between common
ground level of reference signal and the controller for safety purpose. A 15 V dc

Table 2 Devices used in controller

S. No. Name of the device Make of the device Model

1 Isolation amplifier Analog devices AD202JN

2 Servo amplifier Copley controller 5221 CE

3 Isolation transformer RKD RKD 100/2 × 24

4 Current transducer LEM transducer LTS 15-NP

5 Voltage transducer LEM transducer LV 25-P
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Fig. 8 Flow diagram of connection of devices

battery power source has been used as a power supply for the isolation amplifier.
Three DC servo amplifiers have been used to supply the required controlled voltage
in three bridges as per the reference signal provided by the DAQ system. Figure 8
shows the connection flow diagram of the components used in the controller. Three
isolation transformers have been used to step down the 220 V ac to 24 V ac supply. A
rectifier filter circuit has been used to convert 24 V ac signal to a 24 V dc signal, and
this 24 V dc supply has been used as a power source for the servo amplifiers.

3.1 Experimental Analysis

The three-phase controller bridge currents and corresponding rotor displacements
(in X and Y directions) have been measured for the main supply frequency of 20 Hz.
The three-phase bridge currents and rotor orbits have been obtained for two cases,
(i) bridge OFF and (ii) bridge ON (controller). The switches for the controller bridge
connections are shown in Fig. 9. With reference to Fig. 8, controller bridge OFF
condition means that the switches S1, S2, and S3 are in open condition. Controller
bridge ON condition means that the switches S1, S2, and S3 are in closed condition.
The bridge currents were measured at bridge points S1, S2, and S3 as soon as the
controller bridge points are short-circuited. Figures 10 and 11 show the FFT of
the rotor responses in X- and Y-directions, respectively, at 20 Hz supply frequency
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Fig. 9 Controller setup for active vibration control

Fig. 10 Comparison of FFT of the rotor responses in X-direction for main bridge OFF, ON,
controller bridge on, and 1 Vdc supply conditions for a main supply frequency of 20 Hz
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Fig. 11 Comparison of FFT of the rotor responses in Y-direction for main bridge OFF, ON,
controller bridge on and 1 Vdc supply conditions for a main supply frequency of 20 Hz

in bridge OFF and controller bridge ON conditions. It has been observed that the
frequency component of the rotor responses along X- and Y- directions for a main
supply frequency of 20 Hz are 0 Hz (f supply − f supply), 10 Hz (f supply – 1/2 f supply),
20 Hz (f supply), 30 Hz (f supply + 1/2 f supply), 40 Hz (2 f supply), and 50 Hz (f supply +
3/2 f supply), where f supply is the frequency of the main supply. The double supply
frequency component 40 Hz (2 f supply) of rotor responses which have been greatly
reduced for main bridge ON (passive vibration) condition when compared with the
bridgeOFF conditionwhich is not great as for Controller bridgeONcondition aswell
as with controller external supply conditions. This may happen due to the additional
frequency components 40 Hz (2 f supply) and 60 Hz (3 f supply) which are present in
the controller bridge currents which are not present in the main bridge currents.

Figure 12 shows the comparison of FFT of bridge currents for main bridge OFF,
ON, controller bridge ON, and 1 Vac supply conditions. The frequency component
of the bridge currents are 10 Hz (f supply − f rotor), 20 Hz (f supply), and 30 Hz (f supply +
f rotor), where fs is the frequency of the main supply and f rotor is the rotor frequency.
Since the machine has been run at no-load condition, f rotor = 1/2 f supply. Figure 13
shows the comparison of rotor orbit for main bridge OFF, ON, controller bridge ON,
and 1 V ac supply conditions. It has been clearly visible that the amplitude of rotor
orbit has been reduced and tries to move toward the concentric position with the
stator.

4 Conclusions

Numerical simulations have been carried out to calculate the radial and tangen-
tial forces which present in the mid-air gap region of the BCW induction machine
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Fig. 12 Comparison of FFT of bridge currents for main bridge OFF, ON, controller bridge ON,
and 1 Vdc supply conditions for a main supply frequency of 20 Hz

Fig. 13 Comparison of rotor orbit for main bridge OFF, ON, controller bridge ON, and 1Vdcsupply
conditions for a main supply frequency of 20 Hz

FE model. The radial and tangential forces are compared and presented in order
to demonstrate the effect of bridge configured winding in an induction machine.
The development of the controller for active vibration control has been presented.
The rotor responses and bridge currents are obtained for main supply frequency
of 20 Hz for bridge OFF, main bridge ON, and controller bridge ON conditions.
The frequency components of the bridge currents in controller bridge ON condi-
tion are (f supply − f rotor), (f supply) and (f supply + f rotor), where fs is the frequency
of the main supply and f rotor is the rotor frequency. The results obtained from the
experiments confirmed that the machine has mixed eccentricity. The rotor responses
confirmed that the main bridge ON condition suppresses the 2 f supply component
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of the UMP. Controller bridge ON is unable to suppress the 2 f supply component
of the rotor response. However, there is an additional frequency component of the
bridge currents in controller bridge ON condition and that components are 2 f supply
and 3 f supply. This perhaps introduce by the controller dynamics and needs further
investigation. The bridge ON condition reduces the static eccentricity by shifting the
rotor toward the stator center. There are challenges for active vibration control.When
the switches of the bridge controller are short-circuited, it changes the nature and
magnitude of the current flowing across the bridges compared to the current flowing
across the bridges when bridge points S1, S2, and S3 were short circuited directly as
in case of passive control.
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Smart Grid Cybervulnerabilities
and Mitigation Measures

Priya R. Krishnan and Josephkutti Jacob

Abstract Cybersecurity defend and safeguard the computing assets including
programs in a cybernetwork thereby providing reliability, integrity, and confiden-
tiality of data transfer. In this paper, a detailed description of the communication
framework, a functional block, network types, communication functionalities, relia-
bility, and security aspects are provided. Elaborate elucidation of cybersecurity stan-
dards and cyberattack mitigation techniques is reviewed. Current research trends in
the field of cybersecurity and future scopes are analyzed.

Keywords Security · Communication · Vulnerability

1 Introduction

Cybersecurity is the practice of securing and defending the electric power gener-
ators, substations, transmission and distribution lines, controllers, smart meters,
collector nodes, distribution and transmission control centers, and programs from
digital attacks. Information attack can be in the form of malware, virus, trojans,
spyware, ransomware, adware, and botnets. Unsecured Wi-Fi networks, vulnerabili-
ties in the software, lack of awareness among staff, and negligence are responsible for
data theft and hacking. These malicious activities are carried out to attain business,
financial, political/intellectual details, sensitive personal data, and customer database
and of mere curiosity. Numerous research papers have reported about the prevailing
trends in cyberattack, their consequences, and mitigation measures. Hackers can
infilter and alter the data in a smart grid driven by modern computer technologies
and information management systems. Because of the lack of stiff regulatory norms,
weakness in IEC 62351 protected smart grid control systems, and loopholes in IEC
61850 protocols, the smart grid has become a primary target for attackers.Dagle in [1]
has given the fundamental aspects of cybersecurity in the electric power grid. Issues,
drift, and opportunities in the power grid sector are presented outstandingly. Kaster
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and Sen in [2] give an idea about cybersecurity threats. They emphasized the need
for industry collaborated research works and elaborated on the technical challenges
in this area. Jarmakiewiz et al. in [3] dig up to scratch and provided outstanding and
virtuous ideas in the field of cybersecurity. The detailed procedure for the design
and implementation of the power grid protection system is presented. Rawat et al. in
[4] highlighted the concept of information attack based on the network type, namely
home area network (HAN) and wide area network (WAN). They also furnish the
influence of each attack on system integrity. Shapsough et al. in [5] elaborated on the
information challenges which can cause repercussions on customer privacy. Current
security solutions in the network management and protocols are also dealt with.
Liang et al. in [6] made a detailed description of grid infrastructure and its secu-
rity concerns and discuss the areas in the security domain where studies have to be
carried out. The concept of the Internet of energy is the main focus in the work of
Dari et al. [7]. They gave impotence to specialize intrusion detection system (IDS)
and reliability concerns. Wang and Lu in [8] identified the underline differences
between the power grid and other networks. Cryptographic and corrective measures
for information security are also well explained in [9] the study regarding the accu-
racy of placement of equipment in the power grid which is mentioned. The authors
emphasized the need for a design tool that automates the examination of each link.
Sun et al. in [10] designed an IDS and anomaly detection system. Hardware in a loop
and cyber-physical system (CPS) testbed have been used to access the power grid
security methods. JIANG in [11] proposed a fault location technology that utilizes
smart meters and remote fault indicators. A newmodel based onmixed-integer linear
programming is proposed for finding fault location. Adiseshu et al. in [12] introduced
a scheme for conflict resolution by adding resolve filters. In [13–15], detection and
resolution methods of firewall policies are dealt with. Firm and reliable mode bus
substation protocols have been proposed in [16–19]. Evaluation of the defenseless-
ness of the SCADA system [19], PLCs [20], and susceptibility of power entities to
information attack needs special attention. Vulnerability assessment of SCADA and
EMS has been reported in [19, 21]. Theft of data from AMI infrastructure and fault
data injection is alarmingly increasing [22–25].

North American Electric Reliability Cooperation (NERC) [26] provides an infor-
mation technology framework for the dependable and definite operation of the smart
grid. National Institute of Standards and Technology (NIST) [27, 28] published
NISTIR 7628 for reliable operation of the power grid. A detailed description of the
IEC 6180 protocol analysis is carried out in [29–33]. In [29], Khalid et.al. studied
the importance of IEC 61850 in supporting smart metering communication. In [30],
Elbaset et.al. have discussed the generic object-oriented substation event [GOOSE]
function in IEC 61850 protocol. They highlighted the gravity of the IEC 61850
protocol in substation automation. A model that permits the communication time
assessment of [GOOSE] messages is proposed in [31]. In [32], Mattos et.al used a
graphical interface based on a packet generator that permits the users to create and
sent packet according to GOOSE and manufacturing message specification (MMS).
Mekkanen andKauhaniemi in [33] have shown the implementation of low-cost intel-
ligent electronic devices based on IEC61850–7-420 protocol. In [34], Rajkumar et al.
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injected spoofed GOOSE data frames into the communication network of substation
for doing vulnerability analysis. In [35], Sathyadevan et al. enumerate the advantages,
disadvantages, and outlook of a power system integrated with the 61,850 protocol.

In the remaining of this paper, Sect. 2 explains the smart grid framework, Sect. 3
describes the different network types, and Sect. 4 describes the communication func-
tionalities to be fulfilled in a smart grid. Communication formessage transfer is given
in Sect. 5 and standards in Sect. 6. Cybersecurity aspects are given in Sect. 7 and
smart grid architectural model in Sect. 8. Sections 9 and 10 explains cybersecurity
solution threats and standards, respectively. Current research trends and future scope
are given in Sect. 12 and finally conclusions in Sect. 13.

2 Fundamental requirements in a smart grid
communication system include the functional blocks
as shown in Fig. 1

Smart grid framework includes seven domains which are listed below.

2.1 Bulk Generation Domain

It includes all energy providing resources such as hydroelectric power plants, nuclear
power plants, coal-fired power plants, diesel-fired power plants, geothermal power
plants, solar, wind power plants, and ESS. An important need is to store electricity
as energy storage system (ESS) due to the intermittent nature of renewable energy
sources (RES). Bulk generation domain requires communication to interact with the
transmission domain [36]. Generation companies need a communication network to
interact with the load side, distributed energy resources (DER), PEVs, AMIs, and
sensors. It also needs to communicate with the operation domain.

2.2 The Transmission Domain

It is used for managing demand and supply. A regional transmission operator or
independent system operator (ISO) manages the activities of this domain. It provides
an interface between generation and distribution. Information is captured from the
grid and sent to control centers through the communication channel. Transformers
and sensors send data to the EMS of transmission systems where it is analyzed.
Control centers need to communicate with substation devices. The bidirectional
control response is scrutinized by the transmission domain.
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Fig. 1 Fundamental requirements in a smart grid communication system

2.3 Distribution Domain

It includes transformers and feeders and is managed by a distribution management
system. The main function of this domain is to deliver electricity with reliability and
quality. It communicates with transmission operators to check how much power is
available from the transmission system and conduct a discussion with the customer
domain to analyze the selling of power. Distributed energy resources (DER), plug-
in electric vehicles (PEV), advanced metering infrastructures (AMI), and sensors
are also connected in this domain. Bidirectional communication is needed in this
domain.
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2.4 Operation Domain

The main function of the operation domain is to dispatch electricity and to control
the optimization of the EMS and distribution management system (DMS.). Security
issues, voltage regulation issues, and frequency variation issues are handled by the
operation domain. Communication is carried out with generation, transmission, and
distribution domains. Information regarding fault management, planning, and main-
tenance is collected by this domain. Articulation with SCADA helps in load flow
analysis, state flow analysis, and restoration analysis.

2.5 Market Domain

Market domain frames profitable supply–demand transactions and is responsible
for optimal dispatch of transactions between suppliers and distribution people. It
communicates with the retailers to decide the market price and with aggregators to
get details of renewable energy power.

2.6 Customer Domain

The main aim of this domain is to permit customers to participate in grid communi-
cation. Critical updates from the grid should reach the customer, so communication
with customer premises is very vital. The integration of DERs is under the control of
this domain. Data exchange taking place between smart meters and energy system
interface is also under the supervision of this domain. It interacts with distribution,
operations, services, and market domain.

2.7 Service Domain

Delivery of electricity to customers and industries comes under the responsibility of
the service domain. It also manages customer billing and customer accounts. Home
energy management communication comes under the service domain. It needs to get
metering information to process bills. It interacts with operations and the customer
domain.
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3 Network Types

Different geographical regions are taken care of by constructing an interconnected
hierarchical architecture. Individual subnetwork forms part of this network. It is clas-
sified into WAN, field area network (FAN), and home area network (HAN). WAN
covers the transmission system and large distribution systems. Local SCADA infor-
mation is captured by intelligent electronic devices (IED) and acts according to the
protection commands from control centers. Instruction communication from control
centers to electric devices is carried out byWAN. FANgives a communication facility
for small distribution systems to share and exchange information. Home buildings
and apartment communications come under the HAN network. Load curtailment,
demand response, and load shedding are handled by HAN. It acts as a backbone in
customer premise to interface with utility for planning equipment usage and updating
solar prices. These network types use power line communication, wireline network,
or wireless network as networking technologies. Communication in a substation is
shown in Fig. 2.

Fig. 2 Communication in a substation
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4 Communication Functionality to be Fulfilled

4.1 Wide-Area Situational Awareness (WASA)

Data from electric substation and power lines are collected. Based on this data, wide-
area monitoring system, wide-area control system, and wide-area protection system
are built. System-level protection ismade available by taking the data from the phasor
measuring unit. The dynamics due to renewable energy sources are also monitored.

4.2 Distribution Grid Management

Distribution grid needs monitoring of feeders, smart transformers, PEVs, AMU, and
demand response (DR) schemes. These applications use FAN within the distribution
domain for gathering data.

4.3 Advance Metering Infrastructure

AMI system helps in two-way communication between utility and customers using
the Internet of Things technology (IoT). Load forecasting implements the DR
scheme. It segregates critical and non-critical loads using FAN and HAN.

4.4 Demand Response

Peak shaving can be implemented using the DR system. Communication protocol
enables utility companies to provide dynamic real-time pricing information to the
customers to shift the usage of electricity. By providing critical peak pricing and vari-
able critical peak rebates, the customers can be besotted in demand response efforts.
End-user interfaces, load control devices, and AMI helps in these communications.
HAN is widely used to coordinate the communication of smart appliances.

5 Communication Requirements for Message Transfer

• Network latency
• Data delivery criticality
• Reliability
• Security



32 P. R. Krishnan and J. Jacob

• Time synchronization
• Multicast support
• Critical timing requirements.

5.1 Network Latency

Network latency defines the maximum time required for a message to reach its desti-
nation. Different messages in a power grid have different network latency. Protection
and control messages are critical, and hence, latency requirement has to be met.

5.2 Data Delivery Criticality

High, medium, and non-critical data delivery criticality are used in the smart grid. A
high type of delivery scheme is used when an acknowledgment is unavoidable in the
end-to-end data delivery. SCADA control commands are of this type. Retrying of
message sending is done until a confirmation is obtained. The medium type is used
when the receiver can detect data loss and end-to-end confirmation is not required.
The source is not concerned whether the data has reached the destination. Measured
values of current, voltage, and power are of this type. Critical type is used when data
loss is acceptable to the receiver. Messages are sent repeatedly or not.

5.3 Reliability

Reliability stands for resource ampleness and operational security and safety. Elec-
tric congestion should be prevented for attaining reliability. Intelligent, self-healing
networks facilitate reliable operations of the power grid, increasing grid efficiency.

5.4 Security

The digital infrastructure of the smart grid is susceptible to cyberattacks than the
primitive electrical grid. Improving reliability, efficiency, and real-time monitoring
of the gadgets canprovide cybersecurity.Mostmodern andflawless securitymeasures
must be implemented in the cybernetwork.
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5.5 Time Synchronization

Devices in the power grid need to be time-synchronized. In the case of a transmis-
sion line running between two substations, if data obtaining from substations are not
the time-synchronized, comparison is not possible. Devices are installed in substa-
tions to provide time synchronization. Protection schemes and WAN require time
synchronization.

5.6 Multicast Support

Multiple receivers are there to receive the data. So multicast communication is
needed. Person-wise admission control must be provided to reduce data theft.

5.7 Critical Timing Requirements

Communication delay is the time interval between sending and receiving of data. If
a trip command is sent to the breaker, it should reach the breaker in 4 msec. Timing
varies from country to country.

6 Standards

6.1 IEEE C37.1

This standard provides the basics for the definition, specification, performance anal-
ysis, and application of SCADA and automation system. Network requirements on
reliability, maintainability, availability, security, expandability, and chargeability are
mentioned.

6.2 IEEE 1379

A set of guidelines for communications and interconnection of remote terminal units
(RTUs) and intelligent electronic devices (IEDs) in an electric utility substation is
bestowed in IEEE 1379 standard. Following these standards eliminate the need for
time-consuming and costly interfacing techniques. Implementers need to understand
RTU and IED communication standards and the overall concept of the supervisory
control and data acquisition (SCADA) system.
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6.3 IEEE 1547

IEEE 1547 is a standard for interconnecting distributed resources with electric power
systems. It is developed by the Institute of Electrical and Electronics Engineers. It
provides prerequisites and specifications needed for performance, operation, testing,
safety, and maintenance of the interconnected equipment.

6.4 IEEE 1646

Rules elaborating communication dispatch times of information movement within
and external to substation integrated protection, control, and data acquisition systems
are described. Communication requirements and system effectiveness in delivering
data on time are also mentioned.

7 Cybersecurity

It refers to the protection of networks, hardware, and software from attack, damage,
or unauthorized access and rejection of services. Figure 3 shows the duties that have
to be carried out in a cybersecurity system loop.

Cybersecurity problems can occur from unknown, competitor, agent of foreign
nation, current contractor, former employee, software vendor, hacker, current
employee, or malware author. Fraudsters alter electronic data and access credit

Fig. 3 Duties to be carried
out in a cybersecurity system Iden fy 
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cards or money-related activities. Cybercriminals try to snatch personal informa-
tion. Hacktivists misuse the computer system for socially and politically motivated
gains. Bonnets are Internet-connected devices that are made to infect with malware
for data theft, distributed denial of service (DDoS) attack, and credential leakage.
Denial of service is the outcome. A network can be penetrated directly or indirectly
by using the data obtained from social engineering Web sites, so they need to be
banned near the power grids.

The software can be affected due to vulnerabilities present in the communication
network. The main attacking strategies are explained below.

7.1 Zero-Day Vulnerabilities

Zero-day vulnerabilities occur when the vendor cannot provide a solution to some
weaknesses. At any time, attack can occur. It causes an arms race between hackers
and utility. Alarming attacks based on zero-day weaknesses can go unnoticed for a
long period. Due to this cyberwarfare, governments are purchasing zero-day exploits
from recognized and legalized security companies

7.2 Denial of Service (DoS) and Distributed Denial of Service
(DDoS) Attacks

In the advent of the DOS attack, the system cannot react to service requests. It may
be the first step for another attack which the hacker plans. TCP SYN flood attack,
teardrop attack, smurf attack, ping-of-death attack, and bonnets are examples of DOS
attacks.

7.3 Man-in-the-Middle (MitM) Attack

AMitM attack occurs when a hacker inserts itself between the communications of a
client and a server. In session hijacking, a session is hijacked. The attacking computer
substitutes its IP address for the trusted client, while the server continues the session,
believing it is communicating with the client. In IP spoofing of the target, the source
receives a packet with the IP source address of a known, trusted host and acts upon it.
A replay attack happenswhen a cyberthief interrupts and saves oldmessages and then
tries to send them later, mimicking one of the participants. The countermeasure is
to provide session-wise timestamps or nonce. Encryption and digital certificates are
effective safeguarding measures against MitM attacks, thus providing confidentiality
and reliability of communications.
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7.4 Phishing and Spear-Phishing Attacks

Emails that seem to be from reliable sources are sent to gain control of personal
information. It may be in the form of a link to an unauthorized Web site or the form
of a malware attack. Spear phishing is a targeted type of activity. Attackers research
targets and create messages that are personal and important, and hence, it is difficult
to defend. Email spoofing and Web site cloning are typical types of spear phishing.
LegitimateWeb sites are fooled into entering personally identifiable information (PII)
or login credentials. To diminish the extent of being phished, Sandboxing, analyzing
email, and critical thinking need to be executed [37–39]. A drive-by download type
of attack is a method of spreading malware. Hackers put the seeds of a malicious
script into a weak Web site. It takes the loopholes of a Web or operating system.
Operating systems need to be updated and never try to visit unknown Web sites that
contain un-understandable codes. Try to avoid using unnecessary programs and apps
in the device because as the number of plug-ins increases, more vulnerability may
creep in.

7.5 Password Attack

Procuring passwords is a frequent and effective type of attack approach. Seizure
of password can occur by “sniffing” the connection to the network. Unencrypted
passwords are obtained even by wild guessing. Brute-force guessing uses a random
approach in which some logic related to the person’s name, family member’s name,
job place, or hobbies are applied. In a dictionary attack, common passwords are used
to gain control of the user’s computer network. An account lockout policy needs to
be implemented to safeguard the system.

7.6 SQL Injection Attack

SQL injection mainly occurs in database-driven Web sites. It happens when a SQL
query is executed. SQL commands are lodged into data-plane input. A SQL injector
can read and modify sensitive data from the database, and SQL injection operation
happens when dynamic SQL is used. The least privileged model of permissions and
stored procedures need to be employed in the databases to avoid SQL attack. Input
data has to be validated by comparing it with a white list.
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7.7 Cross-Site Scripting (XSS) Attack

In XSS attacks, the attacker injects venomous JavaScript into the database. The
attacker’s payload containing page is transmitted to the database which results in
the execution of the malicious script. When XSS is employed to exploit additional
vulnerabilities, an attacker not only steals cookies, but also log keystrokes, captures
screenshots, intrudes into network information, and remotely accesses control of the
grid machine. To defend against XSS attacks, developers can clean up data input
by users in an HTTP request. Data need to be validated and filtered before echoing.
Client-side scripts’ scrutinization priority needs to be given to users.

7.8 Eavesdropping Attack

Passwords and other personal information can be snatched by eavesdropping attacks.
Eavesdropping can be passive or active. Passive eavesdropping information is
detected by listening to the message transfer in the network. Active eavesdropping
allows a hacker to grab the knowledge by camouflaging as a friendly unit and by
giving queries to transmitters. Passive eavesdropping is the starting point of an active
attack. Data encryption can prevent eavesdropping.

7.9 Malware

Malware is the collective name for several malicious software variants, including
viruses, ransomware, and spyware. It is a software type intentionally designed by
hackers, for making money illegally or to cause damage to a computer, server, client,
or computer network to steal sensitive or confidential information. A computer worm
is an autonomous program that replicates itself to spread to other computers and
affects multitasking systems connected to a network. It does not require a host or
human help for spreading. Trojan horse or trojan is anymalware thatmisleads users of
its true intent. It can give the attacker backdoor control over the device and download
a virus or a worm, activating a device camera or recording capabilities. This will lead
to unwanted popup messages, crashing, and restarting of personal computers.

8 Smart Grid Architecture Model

The model of a smart grid is shown in Fig. 4 [40–42].
To obtain a correlation between devices in the smart grid, interoperability needs

to be contemplated on five interoperability layers. The first two layers are related to
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Fig. 4 Smart grid model

functionality, whereas the lower three layers can be associatedwith the intended tech-
nical implementation. Grid-wise architecture council (GWAC) developed the inter-
operability layers architecture. Business layer provides a business perspective of the
information swapping in smart grids. Administration-related and economic infras-
tructures can be mapped on to this layer. Function layer outlines services and their
relationships from an architectural frame of reference. Information layer sketches
the fundamental and elementary canonical data models of information among the
various components. Component communication layer portrays protocols and proce-
dures for the exchange layer which gives an idea of the physical arrangement of all
components including power systems and equipment.

9 Cybersecurity Threads in Smart Grid Advanced
Metering Infrastructure

AMI includes heterogeneous devices such as smart meters, collectors, firewalls,
routers and gateways, heterogeneous links of power lines, wired, and wireless data
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connections. AMI networks have to consider different data stream types such as
power usage data control commands, alarms, software patches, and management
commands. HAN makes connections to meters. From the meters, a connection is
made to the intelligent boxes namely collectors. Routers route the information to
the energy provider side. Data delivery in AMI is not policy driven, but it is time
driven or request driven, and the AMI network must be accessible from the utility
network. Energy usage information and new installation information are collected
through HAN. Topological configuration data consist of different links, link proper-
ties, logical network zones, andgeographical regions. Linkdefinition defines that how
devices are connected, the type of algorithms to be used, patches to be installed for
acquiring security properties. The encrypted tunnel is provided between the source
and destination ports. The service port’s priority is provided by administrators.

9.1 Cybersecurity Threats in AMI

9.1.1 Reachability and Link Integrity Threats

Reachability between the meters and receivers should be ensured. Collectors have
terminated buffer, and if data tampered, it may turn malicious. Network links need
to be monitored and kept intact.

9.1.2 Availability Threats

Improper scheduling results in data loss. Improper scheduling is unknowingly intro-
duced or attackers misconfigure the data resulting in a denial of service. For formal
analysis of threats in AMI, the location and values of the errors should be identified
accurately, errors need to be modeled and analyzed, and corrective measures have to
be implemented. The impact of the threat should be calculated using ease of miti-
gation, criticality, and other measurable factors. Necessary impact analysis has to
be carried out. Modern SAT/SMT solvers and Yices have shown to be powerful and
inexpensive both in time and cost to execute millions of constraints for millions of
variables in a few seconds.

10 Cybersecurity Solution

All data need to be transferred with confidentiality, integrity, and availability.
By applying policies procedures, advanced technologies, education, training, and
awareness programs security problems can be reduced.
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10.1 Perimeter-Level Protection

This protection is activated within a certain perimeter of WAN. Firewall, intrusion
detection system (IDS) which monitors network traffic for illegal activities, harmful
activities and breach of policies, intrusion prevention system (IPS) which alarms the
network user and removes the harmful component from the network, virtual private
network (VPN) that creates an encrypted tunnel between the supplier and end user
on top of a public network, antivirus software, role-based access providing schemes,
and network admission control (NAC) are the main security providers in this level.

10.2 Interior Security

Firewall, IDS,VPN,AV, hostAV, IEEEP1711 (serial connection), network admission
control (NAC), and scanning need to be provided within a substation and network to
produce defense in depth

10.3 Monitoring

Strict monitoring of the network must be enforced to reduce data leakage and
cyberattack.

10.4 Management

Security management measures should be strictly monitored to avoid data hijacking
and intrusion. Role-, device-, and location-based access controls reduce security
problems.

10.5 Processes

Predefined security rules, barriers, and processes can minimize cybersecurity issues.
Security compliance must be made a fundamental necessity in the smart grid.
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11 Cybersecurity Standards

11.1 ISO/IEC 27000

General information technology security rules are given in the ISO/IEC 27000 series.
International (ISO) and the International Electrotechnical Commission (IEC) jointly
published these rules and regulations. It gives a broad perspective of the privacy and
clandestinely of IT/technical/cybersecurity issues. Main standards are listed below
[37]

• ISO/IE 27000—Information security management systems
• ISO/IEC27004—Information security management monitoring, measurement,

analysis, and evaluation
• ISO/IEC27005—Information security risk management
• ISO/IEC 27032—Guideline for cybersecurity
• ISO/IEC 27033—IT network security
• ISO/IE 27038—Specification for digital redaction on digital documents
• ISO/IEC 27039—Intrusion prevention.

Organizations choose to implement these standards for their benefit as they also
want to get certified to reassure customers and clients that the rules, recommenda-
tions, and regulations have been followed.

11.2 NIST SP 800-82

Security in the industrial control system. The aim of the rules and regulations
furnished in the document is to provide directions for securing industrial control
systems (ICS), including SCADA systems, distributed control systems (DCS), and
other control operations. As per NIST SP 800-82, regulation risk analysis has to
be conducted to identify critical parts that need to be segmented to deny or mini-
mize intrusion to sensitive information. Network traffic filtering which uses different
technologies to ensure security conditions in various domains and network layer
filtering protocols is elaborately explained. State-based filtering which determines
the communication hierarchy and application filtering that filters the content of
communications between systems at the application layer is also given special
consideration.

.
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11.3 IEC 62351

IEC 62351 is a standard developed by WG15 of IEC TC57. This is developed for
handling the security of TC 57 series of protocols including IEC 60870-5 series, IEC
60870-6 series, IEC 1850 series, IEC 61970 series, and IEC 61968 series. The
different security objectives include authentication of data transfer through digital
signatures, ensuring only authenticated access, prevention of eavesdropping, preven-
tion of playback and spoofing, and intrusion detection.

The main aim of IEC 62351-10—Security Architecture standards are explained
below

• Description of security structure for the IT infrastructure
• Finding the location of crucial points such as substation control center and

substation automation centers
• Identification of suitable security measures
• Applicability of IT domain standards.

11.4 The North American Electric Reliability Corporation
Critical Infrastructure Protection (NERC CIP)

NERC developed CIP standards to exhort utilities to develop an incipient set of secu-
ritymeasures. It contains 9 standards and 45 requirements which cover the security of
electronic gadgets and the safeguarding of critical cyber assets and as personnel and
training, security management, and disaster recovery planning. NERC CIP recom-
mends the utilization of firewalls to block malicious ports and the employment of
cyberattack monitoring tools. Organizations need to enforce IT controls protecting
access to critical cyberassets. Penalties for recalcitrance with NERC CIP include
fines and license cutting.

11.5 NISTIR 7628 (Security in Power System)

Smart grid use data for informed decision making. The major task involves state esti-
mation, stability assessment, energy forecasting, and situational awareness. NISTIR
7628 provides a master plan and guidelines for formulating cybersecurity strategies
for different grid-related organizations. A detailed description of various smart grid
domains, 22 logical interface categories, and their security specifications is vividly
presented. Secret key, public key, and hash function type cryptographic details are
elaboratedwith potential alternatives. Rules and regulations are incorporated to study
privacy impact assessment, and the problems that creep into the system as new capa-
bilities are incorporated. Special mention is given for R&D themes that identify
where the state of the art falls short of meeting the envisaged functional, integrity,
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Fig. 5 Tasks in a cybersecurity system

reliability, scalability, and security requirements of the smart grid. Various tasks in
the cybersecurity strategy of the power grid are shown in Fig. 5 [36].

The selection of use cases provides an envelope for developing risk assessment and
logical models. Risk assessment recognizes culpability, threats, and assets. Collab-
orative work of information technology personals and power system personals help
to develop security requirements in which top-down analysis and bottom-up anal-
ysis are carried out. Logical communications interfaces are identified by the logical
reference model. Loopholes in communication standards are identified, and correc-
tive measures are developed. Testing and certification come under the conformity
assessment.

Security requirements section contains the proposed security requirements for the
smart grid [36]. The recommended security requirements are categorized into fami-
lies primarily based on NIST SP 800-53. The following information is included with
each security requirement: (1) Security requirement identifier and name. Three main
components in the identifier are (a) SG—for smart grid, (b) the family name, e.g.,
AC for access control and CP for continuity of operations. (c) unrepeated numeric
identifier, SG.AC-3 and SG.CP-2. (2) Category which checks whether the security
requirement is a governance risk compliant (GRC), common technical or unique
technical requirement. For common technical security requirements, confidentiality,
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integrity, and availability standards are listed. (3) The requirement defines security-
related measures to be carried out by the smart grid information system. (4) Addi-
tional informationnecessary for understanding is published in supplemental guidance
section (5) The requirement enhancements portray the security capability to (i) build
additional functionality in a requirement and/or (ii) escalate the strength of a require-
ment. Requirement intensifications are numbered sequentially in each requirement.
(6) Additional considerations provide extra statements of security potentiality that
can be used to increase the security requirement. (7) The impact-level allocation
focuses on the security requirement and requirement boosting, at each impact level.

12 Current Research Works and Future Scope

Current research works include simulation and validation of self-healing resilient
smart power grid, game theory-based cyberattack modeling, and false data injection
attack. Game theory is a branch of mathematics that provides numerous mathe-
matical tools for strategic decision making in the cybersecurity field. Gambit is an
open-source tool for building, analyzing, and exploring game models. The basic
elements of a game are players, strategies, and payoffs. A game is an elaboration of
a strategic circumstance in which two or more players are included. Each player has
preferences among all the possible results. A brilliant game designer provides contin-
uous challenges to his players, each of which ends in another challenge. Presently
game theory is used in power systems for modeling cyberattacks and energy routing
in a smart grid network.

A system that intelligently uses knowledge, sensing, and control, and communi-
cation know-how for real-time monitoring, rapid isolation, and immediate restora-
tion of supply in a power grid is known as a resilient, self-healing grid. Phasor
measurement units (PMU) which provide accurate GPS-based time stamping polls
data from various grid devices, so that instantaneous analysis is possible. This helps
to prevent the spread of disruption and reduce the number of outages. It is there-
fore critical to protect PMU networks against cyberthreats and system faults. The
emerging software-defined networking (SDN) technology can be used to model and
configure resilient network and self-healing algorithms against cyberattacks. In the
event of a cyberattack, the PMU network is made to reconfigure itself to reroute
measurement data for preserving the power system observability.

13 Conclusions

Cybersecurity issues are alarmingly increasing due to the rapid growth of cybertech-
nology. The latest technological inventions can be used to circumvent cybersecurity
issues.
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Abstract This article targets on the development of an efficient green energy source
to power the wireless sensor nodes and small power electronic devices used in the
road ways and traffic system. A simulation-based model of Piezo-electric Traffic
Energy Harvesting (PTEH) System has been presented to advocate the idea of scav-
enging electric energy from vehicular vibrations. The viability of the system is inves-
tigated using the real time MATLAB and Simulink platform. The material property
of the piezo-electric sensors and the electronic factors associated with the additional
components used to achieve the maximum kinetic-energy utilization were taken
into consideration for proposing the structural design of the system. In addition to
the designing, this paper estimates the total energy generation using MATLAB and
Simulink platform. The environment-friendliness of the proposed system has been
investigated by doing the carbon emission analysis.
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1 Introduction

The global demand for usable power is jumping up day-by-day. The developed
countries are carrying on with consuming more and more energy, while developing
countries’ demand is rising gradually. As per the “International Energy Agency’s
2019World Energy Outlook”, if the developed and developing countries continue to
move in the present track without changing the policy, the demand of usable energy
will rise by 1.3% per year till 2040.

The solution for fulfilling the rising energy demand lies in harvesting more
and more energy from the unutilized energy sources. The classification of unuti-
lized energy sources is shown in Fig. 1. The scientists are focusing on the area
of energy harvesting from natural energy sources for more than a decade. Many
models/devices have been developed for clean energy harvesting from different
environmental sources, vehicular sources, industrial sources, human motions etc.
These energy harvesting systems have been demonstrated using magneto-electric,
thermoelectric, piezoelectric transducers etc.

Piezoelectric material generates the electrical energy when it is under mechanical
stress, vibration, force, pressure etc. The energy conversion property of piezoelectric

Fig. 1 Classification of environmental energy source
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transducers makes it suitable for energy harvesting applications. Different types of
piezo-electric materials used in energy harvesting process are; single-crystal, lead-
based piezo-ceramics, lead-free piezo-ceramics, piezo-polymers etc. Depending on
the configuration, the piezoelectric transducers are classified as:

• Cantilever beam type
• Diaphragm type
• Cymbal type
• Stack type.

In this manuscript, Piezo-stack sensor has been used in the model for conversion
of vehicular deformation into electrical energy.

2 Literature Review

The vehicular vibration energy eventually destroys the pavement structures and it
is not easy to collect that energy. The mechanical to electrical conversion property
of piezoelectric transducer are used to convert the vehicular vibration energy into
electrical energy. This electrical energy can be used to feed power to the road side
electric appliances, such as traffic signal lights, advertising boards etc.

In 2010, Prof. H. Aramovich (CEO of Innowattech) and Associate Prof. of Tech-
nion Institute of Technology headed a project on piezoelectric energy harvesting
(PEH) in roads of Israel. They observed that when the piezoelectric energy genera-
tors are installed 6 c.m. beneath the road level maintaining 30 c.m. distances from
each other, the system is able to produce power of 400 kW in one hour for a 1-km
stretch assuming the traffic of 600 vehicles/h [1]. Now-a-days PEH systems have
been implanted in many office corridors, mostly in Japan, to lighten up LEDs when
it senses the footsteps.

Najini and Muthukumarswamy presented a simulation-based model to advocate
the idea of harvesting energy from road traffic using piezo-electric material. From
this simulation work, they observed that energy of 137, 255 and 469 kWh can
be yielded from a single lane road with vehicle speed of 80,100 and 120 km/h
respectively assuming the traffic of 500 vehicles per hour [2]. Jasim et al. have
also reported numerical simulation model of PEH system for roadways applications
[3]. Xu et al. conducted an experimental study on piezoelectric roadways energy
harvesting systems. They concluded that out of PZT-4, PZT-8 and PZT-5H (all at
the same size), the PZT-5H possess a high voltage, high relative dielectric constant
and high capacitance when load frequency is more than 5 Hz. It is able to produce
comparatively more power under same load. Hence, it is more suitable to be used
in piezo-electric boxes for pavement energy harvesting [4]. The dielectric properties
of PZT-4/8/5H are listed in Table 1 (Data taken from [4–7]). Yang et al. designed
a piezo-electric power generation unit using stacked array piezo-electric transducer
with MC nylon as packaging material for road vibration energy harvesting. They
proved the practical significance of the system by performing on-site test (Fig. 2)
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Table 1 Properties of PZT-4H, 8H and 5H [5]

PZT material ε33 d33 (10−12 coulomb/newton) K Curie’s Temp. (°C)

PZT-4 1300.00 250.00 0.54 300.00

PZT-8 1020.00 220.00 0.50 310.00

PZT-5H 2000.00 410.00 0.60 260.00

Fig. 2 Piezoelectric pavement energy harvesting box [6]

[8, 9]. Rodriguez et al. used PZT and lead-free PIC-700 for deigning traffic-energy-
harvesting system. They concluded that the relative error in practical implementation
of the theoretical model is around 3% in both the ways, by using PZT and PIC-700
[10].

3 Methodology

Three different models are involved in the simulation of proposed PTEHS model,
viz. Piezo-stack Sensor model, Vehicle Model and Tire and Road Dynamics model.
The Piezo-stack model realizes the optimum conditions/parameters for maximum
energy output of PTEHS. The optimized conditions are obtained by gradual (step-
by-step) refining of this model. This gradual refinement was done by varying the
frequencies in three different phases, viz. primary, extended and optimum frequency
in first, second and third cycle respectively. The gradual refinement of the piezo-stack
model is shown in Fig. 3.

In the proposedmodel P-5E piezo-stack has been selected, as it has very promising
piezo-electric characteristics and its energy conversion efficiency is very high. The
characteristics/properties of the selected piezo-stack [P-5E, material- Lead Titanate,
Lead Zirconate (PbTiO3.PbZrO3)] has been depicted in Table 2.

The parameters associated with the piezo-stack used in the simulation work are
depicted in Table 3.
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Fig. 3 Gradual refinement of piezo-stack model

Table 2 Properties of P-5E

Property Symbol Value

Piezo-electric constant d33 271 × 10−12 m/V

Electro-mechanical coupling factor k33 62%

Relative dielectric constant εT33
/
ε0

1510

Mechanical Q QM 970

4 Design Implementation of Simulink Model

• The PTEHS Model was executed using MATLAB-Simulink Platform. Three
different models are involved in the simulation, viz. Piezo-stack Sensor model,
Vehicle Model and Tire and Road Dynamics model. The modelling steps of
PTEHS are represented in Figs. 4a–d), 5 and 6. The deformation on the pathway
due to vehicular load has been calculated using Eq. (1), which is obtained from



54 N. Samal et al.

Table 3 Parameters associated with piezo-stack used

Parameter Value

Stack area 100 mm2

Stack length 36 mm

No load displacement at V0 V 0.038 mm

Piezo layer thickness 0.3 mm

Test voltage (V0) 3.8e+03 N

Blocking force at V0 V 120 V

No. of layers 50

Piezoelectric charge constant 5e−10 m/V

Dielectric constant 2.124e−08 F/m

Elastic compliance 1.9e−11 m2/N

Capacitance 13 uF

Damping 2 N(m/s)

Effective mass 50 g

Love Plate Theory (2). Tire Dynamics, Vehicle weight and inertia, Vehicle weight
and inertia, Load Transfer cases and Aerodynamics are considered for vehicle
model. The Tire Dynamics is executed Longitudinal Tire model. The Vehicle
Load model is represented in 3 Dimensional degrees of freedom with suspension
and damper characteristics.

D∇4ω(x, y, t) + ρh
∂ω(x, y, t)

∂t2
+ kω(x, y, t) = F(x, y, t) (1)

∇4ω(x, y, t) + ∂4ω(x, y, t)

∂x4
+ 2

∂4ω(x, y, t)

∂x2y2
+ ∂4ω(x, y, t)

∂x4
(2)

5 Results and Discussion

For estimation of total power generation by deducing the roadway deformation
dynamic response, an equation based mathematical model is represented by (3) The
co-efficient of friction between the road and the tire has been taken into considera-
tion for calculating the road deformation, which causes pressure on the piezo-stack
sensor. The displacement/deformation and the piezo-electric property have been used
to determine the output voltage and energy generated per piezo-stack sensor by
incorporating Eq. (4).
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Fig. 4 a Piezoelectric sensor model, b Vehicle model, c Tire and road Dynamics model (Part-1),
d Tire and road dynamics model (Part-2)

(3)

Co
dV (t)

dt
+ V (t)

R
= dQ(t)

dt
(4)
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Fig. 4 (continued)

The PTEH System is not involved in any Green House Gas Emission directly. But
the system is totally dependent on the vehicles which are fed petrol, diesel or any
source of fuel. Tables 4 and 5 shows the estimation of CO2 in the proposed system.
The following assumptions are considered for the estimation of Carbon Di-oxide
emission per day.

• The traffic rate varies from 25 to 500 vehicles per hour.
• Vehicles present are only Maruti Suzuki Swift and Toyota Kirloskar Motor (For

estimation of average CO2 emission, the vehicles which emit maximum and
minimum CO2 has been considered)

The estimated carbon emission per annum is only 165 tonnes for the proposed
system, which is under permissible limit.
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Fig. 5 Overall simulink model for generation of electrical energy from deformation caused by
traffic

Fig. 6 Voltage, power and energy output shown on control panel

6 Conclusions

This article emphasizes on generation of sustainable energy from the vehicular
sources. From the above model, the energy generated due to passing of a single
vehicle on a single piezo-stack sensor at the speed of 30 km/h was found to be 12 J
(5 and 7 J due to exertion of pressure by the front and rear wheel respectively). The
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Table 4 Estimation of carbon emission

Traffic Traffic
rate/h

Duration
(h)

Name of
the vehicle

Rate of CO2
Emission
(g/km) per
vehicle

CO2 Emission
(kg/h)

CO2 Emission
(kg/day)

Rash
hour

500 6 Maruti
Suzuki
Swift

109.5 67.55

Toyota
Kirloskar
Motor

160.7

648.48

Maruti
Suzuki
Swift

109.5

Off
hour

100 18 Toyota
Kirloskar
Motor

160.7 13.51

Rash
hour

500 6 Maruti
Suzuki
Swift

109.5 67.55

Toyota
Kirloskar
Motor

160.7

891.66

Maruti
Suzuki
Swift

109.5

Off
hour

200 18 Toyota
Kirloskar
Motor

160.7 27.02

Rash
hour

200 6 Maruti
Suzuki
Swift

109.5 27.02

Toyota
Kirloskar
Motor

160.7

222.915

Maruti
Suzuki
Swift

109.5

Off
hour

25 18 Toyota
Kirloskar
Motor

160.7 3.3775

(continued)
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Table 4 (continued)

Traffic Traffic
rate/h

Duration
(h)

Name of
the vehicle

Rate of CO2
Emission
(g/km) per
vehicle

CO2 Emission
(kg/h)

CO2 Emission
(kg/day)

Rash
hour

300 6 Maruti
Suzuki
Swift

109.5 40.53

Toyota
Kirloskar
Motor

160.7

364.77

Maruti
Suzuki
Swift

109.5

Off
hour

50 18 Toyota
Kirloskar
Motor

160.7 6.755

Rash
hour

200 6 Maruti
Suzuki
Swift

109.5 27.02

Toyota
Kirloskar
Motor

160.7

283.71

Maruti
Suzuki
Swift

109.5

Off
hour

50 18 Toyota
Kirloskar
Motor

160.7 6.755

Rash
hour

400 6 Maruti
Suzuki
Swift

109.5 54.04

Toyota
Kirloskar
Motor

160.7

567.42

Maruti
Suzuki
Swift

109.5

Off
hour

100 18 Toyota
Kirloskar
Motor

160.7 13.51

(continued)
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Table 4 (continued)

Traffic Traffic
rate/h

Duration
(h)

Name of
the vehicle

Rate of CO2
Emission
(g/km) per
vehicle

CO2 Emission
(kg/h)

CO2 Emission
(kg/day)

Rash
hour

300 6 Maruti
Suzuki
Swift

109.5 40.53

Toyota
Kirloskar
Motor

160.7

486.36

Maruti
Suzuki
Swift

109.5

Off
hour

100 18 Toyota
Kirloskar
Motor

160.7 13.51

energy generated is dependent on the no. of piezo-stack sensor embedded beneath
the road, the no. of vehicles passing on it, the speed of the vehicle and the load
intensity of the vehicle. In a developing country like India, where the traffic rate is
very high, the proposed model will be very beneficial for harvesting useful electrical
energy from the unused vehicular deformations.

The carbon emission rate of the proposed system is under permissible limit. The
developments in the smart technology and smart vehicles may nullify the carbon
emission in the proposed system in future, as the smart vehicles use electricity to
travel.
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Impact Analysis of Single Line to Ground
Fault on Industrial Loads Using Typhoon
HIL

R. Rajesh Kanna, R. Raja Singh , and D. Arun Dominic

Abstract The demand for electrical power is now increasingly growing day by
day, which results in the transition of enormous power by increasing the ability of
the transmission line from one location to another. As a result of the development
of the structure of the power grid, detecting power system transmission line faults
every year becomes a challenging task as the system becomes more complicated.
Controlling and monitoring of power systems are inevitable due to the constant
growth of the power system network. In order to find the correct decision, to search
for any possible problems and fault conditions in a broad interconnected network,
modeling and analysis of the power system have become significant. On the overhead
transmission line, a fault will rise while the two or more of transmission lines touch
each other. Generally, the faults in overhead transmission lines can be categorized as
the line to ground fault, the line to line fault, double line to ground fault and three-
phase faults. Single line ground faults mostly occur in the distribution network. The
main purpose of this work is to study or explore the single line to ground fault and
recognize the impact of the transmission line fault along with the industrial load
under different loading conditions that is joined with transmission line according to
the distance variation using Typhoon HIL.
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Nomenclature

Ex , Ey, Ez Electromotive force per step during unsymmetrical fault
Vx , Vy, Vz Phase voltages of three-phase transmission line
Ix , Iy, Iz Phase current of three-phase transmission line
I 0x , I+

x , I−
x Zero, positive, negative sequence components of phase current

V 0
x , V+

x , V−
x Zero, positive, negative sequence components of phase voltages

Z0
KK , Z+

KK , Z−
KK Zero, positive, negative sequence impedances

E0, E1, E2 Zero, positive, negative sequence component of electromotive
force

a Sequence operator
Laa, Lbb, Lcc Self-inductance of three-phase transmission line
Mab, Mbc, Mca Mutual inductance of three-phase transmission line
Cab,Cbc,Cca Capacitance between two phases
Cea,Ceb,Cec Capacitance between phase and ground
R, Re Resistance of transmission line and ground resistance

1 Introduction

Electrical power networks, primarily due to faults and incorrect processes, are often
prone to disruptions. A fault is categorized as any interruption that affects the ordi-
nary flow of power and disturbs the consistency, protection and superiority of the
electricity supplied [1]. One of the most critical components of a power grid that
links the generating station and the load centers is the transmission line. If the gener-
ating stations are so far from the load centers, then they operate over for a few
hundred kilometers [2]. Unlike other parts of the power grid, the transmission line
is mostly affected by fault because it is wide-open to the environment [3]. These are
the main reasons to fault which arises on transmission line and are branches of tree
falling on the transmission line, feeling of cross arm, measurement transformer blast,
lightning, birds, animals and insulator material contamination [4]. It is possible to
classify overhead transmission line faults as symmetrical as well as unsymmetrical
faults. However, three-phase faults are the symmetrical fault in which all three phases
are equally affected, sometimes it is also called as balanced fault. Unlike symmet-
rical faults, asymmetrical faults will not disturb all the three-phase lines equally [5].
Statistics indicate that all types of fault frequently occurred in the power system
network. Among this, 85% of them are single line to the ground faults [6]. When a
single line to ground fault takes place, some of the problems may occur: the voltage
of the phases except faulted phase will get increased; an sporadic arc grounding may
induce arc voltage spikes and feeder inaccessibility and easily lead to a create short
circuit between phases [7]. To calculate the value of these fault currents as well as
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fault megavolt-ampere, it is essential to execute fault analysis in the power system
network [8]. According to the survey [9], the industrial loads are mostly influenced
by the single phase to ground fault. The induction motor is definitely one of the
most used electric machines in the world. The induction motor is widely adopted in
many industries due to its reliability and robustness [10]. Due to the development of
the Induction application, it is also used in various unusual facilities, such as heavy
factory operations, engine running and ship impulsion. [11]. Here, for analyzing
single line to ground fault in power system, 2.2 kW induction motor is used as a load
in this category. Here this paper analyzes the impact of single line to ground fault on
induction motor load under three different regions and different load values such as
0.25, 0.5 and 1 p.u. This paper approaches to Typhoon software in which 1 km/22 kV
transmission model is simulated and single line to ground fault occurred by using
fault tool box. After that, various effects on Induction motor load are shown such as
current, voltage and power in terms of waveform.

The organization of this paper is as follows: The detailed mathematical modeling
of single line to ground fault for the transmission system is presented in Sect. 2.
Followed by, the impact of single line to ground fault on industrial load is realized
using Typhoon HIL in Sect. 3. In Sect. 4, the estimation of transmission parameters
such as R, L and C during the single line to ground fault is presented. Finally, the
simulation results are obtained and discussed with three test cases in Sect. 5 and
concluded in Sect. 6.

2 Mathematical Modeling of Single Line to Ground Fault

This section gives the detailed information about modeling of single line to ground
fault. For this, the following conclusions can be created in the study of unsymmetrical
faults [12]: (a) The generated electromotive force has only a positive sequence. (b)
Load currents are ignored. (c) There is no fault impedance. (d) Phase ‘x’ should be
recognized as the reference phase. Electromotive force per step is defined by Ex, Ey

and Ez, in any case of unsymmetrical failure and phase voltages termed as Vx, Vy and
Vz. The phase currents are defined as Ix, Iy and Iz. Consider neutral of a three-phase
system must be earthed. An occurrence of a single line to ground fault on the phase
‘x’ of three-phase system is described in Fig. 1. It is clear from Fig. 1 that

Vx = 0 and Iy = Iz = 0 (1)

Vx is potential difference between phase ‘x’ and neutral. When single line to
ground fault happens, the value of Vx will be zero. The zero, positive and negative
sequence currents in the phase ‘x’ in terms of line currents are defined as I 0x x, I

+
x

and I−
x , respectively, which can be derived as in Eqs. (2)–(5),



66 R. Rajesh Kanna et al.

Fig. 1 Single line to ground
fault on three-phase system
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Here the operator ‘a’ is used to find the relationship between phase voltage and
phase current. The positive, negative and zero sequence impedances of the generator
are termed as Z+

KK , Z
−
KK and Z0

KK , respectively. Likewise the positive, negative and
zero sequence components of phase current are I+

x , I
−
x and I 0x . From the closed

loop NXEN, it is clear that the sequence currents create drops in voltage due to their
corresponding sequence impedances, consequently, the electromotive force per step
can be derived as in Eq. (6),

Ex = I+
x Z+

KK + I−
x Z−

KK + I 0x Z
0
KK + Vx (6)

We know that

Vx = 0 and I+
x = I−

x = I 0x (7)

From Eqs. (6) and (7), the zero sequence current is derived as in Eq. (8).

I 0x = Ex

Z+
KK + Z−

KK + Z0
KK

(8)
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Fig. 2 Three-phase
sequence impedance with
imaginary generator voltage
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With the help of creating the circuit which has consecutively connected the phase
sequence impedances with an imaginary generator of voltage 3 Ea, fault current can
be obtained which is described in Fig. 2. If the fault impedance is Z f , then equation
of fault current can be derived as in Eq. (9),

Ix = 3Ex

Z+
KK + Z−

KK + Z0
KK + Z f

(9)

In case of the neutral is not connected to ground, then the impedance of the zero
sequence component will be maximized and there is fault current flow since no
path is there to flow of the fault current. The zero, positive and negative sequences
of electromotive force system are E0, E1 and E2, respectively. Since the produced
electromotive force system is of positive sequence only, the sequential components
of electromotive force in the phase ‘x’ are given in Eq. (10).

E0 = 0, E2 = 0 and E1 = Ex (10)

The sequence components voltages at the fault for phase ‘x’ can be derived as in
Eqs. (11)–(14)

V+
x = Ex − I+

x Z+
KK = Ex − Ex Z

+
KK

Z+
KK + Z−

KK + Z0
KK

(11)

V+
x = Z−

KK + Z0
KK

Z+
KK + Z−

KK + Z0
KK

Ex (12)

V−
x = 0 − Z−

KK I
−
x = −Z−

KK

Z+
KK + Z−

KK + Z0
KK

Ex (13)

V 0
x = 0 − I 0x Z

0
KK = −Z0

KK

Z+
KK + Z−

KK + Z0
KK

Ex (14)
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From above equations, it can be concluded that
−→
Vx +−→

Vy +−→
Vz = 0, because phase

‘x’ is connected to earth. The positive, negative and zero sequence components of
phase voltages are V+

x , V−
x and V 0

x , respectively. Therefore, the phase voltages at
fault can be written as in Eqs. (15)–(17).

Vx = V+
x + V−

x + V 0
x = 0 (15)

Vy = V 0
x + a2V+

x + aV−
x (16)

Vz = V 0
x + aV+

x + a2V−
x (17)

3 Realization of Single Line to Ground Fault on Industrial
Loads

This section provides the brief explanation about how to create the single line to
ground fault on three-phase transmission line using Typhoon HIL and its responses.
During a single line to ground fault in the transmission system, various impacts will
be created on load section according to the distance of fault occurrence. For the imple-
mentation of the fault in the three-phase generation, transmission and distribution
system, the Typhoon Virtual HIL software was used. Figure 3 shows the schematic
representation of fault on three-phase power system.

A three-phase electrical power system consists of 11 kV, 50Hz transmitting power
from a three-phase source with 1500 kVA rating interconnected to induction motor
load through a 1 km (1000 m) transmission line. The transmission line is divided
into two 0.5 km (500m) lines, connected between three-phase step-up and step-down
transformers. In the proposed simulation, the three-phase transmission lines are used
to interconnect three-phase source to load sector. The control systemplan is presented
in Fig. 5which demonstrates the actions of the transmission line under live conditions
to decide the resistance, inductance and capacitance of the transmission line [13].
The rating of various components had been carried out using a proper assumption and
chosen with the help of below Eqs. (18)–(27). Properties of this model are the length
of the line in kilometers, per length resistance and ground resistance in ohms/km, per
length core and shield capacitance in farads/km, per length inductance and mutual
inductance between phases in Henries/km and execution rate in seconds. A contactor
switch takes into account the single line to ground fault which was only the switch
that can connect any step to the ground.

Figure 4 gives the explanation about implementation of simulation in Typhoon
HIL.At first, the data for three-phase system should be collected from library explorer
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Fig. 3 Fault on three-phase transmission system

which is located in schematic editor and assembled as per Fig. 3. Then, in the model
initialization script, write a Python program if it is required, once assembling of the
three-phase system has been completed. Once the model file is created, it should
be validated for upload in HIL SCADA. In case it is not validated, the assembled
model and Python program have to be checked. If the model is validated, option
virtual device should be chosen to carry out the output. Then different widgets can
be dragged from SCADA panel to display various outputs. Once the widget creation
is completed, the single line to ground fault should be created using close contactor
in SCADA panel. For choosing various locations to create a single line to ground
fault, again simulation model file has to be modified and compiled in the schematic
editor. Finally, all the output of single line to ground fault for various locations has
been compared and analyzed. The value of various electrical equipment is displayed
in Table 1.

4 Transmission Line RLC Parameter Estimation

In this section, the estimation of RLC in three-phase transmission line has been
explained. For a three-phase transmission line, the value of resistance, inductance
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Fig. 4 Flowchart of Typhoon simulation execution

Table 1 Parameters for electrical instrument

Parameters Three-phase
source

Step-up
transformer

Step-down
transformer

Induction motor
load

Rated power 1500 kVA 1500 kVA 1500 kVA 2.2 kW

Rated voltage 11 kV 11 kV/22 kV 22 kV/440 V 440 V

Rated current – 1.3 kA/681 A 681 A/34 kA 4.5 A

Rated frequency 50 Hz 50 Hz 50 Hz 50 Hz
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and capacitance value can be calculated using Eqs. (18)–(27). Figure 5 shows the
basic structure and its availed parameters by which the equation has been made.

If the phase transmission line is balanced line, the inductance, capacitance and
mutual inductance can be written as

Laa = Lbb = Lcc = Ls; Mab = Mbc = Mca = M;
Cab = Cbc = Cca = Cc;Cea = Ceb = Cec = Ce.

Mathematical model of the above circuit can be expanded in the matrix form as
follows:

− ∂

∂x
[e] = [L]

∂

∂t
[i] (18)

− ∂

∂x
[i] = [C]

∂

∂t
[e] (19)

where matrices [L] and [C] are

L =
⎛

⎝
Ls M M
M Ls M
M M Ls

⎞

⎠ (20)
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C =
⎛

⎝
2Cc + Ce −Ce −Ce

−Ce 2Cc + Ce −Ce

−Ce −Ce 2Cc + Ce

⎞

⎠ (21)

Model of the three-phase system is transformed into three decoupled single-phase
line models, so-called modal lines, where transform matrix T is

T =
⎛

⎝
1 1 1
1 −2 1
1 1 −2

⎞

⎠ (22)

Inverse transform matrix is

T−1 =
⎛

⎝
1
3

1
3

1
3

1
3 − 1

3 0
1
3 0 − 1

3

⎞

⎠ (23)

To transform matrices [L] and [C] into modal domain, we use transform matrix

[Lmode] = [
T−1

]
[L][T ] (24)

[Cmode] = [
T−1

]
[C][T ] (25)

Representation of the lossless three-phase power line can be expanded to model
losses by adding series conductors’ resistances and ground resistance.

R =
⎛

⎝
R + Re Re Re

Re R + Re Re

Re Re R + Re

⎞

⎠ (26)

To transform [R] into modal domain:

[Rmode] = [
T−1

]
[R][T ] (27)

The values of R, L and C were then defined, based on system specificities, such
as frequency of the system determined at 50 Hz. Algorithm of single line to ground
fault creation implemented for three-phase power system is depicted in Fig. 5.
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5 Simulation, Result and Discussion

The proposed three-phase system is simulated in Typhoon HIL. The three-phase
generator is connected to induction motor load through step-up, step-down trans-
former and 1 km (1000 m) transmission line. The load is subjected to a single line
to ground fault condition at three various distances. Two nodes had been created
to measure the value of line current, line voltage, power and power factor, etc., at
different levels. Here the concentration of measurement had made near to the load,
middle of transmission line and near to source side. The simulation of three-phase
system and SCADA panel output for simulation model is shown in Figs. 6 and 7.

Fig. 6 Simulation model of three-phase system with grid fault

Fig. 7 SCADA panel output for simulation model of three-phase system



74 R. Rajesh Kanna et al.

5.1 Test Case 1

In this section, the responses of system, when fault occurs on the transmission line,
1000 m from the load, are discussed. Simulated waveforms for changes in current
and voltage when a fault occurs near to load are shown in Figs. 8, 9 and 10. When the
fault occurs on phase R of the transmission line, at the fault point, the faulted phase
current out of the power system and the remaining phases current reached zero. The
faulted phase voltage will be equivalent to VR = Z f IR . For bolted fault, the fault
impedance is zero, and if an arcing fault occurs, the fault impedance will act as arc
impedance. From Eqs. (8) and (9),

Base current = MVAb√
3 ∗ KVb

(28)

where
MV Ab = Base MVA rating of power system.
KVb = Base kV rating of power system.

Fault current in Amps = Ix ∗ Base current (29)

Fig. 8 Fault current at node 1 when fault occurs in beginning of transmission line

Fig. 9 Fault voltage at node 2 when fault occurs in beginning of transmission line
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Fig. 10 Fault current at node 2 when fault occurs in beginning of transmission line

The positive sequence (Z+
KK ), negative sequence (Z−

KK ) and zero sequence
impedance (Z0

KK ) have been assumed as j0.002075, j0.002075 and j0.000572 p.u.
Once the impedances values are fixed, the fault current can be calculated by using
Eqs. (28) and (29). Here as per the calculation, the value of fault current is 4.574∗106
A, at source side when fault occurs near to the step-up transformer.

In Fig. 10, the faulted phase (R phase) is having some amount of current flow, even
though that fell on the ground. The reason behind in current flow is single phasing
effect of three-phase induction motor. Single phasing effect on the power system
network would raise the current value in the left over two phases of a three-phase
motor enlarged to 1.73 times of ordinary drawn current [14]. This is because the
motor will try to maintain its rated output power until overload protecting equipment
operates or until it burns out. Moreover, in a lightly loaded three-phase motor which
is carrying 65 percent of normal full-load current, the phase current will theoretically
increase by 1.73 times under secondary single phasing. Afterward, the motor current
drawn will be around 1.12 times of full-load current as shown in nameplate details
of the motor.

5.2 Test Case 2

In Sect. 5.2, the responses of system, when the fault occurs in middle of transmission
line, 500 m from the load are discussed. Simulated waveforms for changes in current
and voltage when a fault occurs in the center point of transmission line are shown in
Figs. 11, 12 and 13.When single line to ground fault occurs in central of transmission

Fig. 11 Fault current at node 1 when fault arises central of transmission line
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Fig. 12 Fault voltage at node 2 when fault arises central of transmission line

Fig. 13 Fault current at node 2 when fault arises central of transmission line

line, the effect on line current and voltage of load is a little more compared with fault
occurs in beginning of transmission line.

5.3 Test Case 3

In Sect. 5.3, the responses of system, when the fault occurs in middle of transmission
line, 10 m from the load are discussed. Simulated waveforms for changes in current
and voltagewhen a fault occurs near to the inductionmotor load are shown in Figs. 14,
15 and 16. When single line to ground fault occurs in the middle of transmission
line, the impact on induction motor load is very high compared with the other two
cases.
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Fig. 14 Fault current at node 1 when fault occurs near to the load

Fig. 15 Fault voltage at node 2 when fault occurs near to the load

Fig. 16 Fault current at node 2 when fault occurs near to the load

6 Conclusions

The impact of single line to ground fault on industrial loads is analyzed, and the
performance of the system according to the location of the fault is studied using
Typhoon hardware in loop software. The paper presents the detailed simulation and
execution procedure for implementing the proposed system. In the Typhoon HIL
schematic editor, the three-phase power system with an industrial motor load is
simulated, and the fault is created in three different locations such as 1000, 500 and
10 m. The impact of single line to ground fault on industrial loads under different
loading conditions is analyzed and given in Table 2. It is perceivable from the analysis
that the fault currents aremorewhen it is created near to the load, and also it is evident
that the loading is not having much impact.
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Table 2 Fault current analysis at node 2 for various loads and distances

Load (p.u) Variation of fault current from nominal value in percentage

Nominal current
(A)

1000 m from load
(%)

500 m from load
(%)

10 m from load (%)

1 4.5 22* 42* 73*

0.5 2.2 24* 48* 72*

0.25 1.3 16* 37* 69*

*Increased
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Performance Improvement for PMSG
Tidal Power Conversion System
with Fuzzy Gain Supervisor
Passivity-Based Current Control

Youcef Belkhier, Abdelyazid Achour, Rabindra Nath Shaw,
and Ankush Ghosh

Abstract The power captured by a tidal conversion system depends highly on the
applied control strategies. In fact, nonlinear properties of the generator, parameter
uncertainties, and external disturbances make the controller design a challenging
problem. This paper contributes with the novel fuzzy gain supervisor passivity-based
control (FGSPBC) method that allows the PBC to be faster, combined with a PI
controller where its gains are adopted by the FGSPBC, applied to the PMSG based
variable tidal turbine with grid connection via back-to-back converter to bring the
PMSG to work at an optimal point while ensuring stability, fast convergence of
the conversion system, and performance improvement. The aims of this work are
that the regulation of the DC voltage and the reactive power at their respective
values, whatever the disturbances related to the PMSG. Numerical investigation
underMATLAB/Simulink addresses the effectiveness, stability, and fast convergence
of the studied system.

Keywords Adaptive control · Parameter changes · Passive control · Tidal
conversion system

1 Introduction

Recently, various turbine-based PMSGs have been developed to extract tidal energy
[1]. The most widely used technology to convert marine current energy consists of
a tidal generator, a PMSG, power converter, and load, due to its advantages such
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as predictability, low cost, and clean energy. However, the controller design of this
kind of conversion system-based PMSG is still a challenging work due to the PMSG
issues such as time-varying parameters and external disturbances [2, 3].

This paper contributes with the novel fuzzy gain supervisor passivity-based
control (FGSPBC) method that allows the PBC to be faster, combined with a PI
controller where its gains are adopted by the FGSPBC, applied to the PMSG based
variable tidal turbine with grid connection via back-to-back converter to bring the
PMSG to work at an optimal point while ensuring stability, fast convergence of the
conversion system, and performance improvement. The maximum power extraction
from the wind turbine, with taking into account its entire dynamic when synthe-
sizing the controller, represents the main motivation of the present work. The present
controller performance is compared with those of the conventional PI and the present
strategy without the fuzzy supervisor (PI with fixed gains) [4].

The present paper is organized by the present form: in Sect. 2, the system
description is established. Section 3 deals with the proposed strategy computa-
tion. Concerning Sect. 4, the grid-side converter (GSC) PI controller is formulated.
Section 5 presents the numerical validation of the presented control strategy. Finally,
main conclusions are presented in Sect. 6.

2 Tidal Power and PMSG Modeling

2.1 Tidal Power

The power which can be extracted with the turbine from the tidal energy and its
related output torque Tm, are expressed as (see Fig. 1) [1–3]:

Pm = 1

2
ρCp(β, λ)Av3 (1)

Fig. 1 Studied system with MATLAB/Simulink
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Cp(β, λ) = 1

2

(
116

λi
− 0.4β − 5

)
e
−

(
21
λi

)
(2)

λ−1
i = (λ + 0.08β)−1 − 0.035

(
1 + β3)−1

(3)

Tm = Pm
ωm

(4)

where λ = ωm R
V denotes the ratio of the tip speed, A denotes the area of the blades,Cp

denotes the coefficient of the power, β denotes the angle of the pitch, ρ denotes the
tidal density, v denotes the speed of the tidal, ωt represents the speed of the turbine,
and R denotes the blades radius.

2.2 PMSG Modelling

The PMSG model is given by [3, 4] in dq reference frame as follow:

vdq = Rdqidq + Ldq i̇dq + pωm�(
Ldqidq + ψ f

)
(5)

J ω̇m = Tm − Te − f f vωm (6)

Te = 3

2
pψdq�idq (7)

where Rdq =
[
Rs 0
0 Rs

]
denotes the stator resistancesmatrix, f f v represents the coef-

ficient of the viscous friction, ψ f =
[

φ f

0

]
denotes the flux linkages, Te represents

the electromagnetic torque, Ldq =
[
Ld 0
0 Lq

]
denotes the stator inductions matrix,

vdq =
[

vd

vq

]
denotes the vector of the stator voltages, J denotes the inertia moment,

and � =
[
0 −1
1 0

]
, idq =

[
id
iq

]
denotes the vector of the stator currents.
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3 Proposed Method Design

Making the system passive is the principal aim of the proposed method. This is
possible by introducing a damping term and reshaping its energy. The application
of the adaptive fuzzy supervisory high-order passivity-based combines nonlinear
observer and voltage control developed in this paper needs numerous steps: The
controller design process is shown in Fig. 2, in which, two main parts can be
distinguished: firstly, the reference dynamic that consists in the desired current,
computed through the desired torque, calculated by the proposed fuzzy supervi-
sory PI controller. Then, the voltage controller is computed by the passivity-based
current controller.

Fig. 2 Proposed control strategy block diagram
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3.1 Passivity-Based Current Controller Computation

The desired current vector i∗dq which is considered as the PMSG control inputs is
defined as follow:

i∗dq =
[
i∗d
i∗q

]
(8)

and the controller output is the vector of the voltage which is vdq computed as
follow [4]:

vd = kdpεdi + kdi

t∫
0

εdidτ (9)

vq = kqpεdi + kqi

t∫
0

εqidτ (10)

where kdp > 0, kdi > 0, kqp > 0 and kqi > 0. εi =
[

εdi

εqi

]
=

[
i∗d − id
i∗q − iq

]
is the

currents error vector. In order to track its convergence, the dynamics of the current
vector are simplified, and their reference values are considered as the control inputs of
the PMSGwhenwe assume that the PI current loops work satisfactorily by the proper
choices of the positive gains. Then, we formulate the following desired dynamic of
the PMSG:

ψ̇dq + pωm�ψdq = −Rdqi
∗
dq (11)

J ω̇m = Tm − T ∗
e − f f vωm (12)

Te = 3

2
pψdq�i∗dq (13)

where T ∗
e represents the desired torque and ψdq denotes the flux linkages expressed

by [4]:

ψdq =
[

ψd

ψq

]
=

[
Ldid + φ f

Lqiq

]
(14)
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By taking the desired vector of the flux linkage asψ∗
dq =

[
ψ∗

d

ψ∗
q

]
, its tracking error

vector as e f =
[
e f d

e f q

]
= ψdq − ψ∗

dq , and replacing e f in (11), the expression of e f

is deduced. Controller input i∗dq =
[
i∗d
i∗q

]
is deduced by using the Lyapunov theory

and the defined function V (e f ) = 0.5eTf e f . Then, it yields the following expression:

i∗dq = − 1

Rdq

(
Keψ − (

ψ̇∗
dq + pωm�ψ∗

dq

))
(15)

where K =
[
K1 0
0 K2

]
, K1 > 0 and K2 > 0.

The PMSG operates at optimal torque only if id is fixed to zero. Under this
condition, the flux ψd is reduced to the flux φ f created by the permanent magnet as
follow:

ψ∗
d = φ f (16)

By using (13) and (14), the desired torque is computed as given below:

T ∗
e = −3

2
pψ∗T

dq �(
ψ∗

dq − ψ f
)

(17)

From (16) and (17), following expression of the desired flux along q-axis is
deduced:

ψ∗
q = 2

3

Lq

pφ f
T ∗
e (18)

3.2 Fuzzy Gains Supervisor-PI Control of Desired Torque

The desired torque T ∗
e deduced from (13) that yields:

T ∗
e = J ω̇∗

m + Tm + f f vεω (19)

where εω = ω∗
m − ωm represents the speed error and ω∗

m denotes the turbine speed.
From (19), two problems are deduced: the parameters (J/ f f v) restrict its conver-
gence, and it is an open loop. To address this issue, the authors in removed the term
( f f v), and PI term is adopted as expressed below:
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T ∗
e = J ω̇∗

m − kFpεω − kFi

t∫
0

εωdτ (20)

where kFp > 0 and kFi > 0. However, PI controls are generally not robust for
controlling systems with parameter changes and uncertainties, due to the fixed gains,
such as discussed in. Thus, a fuzzy gain supervisor is introduced, to ensure fast
convergence of εω. The fuzzy supervisor is used to adjust the PI gains kFp and kFi ,
and thus, solve the problem caused by imprecise parameters, where the inputs are
chosen, respectively, as εω and its derivative 
εω. The fuzzy supervisor diagram is
shown in Figs. 3, 4, 5, and 6.

The advantage of this method is that the number of parameters of the member-
ship functions is significantly reduced. The linguistic variables corresponding to the
inputs–outputs of the fuzzy gain scheduling are given inTables 1 and 2 as in. Then, the
design of the controller law with the proposed combined fuzzy gain supervisory-PI
is shown in Fig. 2.

Fig. 3 Membership function of inputs εω and 
εω

Fig. 4 Membership function of outputs kFp and kFi
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Fig. 5 kFp fuzzy surface

Fig. 6 kFi fuzzy surface

Table 1 Fuzzy rules of εω and 
εω

εω 
εω

NB NS Z PS PB

NB NB NB NB NS Z

NS NB NS NS NS Z

Z NB NS Z PS PB

PS Z PS PS PS PB

PB Z PS PB PB PB
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Table 2 Fuzz rules of kFp and kFi

kFp kFi

NB NS Z PS PB

NB PB PB PB NS NB

NS PB PS PS Z NB

Z PS PS Z NS NB

PS Z PS NS NS NB

PB Z NS NB NB NB

4 Grid-Side PI Controller

The schema of the classical PI strategy is used for the GSC. Its principal aim is
to transmit to the grid the active power and regulate the DC-bus voltage. The GSC
mathematical description is given as below:

[
Vid

Viq

]
=

[
L f i̇d f − ωL f iq f
L f i̇q f − ωL f id f

]
+ R f

[
id f
iq f

]
+

[
Vgd

Vgq

]
(21)

CV̇dc = 3

2

vgd

Vdc
id f + idc (22)

where id f and iq f denote the grid currents, ω represents the grid angular frequency,
Vid ,Viq denote the inverter voltages,Vgd ,Vgq denotes the grid voltages, L f represents
the filter inductance, R f denotes the filter resistance, Vdc represents the voltage of
the DC-link, C denotes the capacitor of the DC-link, and idc represents DC current.
Reactive power Qg and active power Pg are expressed by:

{
Pg = 3

2vgd id f
Qg = 3

2vgd iq f
(23)

5 Simulation Results

In this part, extensive numerical investigation by using MATLAB/Simulink shown
by Fig. 1 is performed to show the feasibility of the proposed strategy. The simulated
conversion system is based on 1.5 MW rated power. The closed-loop parameter
values are given in Table 3. The gains of the PBC PI controller are kdp = kqp = 99,
kdi = kqi = 200, and K1 = K2 = 100. The fixed gains of the desired torque for the
proposed control without the fuzzy gain supervisor are kFp = 5 and kFi = 1000. The
gains of the DC-link are kdcp = 100, kdci = 8000, and the gains of the currents PI
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Table 3 Parameters of the
system

PMSG parameter Value

Tidal density (ρ) 1024 kg/m2

DC-link capacitor (C) 2.9 F

Pole pairs number (p) 48

Stator inductance (Ldq ) 0.3 mH

Tidal turbine radius (R) 10 m

Grid-filter resistance (R f ) 0.3 pu

Stator resistance (Rs ) 0.006 �

Grid-filter inductance (L f ) 0.3 pu

DC-link voltage (Vdc) 1150 V

Flux linkage (φ f ) 1.48 Wb

Total inertia (J ) 35,000 kg m

control are kcp = 9, kci = 200.The proposed strategy is compared to the passivity-
based current control (PBCC) namely (proposed without supervisor) proposed in [4]
and the conventional PI method.

The tidal speed dynamic is shown in Fig. 7. Figure 8 presents the response of the
electromagnetic torque, as shown the proposed control presents fast convergence and

Fig. 7 Tidal velocity

Fig. 8 Response of the
electromagnetic torque
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a higher torque than the PBCC and the conventional PI control. Figure 9 shows that
the DC-link voltage quickly tracks its reference value 1150 V, without overshoot for
the proposed strategy unlike the PBCC and the PI strategy. Figures 10 and 11 show
that the reactive power very well kept at its zero-reference for all the control methods.
However, as shown, the FGSPBCC presents a fast convergence than the PBCC and
the PI. In Fig. 12, it can be deduced that the active power is the only one transmitted
to the grid for all the control strategies with largely more power transmitted for
the proposed one. In Fig. 13, we can see a perfect sinusoidal voltage absorption by
the grid. The FGSPBCC shows a higher torque, a best power generation, than the
conventional methods.

Fig. 9 Response of the DC-link voltage

Fig. 10 Response of the reactive power
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Fig. 11 Zoom on reactive power

Fig. 12 Active power

Fig. 13 Grid-injected voltage
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6 Conclusion

In this study, a novel fuzzy supervisor passivity-based current controller for a tidal
power systemwith PMSG is developed for overall improvement of the performances.
The simulation results are performed by theway ofMATLAB/Simulink environment
which shows the effectiveness of the studied closed loop. The proposed strategy
presents the fast tracking of the maximumwind power, the reactive power generated,
and theDC-linkwhich arewell kept at their set values. All drawbacks of the presented
controller are resolved, and the objectives achieved. Higher efficiency compared to
the conventional PI method are provided by the proposed controller.
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Harmonics Minimization in Multilevel
Inverter by Continuous Mode ACO
Technique

Salman Ahmad, Atif Iqbal, Imtiaz Ashraf, and Zahoor Ahmad Ganie

Abstract Low switching frequency operation of multilevel inverter enables it for
applications in high power processing needs. The stepped waveform synthesized
from multilevel inverter after Fourier series analysis will result in system of nonlin-
ear equations to selectively minimize certain lower-order harmonics from it. These
equations are transcendental and exhibits solutions or no solution in certain range of
modulation index. In order to obtain continuous solution in entire modulation index
range optimization techniques based on meta-heuristic approach is used. In order
to achieve better quality waveform at output and selectively removing certain low-
order harmonics an ant colony optimization-based technique in continuous mode
implementation is proposed in this paper. The simulation and experimental results
are provided to confirm the correctness and effectiveness of the method.

Keywords Ant colony optimization · Pulse width modulation ·Multilevel inverter

1 Introduction

Voltage source inverters (VSI) are extensively used in many industrial applications
such as in variable speed electric drives, STATCOM, active filters, HVDC, flexible
AC transmission, pump storage plants, and solar photovoltaic system of renewable
energy harnessing [1, 2]. Earlier only two-level VSI most popularly used for these
applications produces a bipolar waveform at the output. But since the power pro-
cessing need increased, the need to develop high power processing converters, and
efficientmodulation and control techniques become an active area of research. There-
fore, in this direction, several multi-phase topologies and series parallel combination
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of these topologies have been investigated. However, the power quality and switching
losses were the most concerned in such developments. Multilevel inverter are getting
popularity in recent times over two-level inverters [3]. This is due to the advantages
of high power processing capability of multilevel inverter with smaller device rat-
ings along with better quality waveform at the output. In literature, several multilevel
topologies have been investigated, and their performance have been compared on the
basis of number of devices used as well as the number of devices used in the topolo-
gies. The main multilevel topologies that extensively investigated include neutral
point clamped inverter (NPC), flying capacitor (FC), and cascaded H bridge inverter
(CHB) [5]. Several new topologies are proposed in recent times, and themost promis-
ing are packed U-cell inverter, active neutral pint clamped inverter (ANPC), modular
multilevel converter (MMC), and quasi Z-source basedmultilevel inverter.Many new
topologies with reduce device count have been reported in literature in recent years.

Several pulse width modulation (PWM) techniques for multilevel inverters have
been proposed in literature for getting desired waveform with minimal undesired
low- order harmonics component [3]. However, most of the proposed techniques
were high switching frequency-based techniques such as level-shifted and phase-
shifted carrier- based techniques, nearest level control and space vector PWM, etc.
In high-power applications, high switching frequency results in high power losses,
and thus, it is the main constraint in the high-power application of power converters.
The preprogrammed pulse width modulation techniques such as selective harmon-
ics elimination and selective harmonics minimization provide better quality output
waveform with the minimum magnitude of selected low-order harmonics compo-
nents [4]. For more levels in the output, the preprogrammed PWM techniques can
have modulation and control at fundamental switching frequency and output wave-
form very close to the desired fundamental components of sinusoidal waveform.
The output waveform is first synthesized, and then, Fourier series is used to derive
expressions for fundamental component magnitude and harmonics component mag-
nitudes [5, 6]. The system of nonlinear equations thus obtained have to be solved
simultaneously for getting desired magnitude of the fundamental component and
selectively remove the harmonics components.

For solving system of highly nonlinear and transcendental selective harmonics’
minimization equations, different methods have been proposed in the literature [7].
The main methods are broadly categorized as numerical technique-based iterative
methods, algebraicmethods, and optimization-based evolutionary andmeta-heuristic
methods. The iterative techniques are highly dependent on initial guess, and algo-
rithmmay diverge if proper initial guess is not chosen [8].Moreover, as the number of
switching increased, the computation of derivativematrix (Jacobianmatrix) becomes
difficult, and singularity problems happened in subsequent iterations [9]. The alge-
braic methods are capable of producing exact and all the solutions but again as the
switching angles increased, the order of polynomial also increased and it becomevery
difficult to solve. In this paper, a continuousmode ant colony optimization (CMACO)
technique is proposed to completely remove the certain low-order harmonics from
the output. The computational results have been verified with the simulation and
experimental results.
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2 Problem Formulation for Harmonics Minimization

One leg of a generalized cascaded H-bridge inverter and its corresponding output
stepped waveform is shown in Fig. 1. For having multiphase configuration, similar
legs can be added, and the output waveform will shift by 2π

P , where P is the number
of phases. The Fourier analysis of quarterwave odd symmetric stepped waveform
will result in mathematical output expression given as in (1).

van(ωt) =
∞∑

n=1

4Vdc

nπ

[
S∑

k=1

cos(nαk)

]
sin(nωt) (1)

In the above expression, αi is the switching instant of cell i , and S is the total
number of individual cell and thus the total number of switching angles. Also n
represents the harmonics order, and it is only odd valued since the even harmonics
will be absent in the halfwave symmetric waveform. Also the Pth order harmonics
will be absent in the line voltage of P-phase configuration.

The switching angles are calculated only in a quarter period, and in other intervals,
the switching angles are found accordingly as given in Table 1. If we have five H-
cells with NS separate DC sources, then any NS − 1 harmonics can be controlled
along with control of fundamental component. Let us consider three-phase H-bridge

Fig. 1 a Generalized one leg of CHB circuit b Output stepped waveform
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Table 1 Distribution of switching angles in quadrants

Quadrant Switching angles

1st → (0, π
2 ) α1, α2, . . . , αk−1, αk

2nd → ( π
2 , π) π − αk , π − αk−1, . . . , π − α2, π − α1

3rd → (π, 3π
2 ) π + α1, π + α2, . . . , π + αk−1, π + αk

4th → ( 3π2 , 2π) 2π − αk , 2π − αk−1, . . . , 2π − α2, 2π − α1

inverter with five separate DC supplies. The harmonics elimination equations are
have been established by considering elimination of 5th, 7th, 11th, and 13th order
harmonics from the output and control of fundamental component by varying the
modulation index, m.

3 Ant Colony Optimization (ACO)

The cooperative behavior of ants to find the shortest path in search of food and to form
its colony using pheromone laying mechanism is called ant colony optimization. It is
a meta-heuristic approach and is very useful in solving many optimization problems
specially discrete optimization problems. The ’pheromone’ information from the
artificial ants is used to update toward better solution in successive iterations. The
various steps involved are parameters initialization, random solutions but guided by
pheromone information, optional local search, pheromone update, and finally check
for termination criterion.

3.1 Solving Method by ACO

The ants which collect information during optimal path in search of food is stored
in the form of pheromone trails represented with γ . Various terminologies of evolu-
tionary algorithms are used by ACO as well. At the end of each generation, all the
ants complete its tour, and the pheromone trail details are updated. Different variants
of ACO algorithm are reported in literature based on the various pheromone trail
update rules. For instance, the probability of ant i moving from node l toward node
m in generation k is given by (2).

Pi
l,m(k) = γl,m(k) d−μ

l,m∑
x∈ψ i

l
γl,x d

−μ

l,x

, m ∈ ψ i
l (2)

In, γl,m is pheromone intensity on the edge l → m, dl,m is distance between nodes
l andm,ψ i

l is all set of nodes that remain to be visited by, and i currently positioned at
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Fig. 2 a Decision making by ants b Ants solution space

node l andμ > 0. An information storage list namely tabu list is used to keep records
of the ants which already visited the particular node during each generation, and it
is updated when the tour is completed. Once all the ants competed their tour, the
pheromone information of all edges between node l → m is updated as per, where
γ i
l,m(k) is the pheromone intensity on the path between l → m created by ant i and

ς is pheromone decay parameter, ς ∈ (0, 1).

γl,m(k + 1) = (1 − ς)γl,m(k) +
N∑

i=1

γ i
l,m(k) (3)

The pheromone intensity on l → m is taken to be Q
Li

if ant i passes through this
path, otherwise it is 0 as defined in (3), here Q is a constant. N is the number of
ants defined in the algorithm. It results in a shorter route with stronger pheromone
intensity. The pheromone evaporation phenomena is used to avoid local convergence
of the ACO algorithm and therefore enables it to search for wider range of potential
solutions. At last, a pheromone renewal is implemented using (4).

γl,m(k + 1) ← max
[
γmin, γl,m(k + 1)

] ∀(l,m) (4)

The decision making of ants between the nodes based on pheromone information
is shown in Fig. 2a, whereas the search of the ants in the whole search space is shown
in Fig. 2b. A pseudocode for writing programs in solving SHE problem is given in
Table 2.

3.2 ACO Computational Results

Computation of switching angles with ant colony optimization technique is to for-
mulate an objective function, and then, it is minimized. The individual ants contain
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Table 2 ACO pseudocode

Define objective function for minimization f(α), α = (α1, α2, · · · , αn)T .
Initialize ACO parameters, r=1, and ant numbers (N).

while (criterion)
for (t = 1 to N)

From current node l select next node m defined by
Check if all the path have been constructed

end for
update the pheromone information laid in

Update the iteration, r = r + 1
end while

Obtain the final results.

Table 3 ACO parameters

Parameters Values

Maximum number of iterations 700

Population size (archive size) 10

Sample size 100

Intensification factor 0.5

Deviation-distance ratio 1

the potential solutions. The objective function is derived here by considering more
weighting to regulate fundamental component and is given by. The ACO algorithm
parameter used to solve the problem is given in Table3.

F = (
10 × (V ∗

1 − V1)
)4 + V 2

5 + V 2
7 + · · · + V 2

2N−1 or V
2
3N−2 (5)

Various cases have been computed using ant colony optimization to reduce certain
low-order harmonics minimization from the output voltage. The ACO algorithms
are mostly used for discrete optimization; however, here modified continuous ACO
algorithm is implemented to compute the switching angles. The convergence rate is
not as good as in case of GA and PSO algorithms. Selected computational results
of switching angles, value of objective functions, and total harmonics distortion are
given in the table. The harmonics profiles of these solution are shown in Fig. 3.
From the results, it can be seen that the objective functions value is very close to
zero, and the targeted harmonics are completely removed from the output. This is
the continuous ACOwhich has advantage over discrete ACO in solving the selective
harmonicsminimization problem.Moreover, the implementation of continuousACO
is much simpler than discrete ACO method.
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Table 4 Switching angles

M α1 α2 α3 α4 α5 Error %THD

0.55 0.587 0.786 0.932 1.138 1.344 8 × 10−28 7.09

0.60 0.459 0.761 0.902 1.085 1.263 2 × 10−31 6.83

0.62 0.401 0.698 0.919 1.042 1.243 4 × 10−29 7.21

0.67 0.306 0.564 0.868 1.009 1.190 2 × 10−30 5.82

0.79 0.135 0.337 0.513 0.827 1.102 1 × 10−24 5.68

0.81 0.095 0.327 0.434 0.744 1.065 5 × 10−28 5.76

Fig. 3 Phase voltage
harmonics profile

4 Simulation and Hardware Results

The simulation model for cascaded H-bridge converter have been developed using
MATLAB/SIMULINK to verify the computational results. The FFT analysis is used
to obtain the harmonics profile (Fig. 4).

Switching angles are first converted into time equivalent using α = 360
2π × T , T

being the time period. The percentage pulse width of pulses applied to the switch
is then calculated using 2π

(αi+1−αi )
× 100. Various cases for different switching angles

have been tested, and simulation results found in very close agreement with the com-
putational results. The pole voltage, line voltage, and harmonics spectrum of phase
voltage for M = 0.67 with switching angles, α1 = 0.038, α2 = 0.221, α3 = 0.367,
α4 = 0.638,α5 = 0.696, are given. The targeted harmonics for removal from the out-
put waveform is absent in harmonics profile. The triplen harmonics will not appear
in the line voltage harmonics profile for a balanced load as it will be automatically
canceled.
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(a) Phae voltage (van) (b) Phase voltage harmonics profile

Fig. 4 11-level cascaded H-bridge waveforms M = 0.69, (2nd set)

Fig. 5 Hardware setup for experimental results

The schematic and actual hardware setup of developed prototype in the labora-
tory is shown in Fig. 5. In this setup, separate programmable DC supplies are used
to feed individual H-cells to generate 11-level stepped output waveform at funda-
mental switching frequency. The VHDL code for pulse width modulated waveform
is generated from the PC and is applied to the gate drivers of the IGBT switches
used to construct the H-bridge. The hardware result for the 11-level stepped voltage
waveform is shown in Fig. 6 which is obtained from the prototype developed in the
laboratory. An FPGA controller FPGA (VIRTEX-5 XC5VLX50T) is used to gener-
ate gate pulses for the IGBT semikron switch (SKM100GB12T4) based multilevel
inverter. A fluke is used in conjunction with the differential probe to measure the
harmonics profile of the output voltage waveform. The targeted harmonics for elimi-
nation such as 5th, 7th, 11th, and 13th are absent in the harmonics profile. Following
the similar approach, the hardware result of any level and number of phases can be
obtained.
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(a) Output voltage (b) Harmonics profile

Fig. 6 11- level output voltage and harmonics profile

5 Conclusion

In this paper, a novel meta-heuristic technique based ant colony optimization in
continuous mode implementation to minimize the selective low-order harmonics
from the output ofmultilevel inverter is proposed. The computational results show the
superiority of the proposed method over the discrete mode ant colony optimization
method. The targeted harmonics are completely removed, and objective function
reaches up to the order of 10−31. Selected computational results for 11-level cascaded
H-bridge inverter is given to illustrate the method. Computational, simulation, and
hardware results confirm the practical applicability of the computed switching angles
and elimination of targeted harmonics from the output.
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Loss Allocation Method for Microgrids
Having Variable Generation

Dibya Bharti

Abstract With some assumptions and limitations, variousmethods have been devel-
oped in literature mainly for loss allocation in transmission network and afterwards
extended for radial distribution network, and some methods are specifically devel-
oped for radial distribution network. But, these methods are not suitable for micro-
gridswhich are integratedwith conventional grid at sub-transmission and distribution
levels depending on their geographical location. This paper presents a loss allocation
method based on power flow results and relative position of buses for interconnected
microgrid which is very effective in case of frequent change of generations due
to intermittent nature of renewable resources. The implementation of the proposed
method is very simple in microgrid with both meshed as well as radial topology
without any computational complexity and requires only power flow solution and
network data. The results are illustrated for different generating conditions of renew-
able sources in microgrid to demonstrate the efficiency of proposed loss allocation
method.

Keywords Loss allocation (LA) · Microgrid · Variable generation · Power flow
solution · Relative position

1 Introduction

Microgrid is an integration of various distributed generation (DG) especially renew-
able energy sources such as photovoltaic and wind which operate autonomously or in
synchronous with conventional electrical grid. The incorporation of microgrids into
distribution system has also transformed the structure of grid from radial to weakly
meshed network. Energy insecurity, climate change and pollution aremajor concerns
addressing significant changes in energy infrastructure by integrating renewable
energy generation. In modern power system structure, several renewable genera-
tions are integrated to conventional grid at sub-transmission level and several may
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be connected at distribution level. Hydro plant and wind farm are always far away
from populated area and need to be connected to long-distance transmission. Some
of solar generations are present at low-voltage distribution level. Due to independent
ownership of DGs present in microgrid, it is essential to have a robust loss allocation
(LA) method for attaining transparency. LA method should be applicable to both
radial and meshed structured microgrid because depending on type of integration,
some of the microgrids are of radial topology and some are of meshed topology.

1.1 Literature Review

In microgrids, conventional power generations are required to avoid power interrup-
tion as electricity generation by renewable energy resources is intermittent [1]; the
output from a wind farm or a photovoltaic array depends on the climatic conditions.
In interconnected mode, microgrid is connected with distribution network and works
in co-ordination with the distribution management system. The power flow pattern
varies very frequently in microgrids due to integration of non-conventional gener-
ation units. The presence of multiple source changes the distance between sources
and loads which also alters network usages. Any LA method intended to be used
for microgrid operation must be equally applicable to both radial as well as meshed
network topology since the microgrid can be of either configuration. This makes LA
problem very significant in microgrids. A robust LA method is required to differ-
entiate between the contributions of individual participants, i.e. the generators and
loads connected in the microgrid, and it should also consider amount of network
usage of any participant as well as distance from source while making allocations to
it.

There exist various LA methods in literature for transmission systems [2]. With
some assumptions and modifications, transmission LA methods can also be used for
distribution systems. The following part of this section discusses different allocation
methods proposed earlier.

Pro-rata method distributes 50% loss to generator and 50% to loads, and then
allocation is characterized by electric loss proportionally to the power delivered by
each generator and each load but neglects their relative location within the network
[2]. The inadequacy of pro-rata method was overcome by MW-mile method [3, 4],
which considers the relative position of each participant from slack bus. Both pro-
rata- and distance-based MW-mile methods are easy to understand and implement;
however, these methods neglect the amount of power flowing through the network.
If amount of power flowing through the branches changes, keeping the total power
demand same, these methods will allocate similar loss to the different participants.
In incremental/marginal transmission loss (ITL) allocation method, incremental loss
coefficients are derived using Jacobians of NR method [5, 6]. ITL methods are suit-
able for networks with high X/R ratio and dependent on choice of slack bus [7]. Due
to dependency on slack bus, ITL method results in over-recovery of network loss.
But, in microgrid, usually conventional grid is connected at slack bus. Large amount
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of loss will be allocated to slack bus that will be reallocated to other nodes present
in conventional grid which is not reasonable. Based on results of power flow by NR
method, direct loss coefficient (DLC) method allocates loss directly by establishing
relation between real/reactive power of a bus and network loss [8]. Furthermore,
applications of Hessian and Jacobian matrices are included in procedure of DLC
and ITL methods, respectively, whose handling for larger system is computation-
ally exhaustive. Proportional sharing principle-based methods [9, 10] allocate total
network loss to either generators/DGs or loads as it involves application of linear
principle.

A LA method dependent on Z-bus matrix of network is associated with non-
singularity of admittance matrix of network and is not applicable to distribution
networks where Y-bus matrix becomes singular [11]. Z-bus matrix method is not
applicable to microgrid with radial topology when shunt admittance of the lines
is negligible. LA by every method contains some degree of unreliability which
heightens to explore economically and technically justified strategy for LA [11, 12].
Some methods integrate concepts of circuit theories with network characteristics to
allocate loss in transmission system [13–20]. These methods are suitable for system
with high value of X/R ratio and are not justified for LA in microgrids connected at
distribution level where X/R ratio is low.

Some LA methods are specially proposed for distribution systems [21–28]. Loss
caused by each branch current is decomposed into nodal injection which requires an
additional forward sweep power flow on modified network consisting only branch
resistances in [21]. Carpento et al. characterize the different LA techniques for
radial distribution configuration with DGs [22]. Method proposed by Costa requires
running power flow twice for allocating loss to loads and DGs in first two steps, and
remaining loss is redistributed toDGs only in proportion to their apparent power [23].
Atanasovski proposed tracing-based approaches for allocating loss in radial distri-
bution system based on disintegration of power [24] and energy [25] into respective
nodal injections. For radial distribution system, Savier also developed methods for
allocating branch loss to the nodes by using exact formulation [26, 27]. Branch-
oriented procedure is proposed by Jahromi in which loss is allocated to loads and
DGs separately, and normalization is applied to avoid over-recovery of loss [28].

LA approaches adapted by Jagtap are either current summation or power summa-
tion and branch oriented for radial distribution network [29–31]. These methods
require only power flow solution to allocate loss to DGs and loads and employ
backward sweep network reduction technique to remove the steps of normalization.

Most of the proposed methods [21–36] are particularly suggested for radial
systems and are applicable only for microgrid with radial topology. A game theory-
based LA method is proposed for radial and weakly meshed networks which over-
comes the limitations of conventional Shapley value method but considers DGs as
negative loads [37–40].
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1.2 Contribution of Proposed Work

A fair and satisfactory LA method should reflect both the network topology and the
magnitude of power injected or consumed at a bus. The present work proposes a LA
strategy for interconnected microgrid with meshed as well as radial structure which
works on power flow result of the system and relative distance between buses in
network. Proposed method requires only power flow results and electrical closeness
centrality indices which is a measure of the degree to which an individual is near all
other individuals in a network. The proposed LA method is straightforward without
any intricate computational applications.

1.3 Organization of Paper

The next section confers electrical closeness centrality measures and their use in
proposed LAmethod. Section 2 discusses relevance of electrical closeness centrality
measure in LA in brief and describes the steps of calculating closeness centrality
and proposed method with an example. Section 3 demonstrates the application of
proposed method in different scenario of microgrid. Finally, Sect. 4 concludes the
work.

2 Centrality Measures and Loss Allocation

Distributed energy generations (DERs) of microgrids are owned by different entity
which necessitates implementation of a robust LA method by distribution system
operator (DSO). In microgrids, generations are sporadic subject to climatic changes
which lead to change in power flow results. With changing generation pattern, the
power flows through different paths of the network changes, resulting into change in
network usage. Electrical closeness centrality is the measure of relative position of a
bus in the network and dependent on system data and power flow results. To change
the loss contribution according to relative position and network usage by individual
participant, electrical closeness centrality is used for allocating loss to generators
and loads.

Electrical closeness centrality measures are calculated by using bus dependency
matrix [41–43], which exhibits dependability of buses on each other present in
network. The method discussed for finding bus dependency matrix in [39] is appli-
cable to both meshed and radial electrical network. A fair LA method needs to take
care of the relative location and importance of any bus in the network, and this
aspect can be included by incorporating centrality index in the allocation method.
The following section discusses the method of determining centrality measure of a
network.
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2.1 Calculation of Electrical Closeness Centrality Measures

The electrical closeness centrality measure is calculated from the bus dependency
matrix which is of order (bus * bus). The bus dependency matrix of any n-bus system
is calculated as Eq. (1) then,

Dbus_ depn =

⎡
⎢⎢⎢⎣

d11 d12 . . . d1n
d21 d22 . . . d2n
... . . . . . .

...

dn1 dn2 · · · dnn

⎤
⎥⎥⎥⎦ (1)

Electrical closeness centrality of each can be calculated by row sum of matrix.
For example, closeness centrality of nth bus will be calculated as

Cn = dn1 + dn2 + · · · + dnn (2)

The closeness centrality computes the extent of connectivity to which a bus is
in close proximity to all other buses of the network. Electrical closeness centrality
measures are calculated by using bus dependency matrix which is dependent on
system impedance and power flow results. A fair LA method should incorporate the
relative location and importance of any bus in the network, and this aspect can be
included by integrating centrality index in the allocation method.

2.2 Loss Allocation Using Electrical Closeness Centrality
Measures

The algorithm used for allocating loss to each nodes of the network is given as
follows:

Step I: Calculate total loss (Ploss) of the system using power flow results.
Step II: Calculate electrical closeness centrality indices (Ci ) for each bus present
in the network by using bus dependency matrix as discussed in Sect. 2.1.
Step III: Calculate total outgoing power (Pi ) at each bus present in the system.
Step IV: Calculate proportional indices (ai ) for each bus by using Eq. (3). where
‘N ’ is the number of buses present in network.

ai = Pi∑N
i=1 PiCi

(3)

Step V: Loss allocated to each bus can be given by

pi = Ploss · ai · Ci (4)
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StepVI:Normalize loss at various buses to calculate loss contribution of individual
loads and generators.

2.3 Validation of Proposed Loss Allocation Method

A test system with five-bus and seven links is considered as microgrid with meshed
topology to demonstrate the applicability of proposed method. Microgrid is inte-
grated with conventional grid at bus 1, and there are two non-conventional energy
resources: solar plant and wind farm with installed capacity of 40 MW and 30 MW,
respectively, connected at bus 2 and bus 3. Figure 1 represents five-bus test system
with system impedance, outflow power and inflow power at each node. The bus
dependency matrix (given below in Eq. (5)) is calculated which depends on the
shortest path and power flow result. Total loss of the system (Ploss) is 12.6806 MW.

Dbus_ dep =

⎡
⎢⎢⎢⎢⎢⎣

0.0000
0.0000
0.0000
0.0000
0.0000

4.8650
0.0000
0.0000
1.9730
4.9730

0.0000
0.0000
0.0000
0.0000
0.0000

0.0000
0.9803
10.7646
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000
0.0000

⎤
⎥⎥⎥⎥⎥⎦

(5)

As described above, the row sum of bus dependency matrix can be used as elec-
trical closeness centrality measures which are C1 = 4.8650, C2 = 0.9803, C3 =
10.7646, C4 = 1.9730 and C5 = 4.9730 and outgoing power are P1 = 142.6805,
P2 = 149.3261, P3 = 64.7077, P4 = 111.1685 and P5 = 60.0000 for buses 1, 2, 3,
4 and 5, respectively.

Fig. 1 Meshed structured microgrid with five buses and seven links
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By using Eq. (4), loss allocated to buses 1, 2, 3, 4 and 5 can be calculated as p1 =
4.2837, p2 = 0.9034, p3 = 4.2985, p4 = 1.3536 and p5 = 1.8414, respectively. The
fairness of the LAmethod can be verified as p1+ p2+ p3+ p4+ p5 = 12.6806 MW.

The proposed LA technique can be easily applied to the microgrids where change
in generations is very frequent as it requires very less computational time and is
a very fast and efficient technique. Electrical closeness centrality measures-based
LA method is efficiently applicable to both meshed structured microgrid and radial
topology-based microgrid.

3 Application of Proposed Method

To illustrate applicability of proposed method with variable sources, modified
IEEE 14-bus test system is considered as an interconnected microgrid with meshed
topology. Two different cases with altered renewable generation are considered to
validate the applicability of proposedmethod inmicrogridswhere alteration in power
flow pattern is very frequent. The following scenarios are considered as microgrid
for analysis of proposed LA method.

3.1 Application of Proposed Loss Allocation Method
with Variable Sources

Case 1: Interconnected microgrid with one solar plant and one wind farm

A modified IEEE 14-bus system is considered in which node 2 is assumed to be
connected with a wind farm of 40 MW rated capacity and node 3 has a concentrated
solar plant of 60 MW rated capacity. A new branch is added between buses 1 and 3
in this modified system, and conventional grid is interconnected at bus 1. Single line
diagram of the modified test system is shown in Fig. 2 with direction of power flow
through the lines. Branch data for the modified system are listed in Table 1.

After power flow, total loss of the system (Ploss) is calculated as 4.4700 MW.
After power flow, by using LA technique proposed in Sect. 2.2, loss allocated to
each bus present in the network is given in Table 2.

In Table 2, electrical closeness centrality, outgoing power and loss allocated to
each bus are listed. The method for calculating electrical closeness centrality by bus
dependency matrix is briefly discussed in Appendix A. In Table 2, loss allocated
to bus 8 is zero as neither generator nor load is connected at bus 8 as shown in
Fig. 2. From Fig. 2, it can also be observed that generator connected at bus 6 is not
delivering any power but load is obtaining power. So, the loss is being allocated to bus
6. From results presented in Table 2, it can be concluded that total losses allocated to
generators and loads are 2.463 MW and 2.0068 MW, respectively. So, the proposed
method is not dividing total loss to generators in equal proportional unlike pro-rata
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Fig. 2 Modified IEEE 14-bus test system as meshed structured microgrid

method, and this is realized by including electrical closeness centrality indices which
is the representation of relative electrical distance of buses present in network.

Case II: Interconnected microgrid with two solar plants and two wind farms

Again, modified IEEE 14-bus system is considered as microgrid in which both node
2 and 6 are assumed to be connected with a wind farm of 40 MW rated capacity,
and node 3 and 8 have a concentrated solar plant of 60 MW and 50 MW rated
capacity, respectively. After power flow, total loss of the system (Ploss) is calculated
as 2.8777 MW. Proposed LA method is applied to IEEE-14 bus system considered
as microgrid, and results are listed in Table 3.

From the results of Table 3, it can be concluded that total loss allocated to genera-
tors is 1.6671 MWwhile total loss allocated to loads is 1.2106 MWwhich indicates
that total loss is not being shared by generators and loads in equal fraction which
was drawback of LA methods related to pro-rata techniques.

From Tables 2 and 3, it is clear that depending on power flow results, electrical
closeness centrality changes. Loss allocated to buses changes depending on power
flow results and electrical closeness centrality but sum of loss allocated to buses is
exactly equal to the total loss of the system.
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Table 1 Branch data of modified IEEE 14-bus system

From bus To bus Resistance (in �) Reactance (in �)

1 2 0.01938 0.05917

1 5 0.05403 0.22304

1 3 0.00000 0.04211a

2 3 0.04699 0.19797

2 4 0.05811 0.17632

2 5 0.05695 0.17388

3 4 0.06701 0.17103

4 5 0.01335 0.04211

4 7 0.00000 0.20912

4 9 0.00000 0.55618

5 6 0.00000 0.25202

6 11 0.09498 0.19890

6 12 0.12291 0.25581

6 13 0.06615 0.13027

7 8 0.00000 0.17165

7 9 0.00000 0.11001

9 10 0.03181 0.08450

9 14 0.12711 0.27038

10 11 0.08205 0.19207

12 13 0.22092 0.19988

13 14 0.17093 0.34802

aNewly added line

3.2 Application of Proposed Loss Allocation Method
in Microgrid with Radial Topology

A microgrid with radial topology is considered in Fig. 3. It represents a modified
12-bus radial system integrated with conventional power plant at bus 1, and a solar
plant and wind farm are connected at bus 5 and 9, respectively. It is assumed to be
connected with a wind farm of 60 MW rated capacity at bus 9, and node 5 has a
concentrated solar plant of 90 MW rated capacity. Bus 1 is not connected to any
load; only conventional power plant is integrated into the network at bus 1. All the
connected loads (shown in Fig. 3) are in MW. Direction of power flow is shown in
Fig. 3.

After power flow, it has been found that the total loss of the system is 6.8429 MW.
The loss allocated by the proposed method is listed in Table 4.
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Table 2 Results of LA of modified IEEE 14-bus system (with two DERs) considered as microgrid

Bus Electrical closeness centrality Outgoing power (in MW) Loss allocated (in MW)

1 9.9971 163.4800 1.0149

2 9.8958 96.4100 0.5924

3 10.8397 127.1300 0.8557

4 9.0000 94.3700 0.5274

5 8.9733 73.5900 0.4101

6 8.9777 41.6400 0.2321

7 9.9524 29.6100 0.1830

8 11.9524 0.0000 0.0000

9 9.9465 46.5700 0.2876

10 10.9456 9.0000 0.0612

11 10.9963 5.8200 0.0397

12 10.9993 7.5300 0.0514

13 9.9993 18.2100 0.1131

14 10.9407 14.9000 0.1012

Total 4.4700

Table 3 Results of LA of modified IEEE 14-bus system (with four DERs) considered as microgrid

Bus Electrical closeness centrality Outgoing power (in MW) Loss allocated (in MW)

1 10.8214 71.8779 0.3613

2 8.9686 86.0742 0.3586

3 10.9765 94.2000 0.4803

4 8.9801 58.9536 0.2459

5 8.9929 39.8391 0.1664

6 8.9440 45.3010 0.1882

7 9.9765 66.0341 0.3060

8 12.0000 50.0000 0.2787

9 9.9684 43.0276 0.1992

10 10.9715 9.0000 0.0459

11 10.9717 8.0126 0.0408

12 10.9748 7.7963 0.0397

13 9.9852 19.5840 0.0908

14 10.9666 14.9000 0.0759

Total 2.8777
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Fig. 3 Twelve-bus radial system modified as microgrid

Table 4 Results of loss allocation of 12-bus radial system considered as microgrid

Bus Electrical closeness centrality Outgoing power (in MW) Loss allocated (in MW)

1 15.8263 111.8429 1.6618

2 10.8454 110.6288 1.1264

3 8.9293 64.7067 0.5424

4 8.9751 30.0000 0.2528

5 8.8759 90.0000 0.7500

6 8.9586 56.6397 0.4764

7 8.9201 36.3377 0.3043

8 8.9603 15.0000 0.1262

9 8.9071 60.0000 0.5017

10 8.9676 45.0362 0.3792

11 12.3343 35.0049 0.4054

12 16.8483 20.0000 0.3164

Total 6.8429

From the results of Table 4, also it can be concluded that proposed method over-
comes the drawback of LA methods based on pro-rata by sharing 2.9135MW to
generators and 3.9295MW to loads.

It has been also observed from Tables 2, 3 and 4 that LA by proposed method has
not given negative loss contribution to any generators or loads.

4 Conclusions

This paper proposes a simple and robust method for LA in interconnected microgrid
with meshed topology as well as radial topology where generations are considered to
be variable.Due to various non-conventional energy sources inmicrogrid, power flow
changes very frequently and presence of multiple sources modifies network usages.
Proposed method easily determines loss allocated to each bus for every scenario.
While allocating loss to different buses, the proposed method considers relative
position of buses in the network and requires only power flow solution with network
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data. Electrical closeness centrality measure is used to identify the relative location
of buses present in the network and can be calculated by using power flow results.
The results obtained by proposed method show that electrical closeness centrality
changes according to power flow results and corresponding to that amount of loss
allocated to different buses changes. LA by proposed method includes position of
each load, and generators in the network and loss contribution to generators and
loads depend on the amount of power produced or consumed by them. The proposed
procedure is simple to understand, and its execution is undemanding because it does
not require intricate computational application.

APPENDIX: Calculation of elements of bus dependency
matrix

The computation of bus dependency matrix depends on shortest path between pair
of buses and active power flowing it. In shortest path between pair of bus of power
system network, there will be intermediate buses if selected buses are not adjacent
buses. There may be either single bus or multiple intermediate buses in shortest path.
So, the elements of bus dependency matrix can be calculated by following the steps
written below:

Step I: Run power flow of the system.
Step II: Determine the shortest path for each bus pair by assigning impedance as

weights.
Step III: Find the maximum active power in each shortest path, Pst. (See Fig. 4

and Fig. 5).

s ti 

Start bus End busIntermediate bus

Fig. 4 Description of Pst(i) and Pst in shortest path with single intermediate bus

s ti j k

Start bus End busIntermediate buses

Fig. 5 Description of Pst(i) and Pst in shortest path with multiple intermediate buses
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Step IV: Ascertain the maximum of inflow and outflow at intermediate bus within
each shortest electrical path, Pst(i). (See Fig. 4 and Fig. 5).

Step V: The dependency of bus s upon bus i to transmit power to other buses of
the network can be given by,

dsi =
n∑

t = 1
s �= t �= i ∈ v

Pst (i)

Pst

Pst = max of (P1, P2, P3, P4)
Pst (i) = max of (P2, P3)

Pst = max of (P1, P2, P3, P4, P5, P6, P7, P8)
Pst (x) = max of [max(P2, P3),max(P4, P5),max(P6, P7)]

x is the intermediate bus depending upon amount of active power inflow/outflow.

For example, in a 5-bus system, element d14 and d35 are calculated as:

d14 =
∑

t∈{2,3,5}

P1t (4)

P1t
= P12(4)

P12
+ P13(4)

P13
+ P15(4)

P15

d35 =
∑

t∈{1,2,4}

P3t (4)

P3t
= P31(5)

P31
+ P32(5)

P32
+ P34(5)

P34

The diagonal elements of bus dependency matrix will be zero and its row
summation gives electrical closeness centrality.
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Contingency Analysis of Power Network
with STATCOM and SVC

P. S. Vaidya and V. K. Chandrakar

Abstract In the modern era, where the demand of electricity is increasing very
rapidly, for urbanization of country power shortage is a main issue. This power
shortage is becoming a nightmare issues for humankind. So, the interconnection of
different grids is done. Interconnections of different sources may result in various
stability issues due to fault occurrences or due to any outages of any power network
elements. To stabilize the power network during such outage or contingency condi-
tion, power device elements are playing a crucial role. This paper shows the effect
of using STATCOM and SVC as a power device for maintaining stability as well as
voltage profile of power network. Power network simulations are done in PSAT, a
toolbox of MATLAB for IEEE-9 bus network.

Keywords Power flow · Contingency · FACTS · STATCOM · SVC · IEEE 9 bus
network · CPF ·MATLAB/PSAT

1 Introduction

Today, the electricity is one of our fundamental needs. As there is an increase in the
population day by day the demand of electricity also increases. Hence, the power
network has to increase the generation capacity of existing network or to build new
power network. The working of new power network is exceptionally costlier choice,
so the upgradation of existing network is an elective alternative. The power network
works close to its basic working points of confinement to fulfill the expanding load
demand. With the increase in demand, power devices are another option to balance
power and demands during various contingency. Control of power network is the
most noteworthy problem to be concerned with. Day by day the network is getting
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complex, and stability issues are getting to be vulnerable. Voltage instability issues
by and large increases as the different stochastic energy sources like solar, wind and
so on are joined to the network. For the secure operation limits of violations of the
power network is monitored by network operator. We can state that the transmission
clog happens, when the breaking points are violated because of sudden increment
in load demand, generation outage or transmission line blackout and so forth. The
network stability and security are influenced because of blockage. Voltage instability
issues can be understood by giving satisfactory reactive power support at proper area
in the network [1]. For these reasons, different compensating devices are utilized by
utilities, every one of which has its own particular limitations and characteristics.
Voltage stability is the capacity of the power network to keep up sufficient voltage
size with the end goal that the actual power exchanged by network load to that will
increment. PV curve is broadly utilized for examining steady and insecure condition.
MATLAB toolbox, power system analysis is used for control and study of power
network. It does analysis like power flow, stability study, time domain simulations
and continuation powerflow [2]. It is used for small andmediumof static and dynamic
analysis of power network in MATLAB [3].

2 Overview of STATCOM and SVC

Synchronous voltage source with least and most extreme voltage extent limits is
implied as STATCOM and SVC. It is as shown in Fig. 1a, b.

To compensate the recipient power line voltage, replacing of shunt capacitor bank
is used. STATCOMoffers various favorable circumstances over banks of shunt capac-
itors, for example, considerablymore tightly control of the voltage compensation and
increased line stability during load variations [4–7]. Static VAR compensator is also
a shunt FACTS device used to control the power flow in a power network. The static
VAR compensator is made of the capacitor banks and air co-reactors connected in

Fig. 1 a STATCOM. b SVC

Voltage source
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shunt. The air core reactors are connected in series to thyristor. For all intents and
purposes, a STATCOM or SVC is mounted to aid power networks that have a poor
power factor and poor voltage control [8–10].

3 Contingency Analysis

Unpredictable condition in the power network is known as contingency. To main-
tain power network to be secure, it must have continuous power flow with no losses.
Hence, the contingency analysis is performed to ensure the avoidance of crisis condi-
tion and to perform the network at low cost [11]. Whenever the pre determined
breaking points of the power network gets out of limit the network is said to be in
unbalanced condition. These violations of the breaking points result from unpre-
dictable conditions in the network. Contingency in a power network results in insta-
bility of complete power network and affects the reliability, security and continuity
of network. Outage of a transformer, generator and or line, is termed as contingency
[12–17].

TheN-R tool iswell accepted due to itsminimum iterationwith rapid convergence.
The N-R method is flexible; hence, the load flow forms can optimize power network
operation.
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Fig. 3 9 bus IEEE network without FACTS device

4 PV Curves Analysis

Figure 2 shows the PV curve, the transform in power from one bus to another bus
which influences the bus voltages are given by the PV curve [18–21]. The power
network is widely operated in the upper part of PV curve.

5 Test Network

Network consists of one slack bus, two PV generators connected in Bus 1, Bus 2
and Bus 3, respectively, as shown in Figs. 3, 4 and 5. The network model consists of
three step-up transformers connected between Bus 1–4, Bus 2–7 and Bus 3–9. The
three loads are connected in buses 5, 6 and 8. The power device, i.e., STATCOM or
SVC, is connected in Bus 5. MATLAB/PSAT software is used for simulation.

The details of test network components are as in Tables 1 and 2.

6 Results

Each line is removed one by one like as a contingency condition in PSAT software,
which results in poor performance of power network. Continuous power flow is done
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Fig. 4 9 bus IEEE network with STATCOM

from which maximum loading parameter is obtained. Detection of severe line or bus
is carried out which results in unstable condition of the network.

6.1 Analysis Without Shunt FACTS Device

Voltages in per unit after line outage are shown in Table 3. Result shows that when
the line between 7 and 8 gets out, the voltage at Bus 5 is very less as compared to
other line outage. Voltages in per unit and voltage phase in radians, at various buses
with line outage without using SVC and STATCOM, are shown in Fig. 6.

6.2 Analysis with STATCOM

Voltages in per unit after line outage with STATCOM are shown in Table 4. Result
shows that the voltage at Bus 5 is increased as compared to other line outage without
STATCOM. Bus voltages in per unit and voltage phase in radians, at various buses
with line outage using STATCOM, are shown in Fig. 7.
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Fig. 5 9 bus IEEE network with SVC

Table 1 Generator, transformer and load data

S. No. Machine Rating

1 Generator 1 247.5 MW, 16.5 kV

2 Generator 2 192 MW, 18 kV

3 Generator 3 128 MW, 13.8 kV

4 Transformer 1 77 MW, 16.5/230 kV

5 Transformer 2 163 MW, 18/230 kV

6 Transformer 3 86 MW, 13.8/230 kV

7 Three phase series RLC load at bus 5, 6 and 8 134.62 MW, 94.86 MW, 105.94 MW

Table 2 Power line data

Bus R (pu) X (pu) B (pu)

4 to 5 0.017 0.092 0.079

6 to 9 0.039 0.17 0.179

5 to 7 0.032 0.161 0.153

7 to 8 0.0085 0.072 0.0745

8 to 9 0.0119 0.1008 0.1045

4 to 6 0.017 0.092 0.079
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Table 3 Outage bus voltages without shunt FACTS device

Bus (pu) Voltages during line outage without FACTS device

7 to 8 6 to 9 8 to 9 4 to 5 5 to 7 4 to 6

Bus1 1.04 1.04 1.04 1.04 1.04 1.04

Bus2 1.025 1.025 1.025 1.025 1.025 1.025

Bus3 1.025 1.025 1.025 1.025 1.025 1.025

Bus4 0.820 0.782 0.868 1.030 0.886 0.9985

Bus5 0.536 0.551 0.674 0.584 0.735 0.9272

Bus6 0.773 0.614 0.800 0.998 0.814 0.692

Bus7 0.827 0.852 0.779 0.915 0.9718 0.975

Bus8 0.779 0.854 0.596 0.929 0.920 0.927

Bus9 0.907 0.965 0.973 1.001 0.955 0.944
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Fig. 6 Voltage magnitude profile and phase profile without shunt FACTS device

Table 4 Bus voltages after line outage with STATCOM

Bus (p.u) Voltages during line outage with STATCOM

7 to 8 6 to 9 8 to 9 4 to 5 5 to 7 4 to 6

Bus1 1.04 1.04 1.04 1.04 1.04 1.04

Bus2 1.025 1.025 1.025 1.025 1.025 1.025

Bus3 1.025 1.025 1.025 1.025 1.025 1.025

Bus4 0.982 0.967 0.988 1.033 0.963 1.022

Bus5 0.944 0.937 0.960 0.831 0.921 0.986

Bus6 0.913 0.862 0.916 1.006 0.886 0.705

Bus7 0.986 0.972 0.939 0.979 0.980 0.990

Bus8 0.821 0.944 0.837 0.975 0.936 0.939

Bus9 0.946 0.998 1.006 1.017 0.975 0.951
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Fig. 7 Voltage magnitude profile and phase profile with STATCOM

Table 5 Bus voltages after line outage with SVC

Bus (p.u) Voltages during line outage with SVC

7 to 8 6 to 9 8 to 9 4 to 5 5 to 7 4 to 6

Bus1 1.04 1.04 1.04 1.04 1.04 1.04

Bus2 1.025 1.025 1.025 1.025 1.025 1.025

Bus3 1.025 1.025 1.025 1.025 1.025 1.025

Bus4 0.833 0.972 0.965 1.030 0.964 1.025

Bus5 0.588 0.950 0.957 0.626 0.928 0.992

Bus6 0.769 0.864 0.8465 0.996 0.885 0.724

Bus7 0.838 0.974 0.8201 0.925 0.978 0.9940

Bus8 0.746 0.9442 0.597 0.934 0.933 0.9449

Bus9 0.895 0.998 0.980 1.002 0.974 0.9566

6.3 Analysis with SVC

Voltages in per unit after line outage with SVC are shown in Table 5. Result shows
that the voltage at Bus 5 is increased as compared to other line outage without SVC.
Bus voltages in per unit, voltage phase in radians, at various buses with line outage
using SVC shown in Fig. 8.

7 Conclusions

In this paper, contingency analysis is done for grid interconnection network.
STATCOM and SVC a shunt power device is used for improving performance of
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Fig. 8 Voltage magnitude profile and phase profile with SVC

power network during line outages. PSAT software is used for testing purpose. The
contingency analysis using N-R method and continuation power flow is carried out
for line outage. From which Bus 5 obtained as weakest bus as compared to other
bus of the network. So SVC and STATCOM are connected at Bus 5 for performance
enhancement of power network at contingency condition. Rating of power device
is decided by considering loading parameter limit of original network. The result
of 9 bus IEEE test network shows that by using STATCOM and SVC shunt power
device increases the voltage level of bus and improves performance of the network
at contingency condition.
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Comparative Analysis of Modified Firefly
Algorithm with Firefly Algorithm MPPT
for PV Module Under Partial Shaded
Condition

S. Sachin, Anusha Vadde, and Sowmyashree

Abstract Photovoltaic (PV)moduleswill decrease their output powerwhen they are
subjected to partial shading conduction (PSC). Hence, there are different maximum
power point tracking (MPPT) controlled algorithms designed to decrease the shaded
effects on PV module. Firefly algorithm (FA) which is known as meta-heuristic
algorithm is introduced, to get global maximum power (GMP) in PSC conduction.
Even though FA can successfully trap GMP, there are some problems which affected
the operation of MPPT. This paper helps to overcome the operational problem by
comparing modified FA (MFA) with the existing FA. This MFA can reduce the
number of total computation operation, and GMP time is converged for the present
FA requirement. Simulation results exhibit that the proposed technique can track the
global power (GP) under different PSC, the converging time is quick, and the voltage
and power variations are reduced efficiently with MFA.

Keywords Maximum power point tracking (MPPT) · Maximum power point
(MPP) · Partial shading (PS) · Partial shading conduction (PSC) · Photovoltaic
module (PVM) · Firefly algorithm (FA) · Modified firefly algorithm (MFA) ·
Global maximum power (GMP) · Local maximum power (LMP) · Continuous
conduction mode (CCM) · Global power (GP) · Single-ended primary-inductor
converter (SEPIC)

1 Introduction

In PV module, the output power keeps changing with change in the environmental
conditions such as irradiation of the sun and temperature of the cell due to which
the efficiency of the PV module is reduced [1]. During non-sunny days, the effect of
irradiation of sunwill be lowerwhich results in PSCeffect. The shaded cells in a PVM
work as a load; when it is reverse bias, it leads to hot spot in PV cells. To reduce this
effect, the generated current by a non-shaded cell will be conducted through bypass
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diodes in a PV module [2]. Overall, the bypass diode will alter the power, voltage
and current characteristics of (P–V) and (I–V). To get effective operation of PVM,
it is necessary to track GMP. A converter is required to enhance and controls the
voltage and power from PV module.

A DC to DC converter is used to increase the voltage at the output. The switching
opeartion of the converter is mainly dependent on values of inductance and capaci-
tance. SEPIC converter has more effective switching operation when compared with
Buck–Boost converter and Cuk converter [3].

To regulate voltage, power and current the perturbation method is used. The
difficulty in this method is to differentiate between LMP and GMP. Due to LMP,
power loss is high. The implementation of firefly for MPPT under PSC results in
better performance than perturbation & observation method (P&O). FA leads to
decrease in the efficiency of the PVM; for every iteration, the computation time is
more, and if themovement of fly increases, then the brighter flywill increase. Because
of this, the tracing time/oscillating time will be excessively high for GMP. Hence,
this paper will improve the existing FA by reducing the tracing time/oscillating time
and enhance the overall system efficiency.

2 Block Diagram

The proposed systemwhich includes PVmodule, SEPIC converter, MPPT controller
and a load is connected as shown in Fig. 1. The PVM is connected to the SEPIC
converter, to meet the load requirement. The FA ismodified to trackmaximum power
from the PVM and also reduce the oscillation time by which the efficiency can be
increased.

PV Module Converter 
as SEPIC Load

Modified Firefly 
MPPT 

Fig. 1 Block diagram of the designed system
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2.1 Design of Photovoltaic Cell

The solar panel is designed for 20 W. The modeling is based on the electrical char-
acteristics of the panels and provides information about the operational state of the
system. The voltage of 36 V and a current of 0.66 A are developed in a photovoltaic
cell.

2.2 Design of SEPIC Converter

Peak-to-peak ripple current atminimumvoltage of approximately 40%of the average
input power is considered. Inductor input current is determined using Eq. (1).

�Il = Iout × Vout

Vin(min)
× 40% (1)

L1 and L2 are chosen as inductor ripple current, and the peak ripple currents of
L1 and L2 are computed using Eqs. (2) and (3).

IL1(p) = Iout × Vout + VD

Vin(min)
×

(
1 + 40%

2

)
(2)

IL2(peak) = Iout ×
(
1 + 40%

2

)
(3)

The forward voltage drop of the diode is considered as VD, and SEPIC converter
is operating in CCM. The maximum and minimum duty cycles are stated in Eqs. (4)
and (5).

Dmin = Vout + VD

Vin(max) + Vout + VD
(4)

Dmax = Vout + VD

Vin(min) + Vout + VD
(5)

Power metal-oxide-silicon-field effect transistor (MOSFET) selection is based on
MOSFET peak current which is in Eq. (6) and root mean square (RMS) current
through switch is in Eq. (7).

IQ1(p) = IL1(p) + IL2(p) (6)

IQ1(p) = Iout

√(
Vout + Vin(min) + VD

) × (Vout + VD)

V 2
in(min)

(7)
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Table 1 SEPIC converter
specification

Parameter Characteristics Specification

V in Input voltage 36–110 V

Vo Output voltage 110 V

L1 Inductor 12.3 mH

C1 Capacitor 0.01 mF

RL Load resistor 605 �

F Frequency 10 kHz

P Power 20 W

Selection of output capacitor is based on the capacitor output RMS current which
is,

Icout(rms) = Ics(rms)

Peak-to-peak ripple is assumed as 2% of equivalent series resistance (ESR). The
capacitor at the output end is in Eq. (9).

ESRL ≤ Vripple × 0.5

IL1(p) + IL2(p)
(8)

Capacitor is

Cout ≥ Iout × Dmax

Vripple × 0.5 × fsw
(9)

Input capacitor selection:

ICin(rms) = �IL√
12

(10)

Output diode selection:
The measured reverse voltage should be greater than sum of input and output

voltage (V in + V out), and diode average current at maximum charge is always equal
to the output current (Table 1).

2.3 Proposed Algorithms

The process of firefly and modified firefly algorithms are explained in flowcharts.
Firefly, MPPT algorithm has been used for simulation. The effectiveness can be
figured by tracking the proportion between yield power and most extreme intensity
of the PV array under steady-state conditions [3].
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There are two sensor hubs, one is yield voltage sensor to detect the yield voltage
and the other is yield current sensor to detect the yield current of PV array. Detection
of current and voltage happens simultaneously based on listed conditions:

�I
�V > 0 The voltage is less than MPPT (left of MPPT)
�I
�V = 0 PV voltage = MPPT Voltage
�I
�V < 0 The PV voltage is greater than MPPT voltage (right of MPPT).

Here, I and V refer to PV current and voltage, respectively. There are three factors
that predominantly influence the execution of any PV system which are sun powered
light, surrounding temperature and load conditions [4]. The drawback of this method
is the MPP is lost, due to the change in isolation level based on the solar irradiation.

The progression with that PVM yield voltage VPV and yield current IPV is recog-
nized. At that point, power is determined as P(n) and the estimated value of the past
example is P(n − 1) yielding �P. If the MPP is dP

dV > 0 or dP
dV < 0, working point is

moving ceaselessly fromMPP as shown in Fig. 2. The drawback of P&O algorithmic
program the voltage of MPP is half tracked to fulfill

(
dP
dV

)
PV

= 0 [5].

Firefly Algorithm

The PV voltage is the managed variable, which is simple to actualize as the MPPT
controller can rapidly choose the underlying focuses [6], according to the level of
open-circuit voltage (V oc). Obligation cycle is likewise a controlled variable, so it
should likewise be possible along these lines.

The FA strategy has three major assumptions. Initially, firefly will always move
toward brighter side, and they are genderless also progressively appealing in single
until that every one of them had been thought about. Also, the engaging quality of
a firefly relies upon their brilliance, which is identified with the separation among
itself and different flies [7–11]. Be that as it may, the separation between them

Fig. 2 Power–voltage (P–V) graph of a MPPT
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will increment because of which flies move away the air. PGbest is refreshed by
positioning the fireflies. From the target of the given capacity beneath the light force
of firefly is resolved. Scientifically, the FA calculation can be communicated by three
conductions. ‘β’ is given by the expressed condition.

β(r) = β0 exp(−ϒrm),m ≥ 1 (11)

where β0 is the underlying allure when r is equal to zero, where r is the separation
of two fireflies, Gamma (γ ) is an ingestion for the coefficient to control the decrease
of light power, and whole number is given by ‘m’. The assessment of separation of
two flies i and j, which are positioned at xi and xj, is characterized by Euclidean
separation.

ri j = ∣∣∣∣xi − x j

∣∣∣∣ =
√√√√ d∑

k

= 1(xi,k − x j.k)2 (12)

where xi , k and x j , k are the kth part of the spatial directions of the i th and j th firefly,
respectively. The quantity of measurements is d. The resolved of a development of
firefly is in Eq. (13).

xi = xi + β0e
−ϒr2i j ,

(
x j − xi

) + α ·
(
randn

1

2

)
(13)

where α ∈ [0, 1] and randn is an irregular bother esteem. Equation (13) explains
that the inadvertent of more brilliant firefly will be influenced by the development of
fly. The inadvertent gives decent method for the fly to go far from neighborhood for
searching the pursuing for worldwide calculation. By using MPPT, the value of V ref

can be found. In this manner, the status of (xi) in Eq. (13) ,is determined. The V ref is
dependent on the 2nd and 3rd term from Eq. (13).

The fireflies are instated and assessed in a progressive way on the grounds that the
converter can react to just each order in turn.When Vref is applied, andN is initialized
to the quantity of firefly, the positive number is N. In additional, to the worldwide
most extreme force, PGbest is instated by the force level and the positioning will be
given by it. Note that the force is a result of estimated voltage (V pv) and current (Ipv).
At that point, the code will continue to the settled form of circles. The internal circle
has a power of the fly I is a lot of irregular worth. This settles circle will be continued
till all flies are looked with each other. From the instance MPPT, ‘d’ will be equal to
1

ri j =
√(

xi − x j
)2

(14)

The PGbest is refreshed by positioning the fireflies. The terminology used in
flowchart is shown in Fig. 3 according to Table 2.
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Fig. 3 Flowchart of firefly algorithm

Table 2 Terms used in PV
module and FA algorithm

PV module FA algorithm

Reference voltage (V ref) Position of firefly

Difference in voltage (�V ref) Distance between fly

Exponential function of �V ref Attractiveness of fly

Power of module (Ppv) Brightness of firefly

Global maximum power (PGbest) Brightest firefly
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Modified Firefly Algorithm

Toward the brightness of firefly, the position of each firefly will change. This is due to
comparison of firefly with each other and has a movement; this is shown by Eq. (13),
and this is the biggest drawback of FA.

The MFA flowchart is similar to the present FA flowchart. The program is initial-
ized to form a loop. The flyi (Ppv,i) and flyj (Ppv,j) are the intensities of flies which are
calculated. In the first loop, Ppv,j and Ppv,i are compared with each other for finding
which fly is brighter and L is the number of flies. The updated xi is the brighter fly
than other fly. With respect to average value, the xi will be updated. According to the
modified firefly flowchart shown in Fig. 4, it finds the average of all firefly, and then,
each fly will be compared with each other. Hence, the number of computations are
decreased compared to FA.

3 Characteristics of the Proposed System

Switching characteristics of SEPIC converter, oscillating time and efficiency plots
for the system are detailed in Sects. 3.1, 3.2 and 3.3.

3.1 Switching Characteristic of SEPIC Converter

A DC-DC converter has their own switching characteristics. The factors such as
input pulse, inductor current, output current and voltage across capacitor affect the
switching operation of the converter.

A SEPIC converter is built with an input and output inductance of 12.3 mH and
capacitance of 0.01mF for a load of 605�. The input pulse for the SEPIC is given for
0.0001 s. The first and second inductor currents are 1.1 A and −0.1 A, respectively,
and capacitance switching voltage is 30V for the input voltage of 36V. The switching
characteristics are as shown in Fig. 5.

3.2 Characteristics of Firefly Algorithm

Firefly algorithm is designed for increasing the efficiency of the PV module which
is designed for the input voltage of 36 V as shown in Fig. 6. The output voltage is
reduced at 0.25 s and maintains 90 V further simulation time as shown in Fig. 7 and
the output current of 0.17 A as shown in Fig. 8. The system will be under damp
condition; hence, the time taken for oscillation will be in the range of 0.25–0.33 s.
Therefore, settling time is more; hence, the overall efficiency of the system is around
89% as shown in Fig. 9.



Comparative Analysis of Modified Firefly Algorithm … 139

Fig. 4 Flowchart of modified firefly algorithm
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Fig. 5 Switching characteristics of SEPIC

Fig. 6 Input voltage characteristics for FA

Fig. 7 Output voltage characteristics for FA
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Fig. 8 Output current characteristics for FA

Fig. 9 System efficiency of FA

3.3 Characteristics of Modified Firefly Algorithm

Modified firefly algorithm is designed such that the number of iterations is reduced
for the same input value. Hence, by which, the oscillation time is reduced leading
to increase in overall efficiency of the system as shown in Fig. 13. To achieve the
maximum efficiency from MFA, the average of all firefly at a time will lead to
reduction in iteration. The oscillation time taken for settling is around 0.25–0.29 s.
Hence, the overall system efficiency is increased. For the given input voltage of 36 V,
the output will be 110 V and the output current is 0.18 A as shown in Figs. 10 and 11,
respectively. Figure 12 represents the input and output characteristics of modified
firefly algorithm.
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Fig. 10 Input voltage characteristics for MFA

Fig. 11 Output voltage characteristics for MFA

Fig. 12 Output current characteristics for MFA
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Fig. 13 System efficiency of MFA

Table 3 Comparison of oscillation time for FA and MFA algorithms of SEPIC converter

Types of algorithm applied for SEPIC
converter

Oscillation time in s Overall system efficiency (%)

Firefly 0.25–0.29 89

Modified firefly 0.25–0.27 96

4 Conclusions

This paper analyzes and compares MPPT system to follow the GMP for FA and
MFA. The methodology presents calculation and utilization and normalizes the fire-
flies toward the point while not meandering toward all the more brilliant flies. The
consequences of all the calculation procedures are given in Table 3.

The results are shows that the proposed firefly algorithm is better than firefly
calculation in oscillation time and furthermore decline the amount of tasks per cycle
with referred to Table 3.Modified firefly calculation has more proficiency than firefly
calculation where occurrence of quick light changes.

References

1. W.B.F. Corporation, Utility Scale Solar Power Plants: A Guide for Developers and Investors
(World Bank, India, 2012).

2. R.N. Shaw, P. Walde, A. Ghosh, Effects of solar irradiance on load sharing of integrated
photovoltaic system with IEEE standard bus network. Int. J. Eng. Adv. Technol. 9(1) (2019)

3. R.C.N. Pilawa-Podgurski, W. Li, I. Celanovic, D.J. Perreault, Integrated CMOS energy
harvesting converter with digital maximum power point tracking for a portable thermopho-
tovoltaic power generator. IEEE J. Emerg. Selected Topics Power Electron. 3(4), 1021–1035
(2015)



144 S. Sachin et al.

4. M. Kumar, V.M. Shenbagaraman, R.N. Shaw, A. Ghosh, Predictive data analysis for energy
management of a smart factory leading to sustainability, in Innovations in Electrical and Elec-
tronic Engineering. Lecture Notes in Electrical Engineering, vol 661, ed. by M. Favorskaya, S.
Mekhilef, R. Pandey, N. Singh (Springer, Singapore, 2021). https://doi.org/10.1007/978-981-
15-4692-1_58

5. H. Patel, V. Agarwal, Maximum power point tracking scheme for PV systems operating under
partially shaded conditions. IEEE Trans. Ind. Electron. 55(4), 1689–1698 (2008)

6. I. Abdalla, J. Corda, L. Zhang, Multilevel dc-link inverter and control algorithm to overcome
the PV partial shading. IEEE Trans. Power Electron. 28(1), 14–18 (2013)

7. D.Nguyen,B.Lehman,Anadaptive solar photovoltaic array usingmodel-based reconfiguration
algorithm. IEEE Trans. Industr. Electron. 55(7), 2644–2654 (2008)

8. R.N. Shaw, P. Walde, A. Ghosh, IOT based MPPT for performance improvement of solar pv
arrays operating under partial shade dispersion, in 2020 IEEE 9th Power India International
Conference (PIICON) held at Deenbandhu Chhotu RamUniversity of Science and Technology,
SONEPAT, India on Feb 28–March 1, 2020

9. Syafaruddin, E. Karatepe, T. Hiyama, Artificial neural network-polar coordinated fuzzy
controller based maximum power point tracking control under partially shaded conditions.
IET Renew. Power Gener. 3(2), 239–253 (2009)

10. Y.-H. Liu, S.-C. Huang, J.-W. Huang, W.-C. Liang, A particle swarm optimization-based
maximum power point tracking algorithm for PV systems operating under partially shaded
conditions. IEEE Trans. Energy Convers. 27(4), 1027–1035 (2012)

11. L.L. Jiang, D.L. Maskell, J.C. Patra, A novel ant colony optimization-based maximum power
point tracking for photovoltaic systems under partial shaded conditions. Energy Buildings
58(1), 227–236 (2013)

https://doi.org/10.1007/978-981-15-4692-1_58


Active Power Control for Single-Phase
Grid Connected Transformerless
Inverter Photovoltaic System

Janardhan Gurram , G. N. Srinivas, and N. N. V. Surendra Babu

Abstract The level of increase in the trend of power conversion technology has
made unbelievable dependency on renewable energy sources like solar, Wind etc.
Besides the availability of abundant resources, increased efforts to harness the power
out of wide variety inputs is phenomenal. Solar PV stands in first row now and for
years to come, due to its availability at substantial cheaper cost, less maintenance,
and a competitive efficiency over past few decades. Transformerless inverters for grid
connected system are found to be beneficial in terms of space, cost, and efficiency
constraints of the inverter. Though an inverterwith transformerwill provides galvanic
isolation which can be made possible without transformers by decupling ac and dc
side of the inverter at regular intervals by incorporating extra switches on either side of
the inverter which will be considered as different topology of inverter, subsequently
by applying different switching modulation techniques. The paper considers the task
of active power control in grid connected transformerless inverters using Highly
Efficient Reliable Inverter Concept (HERIC) inverter to transfer the power from DC
side of the inverter to AC side i.e. grid using MATLAB/SIMULINK. It also gives an
impact in realizing the control strategy of injecting active power to grid. It emphasizes
on filter requirements for grid connected PV system to feed sinusoidal current to grid
by reducing unwanted harmonics into grid.
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1 Introduction

The ever-increasing demand for power over past few decades, has made researchers
and industry to concentrate on alternatives of energy resources. Continuous evolution
in technology took the research to a new pace [1]. Adding to the abundant natural
resources like solar, wind, biomass, etc. Efficient power conversion techniques, raise
the curtains to harness the power from renewable energy sources. The dominance of
Solar Photo voltaic (PV) has shown the path to renewable energy market [2]. This
is because, solar PV provides clean energy at increasingly lower prices, less main-
tenance and high efficiency when compared with its counter parts in the renewable
energy. The cost of solar PV is decreased due to its production in large scale [2]. The
PV produces direct current i.e. DC, which is to be converted into alternate current
i.e. AC to feed it to the utility grid. General grid connected inverter include either
a low frequency transformer on AC side of the inverter or a high frequency trans-
former on DC side of the inverter which facilitates galvanic isolation between DC
side and AC side of the inverter [3]. However, inclusion of transformer makes the
system expensive, occupies larger space, causes increase in losses there by reduction
in efficiency. Transformer can be avoided to overcome all the disadvantages that
listed in inverters with transformer, but at the cost of galvanic isolation [4–6]. Due
to absence of transformer, a leakage current is made to flow from PV module to the
system, which is caused by the existence parasitic capacitance between PV module
and ground [4]. The harmonics in grid current will be increased by the rise in leakage
current, which will further create electromagnetic interference.

Standards are framed for maximum permissible leakage currents that can be
allowed is 10 mA beyond which grid must be disintegrated from PV with in 0.3 s.
as shown in Table 1 [7].

The bridge inverter with half wave output can remove leakage currents, but it
requires double the input voltage than that is required in case of a full bridge inverter
for the same output voltage of 230 V AC [8].

Table 1 Leakage
current-grid disintegration

Leakage current in A Grid disintegration time in sec

0.03 0.3

0.06 0.06

0.1 0.14
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Fig. 1 Transformerless inverter

2 Grid Connected Inverters

2.1 Transformerless Inverters

With the advent of transformerless inverters, there has been a remarkable progress in
in research. A schematic of transformerless inverter is shown in Fig. 1, which indi-
cates PV is connected to grid without a transformer [9]. A filter is connected between
inverter and grid to obstruct the noise that may enter the grid. C1, C2 are parasitic
capacitance formed between PVmodule and ground [10]. The leakage current in grid
connected transformerless inverters can be eliminated by employing various inverter
topologies like H5, H6, HERIC improved H6 etc. [11]. The problem of leakage
currents can also be addressed by applying variety of pulse widthmodulation (PWM)
schemes in addition to the use of different inverter topologies. Bipolar sinusoidal
pulse widthmodulation can reduce leakage current bymaintaining constant common
mode voltage. However, due to high switching losses, efficiency of such inverter
is low. To counter this problem of leakage currents, many inverter topologies are
presented in literature. Though literature includes the classification based onmultiple
factors, H-bridge transformerless inverters broadly categorized based on decoupling
strategy i.e. AC side or DC side of the inverter [12]. H5, H6 inverter topologies will
use DC side decoupling, whereas HERIC falls under AC side decoupling [13, 14].

In this paper HERIC inverter is used to analyze active power control into grid and
filtering requirements.

2.2 HERIC Inverter

This topology shown in Fig. 2, combines the advantage of three level output voltage
in h bridge inverter with unipolar pulse width modulation with reduced variation
in common mode voltage in the inverter that uses bipolar pulse width modulation
[15, 16]. Thus, without much effect on common mode voltage, efficiency can be
improved.

During positive half cycle of load or grid voltage T6 is turned on T1 and T4
switched on at same time with switching frequency giving rise to positive output
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Fig. 2 Grid connected HERIC inverter

voltage while making T2, T3 are in off state. During active vector, PV supplies
power to grid, whereas in zero state T1, T4 are in off state making the current
freewheels through T6 and D5. During negative half cycle of grid voltage, T6 made
off by turning on T5. In active vector state of negative part of the cycle T2, T3 are on
to feed current form PV to grid. In freewheeling mode, i.e. zero state vector, current
flows through D6, T5. Depending on positive or negative half cycle, by turning on
either T5 or T6 and keeping T1 through T4 in off, thus making the output of the
inverter shorted and isolated form PV. L1, L2and C in the circuit are filter inductance
and capacitor, respectively [17, 18].

3 Principle of Power Control

The main function of grid connected PV system is to inject active power to grid. In
addition to active power control, the control scheme gives the intense idea of reactive
power control. In grid connected PV system power control is done by varying phase
angle δ between inverter output voltage V inv and grid voltage V grid as shown in Fig. 3
[19, 20].

By varying phase angle φ between inverter output voltage and inverter output
current I, variation over the power factor can be achieved, which subsequently attains
the control over, active and reactive power as shown in Fig. 4 [19]. The active power
injected into the grid by the inverter for a fundamental sinusoidal wave is given by
the following equations [7].

P = Vgrid

ωL
· (Vm · sin δ) (1)
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Fig. 3 Equivalent circuit of grid connected inverter

Fig. 4 Phasor representation of inverter connected to grid

Q = Vgrid

ωL
· (Vm · cos(δ) − Vgrid

)
(2)

PF = cosφ = m · Vdc

ωL
sin(δ) (3)

Power factor is determined as shown in the Eq. (3) where V dc is dc link voltage,
m is the modulation index. Equation (2) indicates that inverter voltage magnitude
influences the control of reactive power [4].

3.1 Control Implementation

To feed active current to grid from an external source like PV which is inherently a
DC supply, it is required to analyze grid parameters and inverter output parameters
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Fig. 5 Block diagram of d–q axis control

like voltage, frequency, and phase angle [13]. It is required to control phase angle
between output voltage of inverter and grid voltage to feed active power to grid. To
supply reactive power to grid a distributed static compensator with a converter circuit
is used whose voltage magnitude of the inverter is varied. In either of the cases, of
controlling active or reactive power to grid, a decoupled control of d-axis and q-axis
components of currents is employed and are controlled separately as shown in Fig. 5
[12].

The voltage and current form the PV are fed to themaximum power point tracking
(MPPT) converter, whose output will generate current which is compared with a
reference value and is passed through proportional integral (PI) controller that in
turn generates voltage vector and is fed as one of the inputs to the block that converts
rotatory state of reference frame to stationary frame of reference frame i.e. Vd–Vq to
α β transformation [9]. Similarly, reactive component will generate a proportional
voltage vector as the second input to the block.

Phase angle to be fed to the transformation block is derived form phase locked
loop (PLL) as shown in Fig. 6a. Generation of reference current Id , Iq derived from

Fig. 6 a Determination of phase angle. b Reference currents generation
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grid also shown in Fig. 6b. In Fig. 5, the inverter is of HERIC type whose pwm
control signals are generated by comparing stationary reference frame sinusoidal
voltage signal with that of high frequency carrier signal. To provide orthogonality in
single phase currents a phase shift of π /2 radians is created with the help of a delay
function [7, 9, 10].

Vgrid = V · Sinωt (4)

Igrid = V · Sin (ωt + θ) (5)

Grid voltage or current will generate a orthogonal vector to represent αβ frame
of reference. Clarke’s transformation matrix is is used to convert stationary vectors
αβ to synchronously rotating reference vectors d–q. Clarke transformation matrix is
given by Eq. (6).

[
d
q

]
=

[
cos(θ) sin(θ)

cos(θ) − sin(θ)

][
α

β

]
(6)

To generate αβ stationary vector frame from d–q rotating vector Park’s transfor-
mation matrix is used given in Eq. (7).

[
α

β

]
=

[
cos(θ) −sin(θ)

cos(θ) sin(θ)

][
d
q

]
(7)

The phase angle θ required for the above transformation is found fromgrid voltage
transformation as shown in Fig. 6b [10, 11].

The active component of current of Id is compared with reference current Id* the
error is fed to PI controller which make error zero so that required active power is
fed to the grid. During this time, current Iq* is made zero as reactive power control
is not in the focus of the paper.

4 Filter Requirements

The cut off frequency of the filter used at the output side of the grid connected
inverter should be 10 time of the grid frequency and 1.5 times of converter switching
frequency. For an LCL filter to be used, the value of inductor on inverter side filter
is given by the equation [9] as shown in (Fig. 7).

L inv = Vdc

16× fs × 	IL−max
(8)
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Fig. 7 Gid connected system indicating filter

V dc is the dc link voltage at the input side of the inverter, f s is switching frequency
	IL−max ripple current that should be 10%.

Lgrid = r × Li (9)

Lgrid is grid side inductance and Li inverter side inductance where r is the factor
of proportionality usually 0.6.

C = 0.05× Cb (10)

where

Cb = 1

ωn × Zb
(11)

Zb is base impedance and C is the filter capacitance.
Filter values, Lgrid, L inv are grid inductor, inverter inductor andC is the capacitance

value calculated from above equations, values found as Lg = 4 mH, Linv = 4 mH
and C = 6.6 µF.

5 Simulation Results and Analysis

The output of the of the inverter, has three level voltage, the ripple current is very
minimum, and the frequency of the inverter is same as switching frequency. Inverter
produces very small leakage current as the common mode voltage is found to be
zero. The simulation is carried for the parameters shown in Table 2.

Figure 8 indicates common mode voltage, proving that its value for HERIC grid
connected inverter is constant whose value is 250 V in this case for a DC voltage
of 500 V. The leakage current depends on the variation of common mode voltage
across parasitic capacitor which shown as constant so that leakage current is zero as
shown in Fig. 9.
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Table 2 Simulation
parameters [3]

Simulation parameter Value

DC input voltage 500 V

Grid Voltage 230 V

Grid frequency 50 Hz

Switching frequency 2.4 kHz

Filter Grid inductor Lgrid 4 mH

Filter inverter inductor Linv 4 mH

Filter Capacitor 6.6 µF

Parasitic capacitance 0.1 µF

Active power rating 3000 W

Fig. 8 Common mode voltage

Fig. 9 Leakage current in HERIC grid connected inverter
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Figure 12 shows the grid voltage along and current that is fed from inverter
indicating voltage and current arein phase. The current profile is shown under steady
state condition and it is in phase with voltage wave form.

The output voltage of HERIC inverter shown in Fig. 10 with a dc peak value of
500 V and a switching frequency of 2.4 kHz. Figure 11 indicates the inverter output
current with the application of LCL filter shown in Fig. 12.

Active power fed to the grid from PV system after a maximum power extracted
from the system, shown in Fig. 13 with a value of 3000W. Simulation is carried for a
Dc voltage of 500V, resulting a voltage equals to grid voltage so that synchronization
between grid and inverter. The switching frequency of the inverter used as 2.4 kHz,
a passive LCL filter is used to gain reduced harmonics in the system.

Fig. 10 Inverter output voltage

Fig. 11 Inverter output current
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Fig. 12 Grid voltage-current

Fig. 13 Active power supplied by PV

6 Conclusion

Transformerless inverters will give increased efficiency which when compared with
the inverters that consisting transformer. HERIC inverter is found to be one of the
most effective converters for grid connection as the commonmode voltage is constant
for this topology and thus leakage current is minimummaking a low electromagnetic
interference. A simulation is carried to find the leakage current and to inject the active
current form PV to grid.
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Data Modeling for Energy Forecasting
Using Machine Learning

Monika Goyal and Mrinal Pandey

Abstract The consumption of energy in enormous amounts is one of the prime
areas of concern for the researchers globally. The focus is on buildings as they
are the biggest consumers of energy. The analysis of energy consumption pattern
of buildings diverts our attention toward the heating, ventilation, and air condi-
tioning system which according to studies accounts for maximum energy consump-
tion within buildings. This research employs several regression techniques to predict
the energy consumption of HVAC plants. The algorithms from various families of
machine learning like linear models, function-based learning models, lazy learning
techniques, and tree-based techniques were applied on the dataset obtained from a
commercial building and the results were evaluated and compared based on perfor-
mance metrics—root mean square error, mean square error, mean absolute error,
and coefficient of determination. The interpretation of results obtained shows that
K-nearest neighbor model from lazy learning family outperforms other regression
models with reduced errors and improved accuracy.

Keywords Energy forecasting · Machine learning · Regression

1 Introduction

The consumption of energy within buildings demands focused analysis since several
studies worldwide prove buildings to be the largest consumers of energy. Build-
ings are accountable for nearly 40% of the whole energy consumed in different
sectors [1–4]. Apart from buildings, industry and transport account for major energy
consumption. To handle the prevalent problem of energy wastage and to conserve
energy for the generations to come, the consumption of energy in buildings must
be analyzed. Research on energy consumption patterns within buildings reveals that
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the largest portion of energy, i.e., 40–50% is consumed by heating, ventilation, and
air conditioning (HVAC) system [5, 6]. This motivates the researchers to focus on
energy consumption by the HVAC system.

The purpose of HVAC system is to maintain the required ambient temperature
in a building. Several components contained in HVAC system are chillers, cooling
towers, primary pumps, and secondary pumps. Each component consumes energy
to operate and perform its designated task. All HVAC components collaborate to
maintain temperature and control relative humidity, thereby providing comfort to
the building occupants. This increases the complexity of the problem as energy
consumption is to be optimized without compromising on occupant’s comfort.

Machine learning has been quite popular and effective in dealing with the issue of
energy consumption in buildings.Regression techniques are efficient in predicting the
energy consumed by HVAC and by buildings. There are many regression techniques
with different features and they can predict results with reduced errors and improved
accuracy. Although regression models have been applied in previous researches for
energy prediction in buildings, very few models have been selected in each study.
This research aims at applying various regression models on a real dataset of the
cooling tower of a commercial building and analyzes the obtained results. Various
parameters of cooling tower, i.e., dry bulb temperature, wet bulb temperature, relative
humidity, cooling tower inlet temperature, and cooling tower outlet temperature were
fed as input to the regression models, and the models predicted the power consumed
by the cooling tower. The results obtained from each of the models were evaluated
using certain well-known performance metrics- RMSE,MSE,MAE, and R-squared.
The objective of this study is to explore various well-known regression models and
analyze their performance by applying all of them to the same dataset.

Further in this paper, literature review is presented in Sect. 2 and overview of
machine learning techniques used in this research are presented in Sect. 3, followed
by research approach in Sect. 4. Section 5 describes the experiments performed and
results obtained followed by Conclusion in Sect. 6.

2 Literature Review

Numerous studies can be found in literature where the researchers have applied
machine learning techniques for predicting the consumption of energy in buildings
and efforts toward optimizing its use. Machine learning techniques can be broadly
classified into unsupervised techniques and supervised techniques. This section
describes the application of various techniques from these two categories. Table
1 explores the work done by applying unsupervised machine learning techniques in
the area of energy consumption and optimization in buildings. The application and
results obtained after applying supervisedmachine learning techniques are described
in Table 2 [7, 8].
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3 Machine Learning Techniques

Machine learning [25] is a concept that refers to making a machine learn, such
that it behaves in a certain way when a particular type of input is fed and gives
results accordingly. Classical machine learning techniques include the base models
for prediction like multiple linear regression, support vector machines, K-nearest
neighbors, artificial neural networks, etc. These techniques can be used to perform
classification as well as regression. The algorithm families are described as follows:

3.1 Linear

In the linear regression model, a linear relationship exists between the variable to be
predicted, known as the response variable or target variable, and one ormore predictor
variables that are fed as input to the algorithm. The linear model is expressed by the
following Eq. (1).

E[Y ] = ∅(X1, X2, . . . . . . XK ) (1)

where Y is the response variable and X1, X2, … XK are predictor variables [26].
From the family of linear regression models, multiple linear regression has been

chosen for experiments in this paper. Multiple linear regression is similar to simple
linear regression, inwhich the response variable is dependent upon only one predictor
variable. In MLR, predictor variables are more than one and processing is done on
all the predictor variables to predict the response. The interpretation of results of
MLR is comparatively complex, mainly due to correlation among predictor vari-
ables. For better predictions, the predictor variables should be chosen very carefully
such that relevant ones are not missed and irrelevant ones are not used. The various
indices which can be considered during MLR interpretation are regression weights,
zero-order correlation coefficients, structure coefficients, relative weights, product
measures, all possible subsets regression, dominance weights, and commonality
coefficients [27].

3.2 Function Based

Also known as kernel-based learning models, these are robust and efficient. In these
models, data points are embedded into a vector space known as feature space and
relationships are derived among those points. The concept can be understood by
Eq. (2)

∅(x) = (∅1(x),∅2(x), . . . ..,∅N (x))T (2)
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where ∅(x) is called feature vector.{
x : x ∈ Rd

}
is the feature space and N � d

∅ : Rd → RN (3)

Equation (3) defines a function called feature map.
For a given feature map, associated kernel function k can be defined as in Eq. (4)

k(u, v) = ∅(u)T∅(v) u, v ∈ Rd (4)

where k : Rd ∗ Rd → R.
In kernel-based models, output depends on the selection of the appropriate kernel

[28]. From this family of learning models, support vector regression has been chosen
for this research. Four kernel functions related to SVR namely radial, linear, sigmoid
and Polynomial have been implemented and compared.

3.3 Lazy Learning

Also known as “Memory-based Learning”, this method defers the processing of
training dataset until a requirement to respond to a query arises. It employs a
distance function to measure relevance and the nearby data points are considered
more relevant [29]. K-nearest neighbor was chosen from the family of lazy learning
to perform experiments for this research. It takes into consideration “k” number of
closest instances in the training dataset to predict the value of the unknown instance.
These k instances are found by applying a certain distance metric such that they are
the k-nearest neighbors of the unknown instance [30]. The value returned is obtained
after averaging the values of k-nearest neighbors [7, 31].

3.4 Tree-Based Learning

Tree-based models recursively partition a training sample over its predictor attribute
space and fit a simple function to each of the resulting subgroups [32]. The algorithms
selected from the tree family are random forests and classification and regression tree
(CART).

Random forests are a tree-based technique where each tree depends on a set of
random variables. For predicting a continuous variable using random forests, the
trees are grown depending on θ, a random vector, in such a manner that h(x, θ ) which
is the tree predictor that takes on numeric values. The values of the response variable
are numeric and it is assumed that the training sample is drawn independently from
the distribution X of random vector Y [7, 33].
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In CART, the regression tree is constructed by finding the heterogeneity existing
in the dataset and then purifying the dataset. When the tree is grown, the split point
and splitting attribute are determined by minimizing the mean squared error [32].

4 Research Approach

The energy consumed by HVAC indicates the overall energy consumed in buildings,
because asmentioned earlier, HVAC is the largest energy consumerwithin a building,
and buildings are the largest energy consumer worldwide. Therefore, the prediction
of energy consumed in buildings is important and various ML techniques have been
employed on historical records to forecast the future energy consumption. This study
analyzes the records of various parameters related to cooling tower,which is a primary
and important component of the HVAC plant and employs several techniques from
various families in machine learning to predict the power consumed by cooling
tower. The methodology followed in the research is shown in Fig. 1. Each phase of
the methodology is explained in this section.

Fig. 1 Research approach
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4.1 Dataset Collection and Analysis

The data of cooling tower collected from a hotel building in NewDelhi is the focus of
this study. It consists of samples which represent values of various parameters related
to cooling tower. The values have been recorded by different sensors for different
parameters at 5-min intervals for one year from Oct 2017 to September 2018.

Parameter Description. The obtained dataset has several parameters whose
description can be found in Table 3 [25].

Out of the parameters described above, DBT, WBT, RH, CT_INLET, and
CT_OUTLET have been taken as predictor variables for the regression algorithms
and CT_POWER has been taken as response variable to be predicted.

Energy Consumption Patterns. The total energy consumed by cooling tower in
each month is represented in Fig. 2.

After analyzing this energy pattern, the months can be categorized into two cate-
gories depending upon the amount of humidity present in the atmosphere. Months—
May, June, July, August, September, October, and November can be considered
as humid months, whereas the remaining months—December, January, February,

Table 3 Dataset parameter description

Parameter Description Unit

Dry bulb temperature (DBT) Ambient temperature °C

Relative humidity (RH) Amount of water vapor in air relative to its temperature %age

Wet bulb temperature (WBT) Temperature brought down by water evaporation °C

CT_INLET Temperature of water entering into cooling tower °C

CT_OUTLET Temperature of water exiting from cooling tower °C

CT_POWER Power consumed by cooling tower kW

4925.28
1629.36

3588.48
6182.64

10296

22989.6
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40994.442705.641112
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Fig. 2 Cooling tower energy consumption pattern for all months
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March, and April are non-humid months. It is evident from the figure that energy
consumption by cooling tower is more in humid months as compared to non-humid
months because more power is consumed to control humidity. Based on these two
weather conditions, i.e., humid and non-humid, one month was chosen from each
category for further analysis. From the humid category, August was chosen as it is
the most energy-consumingmonth while April was chosen from the non-humid cate-
gory as it consumes maximum energy from its category. Figure 3 shows the daywise
pattern of energy consumed by both the months—April and August [25].

It can be seen from the figure that energy consumption in August is consistently
higher (around 1400 kW) for the whole month. For the month of April, energy
consumption is more or less the same, ranging between 200 and 400 kW, for almost
the whole month. A sudden spike can be seen toward the end of the month, because
it is approaching toward May, when temperature and humidity start increasing.

Statistical Analysis. Statistical analysis was performed on the data of April and
August and various statistics like minimum value, maximum value, mean, stan-
dard deviation, and variance for each input parameter are given in Tables 4 and 5,
respectively.

The statistics given in the tables can be compared and certain facts can be deduced.
The mean dry bulb temperature, i.e., the outside temperature is the same in April
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Fig. 3 Energy consumption pattern for April and August [34]

Table 4 Statistics for April

DBT RH WBT CT_INLET CT_OUTLET

Min_Value 20.54 6.04 12.3 28.52 24.9

Max_Value 40.25 89.64 25.9 38.9 34.36

Mean 30.86 34.72 18.05 34.65 29.49

SD 4 14.56 2.4 1.13 1.25

Variance 16.08 212.17 5.77 1.28 1.57
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Table 5 Statistics for August

DBT RH WBT CT_INLET CT_OUTLET

Min_Value 24.03 47.71 23.84 30.86 27.6

Max_Value 36.42 98.77 31.87 39.52 36.42

Mean 30.37 73.92 27.57 36.6 32

SD 2.19 11.13 1.15 1.26 1.36

Variance 4.81 124 1.34 1.60 1.85

and August (around 30 °C). Despite this, there is a large difference in the energy
consumption of bothmonths. The reason behind this is the large difference in relative
humidity that is present in the atmosphere. Average relative humidity is 34.72% in
April, whereas it is 73.92 in August. Therefore, it is clear that most of the energy is
consumed to combat humidity present in the air.

4.2 Preprocessing Phase

The quality of the constructed model for prediction depends on the records in the
training dataset. Thus, the quality of the records is of utmost importance for increasing
the accuracy of results and performance of the model. Generally, the obtained data is
raw, scattered, unorganized,may containmissing values and outliers, is in an inappro-
priate format unsuitable for algorithm application. All these issues add complexity to
the task of pattern extraction. Therefore, preprocessing of data is performed to deal
with these issues and to simplify and improve the task of prediction. Though most
of the readings in the dataset used in this research were at an interval of 5 min, still
few extra readings were recorded at 1-min or 2-min intervals. These extra records
were removed from the dataset to ensure symmetry while integrating different files
containing values for different parameters. Few records had missing values for one
parameter or the other, which were filled by the value from the previous record,
because the value of the previous record was approximately the same as it was
recorded just 5min earlier. The obtained dataset had values forDBT,RH,CT_INLET,
CT_OUTLET, and CT_POWER. A new parameter called WBT was derived from
two existing parameters—DBT and RH because WBT is an important parameter on
which cooling tower power consumption depends. The recorded data was in three
different files—DBT and RH values were in one file, CT_INLET and CT_OUTLET
were in another and CT_POWER values were in yet another file. Data from all these
files was integrated into a single file and converted into CSV format. The type of
data in the dataset was string, so it was transformed into numeric to make it suitable
for applying regression algorithms.
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4.3 Data Partitioning Phase

After preprocessing, the dataset was ready for further processing. Before applying
ML algorithms, the dataset was partitioned into training set and testing set in the
ratio of 70–30%, respectively. The dataset is partitioned such that training set can be
used to train the machine by applying various techniques on it and the testing set is
used to evaluate the accuracy of the developed model.

4.4 Model Construction

Themodel was constructed using various machine learning techniques and ensemble
techniques for regression. Several families of regression models were explored by
applying their algorithms on the dataset and results were derived. Since the data used
in this research is continuous, regressionmodels have been used for experiments. The
objective of regression analysis is the constructionofmathematicalmodels for finding
and describing relationships among variables.Asmentioned in Sect. 3, the algorithms
implemented in this research work are multiple linear regression, support vector
regression, K-nearest neighbors, random forests, classification and regression trees,
gradient boosting machines, extreme gradient boosting, and algorithm for bagging
[7, 8, 25].

4.5 Evaluation Metrics

The applied machine learning models have been evaluated using four well-known
evaluation metrics namely root mean square error, mean square error, mean absolute
error, and R-squared [35, 36].

5 Experiments and Results

The above-mentioned regression algorithms were implemented on the dataset using
RStudio and evaluated using various performancemetrics—RMSE,MSE,MAE, and
R-squared [8]. The results are shown in Table 6. Figures 4, 5, 6, 7 and 8 graphically
represent the results obtained for MLR, SVR, KNN, RF, and CART, respectively.

In MLR, the values of error metrics RMSE and MAE are lower for August (3.44
and 0.95) as compared to April (6.14 and 4.23), whereas the value of coefficient of
determination, i.e., R-squared is higher for April than for August (0.23 for April,
0.05 for August).

Figure 5 shows the results of SVR with Radial Kernel.
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Fig. 8 Results of CART

The results of KNN with k = 3 are shown in Fig. 6.
The results of RF and CART are shown in Figs. 7 and 8. The results show that RF

performs slightly better thanCARTwhenRMSEandMAEare considered.R-squared
results for August have a higher value than RF.

6 Conclusion and Future Scope

This study works toward predicting the energy consumed by cooling tower, that is
a key component in the heating, ventilation, and air conditioning system (HVAC).
HVAC, being the largest energy consumer within a building, seeks attention for
analysis to predict and consequently optimize the use of energy in buildings. Several
regression models from various algorithm families have been implemented on a
dataset obtained from a hotel building and compared based on certain evaluation
metrics—RMSE, MSE, MAE, and R-squared. The results show that the K-nearest
neighbor from the family of lazy learning techniques performs better with higher
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accuracy. Future scope of this study will include ensemble Learning techniques for
prediction.
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Abstract Wind conversion system-based permanent magnet synchronous gener-
ator (PMSG) controller design is still a challenging work due to the PMSG nonlinear
operation conditions and external disturbances. Thiswork proposes a passivity-based
control (PBC) associated with backstepping technique which ensures asymptotic
convergence to the maximum power extraction, and stability of the closed-loop
system that allows the PMSG to operate at an optimal speed and robustness of the
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1 Introduction

Wind power generation is the most rapidly growing form of renewable energy where
permanent magnet synchronous generator is the most used due to its advantages
such as high efficiency, rapid response and high-power density [1, 2]. However, this
kind of configuration presents some numerous issueswhich complicate the controller
design for the PMSG such as parametric uncertainties, varying operation condition,
nonlinear dynamics and external disturbances [3]. Control strategies for the PMSG
have been mainly designed by nonlinear control methods. Literature [4] proposes an
adaptive backstepping controller. Predictive control strategies for PMSG are illus-
trated in [5]. Reference [6] proposes a sliding-mode control approach. Fuzzy control
method is developed by reference [7]. In this context, in this paper, we are interested
in the so-called passivity-based control (PBC) due to its advantages of enhancing
robustness properties, and the cancellation of system nonlinearities is avoided and
energy-based approach [8]. In the PBC design, the objective is to bring the system
to a desired dynamic, leaving the closed-loop system nonlinear, without cancelling
dynamics or introducing controller singularities. A large publication that investigates
a PBC on the PMSG can be found in the literature. Reference [9] reported a PBC-
PI control. In [10], a passivity-based feedback control has been developed. Further,
literature [11] presented a passivity-based sliding controller. Meanwhile, an adap-
tive passivity-based nonlinear control applied to PMSG is developed by [12]. More-
over, a passivity-based control combined with fuzzy integral sliding-mode control is
investigated in [13].

This paper contributes with the new PBC with a linear feedback associated to
backstepping technique, applied to the PMSG-based variable wind speed turbine
with grid-connection via back-to-back converter to bring the PMSG to work at an
optimal point while ensuring stability, fast convergence of the conversion system and
performance improvement. This work aims that DC voltage and the reactive power
must be maintained at their respective value, whatever the disturbances related to
the PMSG. In Sect. 2, the model of the wind turbine and the PMSG is developed.
Section 3 deals with the design procedure of proposed controller. Section 4 deals with
the PI controller applied to the grid-side. Numerical results are provided in Sect. 5.
Section 6 deals with the conclusion.

2 Wind Power and PMSGModelling

2.1 WindTurbine Model

The mathematical model of the wind power that can be transformed by the turbine
is given by (see Fig. 1) [1, 14, 15]:
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Fig. 1 Wind conversion system under Matlab/Simulink

Pm = 1

2
ρCp(β, λ)Av3 (1)

Tm = Pm
ωm

(2)

Cp(β, λ) = 1

2

(
116

λi
− 0.4β − 5

)
e
−

(
21
λi

)
(3)

λ−1
i = (λ + 0.08β)−1 − 0.035

(
1 + β3

)−1
(4)

where A represents the area of the blades, λ represents the tip-speed ratio,Cp denotes
the coefficient of the power, β denotes the angle of the pitch, ρ denotes the wind
density, v denotes the speed of the wind, ωt represents the speed of the turbine and
R denotes the blades radius.

2.2 PMSG Modelling

To design the proposed strategy, the dq model of the PMSG is considered and
expressed as [16]:

vdq = Rdqidq + Ldq i̇dq + pωm�(
Ldqidq + ψ f

)
(5)

J ω̇m = Tm − Te − f f vωm (6)

Te = 3

2
pψdq�idq (7)



180 Y. Belkhier et al.

where Rdq =
[
RS 0
0 Rs

]
denotes the stator resistances matrix, f f v represents the

viscous friction coefficient, ψ f =
[

φ f

0

]
represents the flux linkages, Te repre-

sents the electromagnetic torque, Ldq =
[
Ld 0
0 Lq

]
denotes the stator inductions

matrix, vdq =
[

vd 0
0 vq

]
denotes the vector of the stator voltages, J denotes the inertia

moment, � =
[
0 −1
1 0

]
, idq =

[
id
iq

]
represents the vector of the stator currents.

3 Proposed Controller Design

Making the system passive is the principal aim of the proposed method. This is
possible by introducing a damping term and reshaping its energy. The design of the
adaptive linear feedback passivity-based backstepping controller (ALPBC) needs
firstly to design the desired torque by the PID controller and then find voltage control
as the control law of the PMSG by the backstepping controller.

3.1 Linear Feedback PBC Design

The relationship between the current vector idq and the flux linkage ψdq are given
by [5]:

ψdq =
[

ψd

ψq

]
= Ldqidq + ψ f (8)

Substituting the idq value obtained from (8) in (5) yields:

ψ̇dq + pωm�ψdq = vdq − Rdqidq (9)

To design the proposed PBC, a linear feedback is used to the PMSG model that
enables regulation in quadrature with the rotor flux and the armature reaction flux.
This flux controller sets to zero id , and the PMSG model will be similar to that
of a DC-generator. Then, the used controller has a linearizing feedback, which is
expressed by:

vd = −Lq pωmiq (10)
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Replacing (10) in (9) enforces the id current to zero that yields the simplified
model expressed by:

ψ̇q − pωmψq = vq − Rsiq (11)

In order to force current iq to track its set value i∗q , a proportional–integral (PI) is
adopted, which yields:

vq = kqp
(
i∗q − iq

) + kqi

∫ (
i∗q − iq

)
dt (12)

where T ∗
e represents the desired torque, and ψdq denotes the flux linkages expressed

by [16]:
Where kqp > 0 and kqi > 0. To track the convergence of vector tracking error

εi = (
i∗q − iq

)
, the dynamic of the quadrature current is simplified, and its reference

value is considered as the controller inputs of the PMSG when we assume that the
PI current loop work satisfactorily by the proper choices of the positive gains. Then,
the desired PMSGmodel, that is controlled by i∗q decoupled by the application of the
linear feedback, is expressed below:

ψ̇q − pωmψq = vq − Rsi
∗
q (13)

J ω̇m = Tm − Te − f f vωm (14)

Te = 3

2
pψq i

∗
q (15)

The desired model (13)–(15) is used to compute the controller input i∗q with the
proposed energy approach.

By taking the desired flux linkage vector as ψ∗
dq =

[
ψ∗

d

ψ∗
q

]
, its tracking error

vector as e f =
[
e f d

e f q

]
= ψdq − ψ∗

dq , and replacing e f in (11), the expression of e f

is deduced. The Lyapunov theory is defined to compute the desired input i∗q by using
the defined function V (e f ) = 0.5eTf e f . Then, it yields the following expression of
i∗q :

i∗q = −R−1
s

(
ψ̇∗

q + pωmϕ f
) + R−1

s K f e f q (16)

where k f q > 0.
As can be seen, the current controller i∗q depends on the desired quadrature flux

ψ∗
dq . The PMSG operates at optimal torque only if id is fixed to zero. Under this

condition, using (8), we get
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ψ∗
q = Lqi

∗
q (17)

Then, from (7) and (17), it yields the following form of the desired quadrature
flux ψ∗

dq :

ψ∗
q = 2

3

Lq

pϕ f
T ∗
e (18)

The desired torque is computed by forcing the PMSG and wind turbine to rotate
at the same speed and Eq. (7), which is given as follows:

T ∗
e = J ω̇∗

m + Tm + f f vεω (19)

where ω∗
m represents the wind turbine speed. As can be seen from the above Eq. (19),

it shows two drawbacks: the dependence of its convergence on the PMSGmechanical
parameters (J, f f v) and it is in open-loop. To solve that, a PID controller is proposed,
to ensure fast convergence of the speed tracking error εω = ω∗

m − ωm , eliminate
the static error and introduce a robustness performance under different operation
conditions:

T ∗
e = J ω̇∗

m − kcpεω − kci

t∫
0

εωdτ − kcd
d

dt
εω (20)

where kcp > 0, kci > 0 and kcd > 0.

3.2 Adaptive Backstepping Controller

The computation of control output of the PMSG is by applying the backstepping
approach by stabilizing function generation. The linear feedback passivity-based
strategy is used to generate the current controller i∗dq expressed in (12), represents the
current reference for the backstepping controller to generate the stabilizing function
[4, 17]:

Firstly, the vector of current tracking error is defined as follow:

edq =
[
ed
eq

]
=

[
i∗d − id
i∗q − iq

]
(21)

Using (6), (12) and (21), the derivative of (21) is computed as below:

ėdq =
[
ėd
ėq

]
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=

⎡
⎢⎢⎢⎢⎣

Rs
Ld
id − pωm Lq

Ld
iq − vd

Ld

R−1
s

d

dt

(
(−ψ̇∗

q + pωmϕ f ) + K f e f q
)

−
(

− Rs

Lq
+ pωmLq

Lq
id − pωmϕ f

Lq
− vq

Lq

)

⎤
⎥⎥⎥⎥⎦ (22)

To design controller vdq , a Lyapunov function is defined as follows:

Ve = 1

2

(
e2d − e2q

)
(23)

The derivative of (23) yields:

Ve = −k1e
2
d − k2e

2
q

+ ed

(
Rs

Ld
id − pωmLq

Ld
iq − vd

Ld
+ k1ed

)

+ eq

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Rs

Rs + k f Lq
×

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−R−1
s ψ̇∗

q + pωmϕ f

(
f f v
J Rs

+ 1

Lq

)

+iq

(
Rs

Lq
− (pϕ f )

2

J Rs

)
+ pϕ f

J Rs
Tm

− vq

Lq
+ k2eq

Rs + k f Lq

Rs

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(24)

After simplification, the Lyapunov function (24) becomes:

Ve = −k1e
2
d − k2e

2
q < 0 (25)

where k f d > 0 and k f q > 0. The global asymptotic stability of the closed-loop is
guaranteed by (25), and controller vdq need to be chosen as below:

vd = Rsid − pωmLqiq + k1Lded (26)

vq = R−1
s Lqψ̇

∗
q + pωmϕ f

(
Lq f f v
J Rs

+ 1

)

+ iq

(
Rs − Lq(pϕ f )

2

J Rs

)
+ Lq pϕ f

J Rs
Tm

+ k2Lqeq
Rs + k f Lq

Rs
(27)
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Given the influence of the temperature on the stator resistance, and the PMSG
dynamical, the stator resistance needs to be estimated adaptively. A new function is
defined with the estimation error parameters as follows:

Vs = 1

2

(
e2d − e2q

) + �R2
s

2ks
(28)

where �Rs = Rs − R̂s , R̂s represents the stator resistance estimated, and ks > 0
represents the adaptive gain. Thus, the derivative of (28) gives:

V̇s = V̇e + �R2
s

2ks
(29)

After simplification, Eq. (29) can be expressed as:

�̇

Rs = ks

(
edid
Ld

+ eqiq
Lq

)
(30)

4 Grid-Side Control

The mathematical model of the GSC is expressed below [18, 19]:

[
Vid

Viq

]
= R f

[
id f
iq f

]
+

[
L f i̇d f − ωL f iq f
L f i̇q f − ωL f id f

]
+

[
Vgd

Vgq

]
(31)

CV̇dc = 3

2

vgd

Vdc
id f + idc (32)

where id f and iq f denote the grid currents, ω represents the grid angular frequency,
Vid , Viq denotes the inverter voltages, Vgd , Vgq denotes the grid voltages,
L f represents the filter inductance, R f denotes the filter resistance, Vdc represents
the DC-link voltage, C denotes the DC-link capacitor and idc represents DC current.
The active power Pg and reactive power Qg are given as:

{
Qg = 3

2vgd iq f
Pg = 3

2vgd id f
(33)



Adaptive Linear Feedback Energy-Based Backstepping … 185

5 Simulation Results

Numerical validation is performed on the conversion by using Matlab/Simulink
showed by Fig. 1. The closed-loop parameter values are listed in Table 1. The refer-
ence reactive power is fixed to zero, and the DC-link reference is set to 1150 V. Using
the pole location method, the gains of the PBC-PI controller are kp = 100, ki = 500,
kqp = 5, kqi = 8000. Gains of the DC-link are kdcp = 50, kdci = 4000, And current
controller PI gains are kcp = 10, kci = 1000 and K f d = K f q = K1 = K2 = 100
and ks = 70.

The wind velocity is shown in Fig. 2. Figure 3 presents the pace of the electromag-
netic torque response. Figure 4 shows the DC-link voltage, which quickly track its
reference value 1150 V, without overshoot for the proposed strategy. Figures 5 and
6 show that the reactive power is very well kept at its zero-reference. The ALPBC

Table 1 System parameters PMSG parameter Value

Stator resistance (Rs) 0.006 


Stator inductance (Ldq ) 0.3 mH

Wind turbine radius (R) 33.5 m

Wind density (ρ) 1.24 kg/m2

Pole pairs number (p) 48

Flux linkage (ϕ f ) 1.48 Wb

Total inertia (J ) 35,000 kg m2

DC-link voltage (Vdc) 1150 V

DC-link capacitor (C) 2.9 F

Grid-filter resistance (Rf) 0.3 pu

Grid-filter inductance (L f) 0.3 pu

Grid voltage (Vg) 575 V
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Fig. 2 Wind velocity
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presents a fast convergence towards the references. The active power is only which
is transmitted to the grid. In Fig. 7, we can see a perfect sinusoidal voltage absorp-
tion by the grid. This can be deduced that the control strategy successfully achieved
main objectives of the paper. The ALPBC shows a higher torque, a reduced DC-link
voltage error, a best power generation, with largely more power transmitted for the
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proposed one when compared to direct PI controller proposed by Sukati et al. in [2]
and the passivity-based current control proposed by Belkhier et al. in [20].

6 Conclusion

This paper contributes with an adaptive linear feedback energy-based backstepping
controller for a wind power system with PMSG to improve its performances. The
maximum power extraction from the wind turbine, by taking into account its entire
dynamic when synthesizing the controller, represents the main motivation of the
present work. The other aim of the study consists to maintain the generated reactive
power and DC-link voltage at their reference values. The objectives of the paper are
very well achieved. The conversion system shows high efficiency, high performance
and fast convergence than the conventional strategies. The control strategy has simple
structure and improves the performance of the conversion system.
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Permanent Magnet Synchronous Motor
Drive for Electric Vehicle with Efficient
Battery Management System

Varij Kumar and Saurabh Mishra

Abstract It is expected from permanent magnet synchronous motor (PMSM) to
have rigidness with lower moment of inertia and power along with less mass.
Because of its small size and higher power, PMSM has got proven as the one of the
most favourable solutions for position control and speed controlling drives applied
in machine tools and robots and also feasible for electric propulsion and control.
Field-oriented control commonly called vector control is among the highly efficient
control strategies of PMSM. This literature resembles themodelling of vector control
of PMSM using an efficient battery management system in MATLAB/Simulink
environment.

Keywords Vector control · DC–DC converter · Voltage source inverter ·
Switching pulse · State of charge

1 Introduction

DC motor drives prove quite easy and efficient control of speed as the field current
and armature current are independent of each other [1]. Since AC drive system
finds variety of applications such as electric vehicles, water pumping, fan-type loads
and above 85% of aforementioned, induction motors are applied at present, but
PMSM has the ability to replace them because of being more efficient, thereby
reducing the replacement cost. Moreover, PMSM also possesses other speed control
techniques but vector control got the attention for it being highly efficient [2–5].
Power electronics is applied at the initial stage itself where there is application of
bidirectional DC–DC converter [6]. Electric vehicle finds a very bright future in
itself, and the torque synchronization becomes the key aspect [7, 8]. In this paper,
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there is a compilation of battery management system [9–14] of a higher efficiency
with the field-oriented control of PMSM.

2 System Configuration and Machine Control Topology

A schematic control diagram is given in Fig. 1 comprising of battery for supply,
bidirectional DC–DC converter to operate as per required DC link voltage, three-
phase voltage source inverter (VSI) to provide AC supply to PMSM and gear box
for appropriate shaft power transfer to the electric vehicle.

Speed PI controller is fed by the speed reference and speed feedback from speed
sensor. Speed controller output is limited by the limiter to saturate q-axis current
to maximum allowable current. Since flus weakening operation is not performed as
electric vehicle is limited to a specific speed, d-axis current is kept zero. Themain idea
of employing vector control is to provide high efficiency speed control of PMSM.
DC motors (shunt and separately excited) were the jack of industry before vector
control advent for variable speed drives. To serve this purpose, there is requirement
of controlling the gate pulses of fast switching inverter via controllingmagnitude and
phase of three stator currents (ias, ibs and ics) or in simple words current-controlled
voltage source inverter is used here. Applying the inverted Park’s transformation,
stator currents of PMSM (i∗a , i∗b , i∗c ) are derived from I ∗

d and I ∗
q .

i∗a = I ∗
q (cos(δ)) − I ∗

d (sin(δ)) (1)

i∗b = I ∗
q

(
cos

(
δ − 2 ∗ π

3

))
− I ∗

d

(
sin

(
δ − 2 ∗ π

3

))
(2)

i∗c = I ∗
q

(
cos

(
δ + 2 ∗ π

3

))
− I ∗

d

(
sin

(
δ + 2 ∗ π

3

))
(3)

ωer = ωref − ωm (4)
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Fig. 1 Schematic diagram
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T ∗
e (n) =

(
kp + ki

s

)
ωer(n) (5)

i∗q ref = T ∗
e ref

K
(6)

K = 3 ∗ p ∗ λa f

2
(7)

where kp is proportional gain, ki is integral gain, ωer is the error signal, p defines the
number of pole pairs, and λa f is flux linkage.

The reference currents hence obtained are fed to the current hysteresis controller
along with the sensed motor phase currents to generate the switching gate pulse
for voltage source inverter as per Fig. 2. The reference torque given to PMSM is
kept constant although there is noticeable increase and dip while accelerating and
de-accelerating the motor. The deceleration phase sees negative torque therefore
negative current leading to charging of battery, thereby utilizing the braking power.

3 Battery Management System

The battery is coupled to the bidirectional DC–DC converter whose switching is
controlled by the battery current controller output, i.e. appropriate duty cycle. Battery
current controller is fed by two phases comprising of charging and discharging.

Discharging phase involves PI control as per the DC link voltage require-
ment. Charging phase involves separate PI control for charging at ample open-
circuit voltage as per the state of charge (SOC). Given Fig. 4 shows the sum total of
Fig. 3a, b.
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4 Results and Discussion

The DC link voltage required is accurately achieved. Inverter and bidirectional DC–
DC converter switching are also performing as per expectations. Rotor speed, elec-
tromagnetic and load torque are also in synchronism except while accelerating and
de-accelerating. DC link or inverter input voltage variation with time as one can
observe 400 V is rated, and it is achieved after practical overshoot of 6.25% at 0.75 s.
Change in speed at 1 s is also causing a very small dip because of acceleration
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Fig. 5 DC link voltage

(Fig. 5) and at 3.5 s voltage shoots to 500 V as regenerative braking is observed with
increment in SoC (Fig. 6) at 3.5 s (Table 1).

Battery power output (Fig. 7) is also stabilized at 450 W after 1.5 s, and current
(Fig. 8) is drawn higher at acceleration but stabilization at 4 A is observed after peak
of 12 A, and then at 3.5 s there is regenerative braking of PMSM and charging of
battery is observed from 3.5 to 4 s as negative power and current is indicated.

Differential speed (Fig. 9) shows the switching mode of operation when positive
it resembles acceleration of PMSM and discharging of battery while on negative it
shows deceleration of PMSM and charging of battery. Similar kind of variation can
be observed for q-axis stator currents (torque-producing component) (Fig. 10).

Load torque is always kept constant at 4 N m, electromagnetic torque (Fig. 11)
shows significant increase at times of starting and acceleration, and there is negative
torque fed back by PMSMwhile decelerating. Stator three-phase currents also show
variation as per transient conditions (Fig. 12).

Reference speed is kept constant at 50 rad/s and at 1 s shifted to 110 rad/s and
then descended to 40 rad/s. Measured speed traces quite practically. (Fig. 13).

Rotor angle is also showing its nature as per speed variation (Fig. 14).
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Fig. 6 State of charge of battery

Table 1 Discussion

Time (s) Speed variation Electromagnetic torque

0–1 Speed reference is kept constant at
50 rad/s
However, the PMSM speed gradually
increases from 0 to 50 rad/s in 0.16 s and
remains constant

The reference torque was kept constant at
4 N m but the electromagnetic torque
momentarily increases at the time of
acceleration and stabilizes at 4 N m after
0.16 s
Obviously, battery kept discharging to run
the motor

1–3.5 Reference shoots to 110 rad/s while
PMSM takes time to achieve the same
and then stabilizes

Torque also faces an overshoot by 12 N m,
thereby proving that acceleration requires
higher torque and then stabilizes at 4 N m

3.5–5 Reference is allowed to descend to
40 rad/s
PMSM enters braking mode

In braking mode, torque turns out to be
negative and similarly the q-axis current,
thereby charging the battery and
enhancing the SOC

5 Simulated Parameters

See Tables 2, 3 and 4.
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Fig. 7 Power output of battery

Fig. 8 Battery voltage and current
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Fig. 9 Differential speed or mode selector of battery operation

Fig. 10 D-Q-axis stator currents



Permanent Magnet Synchronous Motor Drive … 199

Fig. 11 Load and electromagnetic torque

Fig. 12 Three-phase line current measurements
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Fig. 13 Rotor and reference speed comparison

Fig. 14 Rotor angle



Permanent Magnet Synchronous Motor Drive … 201

Table 2 Battery parameters Quantity Numerical Value

Fully charged voltage 120 V

Battery capacity 30 Ah

SoC 100%

Battery response time 30 s

Battery discharging PI controller Proportional constant 0.4
Integral constant 2

Battery charging PI controller Proportional constant 40
Integral constant 2000

Battery current PI controller Proportional constant 0.1
Integral constant 0.55

Table 3 Bidirectional
DC–DC converter

Quantity Numerical Value

Series inductor 10 mH
0.05 �

Shunt capacitor 5 mF
1 m�

Switching frequency 20 kHz

Battery response time 30 s

Table 4 PMSM parameters Quantity Numerical Value

Rated power (Prated) 1.5 kW

Rated speed (ωrated) 157 rad/s

Poles 4

Direct axis inductance Ld 8.5 mH

Rated flux (ϕm) 0.141 Wb

Moment of inertia 0.048

Speed PI controller Proportional constant 100
Integral constant 5

Saturation of output q-axis current +20 A

Current hysteresis controller relay +0.01
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Two-Step Experimental Validation
of Impact of Irregular Irradiance
on Solar Photovoltaic System’s
Performance

Paresh S. Nasikkar , Chandrakant D. Bhos , and Javed K. Sayyad

Abstract Photovoltaic (PV ) system, when subjected to irregular irradiance caused
by shading, can lead to noticeable power losses. In this paper, the impact of irregular
solar irradiance on the PV system has been analyzed by operating the PV system
under different levels of solar irradiance in MATLAB/Simulink. The results have
been experimentally validated using a PV system with two PV panels of 75 W each
in series. Further, the results are also validated using a PV emulator. The analysis
shows a noticeable reduction of 55% in the maximum power extracted from the PV
system due to irregular irradiance. It also results in a reduction of fill factor and
efficiency of the system by 53% and 28%, respectively.

Keywords Photovoltaic · Solar · Shading ·Maximum power · Fill factor

Abbreviations

I Total current (A)
Ipv PV current (A)
Is Saturation current (A)
Id Diode current (A)
q Charge on an electron (1.60217662 × 10–19 C)
k Boltzmann constant (1.380649 × 10–23 J/K)
V PV cell voltage (V)
T Temperature (K)

P. S. Nasikkar (B) · C. D. Bhos · J. K. Sayyad
Department of Electronics and Telecommunication Engineering, Symbiosis Institute of
Technology, Symbiosis International (Deemed University), Lavale, Pune 412115, India
e-mail: paresh.nasikkar@sitpune.edu.in

C. D. Bhos
e-mail: chandrakant.bhos@sitpune.edu.in

J. K. Sayyad
e-mail: javed.sayyad@sitpune.edu.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. Mekhilef et al. (eds.), Innovations in Electrical and Electronic Engineering,
Lecture Notes in Electrical Engineering 756,
https://doi.org/10.1007/978-981-16-0749-3_15

203

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0749-3_15&domain=pdf
http://orcid.org/0000-0002-1532-9293
http://orcid.org/0000-0002-7442-1903
http://orcid.org/0000-0002-9039-5733
mailto:paresh.nasikkar@sitpune.edu.in
mailto:chandrakant.bhos@sitpune.edu.in
mailto:javed.sayyad@sitpune.edu.in
https://doi.org/10.1007/978-981-16-0749-3_15


204 P. S. Nasikkar et al.

N s Number of cells connected in series
a Constant of diode ideality factor
Rs Series resistance (�)
Rp Parallel resistance (�)
V oc Open-circuit voltage (A)
Isc Short-circuit current (A)
VMPP Voltage at maximum power point (V)
IMPP Current at maximum power point (A)
FF Fill factor
η Efficiency

1 Introduction

Immense interest in power generation is produced because of expansion in the
populace and industries. Non-renewable energy sources like oil, gas, coal, atomic,
and so forth are commonly utilized for power generation. Notwithstanding, endless
issues like a discharge of ozone-depleting substances, natural issues, and so on are
confrontedwith the utilization of petroleumderivatives. The sustainable power assets
are these days broadly utilized for power generation all through theworld to fulfill the
immense need for power. This is expected the way that sustainable power sources
do not influence the climate. Likewise, the cost of non-renewable energy sources
is continually changing and these fills will drain after certain years. Regardless,
such issues can be overcome by adopting sustainable energy sources, and these are
uninhibitedly gotten from nature. Wind and solar energy of these environmentally
friendly power assets are significant. These energies are broadly accessible in plen-
tiful sum and these are liberated from the disadvantages which are unmistakable
in non-renewable sources. Solar energy is generally a superior alternative in Indian
situations, and consequently, it is broadly used in power applications because of its
sustainability, cleanliness, low noise, and moderately simplicity of upkeep. PV cell
straightforwardly transforms the solar energy over to an electrical one. Yet, it needs
to address some difficulties like energy variance and low efficiency of the PV module
as noted from several pieces of literature.

Many researchers have highlighted the issue of the impact of varying solar irra-
diance on the PV systems. The effect of partial shading and temperature on the PV
system is simulated in PSPICE and experimentally validated by Joao Paulo et al.
[1]. Belkaid et al. have worked on the MPPT algorithm for a partially shaded PV
system and gained promising results [2]. Basaran et al. studied the effect of irradiance
measurement sensors on PV systems and experimentally achieved the performance
ratio of 83.69%, 82.48%, and 80.87% using reference cell, pyranometer, and PVGIS,
respectively [3]. The hot spot effect caused due to partial shading was addressed by
Dolara et al. [4]. Magare et al. analyzed the effect of seasonal irradiance variations
on different PV technologies [5]. Many kinds of literature have addressed the issue
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of partial shading and its impact on PV systems [6–14] Performance degradation
due to shading was reported by Boukenoui [15]. Shaw et al. have studied effects of
solar irradiance on load sharing of integrated PV systems and got promising results
[16]. Kumar et al. did predictive data analysis based energy management [17]. Shaw
et al. have also worked on shade dispersion concept [18]. Manjunath et al. reported
multiple maxima points due to shading [19]. Shaw et al. implemented IOT based
MPPT under shaded conditions and achieved significant improvements in maximum
power [20]. Bana et al. studied the power generation from PV systems under uniform
as well as non-uniform solar irradiance for different configurations of PV modules
[21].

This paper is organized into six sections. Section 2 introduces mathematical
modeling of the system. Section 3 presents the impact of irregular irradiance on the
PV system using MATLAB/Simulink model. The experimental validations using
hardware setup and emulator are discussed in Sects. 4 and 5, respectively. Finally,
the concluding remarks are reported in Sect. 6.

2 Mathematical Modeling of System

P–N junction similar to a diode is formed in a PV cell. A PV cell is modeled as a
current source and parallel diode (see Fig. 1). Rp and Rs imply obstruction to the
electron flow from n region to p region and the current flow, respectively. For an
ideal PV cell:

I = Ipv − Id = Ipv − Is

(
exp

qV

kT
− 1

)
(1)

With consideration of Rp and Rs, the above equation can be expanded as

I = Ipv − Is

(
exp

q(V + I Rs)

NskTa
− 1

)
− V + I Rs

Rp
(2)

MPP can be observed on nonlinear I–V and P–V characteristics (see Fig. 2).

Fig. 1 Simplified model of PV cell
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Fig. 2 I–V and P–V characteristics of a typical PV system

3 Impact of Irregular Irradiance on PV System

A MATLAB/Simulink model of a solar PV array has two series-connected PV
panels (see Fig. 3). It is implemented for analyzing the impact of PS on PV panel
performance. Parameters of said PV panel are tabulated in Table 1.

The simulated I–V and P–V curves with four different irradiance levels are illus-
trated (see Figs. 4, 5, 6, 7, 8, 9, 10 and 11) and the observations are tabulated in Table
2.

It can be observed from the results that irregular irradiance significantly reduces
the maximum power extracted from the system.

4 Experimental Validation Using Two PV Modules

The PV system with two series-connected PV panels of 75 W each is used for
experimental validation (see Figs. 12 and 13). The system’s maximum power is
measured at four different levels of irradiance at different time intervals in a day.

The comparison of hardware results and simulated results are summarized in
Table 3.

The comparison shows that as the solar irradiance is reduced, the maximum
power is considerably reduced both in simulation and hardware setup.
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Fig. 3 MATLAB/Simulink model of the PV system

Table 1 PV module
specifications

S. No. Parameter Value

1 Maximum power 75 W

2 Cells per module 36

3 Voc 21.50 V

4 Isc 4.60 A

5 VMPP 17.60 V

6 IMPP 4.26 A

7 Rs 0.2756 �

8 Rsh 111.5945 �

5 Experimental Validation Using PV Emulator

The concept of irregular solar irradiance is also validated using PV emulator model
SPVE001 manufactured by Ecosense Sustainable Solutions Pvt. Ltd. (see Fig. 14).
The input parameters of the PV emulator were set as described in Table 4 and the
parameters MPP, VMPP, IMPP, FF, and η were noted as shown in Table 5. I–V and
P–V curves in four cases of irradiance using PV emulator are shown (see Figs. 15
and 16).
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Fig. 4 I–V curve in case 1

Fig. 5 P–V curve in case 1

Fig. 6 I–V curve in case 2
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Fig. 7 P–V curve in case 2

Fig. 8 I–V curve in case 3

Fig. 9 P–V curve in case 3
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Fig. 10 I–V curve in case 4

Fig. 11 P–V curve in case 4

Table 2 PV system performance under four different irradiance levels

Case Solar irradiance on module 1
(W/m2)

Solar irradiance on module 2
(W/m2)

Maximum power (W)

1 641 641 95.05

2 684 684 99.26

3 660 660 98.32

4 604 604 86.28

6 Conclusions

A broad examination of the simulated results highlights the impact of fluctuated
solar irradiance on thePV systemwith an increased number ofmaxima and decreased
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Fig. 12 PV system with two PV modules in series

Fig. 13 Test setup for measurement of maximum power

Table 3 PV system performance measured using hardware setup

S. No. Time Irradiance (W/m2) PMAX (W) using
hardware

PMAX (W) using
simulation

1 12.15 p.m. 641.5 99.95 95.05

2 12.55 p.m. 683.75 105.55 99.26

3 1.36 p.m. 660 103.14 98.32

4 1.51 p.m. 603.75 91.01 86.28
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Fig. 14 Experimental setup using PV emulator model SPVE001

Table 4 Input parameters of
PV emulator during the
experimentation

S. No. Parameter Value

1 Voc 36.3 V

2 Isc 7.84 A

3 T c 0.102

4 a 0.98117

5 Rs 0.039383 �

Table 5 Performance parameters of PV array using PV emulator

Case Irradiance
levels
(W/m2)

IMPP (A) VMPP (V) MPP
(W)

Fill
factor

Efficiency (%) Number
of
maxima

1 1000, 1000,
1000, 1000

7.32 23.44 171.6 60.32 47.66 01

2 1000, 1000,
1000, 500

7.32 17.58 128.7 46.03 40.85 02

3 1000, 1000,
500, 500

3.755 27.41 102.9 36.82 38.11 02

4 1000, 750,
500, 250

3.755 20.56 77.18 28.11 34.30 04

maximum power. In the first step, experimental validation was done using two series-
connectedPV modules.A considerable reduction in themaximumpowerwas noticed
under changing solar irradiance. The results were also validated using a PV emulator
with an analysis of the performance parameters. A considerable reduction in the fill
factor, as well as efficiency, was noted.
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Fig. 15 I–V curves in four cases of different irradiance levels using PV emulator

Fig. 16 P–V curves in four cases of different irradiance levels using PV emulator

The research done in the described work frames an establishment for the judg-
ment about PV system execution under irregular solar irradiance. It centers essen-
tially around the requirement for a proficient method to address these damaging
components to build a more efficient way of maximum power extraction from the
PV system.
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Transfer Learning-Based Novel Fault
Classification Technique
for Grid-Connected PV Inverter

Azra Malik, Ahteshamul Haque, K. V. Satya Bharath,
and Zainul Abdin Jaffery

Abstract The reliability of grid-connected photovoltaic (PV) inverters is of extreme
importance and plays a crucial role in maintaining the stability of the grid. In order
to prepare the system for different kinds of uncertainties and failures, the identifica-
tion of the system faults is essential. This paper presents a novel transfer learning-
based fault detection and classification technique for grid connected single-phase PV
inverters. To achieve this, the voltage and current outputs of the inverter are analyzed
by simulating the inverter system for different failure conditions. Further, transfer
learning-based classification scheme is utilized for the purpose of fault classifica-
tion. This novel technique is implemented in MATLAB. Simulation results clearly
spell out the efficacy of the proposed technique in terms of accuracy, reliability and
robustness.

Keywords Photovoltaic (PV) · Distributed energy resources (DER) · Artificial
intelligence (AI)

1 Introduction

Owing to the ever-increasing global energy demand, the reserves of fossil fuels
are exhausting at a rapid rate. To relieve the stress on these resources, renewable
energy is the preferred solution. Among the available solutions, solar PV is the most
abundantly available, clean and environment friendly source of energy [1]. The solar
PV systems can be standalone or grid integrated. Grid-connected PV systems utilize
inverter as an interface for an efficient power transfer between PV and the grid. Even
a minor fault in the inverter may cause imbalance in the system if not handled in
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time. Hence, the study of reliability of inverter is inevitable for ensuring the stability
of the overall system. In the event of fault, the system must be capable to identify
the fault quickly to avoid further damage [2]. This will save the time required for the
repair and maintenance of the affected portion and ensure the continuous operation
of the system [3].

Researchers have proposed several fault diagnostic techniques for grid connected
PV systems [4–7]. Model-based methods for fault detection are quite popular and
are able to achieve considerable positive results [4]. However, these methods are
usually time-consuming and complex. Moreover, they are problem specific and
cannot be reused for multiple issues. Therefore, the research for alternate solutions
is in progress. Among the proposed solutions, data-driven methods have become
the major research hotspot these days [5]. Recently, they have gained significant
momentum and are used widely for pattern recognition and classification problems
[6, 7]. These techniques require signal processing as the first step for useful feature
extraction from the fault signals. Different signal processing techniques are available
in the literature like Fourier transform, fast Fourier transform and wavelet transform
[3]. These techniques are quite complex and time-consuming; therefore, they require
significant efforts [8]. Furthermore, the feature extraction process pertaining to a
particular fault detection technique remain specific to that problem only and ca not
be adapted for a different fault diagnostic technique [9].

In recent times, machine learning [10] and deep learning [9] are a major break-
through in the area of artificial intelligence (AI). The methods based on machine
learning and deep learning are data driven and computationally efficient. They can
handle a large amount of data and are considered excellent in thefield of pattern recog-
nition and classification. These methods include artificial neural network (ANN)
[11], K-nearest neighbor (KNN) method [12], support vector machine (SVM) [13]
and naïve Bayes classifier, etc. The accuracy of these methods cannot be further
improved because of the shallowness associated with them. Deep neural networks
can provide a solution to this [14]. They can automatically extract useful features
layer by layer, from the given input. The deep networks take a lot of time for training
the data because of the very high numbers of layers associated with them. With
the use of transfer learning, it is possible to utilize pre-trained networks with a few
modifications in the final layers. It further allows using the already learned features
in the pre-trained networks, which helps in optimizing the training time. There-
fore, it combines the depth of the deep networks along with reduced training time
producing exceptional results. Transfer learning has high prospects of overcoming
the shortcomings associated with the traditional machine learning algorithms [15].

This paper proposes a novel fault classification technique for PV inverters. The
proposed scheme is able to correctly classify the fault in four different categories and
performs exceptionally well with the available data. The technique does not depend
upon manual feature extraction from the 1D time series data using time-consuming
and complex tools; rather, it utilizes transfer learning as the classification tool, which
has automatic feature extraction capability [16]. The deep network utilized in this
paper is Residual Network-50 (ResNet-50), which is a 50 layered classic convolu-
tional neural network. This network requires the conversion of 1D time-domain signal
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to 2D feature image before feeding it to the network. This conversion takes place
through time–frequency analysis of the signal. The methodology adopted for fault
identification and classification task and the inference is discussed in the following
sections. Section 2 provides the details about the adopted methodology, Sect. 3 is
dedicated for simulation results, and the conclusion is provided in Sect. 4.

2 Methodology

2.1 System Structure

The basic structure of two stage single-phase PV inverter system studied is shown
in Fig. 1. The system consists of the following parts: data acquisition, 1D to 2D
conversion, feature extraction and fault classification using deep neural network.
Faults like open circuit faults, short circuit faults and combination of both open and
short circuit faults are simulated, and their impact on the inverter output is analyzed.
The obtained voltage and current data is used for frequency content visualization and
is further converted to 2D spectrograms. These 2D feature images are transferred
as input to the ResNet-50 architecture-based network for fault identification and
classification.

Fig. 1 Grid-connected single-phase inverter system



220 A. Malik et al.

2.2 Data Acquisition

The switching devices are the most likely to encounter undesirable events, and these
events have significant impact on the inverter output. Therefore, for smooth and
efficient operation of the whole system, it is recommended that the system must be
able to identify any kind of fault occurrence. For training the neural network, a large
training data is needed. Hence, the data acquisition becomes an important task in
order to acquire relevant information regarding various abnormalities occurring in
the system.

The inverter output voltage and current output get distorted whenever there is a
fault occurrence, andwe need to identify and analyze the distortion in order to classify
the fault event. Therefore, the inverter switches are subjected to short circuit fault,
open circuit fault and combination of open and short circuit fault for the purpose of
data acquisition. In each fault case, instantaneous inverter output voltage and current
signals in time domain are collected. The acquired data is subjected to 2D conversion
with the help of time–frequency details of voltage and current signals. Further, the
obtained spectrograms are provided as input to the deep network for minor feature
extraction in the initial layers along with the major feature extraction in the deeper
layer and fault identification and classification in the final layers.

2.3 Fault Detection and Classification

The data acquired at the inverter output is a time series signal. Therefore, the
spectrograms are extracted to achieve 2D visual representations of the spectrum
at various frequencies. Further, this 2D representation is supplied as input to the
transfer learning-based 50-layered ResNet. Transfer learning is a method where an
already developed deep network is reused as the starting point for another network
[9]. It is a popular approach in deep learning which utilizes pre-trained networks
for image classification task. The learned parameters and weights associated with
the pre-trained network are adjusted with the new data. The final layers of the
network are changed in accordance with the defined task. Transfer learning-based
deep networks are preferred these days since they help in optimizing the learning
process. They require less time and provide exceptional results compared to other
techniques. These networks require large training data, and they do not demand
external signal processing since they consist of a layered structure for automatic
and powerful feature extraction [16]. The ResNet-50 architecture consists of itera-
tive procedures performed throughout the layers along with the final layer based on
the fully connected network architecture [17–20]. These stages are convolutional,
pooling and activation layers stacked one over the other. In particular, the convolu-
tional layers perform mathematical operation on the input image data using the filter
or kernel and give feature map as the output. The pooling layers identify important
features from the featuremapmatrix and reduce the number of parameters depending
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Fig. 2 Skip connection in
ResNet

upon the input. The activation function used here is rectified linear activation function
(ReLU). The final layer is the fully connected layer, to which we feed the flattened
feature matrix, and it uses the softmax function as activation function to provide the
classification output [21, 22].

2.4 ResNet Algorithm

Various deep network architectures have been introduced in the previous years like
VGG Net, AlexNet and Google Net with the intention to get highly accurate results.
All of these have produced groundbreaking results for image classification tasks. It
is a well-known fact that with more depth comes tremendously improved accuracy
[18]. But there is a limit to this depth also. The backpropagation algorithm calculates
the gradients and updates the weights accordingly. As we go into deeper layers, this
backpropagation effect causes the initial layers to either learn very slowly or not learn
at all. This diminishing gradient problem was a major issue until the introduction
of the residual networks. These residual networks tackle the issue of diminishing
gradient with the help of skip connections as shown in Fig. 2. The figure describes
a residual block having input skipping a few blocks and directly connected to the
output. This will aid learning in the initial layers providing outstanding output.

3 Results

The grid connected PV inverter system is developed in MATLAB. It contains a
PV array operating under standard operating conditions of temperature 25 °C and
irradiance 1000 W/m2. The output obtained at the PV panel is enhanced through
a boost DC-DC converter. The Perturb and Observe (P&O) maximum power point
(MPP) algorithm is employed to extract maximum power from the PV array with the
help of boost converter. The output at the DC-DC converter terminals is converted
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(a) Normal Operation          (b) Open Circuit Fault

(c) Combined Multiple Faults       (d) Short Circuit Fault

Fig. 3 Inverter output voltage for various faults

to AC through the inverter. A pulse width modulator (PMW) operating at 20 kHz
switching frequency supplies gate pulses to the inverter switches. The inverter output
corresponds to 230 V RMS with a frequency of 50 Hz. In order to obtain the data for
training the classifier, different fault conditions for inverter switches are simulated.
These faults include open switch fault, short switch fault and combination of open
and short switch faults. Figure 3 depicts the voltage output of inverter for these fault
scenarios.

The voltage and current signals at the inverter output are preprocessed and
converted to 2D feature images through spectrograms. These feature images are the
input into the ResNet-50 convolutional neural network. The network is trained with
the ratio of training and validation data as 60:40. The classifier output is collected
at the final layer of the network, i.e., softmax classifier. The training and valida-
tion results are displayed in Fig. 4. The overall training accuracy is 99%, and the
validation accuracy is found to be 97.1%.

4 Conclusion

This paper proposes a transfer learning-based fault classification technique involving
deep-layered residual network having powerful inbuilt feature learning characteristic.
The ResNet is extremely strong tool for any image classification task compared to
other techniques. The proposed methodology is able to identify different kinds of
input faults with visibly high accuracy. Thiswill further help in building fault-tolerant
systems making them more robust and reliable. These kinds of deep learning-based
networks can be applied to other pattern recognition and classification problems
since they produce promising results in lesser time and with desired efficiency.
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Fig. 4 Classifier training and testing results
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Improvement of Power System Stability
Using FACTS Controller

Harsh Mishra, Faisal Raza, and Shagufta Khan

Abstract This report does the modelling and simulation of thyristor controlled
series capacitor (TCSC) and static synchronous series compensator (SSSC) for power
network stability enhancement and advancement of power-transfer capability. The
TCSC and SSSC are series FACTS controller which is adapted to improve the trans-
mission capability of a transmission line. It is inserted in series of a transmission lines,
and it infuses a series voltage in the feeder line in the quadrature of the line current.
This report demonstrates the performance test of SSSC and TCSC. All results are
carried out in MATLAB software.

Keywords SSSC · TCSC · FACTS · Stability

1 Introduction

In India, the electrical energy demand has increased which is a cause of mismatched
generation and demand. It has to bematched for better performance of power network
[1–5]. Therefore, FACTS controllers brought in to maintain the accuracy of the
system. The FACTS devices can regulate single or more other transmission param-
eters. The selection of the relevant locations of the FACTS controller is necessary
to revamp the voltage stability of the network. In addition, these controllers can
be utilized for stepping up the system efficiency and steady state of the network.
The FACTS controllers are classified as thyristor-based and VSC-based. Due to the
advanced technology of power electronics, the VSC-based FACTS controllers are
better in performance [6, 7].

The present-day power system is complicated and it is imperative to accom-
plish the requirement with improved ability to consume the energy being supplied.
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Automation is needed to improve the power quality of the power systems. Stability,
security, and power advancement are necessary for power quality advancement [8,
9]. There is a need to manage the reactive power in the system to achieve the best
fulfilment of the power network. The new feeder lines and generation centres increase
the system’s functioning also wider price constraints. Restriction on the expansion of
the network has caused in minimizing instability limit, thereby raising the possibility
of voltage collapse. The most relevant reactive power source is the FACTS device.
In this report, the effectiveness of TCSC and SSSC is analysed and compared.

2 Fundamental Configuration of SSSC

The SSSC is composed of a voltage-sourced converter and a transformer attached in
sequence with a feed line. The SSSC infuses volatile voltages in series of a transmis-
sion line. The simplified layout of theSSSC is demonstrated inFig. 1. The comparable
circuit of SSSC is displayed in Fig. 2. The equivalent circuit shows the insertion of
series voltage and reactance with the transmission line.

This operating mode imitates series reactive rectification in a controlled manner
but gives a broader control range as it can run equitably at capacitive or induc-
tive performing domains as well as it can run just as a voltage source. FACTS
devices based on thyristor, like TCSC, are reliant on the line current as they control
impedance, but in the case of SSSC, it operates as a voltage source, which is
independent of the line current [9, 10].

Fig. 1 Static synchronous
series compensator

Fig. 2 Equivalent circuit of
static synchronous series
compensator
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The static synchronous series compensator is the most exceedingly impressive
FACTS controllers for power flow control. Primary operations in a large area of
variable power control are:

• Compensation for long feeder lines.
• Equalization of power flow in lines and staving off of loop flows of active power.
• Receiving end voltage adjustment of a radial line.
• Advancement of transient stability and dynamic stability.

3 Fundamental Configuration of TCSC

TCSC is an excessively necessary series compensator like SSSC. Specifically, in
these FACTS device, a thyristor with gate turn-off ability is not needed. Figure 3
displays the simplified diagrams of a TCSC controller.

In thyristor controlled controller, the capacitor is embedded directly into the feeder
line, and the thyristor controlled reactor is parallel to the capacitor. As the capacitor
is fixed in sequence with the line, thus no requirement to utilize a large potential
transformer, and therefore it provides an improved deceleration.

The principle of series compensation directly steps up the frequency voltage
across the steady capacitance in a line through the relevant variation of the firing
angle. Thyristor controlled controller can be adopted to improve various power
network performances such as stability, power oscillations damping, suppress sub-
synchronous resonance, and avoid voltage fall down. The efficiency of TCSC
controllers is reliant mostly on their suitable placement within the deliberately
preferred control signals for accomplishing various functions. Although TCSC func-
tions in highly nonlinear power system surroundings, linear-control methods are
practiced largely for the layout of TCSC controllers. During the interruption of
a critical line in a connected network, a huge amount of power is likely to flow
in parallel transmission paths, which may become firmly overloaded. Contributing
fixed-series rectification on the parallel path to develop the power-transfer efficiency
emerges to be a practical solution, but it may add total system losses. Therefore, it
is beneficial to install a TCSC in key transmission paths, which can accustom its
series-compensation level to the instantaneous system needs and grant a lower loss
substitute to fixed-series compensation.

Fig. 3 Thyristor controlled
series capacitor
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4 MATLAB/Simulink Model

4.1 Description of a System

An elementary transmission test system is being used in MATLAB to scrutinize
FACTS devices. 11 KV AC is fed. The capacitance of feeder line considered negli-
gible as line is taken short transmission line. Therefore, the inductance is 0.023 mH
and the resistance of the line is 5 �. The impedance at source is (0.01 + 0001)
ohm. The load is kept steady and continual at 25 MV and 50 MVAR. Voltage and
current are determined by parameter blocks and active and reactive computed by
power measurement block.

4.2 Uncompensated Compensated Model

The MATLAB model of uncompensated system is displayed in Figs. 4, 5, 6, 7, and
8.

Fig. 4 Uncompensated model



Improvement of Power System Stability Using FACTS Controller 229

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

Time (seconds)

0

5

10

15

Ac
tiv

e 
Po

w
er

10 5

Fig. 5 Active power

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Time (seconds)

0

0.5

1

1.5

2

2.5

3

R
ea

ct
iv

e 
Po

w
er

10 6

Fig. 6 Reactive power

4.3 TCSC Compensated Model

The model below shows a TCSC attached to the system. In the TCSC model, the
inductor is fixed at 100mH, and outcomes are retrieved for different capacitor values.
Outcomes are displayed in Figs. 9, 10, 11, 12, and 13.
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4.4 SSSC Compensated Model

Graphs for the precise value of capacitance (350 µF) are displayed in Figs. 14, 15,
16, 17, and 18. Active and reactive power deviation with the change in capacitance
values is formulated incoming result section.

5 Simulation Outcomes

5.1 TCSC Compensation

The above graph is sketched when the model is run with a capacitor value of 350µF.
The plots display elevations in load voltage, load current, active power, and reactive
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Fig. 9 TCSC compensated model
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Fig. 10 Active power

powerwith the integration of TCSC into the system. The results obtained for different
capacitor values of the controller are prepared in Table 1.

FromTable 1, we can observe that when the capacitance increases, there are stable
results of active and reactive power without dissolution. The end voltage rises from
4.2 to 6.3 kV. Voltage develops up to a certain point based on capacitance.
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Fig. 14 SSSC compensated model
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5.2 SSSC Compensation

Graphs for the exact value of capacitance (350µF) are displayed in above the section.
The change in capacitance along with the active and reactive power variation is
formulated in Table 2.

From Table 2, we can check that the active and reactive power increases with
capacitance. But, it is also seen that the compensation develops up to a capacity of
600 µF. If the capacitance is raised beyond this point, both the active and reactive
forces are dissolved. So, better compensation is obtained at a capacitance of 600 µF.



234 H. Mishra et al.

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Time (seconds)

0

2

4

6

8

10

12

14

16

18

R
ea

ct
iv

e 
Po

w
er

105

Fig. 16 Reactive power

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Time (seconds)

-1000

-500

0

500

1000

Lo
ad

 C
ur

re
nt

Fig. 17 Load current

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Time (seconds)

-5000

-4000

-3000

-2000

-1000

0

1000

2000

3000

Lo
ad

 V
ol

ta
ge

Fig. 18 Load voltage



Improvement of Power System Stability Using FACTS Controller 235

Table 1 Variation of power
at different capacitances

S. No. Capacitance
(µF)

Active power
(MW)

Reactive power
(MVAR)

1 100 1.52 3.045

2 200 1.668 3.341

3 350 1.912 3.83

4 600 2.35 4.25

5 1000 2.941 5.89

6 1200 3.01 6.032

7 1500 3.12 6.23

Table 2 Variation of power
at different capacitances

S. No. Capacitance
(µF)

Active power
(MW)

Reactive power
(MVAR)

1 100 0.094 0.18

2 200 0.357 0.715

3 350 0.867 1.436

4 600 1.397 2.723

5 1000 1.145 2.123

6 1200 0.833 1.28

7 1500 0.745 1.16

5.3 Comparison Between TCSC and SSSC

Table 3 displays the behaviour of TCSC and SSSC for different capacitor values.
However, increasing capacitance indicates the strengthening of a wider volume of
equipment. Therefore, after analysing the performance of FACTS devices, it can be
seen that better performance is achieved with the inclusion of SSSC in the system
for a capacitance of about 600 µF, keeping all other parameters as same.

Table 3 Comparison of power between TCSC and SSSC

FACTS device Capacitance (600 µF) Capacitance (1500 µF)

Active power
(MW)

Reactive power
(MVAR)

Active power
(MW)

Reactive power
(MVAR)

TCSC 2.35 4.25 3.12 6.23

SSSC 1.397 2.7 0.44 1.16
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6 Conclusion

MATLAB is practiced for a provisional study tomodel and simulate TCSC and SSSC
attached to a simple feeder line. This report shows a study of FACTS devices and
their comparison. Power and voltage are observed to revamp with FACTS devices.
Outcomes demonstrate TCSC compensation, reactive power flow revamps gradu-
ally with rising capacitor value and is maximal at 1500 µF capacitance. For SSSC
compensation, 600 µF capacitance capitulates the most satisfactory outcomes.

But if the capacitance increasing then the price of the apparatus is also rise. Thus,
it can be observed that static synchronous series compensator gives the very enticing
performance when associated with the network as examine in contrast to TCSC.

Acknowledgements The authors would like to thank the School of Electrical, Electronics and
Communication Engineering, Galgotias University, for providing premises for this study.
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Performance Evaluation of Solar PV
Using Multiple Level Voltage Gain Boost
Converter with C-L-C Cell

B. M. Kiran Kumar, M. S. Indira, and S. Nagaraja Rao

Abstract Thepaper presents the performance analysis of a Solar Photovoltaic (SPV)
system with a multiple gain boost converter. Mathematical model of a single diode-
based SPV is developed and simulated. The corresponding plots of PV and IV char-
acteristics for various temperatures and irradiation are given. The current work also
presents the results of MATLAB simulation studies of a SPV system connected to
an advanced multiple gain boost converter with Capacitor-Inductor-Capacitance (C-
L-C) topology. Generation of different levels of high voltage is possible to meet the
requirement of any given application, as this converter ismodular in nature. The paper
also discusses the performance analysis and comparative study of the SPV system
connected to a two-level C-L-C, three-level C-L-C and conventional converters. The
simulation results show that the C-L-C converter for SPV is efficient with high gain
compared to the conventional DC-DC converter. The peak overshoot in the output
voltage of a C-L-C converter is substantially lesser than the conventional converter
and decreases with increase in the levels. It is also seen that the output voltage gain
is 3 and 4 for a two- and three-level C-L-C converter, respectively.

Keywords Boost converter · Irradiation · DC-DC converter

1 Introduction

Energy generated globally from Renewable Energy Sources (RES) is nearly 28% of
the total energy generated from various sources [1]. Energy generated by the solar
photovoltaic system is the most popular of all available renewable energy sources as
it is clean and green with less maintenance and is inexhaustible [2, 3]. The growth
rate of Solar Photo Voltaic (SPV) industry is increasing by about 35–40% every year
[4]. As per the 2020 data of International Renewable EnergyAgency, total worldwide
installed capacity of SPV is about 580 GW. The output of SPV system is non-linear
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Fig. 1 A typical solar PV system with DC-DC converter

in nature and depends on solar irradiation and temperature. The average efficiency
of SPV technology is more than 25% as per the report [5].

The efficiency of the SPV depends on various parameters, such as irradiation,
temperature, dust accumulated on the solar panel and partial shading of the cells.
Identifying a suitable Maximum Power Point (MPP) of SPV panel is crucial in any
solar PV system.Usually, a suitableMPPTracking (MPPT) extractsmaximumpower
from the SPV. There are various methods inMPPT that are discussed in [6–9]. MPPT
is not within the scope of current discussion. A typical 12 V solar PV panel provides
a peak voltage of 18 to 21 V [10]. To improve the output voltage, it is essential
to have an optimally designed DC-DC converter that can extract maximum power
from SPV panel bymatching the impedance of SPV to that of the load [11]. Different
types of DC-DC converters available in market, such as buck [12, 13], boost [14, 15],
buck-boost [16, 17], Cuk [18, 19], SEPIC [20, 21] and zeta [22, 23] are commonly
used in SPV systems. A block diagram of a typical SPV system with switched mode
power converter is as shown in Fig. 1.

Control of DC-DC converter during the low solar irradiations is a challenging
task [24]. The converter duty ratio control helps in matching the SPV impedance
with load impedance. A multiple gain boost converter with several C-L-C modules
generates high voltages at the output.

2 Mathematical Model of Solar PV

A single current source connected to a diode in parallel represents an ideal PV cell.
The practical model has resistances connected in both series and parallel with the
model of an ideal cell is as shown in Fig. 2.
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Fig. 2 SPV-Equivalent circuit

2.1 The Electrical Equivalent Circuit-Based Mathematical
Model of SPV

The current at the output is given as

I = Iph − ID − Ish (1)

Iph = [Isc + Ki (T − 298)]
G

1000
(2)

Here, Iph, ID, Ish and Isc areSPVcurrent, diode current, current throughRsh, and the
short-circuit current (A), respectively. Ki the short-circuit current of cell 1000W/m2

and 25 °C, T is the operating temperature in °C and G the solar irradiation.
Equation (3) gives the diode current ID in the equivalent circuit

ID = Io
[
e

q(V+I Rs)
nkT Ns − 1

]
(3)

Here, ‘q’ the electric charge = 1.6 × 10–19 (C), ‘n’ the diode ideality factor =
1.3, ‘Rs’ the series resistance (�), ‘k’ is Boltzmann constant = 1.38 × 10–23 J/K and
‘N s’ the number of series connected cells.

From Eq. (3) the diode saturation current (Io) given by

Io = Irs

(
T

Tn

)3

.e

[
qEgo( 1

Tn
− 1

T )
nk

]

(4)

Here, ‘T n’ is nominal temperature, 298 (K) and ‘Ego’ the bandgap energy of the
semiconductor (eV) = 1.1 eV.

And the cell reverse saturation current (Irs) in Eq. (4) is given by
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Fig. 3 MATLAB model of SPV

Irs = Isc[
e
(

qVoc
nkT Ns

)
− 1

] (5)

Equation (6) gives the value of the shunt current of SPV model

Ish = V + I Rsh

Rsh
(6)

In Eqs. (5) and (6),V oc is the open-circuit voltage in volts andRsh is Parallel/Shunt
resistance in �.

For simulation of SPV in MATLAB/Simulink platform, the standard electrical
parameters of SPV cell from the manufacturer is necessary. The SPV is modelled
based on Apollo ASP4FC200 solar panel (Pmax = 200 W, voltage at Pmax = 26.7 V,
current at Pmax = 7.5A, V oc = 32.6 V and Isc = 8.3A). The MATLABmodel of SPV
is as shown in Fig. 3.

IV characteristics of SPV for various input temperature and irradiation are as
shown in Fig. 4a, b, respectively. PV characteristics of SPV for different input
temperature and irradiation are as shown in Fig. 5a, b, respectively.

3 Multiple Gain Boost Converter with C-L-C Cell

The output voltage of a solar PV is typically less than its rated value and the output
depends largely on temperature and solar irradiations that are intermittent in nature.
Hence, direct connection of the SPV output to the load is not possible. Moreover,
certain applications require higher voltages than that developed at the converter
output. This necessitates use of a boost DC-DC converter to supply a constant high
voltage DC output to the load. The boost converter consists of four elements namely,
inductor, capacitor, switch and diode to process the power from input to output. A
typical boost converter (BC) is as shown in Fig. 6.
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Fig. 6 Conventional BC
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Fig. 7 Two-level voltage lift BC

Regulation of the ON and OFF duration of the switch controls the converter
output voltage. The conventional boost converter is bulky and uneconomical, as they
requiremore number of components [25, 26] and large gain being themain limitation.
This limitation can be overcome with a C-L-C multiple gain converter [27–30]. The
topology is a switched inductor-based boost converter. Each C-L-C module consists
of a capacitor-inductor-capacitor configuration to lift the input voltage to multiple
levels with a diode between successive modules.

The number of C-L-C modules determines the multiple lifts/levels. The three-
level topology currently discussed generates a gain of 4. The circuit diagram of a
two-level lift BC is shown in Fig. 7 while three-level voltage lift BC is shown in
Fig. 7b.

4 Operating Modes of Multiple Lift Voltage Gain Boost
Converter

The C-L-C configuration-based multiple lift voltage gain boost converter consists of
number of inductors and capacitors, based on the voltage lift required [26]. A two-
level voltage gain module comprises of two capacitors and two switched inductors as
shown in Fig. 8a and a three-level voltage gainmodule consists of three inductors and
three capacitors as shown in Fig. 8b. The boost converter has an inductor-capacitor
filter at the input to mitigate the oscillations and overshoot present in the output
waveform of SPV. The inductor L1 contributes to the first level of voltage lift and
similarly, the second lift in the voltage by inductor L2 and capacitors C1, and C2.
Similarly, the third lift by inductor L3 and capacitors C3, C4. Thus for every level
of voltage lift after L1 (first lift), there is an inductor and two capacitors as shown
in Fig. 8b. Hence, known as C-L-C configuration. The diode D1 enables switching
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Fig. 8 Three-level voltage lift BC

operation between first and second voltage lift. Similarly, diodeD2 aids the switching
operation between second and third level of voltage lift. The diode D3 turns ON and
turns OFF the circuit. A single switch controls the on–off state of the converter. It
operates in four different modes based on the on–off status of the switch. Section 4.1
gives the details of the four different modes of converter operation.

4.1 ON State

Mode W: During ON state, the circuit undergoes two different operational modes
(ModeWandModeX). The equivalent circuits forModeWandModeXare as shown
in Fig. 9a, b, respectively. During ModeW of operation, current at the output of SPV
flows through all three levels and while L1 is charging, L2 and L3 discharge, while
C1 and C3 are charging C2 and C4 discharge. Hence, the current in the inductor of
the first level increases and currents in inductors of second and third levels decrease.
During this mode of operation, the filter capacitor charges and the diodes being
reverse biased, the losses associated with the diodes are zero. Mode W operation
starts when the current through the inductors in second and third levels decrease to
zero.

Mode X: SPV charges the inductors of all three levels during this mode of operation,
and hence, the energy is stored in all the inductors and released during the next Mode
Y. The currents through the inductors increase in this mode and the direction of the
inductor currents in second and third levels will be opposite in direction to that in
Mode W. Again, all the diodes in this mode of operation continue to be in a state
of reverse bias. The voltage at every level is constant and the relationship between
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Fig. 9 Equivalent circuits of various operation modes aMode W, bMode X, cMode Y, dMode Z

them is as given in Eq. (7). During the ON state, the converter operates in continuous
mode of conduction and the filter capacitor starts discharging.

VSPV = VL1 = VL2 + VC1 − VC2

= VL3 + VC3 − VC4 − VC2 (7)

4.2 OFF-State

ModeY: During ON state of the converter, the circuit undergoes two different modes
of operations: Mode Y and Mode Z. The equivalent circuits for these modes are as
shown in Fig. 9c, d, respectively. DuringModeYoperation, all the diodes are forward
biased and current will flow through all diodes. Hence, elements in all levels start
discharging and the current flows through the load. In addition, during this mode of
operation, inductors satisfy volt-second balance and zero current principle.

Equations (8) to (10) give the voltage across inductors in each level:

VL1′ = VL1X
D

1 − D
(8)

VL2′ = VL2X
D

1 − D
(9)
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VL3′ = VL3X
D

1 − D
(10)

VL1′VL2′VL3′ = Inductor voltages during off state.
The capacitor voltage in each level will remain constant during all modes of

operation.
Equations (11) to (14) give the relationship between inductors and capacitors:

VC1 = VC1′ = VL1′ (11)

VC3 = VC3′ = VL1′ + VL2′ (12)

VC2 = VC2′ = VL2′ (13)

VC4 = VC4′ = VL3′ (14)

The above Eqs. (11) to (14) show that the capacitor voltages C1, C3 and C2, C4

are equal to the voltage across inductors in the preceding lift during OFF state. From
the Eqs. (15) to (17), it is clear that the voltages across each inductor are same during
the ON state

VL1 = VC1 + VL2 − VC2 (15)

= D

1 − D
XVL1 + VL2 − D

1 − D
XVL2 (16)

VL1 = VL2 = VL3 = VL4 (17)

For a 3-lift/level converter, output voltage is given by sum of SPV voltage and
voltage across each inductor as given in Eq. (18).

Equation (19) gives the voltage gain of the converter:

Vout = Vin + VL1 + VL2 + VL3 (18)

Vout

Vin
= 1 + 3D

1 − D
(19)

Mode Z: During this mode of operation the inductor in the first lift continues to
discharge and the current flows to the load through the capacitorsC2 and C4 as shown
in Fig. 9d. Inductors in second and third lift along with C2 and C4 are charging and
the currents being opposite in direction to that in Mode Y. The converter operates in
discontinuous mode for small values of duty cycle.
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Fig. 10 BC with four- lift C-L-C circuit

Similarly, the operation also extends to ‘n’ lifts/levels. Figure 10 shows a four-lift
C-L-C circuit for SPV.

The following equations give the voltages for the four-level C-L-C circuit:

Vin = VL1 = VL2 + VC1 − VC2 (20)

= VL3 + VC3 − VC4 − VC2 (21)

= VL4 + VC5 − VC6 − VC4 − VC2 (22)

The voltage across the inductors in each lift remains the same as discussed in
three-lift converter and given by:

VL1 = VL2 = VL3 = VL4 = VL5 (23)

Hence,

Vout = Vin + VL1′ + VL2′ + VL3′ + VL4′ (24)

Equation (25) gives the gain of a four-lift C-L-C converter:

Vout

Vin
= 1 + 4D

1 − D
(25)

Similarly, the circuit for multiple lifts with ‘n’ lift C-L-C stages is as shown in
Fig. 11. It consists of ‘n’ number of inductors and capacitors with the output voltage
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Fig. 11 BC with ‘n’-lift C-L-C circuit

being equal to the sum of SPV voltage across all inductors. The gain of ‘n’ lift C-L-C
converter is given by:

Vout

Vin
= 1 + ND

1 − D
(26)

where,
‘n’ = Number of lifts.

5 Results

TheMATLAB/Simulink model of SPVwith three-lift/level C-L-C boost converter is
as shown in Fig. 12 with the output of SPV connected to input of a three-lift BC and
converter output fed to a load of 10� resistor. The values of L and C of C-L-C circuit
are in the range of microhenry and microfarad, respectively. The output performance
of C-L-C circuit rates better in comparison with a conventional BC. Output voltage
of SPV is 49 V as shown in Fig. 13a. The SPV connected to conventional boost
converter with the output measured at 0.5 duty cycle is 100 V as shown in Fig. 13b
with a peak overshoot of 82%. A suitable value of filter capacitor at the output side
minimizes oscillations in the output of the converter. The same SPV connected to
two-lift and three-lift boost converters with 0.5duty cycle results in an output of
150 V in case of two-lift converter with 64.38% overshoot and an output of 189 V
with 43.6% overshoot for three-lift converter as shown in Fig. 13c, d, respectively.
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Fig. 12 MATLAB/Simulink model of SPV with three-lift C-L-C converter
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The peak overshoot reduces further with increase in the number of lifts in C-L-C
circuit. The output of a three-lift C-L-C converter being four times higher than the
input voltage makes it a better choice over a conventional converter. Thus, the gain
of C-L-C converter can be adjusted to match the high voltage requirement of any
given application. The plot of boost factor versus duty cycle for conventional boost
converter and C-L-C converter for two and three lifts are as shown in Fig. 14. For
0.5 duty cycle, the boost factor of conventional converter is 2, for a two- lift C-L-C
converter it is 3 and for a three- lift C-L-C converter it is 4.

6 Conclusion

The paper presents the performance analysis of a SPV system connected to multiple
gainDC-DCboost converter andmathematicalmodel of a single diode representation
of a solar PV with their PV and IV characteristics. The SPV integrated with a C-L-C
boost converter produces the required high voltage at the output. This converter being
modular in nature is helpful in generating various levels of high voltage, based on
the application. The paper also presents the performance analysis of conventional,
two-lift and three-lift C-L-C converters along with the comparison of the output
waveforms of the converters under discussion for a 0.5 duty cycle. The simulation
results show that the C-L-C converter for SPV is efficient with a high gain when
compared to a conventional DC-DC converter. The peak overshoot in the output
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voltage of a C-L-C converter is substantially lesser than the conventional converter
and decreases with increase in the levels. It is also seen that the output voltage gain
is 3 and 4 for a two- and three-level C-L-C converter, respectively.
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Comparative Study for Different Types
of MPPT Algorithms Using Direct
Control Method

Immad Shams , Karam Khairullah Mohammed , Saad Mekhilef ,
and Kok Soon Tey

Abstract Maximumpower point tracking (MPPT) controllers achievehigher impor-
tance due to the high expansion rate of photovoltaic systems.Theprobability of partial
shading conditions (PSCs) is also increased which drastically reduced the maximum
power extraction capability from PV systems. In this paper, different types of MPPT
algorithms using direct control method have been examined under the same test
conditions. The current research trend on MPPT controllers has also been high-
lighted. This paper gives a brief description to engineers and practitioners working
in the area of MPPT controllers.

Keywords MPPT controllers · Partial shading conditions · Direct control method

1 Introduction

Renewable energy resources (RERs) are a major focus of researchers due to the
depletion of primary energy sources (such as fossil fuel), globalwarming, greenhouse
effect and alarming pollution rate. The demand of energy is also increasing with the
passage of each day due to the development of new technologies such as electric
vehicles and increased lifestyle of a common person [1]. Solar energy is said to be the
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prime source of RERs in majority of countries due to its renewability, availability in
abundance and environment-friendly nature. These features increased the installation
of PV system at standalone and grid level. Solar energy is considered as the next
major source to fulfill the increasing demand of energy.

PV module type, maximum power point tracking (MPPT) algorithm, topology
utilized for MPPT and converters conversion efficiency are the key factors which
affect the PV system performance. MPPT is the most critical point as it is the most
economical way to keep the system at its optimumperformance.MPPT is a necessary
component as well for PV due to the nonlinear nature of power–voltage (P-V) and
current–voltage (I-V) curve, as shown in Fig. 1. The MPP varies with the change
in the irradiance and temperature condition [2] as shown from the P-V and I-V in
Fig. 1, which refer to the uniform shading conditions (USCs).

Conventionally, solar modules are connected in series to provide a high voltage
output. 20–24 cells are connected in series composed a module [3]. During partial
shading conditions (PSCs) which can be due to dirt, manufacturing error, mismatch
in irradiance across each module, etc. The module instead of supplying current will
consume which may create hotspot on the surface of the solar panel. To protect the
solar modules from hotspot phenomenon, each module is protected with a bypass
diode in parallel, which is placed inside the junction box [4]. The activation of
bypass diodes will create multiple local maximum power points (LMPP) and one
global maximum power point (GMPP) on the P-V and I-V curve, as shown in Fig. 2.
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2 Types of MPPT Algorithms

MPPT controllers generally can be divided into conventional, artificial intelligence
and metaheuristic-based MPPT algorithms, as shown in Fig. 3.

2.1 Conventional MPPT Algorithms

The conventional MPPT algorithms such as perturb and observe (P&O) and incre-
mental conductance (InC) are very fast in tracking the MPP for USCs. However,
when PSCs occurs, the conventional MPPT controllers will be unable to track the
GMPP, and they often track LMPP, which will cause power loses. It is due to the
way these controllers perform by perturbing the duty cycle and observing the power.
Let us see the operating principle of these conventional MPPT controllers.

Perturb and Observe (P&O)
The P&O controller, also known as the hill climbing controller, is one of the most
widely used methods for applying MPPT in the PV system [5]. The theory of P&O
is to increase or decrease the voltage or duty cycle of the PV array, which has been
converted at regular intervals, and to observe the direction of the power change;
thereafter, the next control signal has been calculated as shown in Fig. 4. P&O
is quick, reliable and fast to enforce. However, the algorithm tracks the MPP by
continuously adjusting the terminal voltage of the PV array, which can easily induce
output power oscillation. Furthermore, to abrupt environmental changing conditions,
the method can result in a power loss of the PV system.

Incremental Conductance (InC)
The InC is another widely used algorithm for MPPT, which works by comparing
the instantaneous conductivity I/V to the negative of the slope conductivity dI/dV as
shown in Fig. 5, which is equal to the MPP [6]. As environmental factors change, the
method will smoothly log changes in the MPP, regardless of the characteristics and
parameters of the PV module. However, the InC tracking mechanism is relatively

Fig. 3 Different types of
MPPT algorithms

MPPT

Conven�onal

Ar�ficial Intelligence

Metaheuris�c
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Fig. 4 Flowchart for P&O
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complicated and the precision and speed of the measurements will influence the
efficiency of the tracking to some level. At the same time, the step size of the voltage
increment is also proportional to the error of tracking.

2.2 Artificial Intelligence

Since the conventional MPPT algorithms are unable to track for the PSCs; therefore,
artificial intelligence-based MPPT algorithms such as fuzzy logic controller (FLC),
artificial neural network (ANN) and adaptive neuro fuzzy interface system (ANFIS)
have been proposed to deal with PSCs. However, training the huge amount of data,
rule-based table is considered as the biggest drawbacks of such system as it will
require high storage. Similarly, they will be unable to track all types of PSCs with
high efficiency.Below the basicworkingoperation of these types ofMPPTcontrollers
has been elaborated.

Fuzzy Logic Controller (FLC)
FLC is a typical type of artificial intelligence algorithm that is built on a series of fuzzy
rules, as shown in Fig. 6. Its execution can be split into fuzzification, assessment of
control rules and defuzzification [7]. The core aspect of the FLC is the integration of
expert expertise and understanding into the language rules to govern the framework.
In addition, FLC can track the MPP easily, and there is no fluctuation in steady-state
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Fig. 5 Flowchart for InC
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Fig. 6 Block diagram for FLC

conditions after reaching the MPP, i.e., better dynamic and steady-state efficiency.
However, the key drawbacks of FLC are the variance in irradiance which can induce
drift. The implementation is complex as well. The definition of fuzzy sets, the defi-
nition of membership functions and the creation of rule tables require more skill
and knowledge from programmers, which directly affects the speed and precision of
tracking [8].
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Fig. 7 Schematic diagram
of ANN
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Artificial Neural Network (ANN)
ANN is a modern method of technology for the transmission of information [8].
The most widely used neural network structure has three layers: the input layer, the
hidden layer and the output layer, as seen in Fig. 7. When used in the PV system,
multiple measurements of input and output data are used to train variables such
as network weights and deviations, providing a statistical model of the system’s
unknown function. The input parameters may be open circuit voltage, short circuit
current, illumination, etc., and the output parameters may be duty ratio, voltage,
etc. [9]. Training can take time and the number of neurons in the hidden layer has
a significant influence on the training time of the network and the precision of the
results.

2.3 Metaheuristic-Based MPPT Algorithms

To deal with the PSCs, metaheuristic-basedMPPT controllers such as particle swarm
optimization (PSO), Jaya, moth flame optimization (MFO), etc., have been proposed
which are highly advantageous as they are simple to implement, no requirement of
training the data, or study on P-V and I-V characteristic required before its imple-
mentation. Metaheuristic-based MPPT algorithms are population-based algorithms
in which each particle will move toward the best duty cycle corresponding to the
best power. Below the working principle of few of the metaheuristic-based MPPT
algorithms has been highlighted.

Particle Swarm Optimization
Particle swarm optimization (PSO) is a population-based metaheuristic algorithm,
proposed by Kennedy and Eberhart in 1995 [10], brought a revolution in the field of
bio-inspired algorithm. Fish schooling and bird flocking inspired its mathematical
modeling. Its metaheuristic approach and capability to solve optimization problems
with many local maxima makes its utilization popular. Several cooperative agents
are utilized where they share the information obtained in a defined search space. The
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number of cooperative agents is assigned in initialization stage. Each agent follows
two simple rules, i.e., to follow the local best means agent’s self-best position and
follow the global best agent means the best position among all agents as shown in
Eq. (1). Ultimately, each agent will evolve around the optimal solution. The PSO
method can be defined using standard set of equations as shown in Eqs. (1) and (2).

vi (k + 1) = w.vi (k)
︸ ︷︷ ︸

inertial motion

+C1.r1.(Pbest,i − Xi (k))
︸ ︷︷ ︸

Local influence

+C2.r2.(Gbest − Xi (k))
︸ ︷︷ ︸

Global influence

(1)

Xi (k + 1) = Xi (k)+ vi (k + 1)
︸ ︷︷ ︸

Update of agent’s position

(2)

The coefficients of C1, C2 and w are of higher importance. The higher coefficient
valuesmay result in fast convergence but at the same timemay result in wrongly opti-
mized peak point. The smaller values of coefficient will result in slow convergence
speed toward optimum point. Hence, proper values selection for these constants is
of higher importance. The flowchart for PSO is shown in Fig. 8a.

Jaya
Another population-based powerful global optimization algorithm known as Jaya is
presented in [11]. The biggest advantage of Jaya in comparison with other meta-
heuristic algorithms is that it has no tuning parameter, which makes the complexity
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much simple. It is based on moving toward the best solution avoiding worst solu-
tion as shown in Eq. (3). Then, the updated position is compared with the previous
position as in Eq. (4). If it gives better solution, then it replaced with the previous
position and vice versa as in Eq. (5). Only population size and termination criteria
are required. The flowchart for this method is shown in Fig. 8b.

Update:Xi (k + 1) = Xi + r1.(Xbest − Xi )− r2.(Xworst − Xi ) (3)

if Xi (k + 1) > Xi then update the position (4)

Else Xi (k + 1) = Xi (5)

3 Comparison

In this section, the SEPIC converter has been utilized with component parameters
as shown in Fig. 9. Three PV modules connected in series with each module PV
parameters; PMPP as 58 W, VMPP as 12.2 V, IMPP as 4.78 A, VOC as 14.67 V and
ISC as 5.17 A. Three different irradiances have been tested including one with USC
1000 W/m2 and two with PSCs as 1000, 500, 300 W/m2 and 1000, 900, 800 W/m2

with constant temperature of 25 °C. The MPP and GMPP for these patterns are
shown in Fig. 10a. The comparison has been elaborated between one controller from
each type, such as P&O, FLC and PSO, to determine the difference of tracking state
between them. For P&O, the dD is selected as 0.01, whereas for PSO, C1 and C2

are selected as 1.2 and 1.5, whereas w is selected 0.4. The sampling time chosen for
P&O is 1 ms, whereas the sampling time chosen for PSO is 50 ms.

Controller

PV Panel

470 μH
Q1 330 μF

470 μH 1000 μF 10 Ω
1000 μF

Voltage
Current MPPT

Gate driver
ADC

PWM

Fig. 9 Block diagram using SEPIC converter for MPPT implementation
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Fig. 10 a Different shading patterns, b response of P&O and c response of PSO

The results in Fig. 10 shows that conventional MPPT algorithms show low oscil-
lation during the tracking state for USC and very fast tracking speed towards MPP.
The main reason for rapid P&O tracking is a small sampling time of 1 ms. The small
sampling time for P&O is possible due to the small disruption of the duty cycle.
However, steady-state oscillation was observed when the MPP was tracked for USC.

For PSO, it can be observed for USC that it can correctly tracks the MPP point,
however, the power oscillations are high, whereas the tracking time is also high. It
is due to the reason of high sampling time in comparison with P&O which is taken
as 50 ms. The sampling time for PSO is always taken higher due to abrupt changes
of duty cycle from one point to another in a search space. However, as it can be
observed that the steady-state oscillation has been avoided.

It can be observed for P&O that it cannot track the GMPP for PSC-A and get
steady-state oscillation at theLMPP.However, thePSOsuccessfully tracks theGMPP
for PSC-A. The P&O tracks the GMPP for PSC-B because its initial value of the
duty cycle was in that GMPP region, therefore, it managed to track the GMPP.

The FLC and ANN track the MPP for USCs with faster convergence speed then
P&O but making a rule-based table for PSCs and training the data for PSCs will be
a challenging task and it will not be able to accurately determine the GMPP region
for all the PSCs as well. Therefore, it has not been simulated in this paper.
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4 Current Research Trend

Currently, a variety of experiments have been undertaken on hybrid-based MPPT
algorithms to resolve the consequences of PSCs affecting convergence speed and
MPPT performance with less storage and computational pressure.

The conventional P&O algorithm has been modified in [12] to achieve zero oscil-
lation during steady state. InCwasmodified [13] towork for PSCswith threemultiple
peaks. An improved InC approach has been suggested in [14], in which an allowable
error is made within a certain precision range that satisfies the MPPT. This changed
procedure will easily detect the change of irradiance direction and make the correct
decision. Similarly, zero steady-state oscillation is reached, which eliminates power
losses.

Some researchers have sought to merge the standard MPPT algorithm with FLC
to increase the convergence speed and reduce the steady-state oscillation and imple-
mentation complexity. The beta variable was implemented in [15], which simplifies
the membership function and reduces the reliance on the simple rule architecture. In
addition, FLC was also suggested for an MPPT scheme in which four optimization
algorithms are provided for the optimization of fuzzy membership functions and the
generation of a proper duty cycle [16]. ANN also hybridized with other algorithms
to produce better performance. In order to minimize the training time, the PSO is
used to maximize the number of RBFNN parameters, change the weight parameters
and introduce the phase velocity to achieve the result of the applying regulation [17].

Metaheuristic-based MPPT algorithms are unable to distinguish between solar
intensity or load variation, and thus re-initialize from the beginning to detect MPP
even though load variation occurs. In [18], a very fast tracking system has been
suggested for load variations that will require a maximum of two sampling times
to track back the GMPP, while the load varies. However, the controller is system-
dependent and would require a modification in the converter. To address the problem
of converter dependence in [19], a new approach to load variation has been proposed
which avoids both re-initialization and non-converter dependence. Similarly, meta-
heuristic algorithms are unable to distinguish between PSC and USC, while in [20],
a search space skipping approach has been suggested for metaheuristic algorithms
to increase tracking time for USCs. A P&O has been hybridized with metaheuristic
algorithm in [21], in which P&O will scan the left most peak first to determine
whether the PSC is present or not.

5 Conclusion

In this paper, a general comparison has been elaborated and compared between
different types of MPPT algorithms. MPPT algorithms have been classified into
conventional, artificial intelligence and metaheuristic-based MPPT algorithms. One
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controller has been chosen from each type to illustrate their operation through simula-
tion. Lastly, the current research trend onMPPT controller has also been highlighted
to determine the direction of research for future.
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Protection Scheme Based on k-Nearest
Neighbour Algorithm for Fault Detection
Classification and Section Identification
in DC Microgrid

Shankarshan Prasad Tiwari, Ebha Koley, and Subhojit Ghosh

Abstract The rapid increase in the power requirement along with the stress on
reducing the dependence on fossil fuels has propelled the integration of green sources
of energy such as PV and wind energy. The increase in the use of DC power-based
devices along with the ease of integrating renewable sources has led to significant
interest in DC microgrids. However, the absence of zero crossing, bi-directional
current flow and the dependence of the fault current magnitude on the operating
modes (islanded and grid connected) posses significant challenges in designing a
reliable protection scheme for DC microgrid. In this regard, a k-nearest neighbour
(kNN)-based scheme has been proposed in the present work to perform the task
of mode detection, fault detection/classification and section identification in DC
microgrid. The algorithm does not involve a module for extracting features from
the post-fault time waveforms, thereby leading to faster execution of the protection
tasks. The scheme has been extensively validated for varying fault scenarios in terms
of accuracy and computational cost.

Keywords DC microgrid · kNN · Distributed energy resources · DC microgrid
protection

1 Introduction

The growing power requirements during past few years and the anticipated deple-
tion of non-renewable sources have encouraged the adoption of green and alternate
sources of energy [1]. In recent times, considerable investigation and development
have been carried out to amalgamate renewable distributed energy resources (DERs)
such as photovoltaic (PV) generator and wind turbine generator into existing power
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distribution networks [2]. The samehas led to an increased interest among researchers
towards the utilization of renewable energy resources in the low and medium power
distribution network [3, 4]. The integration of distributed energy resources in the
distribution network to provide reliable power requirement has contributed signifi-
cantly towards the establishment of a single controllable entity referred to as micro-
grid [5, 6]. The microgrid consists of distributed energy resources (DERs), energy
storage systems and electrical load at the consumer end. The microgrid pertains
to small-rating power grid structure [7–9], which can be classified as alternating
current (AC), direct current (DC) or hybrid depending on the type of connection.
The drastic increase in the use of electronics devices such as mobile phones, lighting
emitting diodes (LEDs), grinders, savers and other DC power fed equipment has
led to the requirement of DC microgrid. DC microgrids have found application in
different domains like small-scale power generation, backup of energy storages,
data centres, marine and critical loads. In DC system, the power conversion stages
are reduced as compared to the AC system, which results in reduced loss, high
efficiency and increased reliability, so the system has got several benefits over the
AC system [10]. However, DC microgrids are quite sensitive to fault and varia-
tion in the loading condition [11]. Also, the varying level of fault current during
grid-connected and islanded mode makes the task of fault detection and classifica-
tion challenging in DC microgrids since the threshold setting differs significantly
between the operating mode [10]. A number of schemes have been documented
in the literature regarding the fault detection and isolation of the DERs in post-fault
scenarios. The notable schemes proposed for DCmicrogrid protection include super-
imposed current-based unit protection scheme [12], centralize unit-based protection
scheme [13], wavelet transform-based efficient protection scheme for low-voltage
DC microgrid [14], overcurrent protection [15] and hierarchical protection scheme
with local differential protection [16]. Inspite of their effectiveness in protecting DC
microgrid for different fault types, the reported techniques are not able to execute the
multiple tasks of fault detection/classification and identification of faulty section for
different operating and loading conditions. These techniques are not able to detect
the dynamic behaviour of distributed energy resources. In this context, a computa-
tionally simple algorithm based on kNN has been proposed for detecting the faults,
determining the faulty phases and faulty section identification. The scheme has been
extensively validated for different faults and operating scenarios of DC microgrid.
The rest of the article is organized as follows: the test microgrid model is depicted
in Sect. 2. The outline of kNN-based scheme is dealt in Sect. 3. Section 4 describes
the development of the protection scheme. Section 5 is dedicated for result analysis
while Sect. 6 for conclusions.

2 Test DC Microgrid Model Under Study

A 350 V test DC ring microgrid model is depicted in Fig. 1 [2]. The test micro-
grid model and the proposed protection scheme are simulated and implemented in
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Fig. 1 Schematic representation of test DC microgrid model

MATLAB/Simulink. The system consists of three DERs, namely solar, synchronous
diesel generator and wind turbine generator with the microgrid divided into six
sections C1, C2, C3, C4, C5 and C6. The microgrid extends over the length of 6
kilometres with each section comprising of one kilometre.

3 Outline of KNN-Based Protection Scheme

The kNN is simple and supervisedmachine learning-based non-parametric classifier,
which works on the principle of pattern reorganization. The algorithm initiates with
finding the k-nearest neighbours of a given feature vector in the feature space [17,
18]. The extent of nearness is quantified in terms of the Euclidean distance. The
algorithm is based on the assumption that similar attributes appear closely in the
feature space.

It is desirable to prefer odd value of neighbour to avoid the situations of tie condi-
tion during the prediction of given class. The given class is decided by neighbouring
points among all the inputs. Suppose if test cases are Y for class Ci , then probability
of cases is given by

kNN(Y ) = maxp(Ci ,Y ) (1)

where p refers to the probability to which the vector Y belongs to Ci.
For performing the task of classification, weights are assigned in such a manner

so that the nearest neighbours contribute more weights as compared to the farther
ones according to the following equation [15]. The Euclidean distance of Y to a data
point in the p-dimensional feature space is calculated as:
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d(y, t) =
√
(y1 − t2)

2 + (y2 − t2)
2 + · · · + (

yp − tp
)2 =

√√√√
p∑

i=1

(yi − ti )
2 (2)

In the present work, the protection tasks have been formulated as a classification
problem and further solved using kNN classifier. The kNN performs the task of fault
detection/classification (FD/C) and faulty section identification (FS/I) under both
modes of operation, i.e. grid-connected (GC) and islanded mode (IM). To perform
the fault detection task, two targets, namely fault and no fault have been assigned,
while for fault classification, the classifier assigns the output pole to ground (PG)
and pole to pole (PP).

4 Development of Proposed Protection Scheme

In the proposed protection scheme, the post-fault samples of voltage and current are
retrieved from the relaying bus A1. The outline of the proposed kNN-based classifier
is illustrated inFig. 2.Diverse scenarios involving variation in fault operating parame-
ters like fault resistance, fault location and load have been considered to train the kNN
classifier. The mode detection task is carried out by kNN-1 with two output classes,
i.e. GC and IM mode. Following the detection of the operating mode, the develop-
ment of proposed scheme for fault detection/classification and section identification

Grid connected 
mode

Relay trip signal

Samples of  voltage and
current signal 

Fault detection/
classification

kNN-2

Type of fault

Section
identification

kNN-4

Fault detection/
classification

kNN-5

Type of fault

Section
identification

kNN-3

Relay trip signal

Relaying
decision

Relaying
decision

No
fault

Mode detection kNN-1

Islanded
mode

No
fault

Fig. 2 Protection scheme of kNN-based classifier
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is carried by the corresponding kNN modules. It is to be noted that inaccurate detec-
tion of the operating mode will lead to inaccuracy in fault detection/classification
and section identification.

4.1 Fault Detection/Classification

In this subsection, the architecture of FD/C modules are discussed to design the
proposed algorithm. The task of FD/C is performed by kNN-2 during the grid-
connected mode while kNN-5 during the islanded mode of operation, respectively.
To perform the assigned task of FD/C, sampled voltage-current signals have been
considered as the input data to be fed to the kNN. The respective kNN modules
provide the output regarding the faulty or healthy condition with type of fault among
the probable fault types, i.e. pole to ground and pole to pole fault.

4.2 Faulty Section Identification

This subsection is dedicated to describe the section identification module. After
mode detection and FD/C, fault section identification (FS/I) is also an important task.
Therefore, for section identification, the modules kNN-4 and kNN-3 are developed
under GC and IM mode, respectively. As outlined earlier, in the proposed protection
model, six sections have been considered for identifying the faulty section.

5 Result Analysis

A dataset of 726 pole to ground (PG), 66 pole to pole (PP) fault and 100 NF (no
fault) cases in each mode has been considered for validating the proposed kNN-
based protection scheme. The performance of proposed algorithm under both modes
is dealt bellow.

5.1 Mode Detection

For mode detection module, a total number of 480 test cases in each mode have
been considered. The kNN-1 module has been tested with two classes, namely ‘GC’
and ‘IM’. After successful testing, it has been examined that the accuracy of mode
detector is 100% during the grid-connected mode and islanded mode. The higher
level of accuracy indicates the effectiveness of mode detection module kNN-1.



270 S. P. Tiwari et al.

5.2 Fault Detection/Classification

The performance of FD/C under bothmodes is summarized in Table 1. To analyse the
appropriateness of fault detector/classifier, a total number of 676 cases with 100 no-
fault cases have been considered. The high testing accuracy of fault detector/classifier
reflects its efficacy in accurately detecting and classifying the fault irrespective of
the operating scenario.

To realize the fault condition during an abnormal condition of power distribution
network, a PG fault in section C1 is simulated at t = 0.4 s under both modes, and the
variation in magnitude of voltage and current is depicted in Fig. 3. The waveform
in Fig. 3a, b indicates the variation in the magnitude of voltage and current during
grid-connected mode, while the post-fault dynamics are shown in Fig. 3c, d.

Table 1 Testing accuracy (%) of fault detection/classification

Type of fault Accuracy of fault detection/classification
(%)

Overall accuracy (%)

Grid-connected mode Islanded mode

Pole to ground fault 100 98.41 99.20

Pole to pole fault 98.93 97.81 98.37

0.2 0.3 0.4 0.5 0.6 0.7 0.8

 Time (sec)

0

200

400

V
ol

ta
ge

 a
t b

us
 C

1 
(V

)

0.2 0.3 0.4 0.5 0.6 0.7 0.8

Time (sec)

0

100

200

300

400

Vo
lta

ge
 a

t b
us

 C
1(

V)

0.2 0.3 0.4 0.5 0.6 0.7 0.8
Time (sec)

300

350

400

C
ur

re
nt

 a
t b

us
 C

1 
(A

)

0.2 0.3 0.4 0.5 0.6 0.7 0.8

Time (sec)

400

600

800

 C
ur

re
nt

 a
t b

us
 C

1 
(A

)

a

Inception of fault at t=0.4 s

b d

c

X: 0.3884

Y: 373.4 X: 0.4284

Y: 297.5

X: 0.3801

Y: 373.4

X: 0.4422

Y: 259.5

X: 0.381

Y: 302.1

X: 0.431

Y: 379.9X: 0.3873

Y: 398.4

X: 0.4222

Y: 783

Inception of fault at t=0.4 s

Fig. 3 Variation of DC voltage and current during pole to ground fault in section C1 for grid-
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Table 2 Testing accuracy of faulty section identification

Section Mode of operation (accuracy in percentage
%)

Overall accuracy percentage (%)

Grid-connected mode Islanded mode

C1 99.27 98.39 98.83

C2 98.69 98.28 98.48

C3 98.66 97.31 97.98

C4 99.15 98.11 98.63

C5 98.29 97.11 97.70

C6 98.23 97.38 97.80

5.3 Faulty Section Identification

In this subsection, the performance of kNN-based module for section identification
has been analysed. The outputs of kNN-3 and kNN-4 modules are summarized in
Table 2. A total of 318 test cases for each mode have been considered to test the
classifiers. The test results reflect the accuracy of the proposed scheme in identifying
the faulty section with increased robustness to the operating fault scenarios.

6 Conclusion

A protection scheme based on k-nearest neighbour algorithm has been proposed
for DC microgrid. The challenges pertaining to the amalgamation of renewable
sources in the power distribution network have been addressed by formulating the
protection tasks as a classification problem and further solving it using kNN algo-
rithm. The dependence of the network dynamics on the operating mode has been
dealt by designing a dedicated kNN module for mode detection. Further to mode
detection, separate modules have been designed for fault detection/classification
and section identification. The proposed scheme has been extensively validated for
various faults and no-fault scenarios under diverse conditions. The test results confirm
the robustness and reliability of protection modules.
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Solar PV-Fed Grid-Interactive
PMSM-Driven Water Pumping System
with Switched-LC Converter

Rasna Rajan, C. M. Nirmal Mukundan, M. K. P. Muhammad Ramees,
and P. Jayaprakash

Abstract Solar-basedwater pumping has enhanced the feasibility of pumping appli-
cation since water pumping is an essential operation in agriculture. A solar photo-
voltaic (PV) water pumping system having two stages with a grid interaction is
presented in this article. A switched-LC high-gain converter with a combination of
switched capacitor and switched inductor is used at first stage as boost converter
which is fed with a PV input and a single-phase grid for an effectual power transfer
between them to feed a centrifugal pump connected with a permanent magnet
synchronous motor (PMSM) drive through a three-phase voltage source inverter
(VSI). An uninterrupted pumping operation is provided to the consumer with grid
integration at any insolation range. When no pumping is required, the PV power
feeds the utility grid. To control converter duty ratio and to extract maximum energy
from PV panel, the maximum power point tracking is implemented using incre-
mental conductance (INC) algorithm. A field-oriented control technique is carried
out to drive the motor to rotate the pump. The simulation of the system is done in
MATLAB, and results are developed.

Keywords PV panel · Incremental conductance algorithm · Utility grid ·
Field-oriented control · Permanent magnet synchronous motor

1 Introduction

Renewable energy source is clean, pollution-free energy sources of nature that
encouraged the dependency of humans on it. Since the population growth rate is
increasing massively, the electricity demand is also growing which is enhancing
the technology on different renewable sources [1]. The abundance of solar energy
has developed the technology on utilization of solar PV-based application since PV
cells are simple in design, low cost and maintenance and, moreover, durable in
nature. Presently, the domestic and irrigation areas are utilizing the PV energy for
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the pumping application to have a sustainable water pumping operation. For oper-
ating the pump, AC electric drives are preferred than DC. Even though the popularity
of induction motor (IM) drives in pumping application is high due its robust nature
and low maintenance cost, the high reactive power demand made the drive relatively
inefficient for the application. The advantages of permanent magnet synchronous
motor (PMSM)drive like small size, high efficiency, high power density and low rotor
inertia made it more applicable drive for pumping than IM [2]. Field-oriented control
(FOC) and direct torque control (DTC) are two general vector control methods for
electric motor drives. FOC is better for PMSMdrive control than DTC since the pres-
ence of permanent magnets in rotor of the drive makes the FOC less sensitive to rotor
resistancewhile it shows larger torque ripples towardDTC. Thus, FOC-based PMSM
drive has good steady state and dynamic performance. A step-up converter boosts the
level of the voltage. Among isolated and non-isolated types of converters, the absence
of isolation transformers makes the non-isolated type preferred over isolated type.
The variation of duty cycle (D) widely between 0 and 1 rises the device stress. As a
solution to this, Z-source converter [3] was developed which expressed limitations
like high starting current and high input current. Coupled inductor-based converters
in [4] generated spikes in the circuit due to severe leakage inductance. This dropped
the gain of the voltage largely. This work presents a two-switch high-gain step-up
converter with switched inductor/capacitor with a separate interconnection between
input and output through a diode. The device voltage stress and diode conduction
losses are reduced, providing better gain than networks [5]. To overcome the prob-
lems of intermittent power supply in standalone mode leading to unreliable water
pumping, a grid can be integrated through a bidirectional topology capable of feeding
the pump and storing extra power from PV and hence provide a continuous pumping
operation.

In this paper, a PMSM-driven utility grid integrated WPS is presented. Instead of
a conventional boost converter, a switched-LC high-gain converter is utilized in this
work with an INC algorithm to achieve MPPT of PV array. FOC using hysteresis
current control is used for motor speed control. A unit vector template (UVT) theory
is employed for bidirectional power flow, with which the system focuses to maintain
a constant rate of power flow to achieve an undisturbed pumping at any level of solar
insolation. This system evades any components for switching power source between
grid and PV panel and vice versa [6, 7].

The paper is ordered as follows: Sect. 2 discusses system architecture, Sect. 3
mentions the control schemes used, Sect. 4 shows the system design, and Sect. 5
presents the simulation results, Sect. 6 concludes the chapter.

2 System Architecture

Figure 1 depicts the system diagram. This comprises a PV-fed high-gain switched-
LC converter with MPPT control maintaining a constant DC link voltage [8, 9]. The
PMSM coupled with the pump is driven by a three-phase voltage source inverter
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Fig. 1 System block diagram representation

(VSI). The same DC link is connected with a utility grid through a single-phase
voltage source converter (VSC). The system operates in standalone mode and grid-
connected mode. In grid-connected mode, there are three cases based on feeding
operation—first case: grid to pump; second case: both PV and grid to pump; and
third case: PV to grid.

2.1 Switched-LC High-Gain Converter

Figure 2 shows the converter presented has a switched inductor and switched capac-
itor combination. The gain of the presented topology is comparatively higher gain
than other converters performed in low duty cycle ranges [10].

There are twomodes of converter operation: continuous current mode (CCM) and
discontinuous current mode (DCM). To have better efficiency and lower inductor
current ripple, this paper considers only CCM. Capacitors are large enough to have
same voltages across it during charging and discharging mode. There are two modes
suitable for this converter in CCM: charging mode, where both switches are ON
and the inductors L1 and L2 charge. In this mode, the power to load is fed from
the capacitor voltages VC2, VC3 and source voltage V in. In discharging mode, both
switches are in OFF state and the inductors L1 and L2 discharge. The capacitor C0

maintains a constant load voltage V 0 in this mode.
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Fig. 2 Switched-LC high-gain converter

3 Control Schemes

The control schemes for the whole system include an INC algorithm for DC link
voltage control of the converter. PMSM speed is controlled using FOC based on
hysteresis-band current controlled VSI, and unit vector template (UVT) is used to
control VSC connected with grid to make the power to flow bidirectionally. This
ensures a continuous power input for the pump even when the insolation level falls
down largely.

4 Design of the System

This section details the system design. Sections 4.1 and 4.2 give the PV array and
converter design. Section 4.3 shows the design of pump load used in this system.

4.1 PV Array

1 kW PV array is designed for a 1 hp, 3-phase, 220 V PMSM drive with a rated speed
of 1500 rpm. The parameters estimated at STC (1000 W/m2, 25 °C) and ratings of
designed PV module are indexed in Table 1.

4.2 Design of Switched-LC High-Gain Converter

The converter voltage gain (G) is obtained by Eq. (1), where D is the duty ratio.
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Table 1 Specification of
solar PV module

Parameter Value

MPP power (Pmp) 179.1 W

Open circuit voltage (Voc) 31.7 V

MPP voltage (Vmp) 26.9 V

Short circuit current (Isc) 7.77 A

MPP current (Imp) 21.8 A

Table 2 Specification of
converter

Parameter Value

Frequency, f sw 10 kHz

Inductance L1, L2 2 mH, 0.55 mH

Capacitance C1, C2, C3 10 µF, 10 µF, 10 µF

Capacitance C0 47 µF

G = V 0

V in
= 3− 3D + D2

1− 3D + D2 (1)

Different parameters of the converters are designed based on [6], and the ratings
are indexed in Table 2.

4.3 Design of Pump

A rotating pump is coupled to drive. The speed and torque characteristics of load
show that load torque (T l) is proportional to square of motor speed (ωr).

Kp = Tl
ω2
r

= 4.75

1572
= 0.000192Nm

(rad/s)2
(2)

where is Kp the pump constant and ωr = (N r * π )/30. N r is the rated motor speed.

5 Simulation Results

At varying of operating conditions, the starting, stable state and dynamic characteris-
tics are validated during changes in insolation and temperature changes. All possible
conditions are included—operation of PV array at full rating, load fed by grid alone,
both grid and PV feeding pump and grid fed by PV array.
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Fig. 3 Output waveforms of a PV panel, b PMSM at starting and stable-state period when pump
fed by PV

5.1 Performance at Starting and Stable State

The performance of the system at starting and stable state during all three cases in
grid-connected mode mentioned in Sect. 2 is analyzed.

(a) PV panel feeding pump: The performance of the PV and PMSM during
starting and reaching a steady-state period are presented in Fig. 3a, b. The
condition for full capacity pump operation is during insolation of 1000 W/m2.

(b) Pump fed byGrid: Fig. 4a illustrates the characteristics of the gridwhere drive
draws a grid current of 5 A out of phase with the grid voltage The performance
of the drive at starting and reaching a steady-state period is presented in Fig. 4b.

(c) PV panel feeding grid: The PV array characteristics are depicted in Fig. 4c,
and grid performance is presented in Fig. 4d. The current drawn by the grid is
in phase with grid voltage. The DC link voltage around 400 V is maintained.

The indices for different parameters are ‘S’ for insolation range, ‘Ppv, V pv, Ipv’
for PV power, voltage and current, ‘ωref, ωr, iabc, T e, T l’ for PMSM parameters.

5.2 Dynamic Performance During Irradiance Change

The dynamic behavior of the PV input, PMSM drive and the utility grid during
insolation changes from 500 to 1000 W/m2 at 1.4 s is presented in Fig. 5a–c. The
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Fig. 4 Output waveforms at starting and stable- state period (i) when pump fed by grid-(a) grid
(b) PMSM and (ii) when grid fed by PV-(c) PV panel (d) grid

drive is operating at the rated condition throughout the changes. The rated speed of
motor of 157 rad/s is maintained. The voltage around 400 V at DC link is maintained.
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Fig. 5 Output waveforms of a PV array, b PMSM drive, c utility grid when insolation changes
from 500 to 1000 W/m2

5.3 Power Quality

The total harmonic distortion of grid current (THDi) attained when PV feeds the grid
and when grid feeds the pump is presented in Fig. 6a, b. In both the cases, THDi

value is within 5%, which highly satisfies the IEEE-519 standard.
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Fig. 6 Utility grid current harmonic spectra during a PV array feeds grid, b grid feeds pump
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6 Conclusions

This paper has presented a grid-interactive PV array feeding PMSM-driven water
pumping system. The boost converter used is a switched-LC-based high-gain
topology. This converter has provided a better gain of voltage at low duty cycle,
low voltage across switches, capacitors and diodes. An incremental conductance
algorithm for the converter and control of speed of the drive by field-oriented control
is the control operations used for the system. Control over bidirectional flow of
power is executed using unit vector template for an uninterrupted pump utiliza-
tion using a utility grid. The starting, stable state and dynamic performance of the
drive are analyzed. The results achieved proved a satisfactory performance of the
presented system and hence shown the fitness under all varying operating condi-
tions. The system enhances a sustainable power management and a path of income
with electricity delivery to the grid.
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Impact Analysis of Microgrid
in Minimization of Distribution System
Losses

Nawaz Ali Warsi, Anwar Shahzad Siddiqui, Sheeraz Kirmani,
and Md Sarwar

Abstract Transmission and distribution systems are two important components of
power systemwhich are responsible for the availability of electricity to the end users.
Its performance plays a crucial role in achieving the electricity market economics.
However, the losses in transmission and distribution system are high in which the
distribution system loss has a major share. This is due to high value resistance to
reactance ratio, high current low voltage, etc. Therefore, in this paper, an attempt is
made to minimize the distribution loss to enhance the performance of distribution
system. The loss reduction is achieved by employing microgrid in the network for its
different penetration level. The method is tested on IEEE 33-node radial distribution
system, and the results are found very encouraging.

Keywords Microgrid · Distributed energy resource · Transmission and
distribution loss · Network reconfiguration

1 Introduction

One of the major causes for deregulation in power sector was the inefficient oper-
ation of the power distribution system. The lack of resources and unavailability of
investment in its infrastructure development were some of its reasons responsible for
its crumble operation. Further, the frequent increase in load demand also adds to its
woes. Therefore, the distribution utilities in India were under immense pressure to
improve its performance during the early years of the decade between 1991 to 2000.
The restructuring of power sector and World Bank investment in distribution system
infrastructure development had proved a panacea for the reeling distribution systems
in India. This increases the performance of the distribution utilities. However, with
the exponential increase of load and competitive electricity market, the transmission
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and distribution networks are being forced frequently to operate under overloaded
condition. In such scenario, the network losses become a major concern as it impacts
the performance of the network. Apart from it, management of network losses plays
a major role in achieving the economic benefits of the system. Therefore, its mini-
mization is the key to maintain the reliable and efficient operation of the distribution
network.

The total power received by the distribution system is a function of losses in
transmission system. It is given by the difference in total power generation and
transmission losses. Similarly, the power received by the load is the function of
distribution losses. But losses in distribution system are very high as compared with
transmission system due to high ratio of resistance to reactance values, high current
and lowvoltage. Therefore, power lossmust beminimized to improve the distribution
system efficiency.

In the past few decades, a number of researchers have adopted different tech-
niques to minimize the power loss in distribution system [1]. These techniques
mainly include network reconfiguration, allocation of capacitor, distributed genera-
tions (DG) and DSTATCOM, etc. The network reconfiguration technique is feasible
for low-voltage distribution systems while capacitor allocation is feasible for high-
voltage distribution systems. Network reconfiguration method was first proposed in
[2]. The authors had employed discrete branch and bound technique for achieving
the best configuration of the network to achieve minimization of loss. However, the
method considered some approximations in network reconfiguration which is over-
came by Shirmohammadi et al. in [3]. A network reconfiguration method based on
high-voltage distribution system (HVDS) concept is used in [4] to minimize the loss.
The authors had reconfigured the network by bifurcating the agricultural and residen-
tial loads. To minimize the loss, the agricultural load is supplied with high voltage by
connecting the small capacity high-voltage transformers at the load points. However,
the method involves a high capital cost. The loss minimization by the optimal alloca-
tion of capacitor is reported in [5–7] while a methodology proposed in [8, 9] utilized
a combination of network reconfiguration and capacitor placement techniques to
minimize the loss in distribution system. Besides capacitor placement and network
reconfiguration, allocation of DG and STATCOM is being used extensively for loss
reduction. Such a method is presented in [10] wherein authors had developed an
optimization model employing DG. Similarly, DSTATCOM is employed in [11] to
minimize the loss. To maximize the benefit from the use of DG and STATCOMM,
various authors have utilized a combination of these two techniques to minimize the
loss. Such a method is reported in [12, 13].

The main objective of this paper is to analyze the effect of implementing micro-
grid distribution network. The microgrid implementation is measured in terms of
distribution loss reduction.
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Fig. 1 Microgrid typical structure

2 Microgrid

To meet the exponentially increasing demand as well as to address the rising envi-
ronmental concerns, the large-scale and centralized generating facilities are being
gradually replaced by distributed energy resources (DERs) such as wind turbine,
photovoltaic panel, fuel cell, diesel generator, energy storage devices like flywheel,
supercapacitor and battery. However, for high-level penetration of DERs, it requires
a robust monitoring and control over DERs which is very complex to achieve. There-
fore, to ensure its better monitoring and control, the DERs are grouped in smaller
numbers to form a microgrid. Thus, a microgrid can be seen as an interconnec-
tion of different small capacity energy sources (DERs) to meet the demand within
electrically defined boundaries as shown in Fig. 1 [14]. The advantages of micro-
grid employing locally available distributed energy sources are apprehended through
demand sidemanagement. It helps in achieving the objectives of distribution utilities.

3 Transmission and Distribution Line Losses

It is a fact that there is always a mismatch between the units of electrical energy
generated by the power station and received by the consumers. This difference in
electrical energy units is termed as transmission and distribution (T&D) loss. It
measures the performance of T&D systems in terms of energy saving and is given
by Eq. (1) [15]:

T & D Losses =
(
1− Eb

Ei

)
× 100 (1)
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where Ei and Eb represent the total energy input to the system and total energy billed
to consumers, respectively. The ratio (Eb/Ei) is known as billing efficiency of the
distribution utilities.

Distribution loss constitutes a major portion of T&D losses. There are a number
of reasons for high distribution losses, and some of which are as follows:

• Unequal load distribution.
• Lines overloading.
• Low voltages at consumer terminals.
• Abnormal operating conditions of distribution transformers.
• Large number of transformation stages.
• Poor power factor and inadequate compensation for reactive power.
• Poor maintenance, etc.

4 Results and Discussions

From the previous sections, it is evident that T&D loss is of utmost importance and
needs greater concern for its minimization. It is also observed that the loss in the
distribution network constitutes a major portion in T&D loss. Its minimization will
have direct and major impact on the performance of the network in achieving the
efficiency and economic benefits. Therefore, in this paper, to analyze the impact of
the implementation of microgrid in minimizing the distribution on system losses,
IEEE 33-node radial distribution system is considered [16]. A microgrid consisting
of wind turbine, photovoltaic system and diesel generators is considered as DERs.
One number of wind turbine at node 2, one number of photovoltaic system at node
4 and two numbers of dispatchable diesel generators at node 7 and node 8 in a 33-
node system are considered and connected as shown in Fig. 2. The different ratings
considered for these generators are shown in Table 1.

From Table 2, it is observed that the losses on the considered network reduce to
5.37% in case 1whenmicrogrid is employed in the network. For case 2 and case 3, the
losses further reduced to 10.37% and 14.27%, respectively. Thus, it can be concluded

Fig. 2 IEEE 33-node radial distribution test system
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Table 1 Ratings of
generators

Generator types Rating (kW)

Case 1 Case 2 Case 3

Wind turbine 25 25 25

Solar photovoltaic system 50 100 100

Diesel generator 1 50 100 150

Diesel generator 2 50 100 150

Table 2 System losses for different ratings of DERs of microgrid

Losses Base case Case 1 Case 2 Case 3

PL (kW) 281.58 266.45 252.34 241.47

QL (kVAR) 187.95 177.89 168.53 161.04
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Fig. 3 System losses with microgrid

that the overall system losses reduced with the penetration of different levels of
generations of microgrid generators. Hence, the efficiency of the distribution system
is enhanced with the implementation of microgrid in the network. The reduction in
system losses for each case is also illustrated in Fig. 3.

5 Conclusions

In this work, the impact of deployment of microgrid in distribution system is
presented. The impact is measured in terms of reduction of system losses which
increase the efficiency of the distribution system. A broad framework is presented for
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benefit analysis of the microgrid-based generation for its different ratings. The effect
is analyzed on IEEE 33-node radial distribution system. The results extracted from
considered system show significant reduction of system losses. It is also observed
that for the increased penetration level of microgrid generations, there is a significant
reduction in system losses.
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Performance Estimation and Analysis
of 3D Trigate HOI FinFET Using
Strained Channel for Reduced Area

Swagat Nanda and Rudra Sankar Dhar

Abstract In comparison with planar MOSFETs, multiple gate FETs such as trigate
FinFETs are able to be effectively scaled down beyond 32 nm technology, with
increasing device performance. But, below 20 nm, even the performance of trigate
FinFETs degrade due to short channel effects. Therefore, the use of strained silicon
in FinFET devices is a competent method to increase the drain current. This paper
describes the implementation and simulation of 3D trigate FinFETwith a gate length
of 14 nm having a channel consisting of two strained silicon layers that sandwich
SiGe between them. The device parameters such as Ion current, Ioff current, threshold
voltage, subthreshold slope, DIBL, and Ion/Ioff current ratio are compared to another
device having identical dimensions and doping but having only silicon as the channel
material. The results showed improved device characteristics of the device using
strained channel while consuming reduced chip area.

Keywords TG SOI FinFETs · Strained silicon · Heterostructure-on-insulator ·
Silvaco · Threshold voltage

1 Introduction

Due to the immense scaling of planar bulk MOSFETs to pack more devices in
smaller area, the width of the depletion region formed by the source and drain of
the MOSFET with the channel becomes comparable with the length of the channel
in the sub-90 nm regime [1]. As the channel length diminishes, the channel barrier
also decreases leading to threshold voltage roll off [2] and increased control of the
channel by the applied drain voltage which affects the drain current [3] and becomes
a major hindrance in further scaling of MOSFETs. Various literature indicate that
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further scaling is possible by using either fully depleted silicon-on-insulator (FDSOI)
MOSFET [4] or increasing the number of gates in the MOSFET structure [5]. In the
FDSOIMOSFET, the buried oxide (BOX) layer improves the device performance by
lowering the leakage currents resulting in higher sub-threshold slope. However, this
increases the junction capacitance of the device. The multiple gate device approach
led to the development of double gate (DG) and triple gate (TG) devices which
shows promising results in the sub-90 nm technology. Among the different multi-
gate device architectures, the 3D FinFET has emerged as the most efficient structure
[6] to replace the planar MOSFET due to their fabrication simplicity.

As the FinFETs are scaled below 32 nm technology, the short channel effects
resurface leading to lower drain currents. Therefore, newer research is needed to
improve the drain currents of the devices at sub-32 nm technology nodes without
degrading the short channel parameters further. As the drain current is proportional to
the mobility of electrons and holes, strain technology can be used in the FinFETs to
improve the drain current and reduce the short channel effects of sub-32 nm devices.
Strain technology increases the channel carrier mobility, leading to a higher current
flow in the channel, which can improve the device’s performance [7]. Although
research suggests that the application of strain is possible in different regions of the
device, it is basically categorized as (i) global strain and (ii) local strain. A global
strain is applied when the strain is directly used in the substrate (strained SOI) [8, 9].
The local strain technology may consist of stressed metal contacts and gates [10],
stress memorization techniques [11, 12], stressed over-layers [13, 14], or embedded
source-drain-stressor [15].

In [16], strained silicon region is generated by using only Si and only Ge strained
layers on relaxed Si1−xGex (x ~ 0.7) resulting in high mismatch between Si and
Si0.3Ge0.7 causing high density dislocations, displaying higher degradation of elec-
tronmobility,while themobility of holes remains unchanged. Strained silicon regions
can also be developed by using strained silicon on relaxed Si1−xGex, or strained Si and
strained Si1−xGex on relaxed Si1−yGey (x > y) as well as strained Si and strained Ge
on Si1−yGey FET devices [16–20]. It becomes beneficial to keep a lower percentage
of germanium in the Si1−xGex alloy since it provides better results than using pure
Ge for the strained silicon channel FinFETs. In [21], a ~49% enhancement in drain
current is achieved by employing a double-strained Si channel in a heterostructure-
on-insulator (HOI) MOSFET in which a layer of strained Si1−xGex is added in the
middlewhich provides enhanced current compared to single s-Si on relaxed Si1−xGex
on insulator MOSFET. In [22], the drain current in a 50 nm channel length double s-
Si with s-SiGe channel MOSFET increases by 41.3% in comparison with the 100 nm
channel length MOSFET device.

The motivation of this paper is the study of the effect of a triple-layered strained
Si channel consisting one Si1−xGex layer sandwiched in between two silicon layers
and having a mole fraction of 40% (x = 0.4) on a 3D trigate HOI n-channel FinFET
and compare its electrical characteristics with another 3D TG FinFET employing
only silicon as the channel.
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2 Device Structure and Theory

Two TG FinFETs are designed involving two different channel materials. The details
of the structures, which are characterized by the length (LFin), height (HFin), width
(WFin) of the fin, and thickness of oxide layer, are listed in Table 1. The two structures
are developed using identical dimensions and doping levels of the different materials,
varying only in terms of materials used in the channel. While one of the devices is
developed with only silicon as the channel material, the second device incorporates
a trilayered channel consisting of a SiGe layer in between two layers of strained
Si. Since silicon and germanium have a lattice mismatch of 4.2% [23], an alloy of
SiGe with mole fraction of 40% of Germanium induced in the channel introduces
strain in the layers at opposite sides of silicon layers in the channel. Thus, the device
with three-layered channel is further characterized by the dimensions of the different
materials in the channel. Thus, for the 14 nm HOI TG FinFET, both the s-Si layers
in the channel are made 2 nm thick, and the SiGe thickness is fixed at 6 nm. Silvaco
Atlas simulator is used in the modeling and characterization of the device (Fig. 1).

Both the SOI and HOI devices are modeled and characterized by using Silvaco
TCAD tools [24]. The electrical parameters of the devices are also simulated using
Silvaco Atlas simulator. In the simulation of the devices, the Shockley–Read–Hall
(SRH) recombination using fixed lifetimes model, the band gap narrowing model,
and Auger recombination models are also included for better modeling of the 14 nm
gate length FinFETs.

While the gate length of both the structures is maintained at 14 nm, length, widths,
and heights of the source and drain are fixed at 10 nm only thereby developing a
square device. The thickness of the gate oxide layer is considered as 1 nm which
makes both the SOI and HOI device identical in terms of geometric dimensions and
doping concentrations so as to provide an equivalent comparison.

Table 1 Characteristics of
the 14 nm TG FinFETs

Notations Description Dimension

LD, LS Length of drain/source 10 nm

LG Length of channel 14 nm

Tox (SiO2) Lateral oxide thickness 1 nm

WFIN Thickness of silicon fin 10 nm

HFIN Height of silicon fin 10 nm

T s-Si Thickness of strained silicon in
channel

2 nm

TSiGe Thickness of Si0.6Ge0.4 in
channel

6 nm

NA Doping of channel 1015 cm−3

ND Doping of drain/source 1018 cm−3
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Fig. 1 Schematic of the HOI TG n-FinFET in 3D

3 Results and Discussion

The two FinFET structures are designed using Silvaco TCAD for gate oxide of 1 nm.
The linear scale plot of ID − VGS characteristics is shown in Fig. 2. The linear plot
of the transfer characteristics determines the threshold voltages and the maximum
on current, Ion, for the SOI and HOI device, respectively.

The variation of the threshold voltage is acquired for both the devices and
presented in Table 2. From Fig. 2, the threshold voltage of the devices with silicon
only channel and trilayered channel are determined to be 0.217 V and 0.256 V,
respectively, with a drain voltage of 0.1 V. If the drain voltage is decreased to 0.05 V,
then the threshold voltages increase to 0.226 and 0.265 V. Similarly, an increase in
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Fig. 2 ID − VGS characteristics of TG FinFET with on a linear scale at VDS = 0.05 and 0.5 V

Table 2 Variation of
threshold voltages with
change in VDS voltage

Threshold voltage, VTH (V)

Drain voltage (VDS) 0.05 V 0.1 V 0.5 V

Silicon only channel 0.226 0.217 0.053

Trilayered channel 0.265 0.256 0.087

the drain voltage to 0.5 V shows a decrease in the threshold voltages to 0.053 and
0.085 V in both the devices, respectively, as shown in Fig. 3.

A large increase in drain current is observed in the HOI device with an increase
in drain voltage as the gate voltage is varied from 0 to the supply voltage. For a drain
voltage of 50 mV, the maximum drain current for the SOI device is 2.1 µA/µm,
while it is 11.1 µA/µm for the HOI device displaying an almost five times increase
in drain current. A similar trend is also observed for increased drain voltages where
the drain current for HOI device is 85.5 µA/µm when compared to 16 µA/µm for
the SOI device at drain voltage of 0.5 V, and is given in Table 3. Hence, the HOI
device holds an upper hand in respect to performance as shown in Fig. 4.

From Fig. 5, which shows the logarithmic plot of the ID − VGS transfer charac-
teristics, the leakage current, also known as the off current, the subthreshold swing,
and the drain induced barrier lowering can be determined. The leakage current can
also be determined by Eq. (1) as [25]:

Ioff(nA) = 100
W

L
10

−VTH
SS (1)
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Fig. 3 Variation of threshold voltage (V th) of a SOI and HOI TG n-FinFET

Table 3 Variation of Ion
current with change in VDS
voltage

On current, Ion (µA/µm)

Drain voltage (VDS) 0.05 V 0.1 V 0.5 V

Silicon only channel 2.1 4.02 16

Trilayered channel 11.1 21.71 85.5

Fig. 4 Variation of on current (Ion) a SOI and HOI TG n-FinFET

where W refers to the width of the channel and L is the length of the channel. VTH

is the threshold voltage of the device, and SS is the subthreshold swing.
Table 4 shows that although the leakage currents increase with increasing drain

voltages while sweeping VGS from 0 to the supply voltage, the leakage currents are
still in nA/µm range also shown in Fig. 6, resulting in higher on/off current ratios.
At a drain voltage of 50 mV, the FinFET with silicon only channel has a leakage
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Fig. 5 ID − VGS characteristics of TG FinFET on a log scale at VDS = 0.05 and 0.5 V

Table 4 Variation of Ioff
current with change in VDS
voltage

Off current, Ioff (nA/µm)

Drain voltage (VDS) 0.05 V 0.1 V 0.5 V

Silicon only channel 0.068 0.089 0.228

Trilayered channel 0.086 0.112 0.284

Fig. 6 Variation of off current (Ioff) of a SOI and HOI TG n-FinFET
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Table 5 Variation of Ion/Ioff current ratio with change in VDS voltage

Ion/Ioff current ratio (×104)

Drain voltage (VDS) 0.05 V 0.1 V 0.5 V

Silicon only channel 3.04 4.51 7.02

Trilayered channel 13.02 19.39 30.07

Fig. 7 Variation of Ion/Ioff ratio of a SOI and HOI TG n-FinFET

current of 68 pA/µm, and the three-layer channeled device has a leakage current of
86 pA/µm leading to an Ion/Ioff ratio of 3.04 × 104 and 13.02 × 104, respectively.

The subthreshold swing is observed to be around 71 mV/decade for the SOI
device with silicon only channel and around 70 mV/decade for the strained silicon
HOI device. A decade is a ten times change in the drain current.

From Table 5, it can be concluded that the Ion/Ioff ratio of the strained silicon
heterostructure device is more than four times the ratio of the silicon channel device.
Figure 7 shows this comparison of Ion/Ioff current ratio for both devices. This trend
of the on/off current ratio is also observed for other drain voltages of 0.1 and 0.5 V
thereby proving that the HOI structure has a higher switching speed and faster
operation.

The DIBL, measured from the logarithmic plot of the ID − VGS graph, is a short
channel effect that calculates the amount of change in threshold voltage as the drain
voltage is subjected to a large change. For improvement in the operation of the device,
the DIBL should be low. The DIBL for both of the devices can be calculated using
the standard Eq. (2) as [26]:

DIBL

(
mV

V

)
= ∇VTH

∇VDS
(2)

where ∇VTH refers to the change in the threshold voltage and ∇VDS is the change in
the drain to source voltage.
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Fig. 8 ID − VDS characteristics of a SOI and HOI TG n-FinFET at VGS = 0.3, 0.4 and 0.7 V

TheDIBL is determined as 83mV/V for silicon only channel device and 58mV/V
for the device employing strained silicon channel, thereby confirming the better
performance of the strained device.

Figure 8 shows the ID − VDS characteristics of the two triple gate n-FinFET
devices with different channel regions, for different gate-to-source voltages of 0.3,
0.4, and 0.7 V. The graph shows a sharp linear region and the early acquisition of
saturation region of both the devices. Although the saturation current of the SOI
device varies negligibly, the saturation current of the HOI device shows a small
positive slope depicting better performance.

4 Conclusion

This paper describes the development of two trigate n-channeled FinFETswith 14 nm
gate length using Silvaco TCAD software. While one device has only silicon as the
channel material, the other device employs a three-layered s-Si/SiGe/s-Si as channel.
The devices are developed with a height and width of 10 nm for implementation of a
square device having small device area. The gate oxide layer of the devices are kept at
1 nm of SiO2. The threshold voltage, on current, leakage current, subthreshold swing,
andDIBL are compared for both the devices for different gate and drain voltages. The
Ion current for the silicon only channel device is 4.02 µA/µm and for the strained
silicon channeled device is 21.71 µA/µm showing a five times increase, and the
Ion/Ioff ratio also shows a four times increase for the device with strained silicon in
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the channel for very small increase in leakage currents. Thus, the TG FinFETs show
improved performance with strained silicon channel and can possibly be downscaled
below 14 nm technology node.
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Economic and Environmental Analysis
of a Solar-Powered EV Charging System
in India—A Case Study

Prashant Shrivastava , TeyKok Soon , Saad Mekhilef ,
and Furkan Ahmad

Abstract With the growing environmental concern, the demand for electric vehicle
is increasing in India. However, the limited existing charging facilities slow down
the rate of adoption in the market. Presently, the solar-based charging system is
gaining popularity, due to its low greenhouse gas emission. In this study, a case
study for different solar charging systems suited in Delhi is presented. The economic
and environmental analysis of different solar-based EV charging systems utilized for
charging three types of commercial EVs such as 2, 3, and 4-W is explained. The cost
of energy required for 100 km drive is lower with vehicle integrating PV charging
system; however, it can act as a supportive system for driving range improvement.
The analysis shows that the economically solar rooftop charging system is suitable
for all types of EVs. The CO2 emission produced by all types of solar-based EV
charging systems is lower than coal-based charging systems.
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1 Introduction

In India, emissions from thermal power plants are significant. Among all the coun-
tries in the world, India comes in third place after America and China in the biggest
greenhouse gases (GHGs) emitters list [1]. According to the National Thermal
Power Corporation (NTPC), about 58% of the installed power generation capacity of
331,117.58 megawatts (MW) is generated by coal [2]. As reported by the Center for
Science and Environment (CSE) in 2017–18 [3], a significant amount of emission
comes from the power sectors in industries in India. In the last decade, to counter the
emissions from the thermal power plant, the renewable energy capacity has increased
from 10 to 59 GW, and the government has set a target to achieve 100 GW by 2022
[4, 5].

In Indian metro cities, nearly 52% comes from industrial point sources such as
power plants and 36% from vehicular emissions. So that the transportation sector
is the second leading source of emission in India. Central and state governments in
India have taken a series of steps to address the issue to control air pollution. Due to
the change in government policies and new tax reforms for electric vehicle manu-
facturers, electric vehicles (EVs) are rising as succeeding options to conventional
internal combustion engines [6].

The central government has allotted significant funding and taken several legisla-
tive and regulatory steps to promote EV deployment under the faster adoption and
manufacturing of hybrid and electric vehicles mission (FAME-India mission) [7].
The growth and public adoption of EVs and PEVs are highly dependent upon the
Li-ion battery development and on the development of charging facilities for these
vehicles, to meet their power requirements. According to a survey conducted in India
[8], the deployment of a comprehensive charging foundation with advanced equip-
ment is a primary concern for EV users. However, the charging of EV from electricity
generated from the thermal power plant produces more emissions than conventional
IC engine vehicles. Furthermore, the charging from conventional power grid power
supply cannot be considered as an environment-friendly method of charging [9].

Due to the high potential of solar energy in India, the solar-based EV charging
system can play an important [7, 9].With the application of solar for EV charging, the
increase in the load on the conventional power grid can be significantly reduced. The
solar-based charging can be two types off-grid and on-grid [10]. Mainly the off-grid
solar-based EV charging systems can be divided in three categories, for example,
solar carport [8], solar rooftop [11, 12], and vehicle-integrated photovoltaic (VIPV)
[13, 14]. In this work, a case study is presented for different types of solar-based
EV charging systems suited in Delhi city. Three types of commercial EV models are
considered. Finally, the economic and environmental analysis of different solar-based
EV charging system utilized for charging of considered EV models is presented.

In this study, three different types of commercial EVs are considered. The solar
realistic meteorological data of Delhi is taken from the National Aeronautics and
Space Administration (NASA)-based weather forecasting systemwhich is used. The
economic and environmental analysis of three solar-based EV charging systems are
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performed. The running cost of EVs charged from different solar-based charging
system for 100 km driving range is compared.

The paper is organized as follows. In Sect. 2, solar potential and EV market
penetration in India are discussed. Sect. 3 describes the different solar-based EV
charging systems. Case study for economic and environmental analysis of considered
city in India is presented. Section 5 gives the conclusions.

2 Solar Potential and EV Market Penetration in India

2.1 Solar Potential in India

Presently, solar energy is playing a prominent role in the Indian electricity sector. Due
to the high solar receiving capability of 4–7 kWh per sq. m per day in India, a great
amount of solar energy can be produced, for example, 5000 trillion kWhper year [15].
Solar photovoltaics power can effectively be harnessed providing huge scalability
in India. Solar also provides the ability to generate power on a distributed basis
and enables rapid capacity addition with short lead times. The Indian government
has considerably enlarged its solar plants with a target of installed capacity of solar
to 100 GW by 2022 [5]. The state-wise targeted solar capacity set by the Indian
Govt. to reach the 100 GW solar capacity is shown in Fig. 1. Due to large areas
and maximum solar radiation throughout the year, Rajasthan and Uttar Pradesh have
maximum potential to harness more solar energy. The targeted solar capacity for
Rajasthan and Uttar Pradesh is 10,697 MW.

2.2 EV Market Penetration

In contrast to international EVs markets such as the USA, China, and Europe, the
Indian EVs market is in its initial stage. It is less than 1% of the total EV sales;
however, it the potential to grow to more than 5% in a few years. To pump up this,
Indian Govt. is working on different missions such as the FAME scheme, in which,
the central government has set the target to achieve production of around 7 Million
EVs by 2020. Recently Indian Govt. has approved the FAME II mission with an
outlay of Rs. 10,000 Crore for three years starting from April 1, 2019. The total
number of EVs sold in different states of India by November 24, 2020, is presented
in Fig. 2.

At present, there are more than 0.4 million 2-W, around 50 million of 3-W,
and a few thousand 4-W on Indian roads. However, the industrial volumes change
according to the incentives provided by the Govt. Currently, around 95% of EVs are
low speed, for instance, electric scooters/rickshaws (less than 25 km/h) that do not
require registration and licenses. Almost all the existing EVs run on lead batteries,
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Fig. 1 Indian Govt. targeted solar power capacity in India by 2022 [5]

which keep the overall cost low, though low cycle life and frequent battery failure
are the major roadblocks for the sales of EVs along with government subsidies. The
projected EVs sale in India by 2030 is shown in Fig. 3. The sale of 2-W, 3-W, and
4-W will be reached to 5–7 million, 0.4–0.5 million, and 1–2 million, respectively.

2.3 EV Charging Tariff in India

The flat tariff has been announced by the Indian states and union territories (UTs)
regularity commission which is presented in Fig. 4. The EV charging tariffs in India
varies in the range of | 4/kWh to | 6/kWh. In some of the states, the charging
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Fig. 2 Total EV sold in India under FAME II mission by Nov 24, 2020 [15]

Fig. 3 Projected EV sales in
India by 2030 [16]
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Fig. 4 EV charging tariff (in |/kWh) in India [17]

tariff varies as per the charger location such as commercial and non-commercial.
In most of the states, the EV tariffs have a flat energy rate irrespective of the type
of connection (low tension (LT)/high tension (HT)). Other hand, some states have
separate EV tariffs for LT and HT connections such as Andhra Pradesh, Delhi,
Gujarat, Maharashtra, and Uttar Pradesh. The EV charging tariff rate is highest
among all the states in Uttar Pradesh. Nowadays, to increase the adoptability of EV
in the market, the state governments are taking many initiatives. Around seven states
such as Andhra Pradesh, Bihar, Chhattisgarh, Delhi, Punjab, Telangana, and Uttar
Pradesh have announced no demand charge to improve the adoption rate of EV.
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3 Different Solar-Based EV Charging Systems

Presently, three types of systems are greatly utilized to develop the solar-based EV
charging system, for example, solar carport, solar rooftop, and vehicle-integrated PV
(VIPV).

3.1 Solar Carport

A solar carport is a ground-mount structure type solar-based EV charging system.
It also can be accommodated as parking for 2, 3, and 4-W. It is the most widely
used solar-based charging system. It is suitable to decrease the heap and discharges
from the power network yet additionally influences the expense of charging. This
sort of charging system is reasonable for working environment parking structure
where vehicles are left during the daytime. Particularly in India, representatives of
most of the littler Indian organizations and MNCs are by and large labor for 11 h
per day and 6 days every week. These perceptions show that vehicles are ordinarily
left for an adequately lengthy timespan during the day to such an extent that it is
conceivable to utilize solar-based vitality straightforwardly to charge the EVs in
the work environment without utilizing enormous vitality stockpiling. As shown in
Fig. 5, the expense of development to construct a parking space is a lot higher than
a housetop establishment; notwithstanding, they have the preferred position that the
transmission misfortunes become lower and give shade to the vehicle. The largest
solar carport is installed by Tata in Kochi of 2.67 MW [18].

Fig. 5 Representation of solar carport
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Fig. 6 Schematic of solar rooftop × EV charging

3.2 Solar Rooftop

As shown in Fig. 6, the solar rooftop system comprises the roof of residential or
commercial buildings covered by solar panels. The solar rooftop system comprises
of different components such as solar inverters, PVmodules, solar inverter, mounting
system, and other electrical accessories. Compared to a solar carport which is in
megawatt capacities, the rooftop system can be installed at low capacity. For example,
the solar PV system on residential buildings typically ranges from 5 to 20 kW. Other
side, the capacity of solar PV mounted on the commercial buildings often reaches
100 kW or more. The most cost-efficient solution is to place the panels on a roof of a
nearby building which eliminates a shadow from trees, buildings, and other objects.
The private companies for working together to develop the solar rooftop EV charging
system, for example, Tata Power and MGL collaborate to develop solar rooftop EV
charging system [19]. First Indian solar rooftop charging system installed by BHEL
at Chandigarh highway in Delhi [20].

3.3 Vehicle Integrated Solar PV

As shown in Fig. 7, VIPV is a strategy in which the PV board is mounted on the
EV body. VIPV framework bears an invite extra wellspring of electric vitality not
exclusively to charge the battery during vehicle stop yet during vehicle activity also
[21]. It can give the extra capacity to electronic control units such as actuators,
warming, ventilation, and cooling units and other electronic segments. Also, when
the vehicle is left, the overabundance of electrical vitality can be utilized to supply
backup flows just as ventilation frameworks to chill off the inside in hot atmospheres.
The last would already be able to be found an extra gear in arrangement vehicles. A



Economic and Environmental Analysis of a Solar-Powered EV … 309

Fig. 7 Schematic of VIPV

cooler inside can increment not just the client comfort (cooler inside when entering
the vehicle) and diminishes fuel utilization and GHG outflows (less cooling work
for the cooling) yet additionally secures the inside hardware (a less warm worry
for trim and upholstery). For example, in [14], the VIPV system was utilized for
e-rickshaw to improve the driving range. To improve the emission balance by the
electrical commercial vehicles, the VIPV scheme will be utilized [22].

4 Case Study

4.1 Solar Potential in Delhi

In this study, the realistic meteorological data of Delhi is taken from the National
Aeronautics and Space Administration (NASA)-based weather forecasting system.
The latitude and longitude of Delhi city is 28.7041° N, 77.1025° E. Monthly solar
radiation, horizontal surface, of Delhi city ranges from 3.49 to 6.91 kWh/m2/day.
The annual average solar irradiance is 5.34 kWh/m2/day as shown in Fig. 8.

4.2 Specification of Considered Solar PV Module

The monocrystalline solar PV module of 300 W is considered in this study. The
detailed specification of the considered PV module is listed in Table 1.

4.3 Specification of Considered EV Models

To conduct the case study, the three different types of EVs are considered of different
OEMs. The detailed specification of the EVs is listed in Table 2.
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Fig. 8 Average solar irradiance of Delhi city horizontal surface by NASA

Table 1 Specifications of
300 Wp solar photovoltaic
module [23]

S. No. Parameter Rating

1 Rated peak power 300 W

2 Fill factor 76.13%

3 Module efficiency 15.63%

4 Rated voltage (Vmpp) 37.28 V

5 Rated current (Impp) 8.05 A

6 Open circuit voltage (Voc) 44.1 V

7 Short-circuit current (Isc) 8.60 A

8 NOCT 45 °C

9 Dimension 1955 × 982 × 36 mm

4.4 Economic and Environmental Analysis

In this section, the economic and environmental analysis is performed.Three different
types of solar-based charging systems are considered. The running cost of three types
of EVs such as 2, 3, and 4-W charged from different solar-based charging systems is
evaluated. Furthermore, the CO2 emissions from different types EVs charged from
considered different solar-based charging system for 100 km drive is calculated.

Cost of different solar-based charging systems
To evaluate the cost of the solar-based EV charging systems, different costs, for
example, cost of PV panel, converter cost, maintenance cost, and installation charge,
are considered. In this work, the cost of the PV panel is set to 55 |/W. As listed in
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Table 2 Detailed specifications of considered EV models

Specifications 2-W (Hero
Electric—Photon)
[24]

3-W (Mahindra Treo
Yaari -SFT) [25]

4-W (Mahindra e2o
+ P6) [26]

Motor power/type 1500 W/BLDC 850 W/BLDC 19 kW/3-phase
induction motor

Battery rating/type 72 V, 24 Ah/VRLA 48 V, 100 Ah/VRLA 48 V, 210
Ah/lithium ion

Vehicle weight (kg) 114 215 1256

Maximum speed
(kmph)

45 25 80

Charging time 4 h 30 m 2 h 30 m 6 h

Full-charge driving
range (km)

110 130 110

Table 3, the cost of a solar carport, rooftop, VIPV is 1,23,000 |, 93,000 |, and 16,750
|, respectively.The cost of theVIPVchargingmethod is the lowest; however, it cannot
be implemented with 2 W. The cost of the solar carport is higher than rooftop due to
its installation charge that includes the infrastructure cost also. The main benefit of
the carport is that it can be utilized for parking.

Running cost of EV charged from solar-based charging system for 100 km
drive
In Delhi city, based on the annual average solar irradiance per day of 5.34
kWh/m2/day, the energy production from 1 kW solar plant is 5.34 kWh/day. The
life cycle of the solar module is 25 years. For 100 km drive, the calculated energy
required using (1) by 2-W, 3-W, and 4-W is 1.73 kWh, 3.69 kWh, and 9.16 kWh,
respectively.

Energy required per km (kWh)

= Battery pack energy capacity(kWh)

Full charge driving range(km)
(1)

Table 3 Cost of different
types of solar-based EV
charging systems

Specifications Solar carport Solar rooftop VIPV

Power capacity 1 kWp 1 kWp 300 Wp

Cost of PV panel 55,000 55,000 13,750

Converter cost 18,000 18,000 1500

Maintenance cost 15,000 5000 500

Total installation charge
(|)

35,000 15,000 1000

Cost of charging station
(|)

1,23,000 93,000 16,750
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The cost of energy production from different solar charging system can be
calculate as below:

(2)

The total energy production of carport, rooftop, and VIPV in 25 years is 48,727,
48,727, and 14,618.25 kWh. As presented in Fig. 9, the calculated cost of energy
production of a solar carport, rooftop, and VIPV are 2.52, 1.90, and 1.14 |/kWh. The
calculated running cost of 2-W for 100 km drive using carport and rooftop charging
system is 4.35 | and 3.23 |. The calculated running cost of 3-W for 100 km drive
using carport, rooftop, and VIPV charging system are 9.30 |, 7.01 |, and 4.20 |. The
calculated running cost of 4-W for 100 km drive using carport, rooftop, and VIPV
charging system is 23.10 |, 17.40 |, and 10.44 |. The running cost of EV with VIPV
is the lowest; however, this type of charging system can be used for improving the
driving range only. It cannot be used for the full charging of EVs.

CO2 emission from EV charged from solar-based charging systems for 100 km
drive
The CO2 emission by EVs charged from a solar-based charging system is compared
with the conventional vehicles for 100 kmdrive. According to [21], theCO2 emission
from the electricity generated by the solar system is 0.5 kg/kWh. As presented in
Fig. 10, the calculated CO2 emission for 100 km drive using (3) for considered EVs
such as 2-W, 3-W, and 4-W is 0.865 kg, 1.845 kg, and 4.58 kg, respectively. As per
the [22], the average CO2 emission from thermal power plant ranges from 0.91 to
0.95 kg/kWh. Therefore, the calculated CO2 emission using (3) from considered EVs
charged from electricity generated by thermal power plants are 1.64 kg, 3.51 kg, and
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8.702 kg for 2-W, 3-W, and 4-W, respectively. For all type of solar-based charging
systems, theCO2 emission is lower than thermal power (coal)-based charging system.

CO2 emission for 100 km drive(kg)

= Energy required for 100 km drive(kWh)

× CO2 emission for unit generation of electricity(kg) (3)

5 Conclusion

For the efficient deployment of EVs in the market, the development of adequate
charging infrastructure is always a crucial task. Due to the high potential of solar
energy in India, solar energy can play an important role in the development of
economic and environmentally friendly charging system. In this work, the three
type of solar-based charging systems have been studied, for example, solar carport,
rooftop, and VIPV. To analyze the economic and environmental impact of the solar-
based charging system, the case study results have beenpresented. The results demon-
strate that the VIPV is the most economic solar charging system; however, it cannot
be utilized as the main source of charging of EV and not suitable for 2-W. Though,
the solar rooftop charging system is economically suitable for all types of consid-
ered EVs. The CO2 emission produced by solar-powered EVs is nearly half of the
emission produced by the thermal plant (coal)-based charging systems.
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Islanding Detection Review Using
Intelligence Classifier in Distribution
Network

Hairul Nissah Zainudin, Saad Mekhilef, Hazlie Mokhlis, and Safdar Raza

Abstract Islanding detection method is the most crucial aspect in distribution
network. Generally, it can be categorized as remote, passive, active, and hybrid
methods. From all thesemethods, islanding preferable inclined to the passivemethod
since it is cheaper and able to maintain a power quality of the system. There are few
drawbacks of passive techniques such as a high non-detection zone and its required
onset setting. In order to overcome the drawback and limitation, various signal
processing and intelligent techniques are introduced. Intelligent classifier techniques
are particular to resolve the issues including the detection accuracy, speed of detec-
tion, and compatibility of detecting islanding in hybrid distributed energy resources.
This paper offers a general summary of conventional islanding detectionmethods and
focuses on islanding detection using intelligence classifiermethods. Intelligence clas-
sifier will increase capability of common passive islanding detection methods hence
upgrading the signal processing techniques. A comparison between the intelligence
classifier methods with an existing techniques is also provided. In conclusions, this
paper summarizes advantages and disadvantages of the intelligence classifier tech-
niques for providing initial strategies to those researchers or power engineers for
them to select the best option for their system.
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Keywords Islanding detection methods · Distributed generators · Intelligence
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1 Introduction

Thedemandof electricity has increased exponentially since fewyears. This demand is
fulfilled by using conventional aswell as renewable energy sources. The conventional
sources include oil, natural gas, and coal. The higher price of fuel, effect of the
greenhouse, and several of pollution issues become major concerns while using
conventional sources [1, 2]. Kyoto protocol [3] and EU-28 (European Union-28)
policy [4] has been signed by many countries, and this agreement targets to reduce
the greenhouse gas release to atmosphere by the year 2050.

The usage of renewable energy sources replaces the consumption of fossil fuels.
Thus, enhances the regional economic development by introducing new business
models. The EU has agreed to reduce the greenhouse gas emission to 90–95
percentage by year 2050. The intermediate goals by the year 2020 and 2030 rela-
tive to 1990 are 20% and 40%, respectively [4]. The steady and dynamic behavior
of renewable energy sources become an issue in management and system protec-
tion. Islanding is the main issue in this perspective [5]. An islanding is a state in
which distribution system losses the grid supply but at the same time continues to be
energized by associated renewable energy sources (RES) [6–8].

Islanding can be detected by many techniques which are generally considered
into two types: remote and local techniques [9]. Remote islanding detection tech-
niques are efficient as compared to local techniques. Remote techniques based on
communication methods to which transmitting a data between the grid and the DGs.
There is no power quality and network consistency effect in communication-based
methods. The communication-based methods are power line carrier communication
(PLCC), supervisory control, and data acquisition (SCADA) methods [10]. Unfor-
tunately, this communication-based methods need an expensive equipments. Local
islanding detectionmethods (IDMs) are characterized into passive, active, and hybrid
methods. Passive methods monitor the local variables and compare themwith prede-
termined onset values [10]. Passive method will not perturb the system but it cause a
large non-detection zone (NDZ) [7]. In active methods, disturbances are injected to
the system, and the response is monitored in order to decide whether islanding has
occurred or not [11]. However, it suffers from power quality problem. Meanwhile,
hybrid islanding method is a combination of both passive and active method. It has
the advantages of both active and passivemethods but still suffers from non-detection
zone [12].

The issue of NDZ and threshold setting requirement in local techniques may get
resolved by employing the intelligence classifier [13]. The intelligence techniques
have the capability to remove the invisible structures in measurement. The measure
signal without invisible structures is an advantage in IDMs. Aim of this paper is
to analyze the IDMs using intelligent classifier in distribution network. This paper
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been arranged initially with an overview of microgrid architecture and distributed
energy can be substituted into it. Secondly, it is about an overview of IDMs conven-
tional methods with advantages and drawback given. Followed by a popular signal
processing techniques that embedded with conventional method. Lastly, discussion
followed by intelligent classifier method together with signal processing tools to
attain greater accuracy, quicker detection, and compatible in distribution network.

1.1 Microgrid (MG)

A technology, having a cluster of interconnected loads and distributed energy
resource (DER) at a small scale, is called as MG. The key purpose of MG is to
guarantee steady operation during faults and any other instabilities in the system
[14, 15]. It is formed by integrating loads, DER, and batteries [16]. Batteries are
used to stabilize the variance between power produced by DERs and that utilize
by the consumer [17]. MG is relatively a new type of network structure capable of
self-protection, control, and management [18].

MG continuously monitors the changes in the system and manages to supply
power without interruption. MGmain advantage is the best solution of power supply
during an emergency and failure in the main grid. MG is able to function during
connection or islanding mode existence in a grid [14].

Figure 1 shows an architecture of MG. Main objective of MG is to deliver an
electricity to minor groups of consumer such as buildings, schools, industry, or
hospital. MG used fossil fuels and renewable energy sources as its main source
of electricity [19].

Energy sources can be classified into non-distributed andDERs as shown in Fig. 2.
Non-DERs include nuclear energy, fossil fuel, and thermic (thermos) which also not
renewable energy. Meanwhile, DERs are classified based on high-energy efficiency
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Fig. 2 Distributed and non-distributed energy resources

andminimal adverse impact on environment. Both types of DERs are able to produce
high-energy efficiency but it exhausted a smoke to environment. However, DERs
causing low environmental impact are photovoltaic (PV), wind, hydro, geothermal,
and battery storage [11].

DERs improve the system reliability and decreases the need of conventional
energy [19, 20]. Key feature of MG is when the synchronized operation and control
can be done to DER, controllable loads, and storage devices. This is crucial element
to make sure the MG may offer the maximum of its capacity [21].

1.2 Recent Trend of MG

MG is one of the best selection for hospitals, server, and the industries which
requires uninterrupted power supply [22]. Efforts have been made by few countries
such as Canada, USA, and Japan for MG research and implementation [21]. The
research involved of few stages of in order to get the best research outcome. The first
stage of research is exploration, improvement, and confirmation of process, mecha-
nism, shield, protection, and telecommunication infrastructure of MGs. During this
stage, the researchers investigate the validation of system operation without sacri-
ficing the protection and safety of the system. Choosing an appropriate control and
telecommunication infrastructure are most important during this stage [14].

In electrical power system,MG is facing few type of constraint such as penetration
of DERs, characteristics of the load, and power quality. Unbalance of the active and
reactive power will cause a deviation in system frequency [14].
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The MG provides a control strategy between islanding and grid connection. Two
types of control strategies of islanding are used to activate an inverter. During normal
condition, each DER inverter in the MG system works in power or current control
mode. DER will deliver a preset or available maximum power to the load. While in
cut off of MG from the main grid condition, DER inverter needs to detect islanding.
DER inverter will switched to voltage control mode to provide a constant voltage to
the load in order to maintain the stability of MG system [23].

Main challenge in MG implementation is its protection [24]. It is crucial to make
sure the DERs, load, and lines DERs are protected [25]. Basically, MG consists of a
cluster of feeder part in distribution network. There is a single point in this network
which known as point of common coupling (PCC). Those feeder will be feeding into
a load which can be classified into constant impedance load, constant power load,
and constant current load [23].

DERs are used in small-scale power system grid application. Generally, it
increases the power reliability at usage load. DERs are able to deliver power if
when utility grid failed to do so. Hence, DERs are able to eliminate transmission
losses, reduce cost of transmission network, and reduce national grid system peak
demand which result lower initial capital [26, 27].

2 Islanding

Islanding operation in distribution system usually happens while the power supply
from the main utility or grid is disconnected, however the DERs keep deliv-
ering power to the load [11, 28–31]. The power supply is disconnected with few
reasons such as some unpredictable occasions: storms, earthquakes, tremendously
hot weather, co-ordination failures, and human mistakes. The islanding is uninvited
occurrence since it cause a lot of effect to human life (electrical workers), the power
quality in the system, equipment failure, and any other disturbance in the system
[32]. Islanding can be classified into intentional or unintentional which is explained
in Sect. 2.1 [33].

There are few basic requirements for a successful detection. Firstly, the scheme
must detect any possible formations of islands. Secondly, the scheme should detect
islanding conditions within the required time frame as specified in IEEE 1547 stan-
dard [34]. There are few international standard which exists beside IEEE 1547, and
it is IEC 61727 and UL 1714 [35].

2.1 Intentional and Unintentional Islanding

Intentional islanding occurs during the maintenance service on the utility grid [7].
It often exists in industrial plants where the plant has excess to electrical power for
their smooth operation. For example, paper and sugar mills can produce electricity
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Table 1 Islanding detection standard

Standard Quality
factor, Qf

Islanding
detection
time, t

Frequency range Voltage range

IEC62116
UL 1741
IEEE 1547
Korean std
IEEE929-2000
VDE 0126-1-1

1
2.5
1
1
2.5
2

t < 2 s
t < 2 s
t < 2 s
t < 0.5 s
t < 2 s
t < 0.2 s

(f o–1.5 Hz) < f and (f o
= 1.5 Hz)
59.3 Hz < f < 60.5 Hz
59.3 Hz < f < 60.5 Hz
59.3 Hz < f < 60.5 Hz
59.3 Hz < f < 60.5 Hz
47.5 Hz < f < 50.5 Hz

85% < V < 115%
88% < V < 110%
88% < V < 110%
88% < V < 110%
88% < V < 110%
88% < V < 110%

which fulfill their internal need. During thunderstorm or any unpredictable weather,
this design is able to switch to internal production and segregate themselves from
the main grid. By this phenomena action, it lowers the risk of instabilities because of
lightning or any other faults [33, 36]. One more example of intentional islanding is
an emergency backup in the hospital. To ensure a constant power delivery, most of
hospitals having an emergency generators that are capable to provide power to each
crucial equipment at any time in any condition [33].

Unintentional islanding happenswhen the grid is disconnected due to line tripping,
equipment failure, and human error [10, 37]. This causes more deviations in voltage
and frequency [33]. Generally, the islanding condition occurs at medium and low
voltage distribution system.

There are few international standards in islanding for independent power
producers (IPP) to have guideline before they can do a design and operate the island
[29]. Table 1 summarizes the standard with their main parameters. Different country
will apply different standard for their grid system. Tenaga National Malaysia (TNB)
used IEEE 1547 standard for their MG system [26].

3 Islanding Detection Methods (IDMs)

IDMs are generally divided into fourmeanmethods: local, remote, signal processing,
and intelligent methods as shown in Fig. 3 [10, 38–43]. Local methods are usually
relatedwithDERs, and the remotemethods are relatedwith the utility side [44]. Local
methods can be categorized into passive, active, and hybrid methods. In all these
categorized, passive method is more valuable and offers minimum power quality
degradation, less expensive, and commonly use in power utilities [43] (Fig. 4).
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Fig. 3 General classification of IDMs

Fig. 4 General classification of remote methods [10]

3.1 Remote Methods

Remote techniques are the most effective and expensive method for islanding detec-
tion. In power line carrier communication (PLCC), it has transmitter and the receiver
side. The transmitter is usually been located in a grid while the receiver will be in
DER side. PLCC signal has been designed with four consecutive cycles, if the signal
becomes weaken in three consecutive cycles which mean that islanding occurs. This
means that there are interruptions in the signal. Usually, this detection will take
around 200 ms. There will be no non-detection zone if the system is having a normal
load [10]. Advantages of PLCC are that it can maintain the power quality of the
system with zero impact on grid transient response. PLCC is highly recommended
if the system is having in multiple-inverter. This method is not economical in low-
density DER systems because transmitters are much expensive. Thus, this technique
is advisable to apply in the MG having high-density DERs [10].

Anothermethod is called as signal producebydisconnect (SPD). InSPD, islanding
has been detected through the signal transmission between inverters of DER and
external power grid. SPD signal transmission is based on microwave, telephone line,
and other forms. SPD use the consecutive carrier signal, to avoid any failure caused
by generator, network or receiver. The main advantage of SPD is it eliminates all
NDZ. But SPD method need is high initial cost since we need to bear a cost of
the communication wire and transmit signal and repeaters since we need telephone
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line and microwave, respectively [10]. All this communication tools allocate extra
charges to the whole islanding big system.

Another remote method is supervisory control and data acquisition (SCADA).
It monitors the state of main grid [45]. In the case of islanding, it sends signal to
corresponding DER. SCADA uses a same procedure as SPD but it is having extra
control of DERs. NDZ can be eliminated from the system with higher efficiency if it
has proper installation and good communication network. But during busy network,
the detection for islanding is very slow in SCADA. Since we need individual device
and communication link in multiple inverter case, this method considers expensive.
Furthermore, complex installation of the system and certification, this technique is
not appropriate for moderate system. Complex installation and certification showed
that skill full workers need to be involved, and extra charges also need to be include
[10].

3.2 Passive Methods

Passive IDMs are using local measurements of power system parameters such as
frequency, voltage, phase angle, and total harmonic distortion detection at the point of
common coupling (PCC). Passive methods detect islanding conditions by measuring
changes in the electrical quantities at the DER output. Passive methods are cheap and
simple due to reduced complexity and maintain the quality of power [31]. However,
passive methods are less effective compared to active methods in detecting island
operation due to their large NDZ [38, 46, 47].

Threshold setting requirement is also one of the limitations of passive islanding
detection technique especially during closely power mismatch conditions. If the
power mismatch is too close, less number of threshold can be set. This will affect
the final result for islanding detection.

Figure 5 illustrates a principle of passive IDM. Passive techniques monitor the
signal parameters such as voltage, frequency, harmonic distortion, and current on the
DER side at the PCC [48]. If the parameter having higher threshold value, it means
islanding occurs in the system and the DER should be disconnected immediately.

Fig. 5 Basic working principle of passive islanding detection technique
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Otherwise, if the system having lower threshold value, it showed that may be the
system is having power quality indices [43].

Figure 6 shows the power circuit where utility grid, DER, and RLC load are
connected at PCC.When islanding occurs, the voltage and frequency change depends
on the power mismatch between DER and utility grid. During over or under voltage
and frequency, the trip will be happened to the protection relay if the difference
is more than threshold level. If local loads and DER output power are having small
deviation, the over/under voltage and frequencymethods not able to identify islanding
correctly. Since, the DER monitors the terminal voltage, it may work individually
without any assistant from other hardware. This shows that passive islanding method
becomes one of the cheapest IDMs [49].

Table 2 shows comparison of few passive IDMs [48]. Each method has its own
strength andweakness. For under/over voltage (UVP/OVP) andunder/over frequency
(UFP/OFP) methods, it is easy to implement, but the reaction time fluctuates. The
weakness of (UVP/OVP) and (UFP/OFP) is that it has big NDZ. In phase jump
detection (PJD) method, the islanding has been observed by sudden change of the
phase angle,whilemonitoring the phase angle variation in terminal voltage andoutput
current of the inverter. This method appropriates for inverter using a PLL in digital
or analog form. Disadvantage of PJD is that it is difficult to implement because of the
threshold, and it is unable to detect islanding condition if the DG power generation
and power demand of local load are similar to each other. Total harmonic distortion
(THD), using measurement of harmonic to detect the islanding in the system. If
the THD is larger than a defined threshold, the inverter will automatically separate
from the DGs and it considers that islanding occurs. The threshold selection and
high Q factor detection are the issue arise for THD method. Voltage unbalance or
VU differs due to the topology and small changes in the DG loading. VU islanding
detection is only possible if there are unbalance in three-phase output and the DG
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Table 2 Passive IDMs comparison [48]

Method Implementation speed Weakness Improvement

UFP/OFP
UVP/OVP

Implementation speed Large NDZ Compared using P–V
and P–Q in constant
current controlled
inverters

PJD Easy to implement but
having random reaction
time and variable

Islanding unable to
identify if DERs equal
to local load demand

THD Hard to implement and
need to indicate
threshold

Controlled by using a
PLL

Voltage unbalance Failed to detect
islanding if low
distortion of inverter or
high quality load

been monitored closely. The drawback of VU method is that it is not applicable for
signal phase system.

3.3 Active Methods

Active methods depend on injecting perturbations in the distribution system to facil-
itate significant changes in the power system parameters and hence allow easy detec-
tion of the island [38, 50–52]. In active methods, the disturbances intentionally intro-
ducing to the utility grid and the reaction have beenmonitored to decide either the grid
is still connected or not [29]. Active techniques have lesser NDZ, but their operation
consequences in degrading the power quality because they introduce perturbations
in the voltage and/or current at predefined intervals [53, 54].

Active methods are categorized into two main clusters, which are frequency shift
and the voltage phase shift cluster. For frequency shift, one most popular technique
is called slip mode frequency shift or SMS method. The frequency will be stabilized
by the positive feedback once the main grid is detached. The positive feedback will
cause inefficacy of the power quality which develop the transient response. Secondly
called active frequency drift (AFD) method or frequency bias method, this method
facing also has the same problem as SMS and has a bigger NDZ. Thirdly called
Sandia frequency shift (SFS), major problem of this method is that it interrupts the
power quality and system constancy. Fourthly called frequency jump detection (FJD)
has the identical drawback as AFD, and it will lose efficiency in multiple inverter if
the frequency is not synchronized. The multiple inverters terminate each other if the
frequency is not synchronized and subsequent in detection failure. For three-phase
systems, it can implement D–Q implementation frequency feedback (DQIFF), this
method has weaknesses in power quality and stability for the system. The random
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Fig. 7 Basic working principles of active islanding detection technique [43]

noise injection (RNI) is improper to apply in realworld because it is hard to determine
the magnitude of white noise, and therefore, onset points need to be identified.

Another group is under voltage phase shift techniques. First method is called
Sandia voltage shift (SVS), and this method usually increases harmonic distortion
in the system. Second popular method is differential level voltage shift (DVS), and
this method is having less NDZ but takes a great level of distortion. High distortion
will result in power degradation and noise in normal state. Active methods usually
injecting negative sequence current and disturbance signals for islanding detection.

Mostly, active methods have small NDZ; however, they disturb the system. In this
cause, it fails to work when more than one DERs are connected to the system if it has
not been embedded with the identical active anti-islanding protection in the system
[22-25].

Figure 7 shows the illustrations of basic working principle of active islanding
detection. Firstly, continuous injection and perturbation at specified interval have
been applied into the system. After the perturbation has been done, then local
measurement of power system parameter at the PCC will be analyzed. If the param-
eter at the PCC is higher than threshold limit, islanding is detected and the DG
is immediately disconnected from the load. But if the parameter is lesser than the
threshold limit, this shows that the system is only suffering from the power quality
indices.

3.4 Hybrid Methods

Hybrid methods are mixture of both active and passive schemes [55]. It intro-
duces perturbations through active methods only if passive methods failed to detect
islanding. Thus, this will reduce the number of perturbations injected into the system
[56]. However, hybrid methods need longer time to detect the island compared to
active and passive methods since system need to undergo two stages of steps if the
passive method did not detect islanding in the system [38]. Throughout islanding
detection, the passive method roles as principal, hence the active technique functions
as a subordinate [43]. The mixture of passive and active methods will increase the
efficiency of overall system. Figure 8 shows a simple working principles of hybrid
IDMs [43].
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Fig. 8 Basic working principles of hybrid islanding detection technique

Table 3 Comparison between remote and local techniques

Characteristic Remote techniques Local techniques

Passive Active Hybrid

Detection time Short Short Long Long

Impact on power
quality

None None High Very small

NDZ None Large Small Very small

Consistency Highly consistent Less consistent Highly consistent Highly consistent

Cost Expensive Low Low Average

Advantages of the hybrid technique are small NDZ and improve the power quality
of the system compared to passive and active techniques whichwork alone. However,
this combination of two types of islanding techniques may double or triple the cost of
the overall system. Since the process of islanding go through two different method,
the islanding duration will take some time for detection.

Table 3 shows the summary comparison for remote and local techniques on the
basis of detection time, the impact on power quality for each technique, NDZ, relia-
bility, and the cost. There is a lot of research been done to upgrade the system such
been done by [57], combine the changes between active power and reactive power.

3.5 Signal Processing Techniques

Signal processing upgrades the efficiency of passive IDMs. Signal processing will
extract the hidden characteristic of measured signals to discover islanding [43].
Generally, Fig. 9 shows the procedure for islanding detection in signal processing
techniques. All parameter signals such as voltage, current, frequency, and harmonics
will be analyzed and detected disturbance by using a signal processing tool. Islanding
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Fig. 9 Basic working principles of signal processing technique islanding detection

is detected if the reading value is bigger than the threshold value.Or else the parameter
value is less than threshold value; it is defined as other disturbance in the system.

Figure 10 shows five popular signal processing tools which are used for IDMs.
It includes Fourier transform (FT), wavelet transform (WT), S-transform (ST),
hyperbolic S-transform (HST), and time-time transform (TTT).

Normally for frequency domain analysis, we called it as Fourier transform (FT).
FT signifies a signal as a combination of sinusoidal form in variations of frequen-
cies. FT capable of removing the stationary signal but incapable to detecting time
distribution for variation of frequencies. It is also incapable to deal with transient
information related with oscillation [58]. The modification of FT known as short
time-Fourier transform (STFT) is the modification of Fourier transform. STFT is
easy to achieve brief time-frequency characteristic, so it can give better performance

Fig. 10 General classification of signal processing techniques
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compared to FT technique. However, STFT is failed to evaluate any static signal due
to constraint in stationary frame [59].

Wavelet transform (WT) also one mutual tools for signal processing technique. It
is based on the mathematical model using square integral with a same group theory
as FT.WT symbolize as a signal in time and frequency domains [43]. This makesWT
appropriate for observing the signals in time-frequency resolution; when necessary, it
makes it among popular in power system applications. However,WT is oversensitive
to noise, and it involves with computational complexity.

S-transform (ST) is the hybrid of STFT andWT properties. It is proposed to over-
come weakness of WT which is batch processing, detection of various islanding,
power quality (PQ) disturbance, and noise sensitivity [60]. ST is having better perfor-
mance by detecting the disturbance signal efficiently and accurately. ST drawback,
the islanding detection will be degraded if moving indicators are followed with
transient.

The phasor information to WT is provided in hyperbolic S-transform (HST), for
exposure of signatures in time–frequency plane. Since ST with Gaussian window
failed to detect disturbance in time domain, HST with pseudo-Gaussian hyperbolic
window has been introduced. HST is able to have greater control over window
function, with enhanced timing at low or high frequency.

Time-time transform (TTT) using calculation of inverse Fourier Transform
of discreet ST. Its mapping single- dimensional into two-dimensional signal in
time domain. TTT do not require selection for different level and high-frequency
component give more energy concentration for the signal to better localize in TTT.

Figure 11 [60] shows an islanding and PQ disturbance detection flowchart. The
ST, HST, and TTT using the same step procedure. For all the transform methods, the
first step is voltage signal acquisition. During this process, the transform components
are computed to obtain HST or TTT matrix. Energy matrix and standard deviation
will compute from the obtained matrix. If the energy matrix and standard deviation
are higher than the fixed threshold, it means that the islanding occurs; if lower than
the threshold, it means that there are power quality disturbance in the system such
as swell, transient, notch, or THD.

According to previous discussion, we can determine that IDMs are having
their advantages and disadvantages. Any how some major issues such as accuracy
islanding detection, detection speed, and system compatibility inmultiple and hybrid
DERs environment is still need to be improved [43]. Success of the IDMs in distri-
bution network came with how precise and fast of the islanding detection. However,
each technique either remote, passive, or active is still suffering with lack in system
which causes inaccuracies in discover islanding. Since signal processing and compu-
tational intelligence-based techniques are robust technique and able to dealing with
complex nonlinear system, it becomes the best alternative for those issue [61].

In signal processing, wanted signal from input signal has been extracted and
matches with the onset value. Selecting the range of onset value is uneasy job. If
the onset value is in height, then islanding is unable to identify; but if the onset
value is very low, it will trip the distributed generator even make the disturbance
more badly [43]. In solving this issue, intelligent classifiers can be implemented.
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Fig. 11 Islanding and PQ disturbance flowchart

Furthermore, these techniques may be an appropriate choice to precisely discover the
islanding phenomena in minimal time [61]. A technique, that applies copycat human
intelligence, is called as computational intelligent technique. These techniques are
shown in Fig. 12.

3.5.1 Artificial Neural Network (ANN)

Artificial neural network (ANN) is one of the popular method that has been imple-
mented as a best solution for science and engineering problems.AnANN is a network
which consists of nodes or neurons. An artificial neural network, called as neural
network, is a mathematical model inspired by biological neural networks. A neural
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Fig. 12 General classification of intelligent classifier islanding detection technique

network contains of a connected set of artificial neurons, which processes an infor-
mation using computation approach [62]. Neural network is having a characteristic
and capabilities which is not available by other technology. ANNs are enormously
parallel computing systems which include big number of modest processors with a
lot of connections. One type of network sees as “artificial neurons” called as artificial
neural networks (ANNs). Its function is to process information mainly in its related
field. In engineering application, ANN is used for pattern recognition, forecast, and
data compression. ANN basically consists of input (synapse) which multiplied with
the weight. Weights assigned with each arrow represent the flow of the information.
Mathematical function will be used to detect the activation of the neuron. The output
is determined by another mathematical function. The neurons for the network is the
sum of their inputs. The output should be the input neurons multiplied by a weight.
Figure 13 shows the biological neuron. The output for specific input is determined by
adjusting the weights. Some appropriate algorithms are implemented for adjusting
the possible weight to get the wanted output from network. The process of adjusting

Fig. 13 Biological neuron
[62]
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theweight is called as learning or training process. The connection pattern of network
can be classified into feed-forward networks and multilayer perceptron architecture.

In [59], the researcher used discrete wavelet transform to take out the data for
islanding detection purpose. The data, which is been extracted, will then been feed to
train theANN to distinguish islanding and non-islanding events. A number of various
type of islanding and non-islanding events need for the training. The discriminative
topographies of voltage signals at theDER side are also taken during the training. The
non-islanding cases include variations of load, capacitor load addition and discon-
nection of capacitive load, single line to ground fault, line-to-line fault, three phases
to ground fault at different location of distribution network, and different DERs
operating states. In conclusion, results of islanding detection show the maximum
accuracy of 97.77%.

In [60], ANN-based hybrid IDMs which fit for synchronous-based DERs is
suggested.Combination of the passive and active technique is driven to better depend-
ability and precision of islanding detection. The author suggested six parameters in
passive technique which are change of voltage for certain time (dv/dt), change of
frequency over time (df /dt), change of frequency over change of power (df /dp),
change of power over change of time (dp/dt), change of reactive power over change
of time (dq/dt), and total harmonic distortion (THD) of current, while active tech-
nique uses the positive feedback of active/reactive power. The ANN is usually used
with a signal processing technique such as wavelet transform since it is having an
ability to remain the time domain properties and the frequency component that extract
from the signal [63].

In [12], the transients generated during different types of disturbance in power
system are analyzed using WT in order to determine an islanding. Combine three-
phase signals into only one signal to observe the behavior of the system under various
operating conditions. By combining the signal, it will reduce the computational
burden for that system. The combination of the signal is called as “Modal Signal.”
The modal signal is processed using discrete WT in order to extract useful data
for islanding detection. It is not easy to discover one suit criteria that differentiate
islanding with 13 other events, especially when it is dealing with a feature which
containing 12 variables. Due to this, ANN is used as a classifier to classify the
occurrence of islanding event.

The hybrid ANN-based approach IDMs in distribution generation system is
proposed in [64]. In this research, the passive and active technique have been used
to increase the effectiveness and accurateness of the IDMs. Two different networks
have been used for the test. First network showed the rate of false detection improved
from 16.67 to 11.1% as compared to [65].

In [32], the new passive IDMs have been used for wind farm-based power genera-
tion system. The proposed method uses voltage and current measurements as param-
eters. This data were processed into Fourier transform for the second harmonic of
voltage and current signals. Both signal, finally, will input to ANN for the islanding
detection, refer Fig. 14 for the steps summary. This new IDM shows remarkable
result, and it manages to identify islanding occurrence in very short time and
efficiently till the load values (P&Q) not more or mirror to threshold value [32].
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Fig. 14 A step using ANN
concept

Another paper [66] takes ANN concept to develop the purposed method which
used the step below in order to get the best outcome of their purposed method. The
researcher used T circuit model by connecting R–L series circuit and transformer
for the distribution feeder. Distributed generator has been used as the DER for the
distribution feeder. For the ANN architecture, the researcher proposed four layers of
multilayer perceptrons. This ANN has been decided after few training and tests have
been done using SimPowerSystems toolbox in MATLAB [66].

In order to determine the best sampling rate, four different samplings were tested.
Two most sampling rates have been selected which are 64 and 128 samples/cycles
since these both rates gave the best converge result while testing has been done. The
next step is to train the ANN. While the training all the islanding situations, other
disturbance need to be taken as a consideration. The researcher was having around
2000 simulations in the test system to get the final output for the system.
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3.5.2 Decision Trees (DT)

Decision tree (DT) classifier is another type of pattern recognition tool. DT is able to
offer a practical resolution for most possible inputs by considering their numerical
discrepancies [48]. DT really is beneficial for the task impossible to be explained
with logical approaches. Major benefit of using DT is that it is able to have short
time training compared to other pattern recognition tools. Complex decision-making
process can be easily been solved by decision tree algorithmwith offers more straight
forward resolutions which is easier to be understood [621].

A passive technique based on DT has been proposed in [18]. DT is having a huge
set of data for training,and this causes a very hard work since the method has to train
for each topology changing. This is causing a delay in islanding implementation.
The wavelets transform as one of signal processing tools is introduced to extract
voltage and current features and used a decision tree method to identify the islanding.
Advantage of wavelet design in DT for island detection is that it makes the algorithm
simpler and also lower computational effort [18].

DT-based classifiers performa rectangular partitioning of the input spacewhile the
fuzzy models generate no axis parallel decision boundaries. In general, the initializa-
tion steps of the identification of the fuzzy model become very important. Grid-type
partitioning and rule generation on extrema initialization result in complex and no
interpretable initial models. To avoid such problems, a crisp decision tree, having
high performance and computational efficiency, is proposed for initial partitioning
of the input domain for the proposed fuzzy model [67]. In [67], the researcher used
DT for initial classification boundaries. From the DT classification boundaries, the
fuzzymembership functions (MFs) are created based on rule formulated for islanding
detection. This proposed technique was tested with and without noise condition, and
the outcome of this technique is the system able to detect 100% islanding [67].

Usually, the root nodes consist initial classification problem which divided into
test parameter with the threshold or to set for further branch out. Each branch of
the node will represent two decision (YES or NO), and it will continue branch out
until it meet the match condition of the leaf node [68]. In one research, they used 11
features from 54 events to classify the islanding and non-islanding events.

3.5.3 Fuzzy Logic Control (FLC)

Fuzzy logic control (FLC) is one of the flexible tool which is able to deal with uncer-
tain data. FLC is the best tool for a system which is not well defined by mathematical
formulation. Main capability of a fuzzy logic system (FLS) is that it is able to express
nonlinear input/output relationships by using if-then rules [69]. Comparing with DT
classifier, FLS is having greater flexibility of the decision boundaries [5].

Three measurement parameters deal with FLC are voltage, ROCOF, and active
power derivative (ROCOP) and is used in [48]. FLC also was presented from the
conversion of DT, where the blend of fuzzy membership functions (MFs) and the
rule to develop the fuzzy rule based [48]. Both proposed technique was simple for
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implementation in online islanding detection. Plus it manages handle uncertainties
or noise in the system. This proposed technique is working well at 00% detection
rate tested with and without noise environment.

FLC is able to deal with complex systems such as MGs with different types
of inaccurate inputs, variables, and disturbances such as renewable energy source
consumed by varying and unpredictable load [17]. Fuzzy logic-based technique is
having 11 parameters; change of frequency (df ), change of voltage (dV ), change of
frequency over time(df /dt), change of voltage over time (dV /dt), change of power
over time (dp/dt), change of frequency over power (df /dp), current time harmonic
distortion (CTHD), voltage time harmonic distortion (VTHD), change of power
factor (Dp.f ), absolute voltage per power factor(V /p.f ), and gradient voltage per
power factor (V/p.f)) for islanding detection [61]. The simulation results showed
100% accuracy when using the fuzzy-based IDMs.

Fuzzy rule-based classifier technique for islanding detection in distributed gener-
ation has been presented in [67]. In it, the initial classification boundaries are using
the decision tree (DT). From the DT classification boundaries, the fuzzymembership
functions (MFs) are developed. The developed fuzzy rule-based classifier is tested
using features with noise up to a signal-to-noise ratio of 20 dB and provides classi-
fication results without misdetection. The technique gives an efficient result of the
islanding detection.

3.5.4 Adaptive Neuro-Fuzzy Interference System (ANFIS)

Adaptive neuro-fuzzy interface system or ANFIS is a very influential methodology
for modeling nonlinear and complex systems since minimum input and output
training data are needed. The compensations of ANN competence in learning
processes and fuzzy logic control capability in managing ambiguous data is been
combined in ANFIS. Hence ANFIS more capable of approaching nonlinear and
uncertainties system without original mathematical equations. ANFIS method use
the passive methods having less NDZ.

Three main properties of neuro-fuzzy network are the accurate learning, adaptive
capabilities of the neural networks generalization, and fast learning capabilities of
FLS. ANFIS plays a main roles while for modeling nonlinear and complex systems
with less input and output training data. With minimum training data, the process
will be faster and will contribute to good accuracy. Besides, ANFIS able to substitute
the neural network topology together with FLS [69].

Generally, ANFIS function is like feed-forward back-propagation network. It
used the future limits to determine forward function and use initial limits to determine
backward function. Two learning techniqueswhich appropriate for ANFIS are hybrid
learning technique and back-propagation learning technique. Only zero or first order
Sugeno inference system or approach learns the rules and membership functions
from data taken into account in fuzzy rules. In conclusion, ANFIS function is to fine-
tune the limits of a fuzzy system by applying a learning procedure using input-output
training data [69].
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Fig. 15 Fuzzy interference system [68]

By referring Fig. 15, fuzzy inference systems are also known as a fuzzy rule-
based system, fuzzy models, or fuzzy associative memory. Basically, a fuzzy infer-
ence system consists of four functional blocks which are (1) fuzzification interface,
(2) knowledge base, (3) decision-making unit, and (4) defuzzification interface. In
knowledge base, it includes i) rule base contains fuzzy if–then rules, and ii) data
base consists of the membership functions of the fuzzy sets. A decision-making unit
performs the inference operations on the rules. Fuzzification inference transforms the
crisp inputs into degrees of match with linguistic values. Meanwhile, the defuzzifi-
cation inference role is to transform the fuzzy results of the inference into a crumbly
output. ANFIS is a combination of neural network (NN) and fuzzy logic (FL) compo-
nents. Neural network is responsible to generate data for the fuzzy to modeling the
logic solution. Fuzzy responsible to generate a suit membership function parameters
that best allow the associated fuzzy inference system to track the given data as shown
in Figs. 16 and 17.

In [69], the researcher using the ANFIS implementation based on passive method
in wind turbine simulator. The outcome from this research showed that ANFIS-based
algorithm detects the islandingmore precise as compared to other islanding detection
algorithm. Four different conditions have been observed for this paperwhich ismatch
power condition, mismatch power condition, motor starting condition, and capacitor
bank switching condition. All these four conditions are very important for validation
of the ANFIS algorithm.
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Fig. 16 ANFIS architecture [68]

Fig. 17 Adaptive neuro-fuzzy inference system [5]

3.5.5 Convolution Neural Network (CNN)

Convolution neural network (CNN) is one of the latest identification classifier neural
network. CNN usually use image classification based for getting the result. The
biggest challenge for the neural network system is to have huge label data to train the
model [70]. In [70], the researcher discussed new islanding detection method which
is based on the image classification with CNN. In this paper, the time series data is
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converted into images. Those time series data includes the information regarding the
distinct patterns for grid connected and its island possible islanded system. Series
data is converted into image by using wavelet transform.

In this paper, time energy frequency density which converted using wavelet trans-
form is called scalogram. The scalogram image for the time series data is generated
by applying continuous wavelet transform (CWT). Since CNN is also called as
supervised machine learning, huge number is required for the training and testing
purpose. The purpose technique is used a 100 kW grid connected PV system in order
to create the data set. The researcher used MATLAB/Simulink software to simulate
the system. In total, therewere 104 cases of islanding events and 101 of non-islanding
events which been used as a data set.

A lot of similarities can be seen betweenCNNand neural network (NN).Basically,
both are having neurons, biases, and learning weight. In CNN, there have more than
one layers to process, classify, and segment the data to make a better prediction of
its outcome.

Figure above shown the general architecture for CNN. In CNN, there are three
main layers called input image, image to feature, and feature to classification layer.
In first layer, the system will be feed with all the data sets. In the second layer, all
the scalogram image will go through few steps such as convolution, rectified linear
unit, and the max polling. Convolution is known as the main layer in CNN. In this
layer, the image data will be filter by a learning filter which known as kernel. The
image will be convoluted few times using several of kernel. Load of kernel images
with different features will be used as an input for the next layer. Output from the
convolution normally is linear in nature. This output will need to go through the
activation function to achieve nonlinear transformation. Beside activation function,
pooling layer is also one of the important layer in the convolution. Pooling layer will
do the down sampling, and the features have been extracted from the convolution;
it also reduces the dimension; furthermore, softmax layer takes n-dimension input
vector to calculate all possibilities of features. In fully connected layer, all the feature
will be listed in order to do the classification process. This classification process will
be classified to the cases of islanding and non-islanding [70].

3.5.6 Support Vector Machine (SVM)

Support vector machine or SVM is also one of the intelligent islanding method. Two
major issues which encourages the researcher to use this approach was the large
NDZ of the passive method and the threshold setting requirements which available
in most islanding conventional method [44].

SVM utilizes statistical learning technique which provides better precision in
high-dimensional features spaces. Pattern classification is based on structural risk
minimization method [60]. SVM is one innovative and capable methods for learning
and separating function in pattern recognition (classification) or performing function
estimation in the regression problem. SVM originates from the statistical learning
theory (SLT), developed by Vapnik for a “distribution free learning from data” [71].
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In research by [54], the current and voltage are measured at various location of
the microgrid. Wavelet transform is used to extract the number of available features
from the decomposed voltage and current signal. Based on the extracted features,
the SVM classifier is trained to detect islanding and non-islanding conditions in the
microgrid [44].

In [7] passive IDM, a multiple feature-based SVM classification technique is
proposed. It used five network parameters: frequency, voltage, rotor angle, rate of
change of voltage, and rate of change of frequency. This method tested large number
of islanding andno-islanding events. The trainedSVMis tested on typical distribution
network containingmultipleDGunits. The results proved that the proposed technique
works effectively with high degree of accuracy. Under different network possibilities
and critical level of power imbalance that may happen during islanding.

In [71], the author using IEEE 9 bus systemwith an islanding and non-islanding is
been detected by using SVMclassifier training and testing inMATLABenvironment.
The performance of SVM is better than ANN because ANN basically follow empir-
ical risk minimization (ERM) where the SVM based on structural risk minimization
(SRM) [71]. In this SVM approach, it tries to find the hyperplane to separate data
point according to their classes. Hyperplane should be optimal hyperplane, and the
separation classes should be maximum. The advantage of using SVM approach is
that it can minimize the dimension which a bulk of dimension exist in conventional
pattern recognition system.

4 Discussion

The characteristics of the IDMs have been summarized in Table 4. Remote method
is the most reliable and gives no impact on power quality. However, it is the most
expensive IDMs. The passive method also has no impact in power quality and will
detect the islanding promptly. However, it fails to work in closely mismatched condi-
tions. Therefore, the NDZ for passive islanding is larger compared to active islanding
method. Active method detects the islanding in an imperfect match between gener-
ation and demand. This method will reduce error detection ratio. Since the active
method introduces the perturbation in the system, this will cause slow detection
time because extra time is needed for perturbation to be observe in the system.
The perturbation usually degrades the power quality and also the system stability.
The combination of passive and active method is known as hybrid method. This
method gives small NDZ. Since hybrid method is a combination of two methods,
the system becomes complex. The combination can improve multiple performance
indices simultaneously by their compensation.

Since the conventional IDMs facing a lot of lacking in the system, the new era
computational intelligence-based technique for IDMshas been introduced. This tech-
nique is one of the best choice since it may detect the islanding accurately in very
minimum time [72] (Fig. 18).
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Fig. 18 General architecture for CNN [70]

Figure 19 showed that the most utilized computational intelligence-based tech-
niques used for islanding detection are ANN and DTmethod, secondly FLCmethod,
and thirdly is system ANFIS-based method followed by PSO and support vector
machine (SVM) method. The least preferred method is artificial immune system
(AIS). In AIS, islanding detection is based on two modules which is T-module
and B-module. T-module is used to detect the islanding condition and B-module
to improve the detection coverage space [45, 73]. ANN and DT methods become
most popular intelligence technique applied because it givesmore than 96% accuracy
beside both easy to implement. The percentage accuracies of these techniques have
been presented in Table 5.

DT-based classifiers execute a rectangular partitioning of the input space, while
the fuzzy models generate no axis parallel decision boundaries. Main improvement
of fuzzy rule-based classifiers over crisp DTs is that it is having superior flexibility
of the decision boundaries. It is much easier to interpret and understand fuzzy clas-
sifiers compared to DT classifiers. The initialization steps of the identification of the
fuzzy model are very important in DT. Common problem is arised such as grid-type

Fig. 19 Computational intelligence-based technique used for islanding detection [61]
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Table 5 Accuracy percentage of IDMs

IDMs Accuracy (%) IDMs Accuracy (%)

Over/under voltage
Over/under frequency
Voltage vector shift (VVS)
ROCOF-based technique
DT classifier-based relay
Intelligent-based relay
Voltage-based DT relay
ANN-based technique
ANN-based technique
ANN-based technique

78.81
90.24
74.05
93.81
96.43
83.33
98
97.77
99.1
88.9

SOM neural network
SOM neural network
PNN
MPNN
Fuzzy and DT-based technique
ANFIS-based technique
DT and DWT-based technique
DT-based relay
SVM-based technique
SVM-based technique

97.92
98.19
90
97.4
100
100
96.43
99.61
78
98.2

partitioning, rule generation on extrema initialization, result in complex, and no inter-
pretable initial models. In order to eliminate such problems, a crisp decision tree,
high performance, and computational efficiency are proposed for initial partitioning
of the input domain for the best proposed fuzzy model [67].

To find the new IDMs is still going on. The focus is not only on the local methods
which are active, passive and hybridmethods. Butmore focus has beenmade on intel-
ligent classifier islanding detection method due to their simplicity, robustness, and
higher accuracy. The modification on the intelligent classifier is also growing expo-
nentially. Since intelligent classifier is giving the best solution and highest efficiency
with fast detection, it is perfect for islanding detection.

A number of researches are still focusing on the passive methods due to simplicity
in implementation and inexpensiveness [31] and [26]. Most of the papers have been
published for islanding detection technique topic using the simulation software such
as MATLAB simulation, PS-CAD, and RSCAD. Most of the simulations prefer to
use more than one of distributed energy resources to understand the behavior of the
power system.

5 Conclusions

This paper presents a review on intelligent classifier techniques for IDMs in distribu-
tion network. From all the literature, review showed that the application of intelligent
classifier combination with signal a processing tool contributes to the fastest and reli-
able IDMs. There is no negative and bad consequences that have been discovered
for this combination.

Combination of signal processing tools and intelligent classifier overcomes the
drawback of the threshold setting and high NDZ if passive method works alone. Effi-
cient intelligent classifier IDMs are very crucial for a successful islanding operation
in microgrid and distribution network. Intelligence classifier improves the consis-
tency and power quality of over power system. Thus, intelligent classifier-based
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techniques have higher efficiency, more than 90% have a great potential to be used
in real-time application.
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Abstract The consumption of electricity per capita is an indicator of a country’s
growth. It acts as a comprehensive reflection of the industrial growth of a country. The
delivery of uninterrupted power of good quality is required to ensure rapid growth of
the country’s infrastructure. A judicious and proper planning is very essential, which
helps in purchasing of energy, generation and infrastructure development, but also
helps in load management. So, this makes the advance forecasting of load a very
essential part of demand side management with the objective of renewable energy
integration. Numerous methods are available for load forecasting and specifically the
forecasting of peak load. Long short-term memory (LSTM) network and artificial
neural network (ANN) are two different applied machine learning algorithms in
this area. In recent days, autoregression integrated moving average with exogenous
variables technique (ARIMAX) has proved itself a tool successful for prediction
of future demand data. In this paper, an attempt has been made to compare these
methods and determine their advantages and disadvantages. With an objective to
find the best application amongst these methods which gives optimum results in
load forecasting, a case study has been done. This paper has been able to show that
ARIMAX is performing better than ANN and LSTM as future load forecasting tool.

Keywords Load forecasting · Artificial neural network · Long short-term memory
network · Autoregressive integrated moving average with exogenous variables ·
Mean absolute error

K. Goswami (B)
Brainware Group of Institutions-SDET, Kolkata 700125, India

A. Ganguly · N. Manna
Haldia Institute of Technology, Haldia 721657, India

A. K. Sil
Jadavpur University, Kolkata 700032, India
e-mail: arindamkumar.sil@jadavpuruniversity.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. Mekhilef et al. (eds.), Innovations in Electrical and Electronic Engineering,
Lecture Notes in Electrical Engineering 756,
https://doi.org/10.1007/978-981-16-0749-3_26

349

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0749-3_26&domain=pdf
mailto:arindamkumar.sil@jadavpuruniversity.in
https://doi.org/10.1007/978-981-16-0749-3_26


350 K. Goswami et al.

1 Introduction

Nowadays, efficient energy consumption is one of the greatest concerns. There are
several factors related to climate such as temperature, seasons and humidity as well
as some sociological factors such asweek days, weekends and holidayswhich govern
the daily demand profile. These daily variations result in increasing the complexity of
the series which exhibits several levels of seasonality. An efficient forecasting tool for
electrical load is very important to reduce the stress on grid by the renewable energy
integration. It can be utilized effectively to get knowledge about the present and future
loaddemand scenario. Thus, load forecasting is an indispensable part of power system
planning. A high accuracy model is extremely important for management of peak
load. The significant impact of STLF on the economic operations of different utilities
lies in the advance information it provides, which can help in economic generation
scheduling and determine the available transmission capacity transactions.

2 Review of Load Forecasting Methods

To supply reliable and quality power, a system should have the capability to match
the demand with the present generation dynamically with time, within the existing
network. Forecasting of load helps the power to anticipate the amount of power
demand and to make important decisions. The classification of load forecasting
based on the forecasting horizon can be made as short-term load forecasting (STLF),
medium-term load forecasting (MTLF) aswell as long-term load forecasting (LTLF).
Different methods of load forecasting techniques have been reviewed by Srivastava
et al. [1]. In an article, the author has proposed an ARIMAmodel for load forecasting
[2]. A real-time load forecasting has been proposed by an author [3]. ANN applica-
tions in load forecasting have been acknowledged by the researcher in recent times
[4–8]. Recently, few works have been done for short-term load forecasting and peak
load forecasting using LSTM which is a special kind of recurrent neural network
[9–11]. A load model in hourly basis using time series model has been proposed by
the author [12]. Univariate andmultivariate models for daily as well as monthly snow
water forecasting, respectively, for Ontario, Canada, were proposed by the authors
in a work [13]. Weather condition has a huge impact in load forecasting, and this was
detailed in an article [14]. In a research article, an author has checked the accuracy of
ARIMAX and Box–Jenkins-based load forecasting models [15]. An artificial neural
network-based day ahead forecasting model was proposed by Sahay et al. [16] for
PJM and New England Electricity Market. It is known as a fact that day ahead fore-
casting gives intended results. But for week ahead forecasting, the accuracy of the
load forecasting models needs to be improved. So, the problem has been addressed
here using neural network, time series and LSTM for the electricity market of the
state of West Bengal.
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3 Mathematical Model Design

Here, in this paper, design of mathematical model using ARIMA, ARIMAX, LSTM
and ANN has been discussed.

3.1 ARIMA

Autoregressive integratedmoving average is a univariate time seriesmethod.ARIMA
and neural networks are defined as statistically sophisticated and mathematically
complex methods.

Using the given flow chart, the approach for designing an ARIMA model for
forecasting is explained briefly [9–11, 17, 18] (Fig. 1).

Here in previous three to four days, demand data have been considered as the
input time series. Then demand data were tested to check the degree of variation in
the statistical data. Finally, autocorrelation factor (ACF) and partial autocorrelation
factor (PACF) have been determined. This, in turn, helped to select the value of p
and q, white noise for residuals was tested again.

The ARIMA model, which is best suited, would be used to predict the demand
for a particular day. AIC and BIC are the general approach for the model selection.

Fig. 1 Flow chart to establish ARIMA model
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3.2 ARIMA with Exogenous Variables (ARIMAX)

Different approaches of ARIMAX modelling exist. Conversion of a regression
model with autoregression integrated moving average error to a regression integrated
moving average with exogenous variables model has been discussed here.

The expression for regression model with ARIMA errors is mentioned in Eq. (1),

Yt = C + βXt + ut (1)

where
Yt = time series of response variables,
Xt = time series of predictor variables,
C = regression model intercept,
B = regression coefficients,
ut = time series of independent disturbance.

a(L)A(L)(1− L)D
(
1− LS

)
ut = b(L)B(L)εt (2)

where
εt is the innovation series

L jYt = Yt− j

a(L) = 1− a1L − · · · − apL
P

A(L) = 1− A1L − · · · − Aps L
P
s

(1 − L)D, the degree D, non-seasonal integration polynomial
(1 − LS), the degree s, seasonal integration polynomial
b(L) = 1 + b1L + · · · + bq Lq , the degree q non-seasonal moving average
polynomial
B(L) = 1 + B1L + · · · + Bqs Lq , the degree qs seasonal moving average
polynomial.

Based on the twomentionedmethods,ARIMAXmodel can be designed to achieve
an judicious and efficient load forecasting tool for demand side management.

3.3 Artificial Neural Network (ANN)

The importance of back propagation, which was first introduced in 1970s, was fully
acknowledged when it was proposed in a paper by Rumelhart et al. [18]. Several
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Fig. 2 Network

neural networks have been described in this paper, where back propagation works
faster than earlier approaches.

Updating the gradient of each weight with respect to the output is the aim of
training the neural network (Fig. 2):

wi j = wi j − ρ
∂E

∂wi j
(3)

The variables of the shown network are as follows:

s j = w1.xi (4)

z j = σ(in j ) = σ(w1.xi ) (5)

sk = w2.zi (6)

zk = σ(ink) = σ(w2.σ (w1.xi )) (7)

so = w3.zk (8)

yi
∧ = in0 = w3.σ (w2.σ (w2.xi )) (9)

E = 1

2

(
yi
∧ − yi

) = 1

2
(w3.σ (w2.σ (wi .xi )) − yi )

2 (10)

The weight updates for the different layers can be found as follows:

∂E

∂wko
= ∂

∂wko

1

2

(
yi
∧ − yi

)2 = ∂

∂wko

1

2
(wko.zk − yi )

2 = (
yi
∧ − yi

)
(zk) (11)

Similarly, the updates of the other layers can be written as follows:
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∂E

∂w jk
= (

yi
∧ − yi

)
(wko)(σ (sk)(1− σ(sk)))(zi ) (12)

∂E

∂wi j
= (

yi
∧ − yi

)
(wko)(σ (sk)(1− σ(sk)))

(
w jk

)(
σ
(
s j

)(
1− σ

(
s j

)))
(xi ) (13)

So, finally we can conclude that

�wi j = −ρ
[(
yi
∧ − yi

)
(wko)(σ (sk)(1− σ(sk)))

(
w jk

)(
σ
(
s j

)(
1− σ

(
s j

)))
(xi )

]

(14)

�w jk = −ρ
[(
yi
∧ − yi

)
(wko)(σ (sk)(1− σ(sk)))(zi )

]
(15)

�wko = −ρ
[(
yi
∧ − yi

)
(zk)

]
(16)

The hourwise load data of 2017 and average temperature of the state of West
Bengal have been used as learning data for the neural network. A MATLAB code
has been generated utilizing the ANN toolbox in MATLAB to forecast the week
ahead load demand. The multilayer feed forward network architecture has three
types of layers consisting of two hidden layers and one output layer (Fig. 3).

The neuron numbers were changed from 5 to 21 to obtain the model which
provides maximum efficiency. The best output was provided by using 12 units in
the first layer that is hidden and using 21 units for the second layer that is hidden.
The output layer of the neural network which had 24 neurons provided the forecasted
electrical load values of each hour for the target day. The historical information of

Fig. 3 Architecture of ANN
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Table 1 Input and output structures of ANN

Input neurons Details of input

1, 2, 3, 4, 5, 6, 7, …, 24 L (day-7, hour); hour = 1, 2, …, 24

Output neurons Details of output

1, 2, 3, 4, 5, 6, 7, …, 24 L (day, hour); h = 1, 2, …, 24

the electrical load data and other relevant information about the weather or the type
of day are provided to the model through the input neurons [19–22].

The details of the input and output structure of ANN are framed below (Table 1).
The scaling of the inputs is done using the ‘prestd’ function so that the input

neurons do not get saturated. For getting the actual values, the outputs obtained
from the output neurons are reverse scaled to the actual range by using the function
‘poststd’ of MATLAB. The training of the network was done by back propagation
algorithm forwhich the hidden layers and output layerswere assigned the log sigmoid
and linear activation functions, respectively.

3.4 Long Short-Term Memory (LSTM) Network

Basic architecture of LSTM network is shown in Fig. 4. The input gate (i), forget
gate (f ), cell candidate (g) and output gate (o) control the cell state and hidden state
of the layer.

The above components are described at time step t by the following formulae:

it = σg(Wi xt +Uiht−1 + bi ) (17)

ft = σg
(
W f xt +U f ht−1 + b f

)
(18)

gt = σc
(
Wgxt +Ught−1 + bg

)
(19)

ot = σg(Woxt +Uoht−1 + bo) (20)

Fig. 4 LSTM network
architecture



356 K. Goswami et al.

where W, U and b denote input weight, recurrent weight and bias, respectively. σc

and σg denote the state activation function and gate activation function, respectively.

Here hyperbolic tangent function (tan h) and sigmoid function σ(x) = (
1+ e−x

)−1

have been used to compute σg and σc, respectively.

4 Result and Analysis

To implement the approach that has been proposed in this paper, the demand data
of West Bengal, obtained from the website of regional centre of load dispatch, were
utilized as the input time series. The hourly and peak load data from January 2017
to December 2017 have been used to check all three models.

Here, both a day and week ahead, load forecasting has been performed. The date
for which the week ahead forecasting was performed is Thursday, 31August, 2017.
To achieve an accurate prediction, here past demand data of Thursdays (i.e. 3, 10,
17 and 24 August 2017 and so on) have been used as historical data for ARIMA,
ARIMAX or test series data for ANN and LSTM. The day ahead forecasting has
been done for 22 September 2017, Friday. To have as much as accurate forecasts,
here the daily load demand data of previous days have been used as historical data for
ARIMA, ARIMAX, ANN and LSTM. The order of the ARIMAX and ANN model
has been chosen on the basis of ACF and PACF and the number of hidden neurons,
respectively.

FromFigs. 5 and6, it can be concluded that, in case ofweek ahead load forecasting,
ARIMAX performs better than ARIMA for multivariate analysis.

From Figs. 7, 8, 9 and 10, it can be concluded that the prediction errors have
been improved by considering the weather effect (temperature) in case of ANN and
LSTM, respectively.

Figures 11 and 12 show that ARIMAX gives more accurate result than ARIMA
for a day ahead load forecasting. In Fig. 13, the prediction error has been improved
(Figs. 14, 15 and 16; Table 2).

The forecasting error has been tabulated here.
For better assessment, we have also calculated mean absolute percentage error

(MAPE).

MAPE = 1

n

n∑

t=1

∣∣∣
∣
Actual− Forecasted

Actual

∣∣∣
∣ (28)

where n = number of forecasted points
Mean absolute error (MAE) and MAPE are calculated to measure the amount by

which two continuous variables which differs from each other.
All codings of the ARIMA, ANN, LSTM and ARIMAX have been written in

MATLAB environment. The reduction of error has been done for all the methods
by multivariate analysis over univariate analysis. Further reduction of error can be
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Fig. 5 Actual and forecasted demand profile for 31 August (Thursday) 2017 using ARIMA

done by incorporating several weather conditions into the prediction model. A very
short-term, i.e. forecasting of load data for a few minutes ahead of schedule is also
possible using the above methods which in turn may help the load forecasting in real
time.

5 Conclusion

Electrical load forecasting is utmost important for demand side management. The
efficiency of an energy management system depends on load forecasting and thereby
renewable energy integration also. To maintain an uninterrupted, good quality power
supply during peak hours, it is essential to cater the load from conventional energy
sources to renewable energy sources on the basis of the characteristics of the load
and forecasted demand profile. There is a high requirement of an efficient forecasting
tool. In this article, we have introduced three models of ARIMAX, ANN and LSTM
as univariate andmultivariate methods to forecast electrical load data and find out the
comparative results of these threemethods.We can see that all thesemethods have the
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Fig. 6 Actual and forecasted demand profile for 31 August (Thursday) 2017 using ARIMAX

capability to outperform the other depending on the conditions under which they are
applied. Our research reveals that ARIMAX, ANN and LSTM achieve remarkable
accuracy in peak load as well as daily demand forecasting. The main advantage of
using a neural network model as a tool for electrical load forecasting is that the
internal architecture of the model need not be modified during the process. Different
ARIMAXmodels are required for variations in the input, as for ARIMAX, the order
of predictionmodel depends onACF and PACF of past and present data. To design an
accurate model for future load forecasting using ARIMAX is a tedious job. But this
is more dependable pertaining to weather variables in case of daily demand profile
prediction. Here in this article, from Figs. 5 and 12, it is clear that ARIMAX is also
solving the purpose of peak load forecasting with better accuracy. Therefore, it can
be concluded that in future ARIMAX may proof itself as a highly efficient tool to
serve peak load forecasting and real-time forecasting.
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Fig. 7 Actual and forecasted demand profile for 31August (Thursday) 2017 using univariate ANN

Fig. 8 Actual and forecasted demand profile for 31 August (Thursday) 2017 using multivariate
ANN
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Fig. 9 Actual and forecasted demand profile for 31August (Thursday) 2017 using univariate LSTM
network

Fig. 10 Actual and forecasted demand profile for 31 August (Thursday) 2017 using multivariate
LSTM network
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Fig. 11 Actual and forecasted demand profile for 22 September 2017 using ARIMA

Fig. 12 Actual and forecasted demand profile for 22 September 2017 using ARIMAX
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Fig. 13 Actual and forecasted demand profile for 22 September 2017 using univariate ANN

Fig. 14 Actual and forecasted demand profile for 22 September 2017 using multivariate ANN
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Fig. 15 Actual and forecasted demand profile for 22 September 2017 using univariate LSTM
network

Fig. 16 Actual and forecasted demand profile for 22 September 2017 using multivariate LSTM
network
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Comparative Performance of Different
PV Array Topologies Under Partial
Shading Condition

Karni P. Palawat, Vinod K. Yadav, Ramjee L. Meena, and Santosh Ghosh

Abstract The world has resorted to photovoltaic (PV) technologies to alleviate
the broad spectrum of issues posed by fossil fuel-based energy generation, and
presently global cumulative PV capacity has crossed over 650 GW. However, PV
technology has some inherent challenges which need to be addressed for effec-
tive and efficient utilization. Partial shading condition (PSC) is one of those, which
does not only diminish the peak power output but also causes hot spotting and irre-
versible damage of PV cells in some cases. In the present work, the comparative
performance of different PV topologies is studied, under various PSCs simulated in
MATLAB®/Simulink platform.

Keywords Partial shading condition · Photovoltaics · PV array topology ·
Modeling and simulation · MATLAB®

1 Introduction

Presently, the policymakers, researchers, and investors are working toward bringing
a paradigm shift in energy generation globally, from conventional to renewable tech-
nologies to mitigate global warming and climate change [1, 2]. And due to this
joint effort of all the stakeholders, a technological revolution has taken place over
the last two decades, which has made PV energy more economical than all other
energy conversion technologies ever known to mankind [3]. However, there are
some inherent challenges associated with PV technologies, such as PSCs and aerosol
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deposition, which are the barrier against its utilization to its full potential [4]. PSC
impacts thePVmodule performance inmultipleways. In addition to globalmaximum
power point (MPP) (GMPP), a number of local MPP (LMPP) are also produced in
the performance characteristics [5], which makes maximum power point tracking
(MPPT) extremely challenging. Secondly, under PSC, the affected cells act as a load
instead of a photocurrent generator and are reverse biased; hence, the temperature of
those cells increases [6]. Due to this phenomenon, the efficiency and power output
drop further, and the reliability of the PVmodules is impacted as well. Due to reverse
breakdown of the affected cells, secondary breakdown or thermal breakdown occurs,
leading to a rise in temperature to as higher as 400 °C [7] in some cases, which eventu-
ally results in irreversible damage of the PVmodules [8]. The PSCsmay be created by
dust accumulations, bird droppings, shadows of nearby structures, fallen leaves, etc.
[9]. Several solutions are proposed tomitigate the impact of PSC on performance and
reliability by the researchers in the past, such as innovative hotspot mitigating circuit
[7], module-level DC–DC converters [10], and inverters [11], differential converters,
and innovative array topologies [12]. In the present work, the comparative perfor-
mance of three such array topologies, which are series–parallel (SP), bridge link
(BL), and total cross-tied (TCT), are studied under varying shading patterns and
intensities, in MATLAB®/Simulink platform.

2 Modeling of PV Array

The PV arrays are constructed by interconnecting strings of PV modules in different
ways, based upon the ratings of themodules and the plant capacity. ThePVstrings are,
basically, a number of PV modules connected in series and the length of strings (i.e.,
the number of modules connected in series) depends upon the design voltage rating
of the plant, which is generally either 1000 or 1500 V. Further, the number of such
PV strings is connected in parallel configuration based upon the deign plant capacity
in terms of power output, which in turn depends upon the land availability. Instead
of proving only two busses at both the ends of the strings (as in SP configuration),
multiple cross-ties are provided to form different PV array configuration with higher
interconnection redundancy (see Fig. 1). Though these additional cross-ties increase
cost, they provide redundant paths for the generated current in the scenario of PSC
or module failures [13]. Hence, the trade-off between the degree of interconnection
redundancy and improvement of performance under PSC is important. In the present
work, comparative performance of three array configurations is studied, which have
a different degree of interconnection redundancy, under different shading patterns
and shading intensities.

As discussed in the paragraph above, the basic constituent element of an array is a
PVmodule, and each PVmodule ismanufactured by connecting a number of PV cells
in series, depending upon the rated power output of the module. Hence, the complete
PV arrays of different topologies of interest can be modeled by interconnecting the
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Fig. 1 PV array configurations studied a series–parallel, b honeycomb, and c total cross-tied

model of PV cells which is its basic constituent element. The fundamental equations
of the PV cell model are briefly discussed in the following section.

2.1 Modeling of PV Cells

The current versus voltage (I–V ) and power versus voltage (P–V ) characteristics
of PV cells may be represented by a single diode equivalent circuit model (refer to
Fig. 2). By solving the equivalent circuit model shown in Fig. 2, the output of the

Fig. 2 Equivalent circuit model (single diode) of PV cell
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PV cell in terms of current can be obtained as follows:

It,cell = IPV,cell − ID − ISH (1)

where

ID = Ir

[
exp

(
Vt,cell + Rs It,cell

Vt,cell ∝
)

− 1

]
(2)

and current through shunt resistance,

ISH = Vt,cell + Rs It,cell
Rsh

(3)

Substituting (2) and (3) in (1), the nonlinear relation between the PV cell output
voltage and current can be mathematically modeled as follows:

It,cell = IPV,cell − Ir

[
exp

(
Vt,cell + Rs It,cell

Vt,cell ∝
)

− 1

]
− Vt,cell + Rs It,cell

Rsh
(4)

Here, cell output voltage Vt,cell = k
T

q
(5)

where k is Boltzmann’s constant (1.38060503 × 10−33 J/K), q is the charge of
electrons (1.6 × 10−19 c), T is a cell operating temperature (K), Rs and Rsh are series
and shunt resistances, respectively, and “α” stands for diode emission coefficient.
The ideal value of α is 1. There are different methods to estimate the value of “α”
for optimization of power output, which is discussed in [14] in detail.

The model of the PV module and the different arrays are built by suitably inter-
connecting the model of their basic constituent element, i.e. a PV cell, represented
by (4). In the present work, model of a 36-cell module was developed for analyzing
the performance of an array of 3 × 3 matrix (see Fig. 1), under simulated PSCs. The
specification of the PV module model used for the study is presented in Table 1.

Table 1 Specification of the
PV module used for
developing the arrays

Parameters Unit Value

Maximum power output W 42.5

Voltage at maximum power point (Vmpp) V 18.52

Current at maximum power point (Impp) A 2.295

Short-circuit current (Isc) A 2.428

Open-circuit voltage (Voc) V 22.65

Number of cells per module Nos. 36
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2.2 Simulated Partial Shading Conditions

The simulated partial shading conditions are shown in Fig. 3. As shown in the said
figure, nine different types of shadingpatterns are simulated,which emulates different
shading scenarios of the real world. For example, Fig. 3b, c emulates the direct
shading of a pole when the geometrical orientation of the sun’s path of transition,
pole, and the array are aligned, whereas, Fig. 3f, g emulates the shading of a pole
when the orientation of the array is at 45° with respect to the path of the transition
of the sun. Figure 3h, i emulates random shading due to fallen leaves or uneven
deposition of aerosols. Figure 3d, e emulates the shading of a low height structure,
such as the boundary wall and parapet of a roof (for a rooftop installation). The result
of the simulation is presented in ensuing Sect. 3.

2.3 Result and Discussion

The P–V and I–V characteristics obtained from the analysis of all the three array
topologies (see Fig. 1) are presented in Figs. 4, 5 and 6, which provide deeper
insights regarding the behavior of different array topologies under nine different
partial shading conditions. It may be observed that multiple peaks were generated in
the I–V and P–V characteristics in all the array topologies under PSC, and the global
peak value reduced under all the PSCs except under column shading pattern. It is
interesting to note that the amplitude of the global peak reduced in varying degrees
in the case of different array topologies, under PSCs. In three out of eight simulated
PSCs, themaximumpower output (i.e., global peaks) is observed to be equal in all the
three array topologies, which are column shading (even) and row shading (both even
and uneven). For the rest of the five simulated PSCs, TCT topology yieldedmaximum
power output (see Fig. 7), followed by BL and SP topologies, in order, except for
diagonal (both even and uneven) shading pattern, in case of which the power loss in
SP and BL topologies was equal. It is also fascinating to note that multiple peaks
(GMPP and LMPP) were generated by SP and BL topologies under all the shading
conditions except column shading; however, TCT configuration exhibited a single
peak point in case of diagonal shading pattern as well, apart from column shading
(Table 2).

3 Conclusion

In the present work, the comparative performance of three array topologies is
analyzed, under eight different shading conditions that emulate different real-world
scenarios of partial shading. It is found from the result of the simulation that the
average peak power output under all the simulated shading scenarios increased with
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Fig. 3 Simulated shading patterns and intensity a non-shaded (NS), b column shading (CS),
c uneven column shading (UCS), d row shading (RS), e uneven row shading (URS), f diagonal
shading (DS), g uneven diagonal shading (UDS), h random shading (RanS), i uneven random
shading (U Ran S), and j legends of shading intensity. Different shading intensity was simulated by
varying the irradiance. The figure represents the simulated shading patterns of different intensities
for SP array configuration only as a sample case [15–18]. All the array topologies (see Fig. 1) were
subjected to the same set of shading patterns and intensities.
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Fig. 4 Characteristics of SP array topology under simulated PSCs a P–V and b I–V
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Fig. 5 Characteristics of BL array topology under simulated PSCs a P–V and b I–V
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Fig. 6 Characteristics of TCT array topology under simulated PSCs a P–V and b I–V
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Fig. 7 Comparative power loss in different array topologies under all the simulated PSCs

the increase in interconnection redundancy. The average peak power output of TCT,
BL, and SP configuration is found to be 112.5 W, 132.8 W, and 141.8 W, respec-
tively, under eight PSCs considered in the present work. Hence, cost–benefit analysis
is recommended for each site during the design stage, considering the increase in
cost due to the increase in the number of cross-ties and the reduction in power loss
under partial shading conditions, because of those.
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Fault Detection in Power Transmission
System Using Reverse Biorthogonal
Wavelet

Gaurav Kapoor, Vishesh Kumar Mishra, Rabindra Nath Shaw,
and Ankush Ghosh

Abstract A fault detection scheme is presented in this paper based on reverse
biorthogonal wavelet (RBW). The usefulness of the RBW-based scheme has been
tested and authenticated on power transmission system connected with distributed
generation. Simulation effects exhibit that very accurate fault detection using the
features extracted from the fault currents is feasible.

Keywords Wavelet transform · Transmission line · Fault detection · Power system

1 Introduction

The main duties of transmission line fault detector are awareness of the fault, cate-
gorizing the fault type, and locating the fault. Various techniques have been reported
to execute these duties. Faults in TL are detected and classified using DWT and
double-channel extreme learning machine [1]. In [2], HIFs in power distribution
system are detected and classified using LWT, ANN, and ALO. In [3], fault classifi-
cation task in distribution network is done using CNN. Further, the techniques based
on wavelet correlation modes [4], WT with ChNN [5], and DWT with ANN [6] are
also introduced for fault classification in TLs. Augmented global relay parameter
and normalized feature value are utilized for fault discrimination in TLs [7]. In [8],
a decentralized method to wide-area back-up protection of TLs is proposed. Also,
ANN-based method [9] and sequential components-based scheme [10] are proposed
for fault identification in TLs.

G. Kapoor (B)
Department of Electrical Engineering, Modi Institute of Technology, Kota, India
e-mail: gaurav.kapoor019@gmail.com

V. K. Mishra
School of EEC Engineering, Galgotias University, Greater Noida, India

R. N. Shaw · A. Ghosh
School of EAS, The Neotia University, Sarisha, West Bengal, India
e-mail: r.n.s@ieee.org

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. Mekhilef et al. (eds.), Innovations in Electrical and Electronic Engineering,
Lecture Notes in Electrical Engineering 756,
https://doi.org/10.1007/978-981-16-0749-3_28

381

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0749-3_28&domain=pdf
mailto:gaurav.kapoor019@gmail.com
mailto:r.n.s@ieee.org
https://doi.org/10.1007/978-981-16-0749-3_28


382 G. Kapoor et al.

Conventional
Plant

DGs

Bus-1 Bus-2

Fig. 1 Presented power system

In this work, the RBW-based method is proposed for fault identification for the
power transmission systemconnectedwithDGs.AnRBW-basedmethod is presented
using statistics samples of current signals.

The rest of the paper is prearranged as: In Sect. 2, a depiction of studied system
is demonstrated. Section 3 introduces the method of fault identification using RBW.
Section 4 presents the effects of various simulations. Finally, the conclusions are
presented in Sect. 5.

2 Presented Power System

Apower systemmodel is proposed in this paper as demonstrated in Fig. 1. Themodel
(400-kV) is implemented in MATLAB. The general span of line is deliberated as
200-km with frequency is selected as 50-Hz. Bus 1 is fed from conventional plant
and Bus 2 is fed from distributed generation (wind generators) at both end points of
power system [11–13].

3 The Method of Fault Identification Using RBW

The method of fault identification using RBW is demonstrated in Fig. 2.

4 Simulation Effects

For numerous fault happenings, the model is simulated and the method is tested. The
consequences are demonstrated under.



Fault Detection in Power Transmission System Using Reverse … 383

Fig. 2 Method of fault
recognition using RBW Record current signals 

using current 
transformers placed at 

Bus-1

RBW-based features 
extraction

Calculate the amplitudes of 
RBW of each phase current 

Observe and compare the amplitude 
of RBW of each phase

Relay declare the fault if the 
amplitude of RBW of any phase 

crosses the threshold

4.1 Faultless Condition

The power system current and voltage signals considering healthy operating situation
are presented in Fig. 3. The RBW plot is demonstrated in Fig. 4 and the effects are
deliberated in Table 1 [14–16].

Fig. 3 Power system current and voltage signals
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Fig. 4 RBW output of power system current and voltage signals

Table 1 Results deliberating
faultless condition

RBW output

A B C

592.7185 470.5970 425.5974

4.2 Evolving Faults

The current waveform during evolving fault (ABG at 0.05 s to BG at 0.15 s) analyzed
is demonstrated in Fig. 5 and the obtained RBW output is presented in Fig. 6. The
calculated amplitudes of RBW during quite a few faults are reported in Table 2. The
presentation of RBW is established moderately satisfactory according to the results
reported in Table 2 [17–19].

Fig. 5 ABG fault at 0.05 s is evolved to BG fault at 0.15 s
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caD5
cbD5
ccD5

Fig. 6 RBW output when ABG fault at 0.05 s is evolved to BG fault at 0.15 s

Table 2 Results deliberating evolving faults

Case-1
(s)

FL (km) RF (�) RG (�) Case-2 (s) RBW output

A B C

ABG
(0.05)

125 1.25 2.25 BG (0.15) 1.1182 ×
104

1.1794 ×
104

3.6309 ×
103

AG
(0.07)

125 1.25 2.25 BG (0.17) 5.7796 ×
103

7.6996 ×
103

2.5154 ×
103

BG
(0.1)

125 1.25 2.25 ACG (0.15) 1.6437 ×
104

4.0364 ×
103

1.8684 ×
104

ABCG
(0.15)

125 1.25 2.25 CG (0.2) 5.4685 ×
103

6.2966 ×
103

4.5859 ×
103

BCG
(0.06)

125 1.25 2.25 BG (0.18) 2.8793 ×
103

1.6381 ×
104

1.8959 ×
104

4.3 Close-End Relay Faults

The current waveform during ABG fault observed at 0.075 s is reported in Fig. 7. The
waveform of RBW output is demonstrated in Fig. 8. The calculated amplitudes of
RBW during several fault cases considering the modification of fault position from
5 to 9 km are presented in Table 3. The performance is found reasonably supportable
as per the effects presented in Table 3 [20].
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Fig. 7 ABG fault at 5 km at 0.075 s

caD5
cbD5
ccD5

Fig. 8 RBW output for ABG fault at 5 km at 0.075 s

Table 3 Results deliberating close-end faults

Case FL (km) Time (s) RBW output

A B C

ABG 5 0.075 3.0894 × 103 3.1084 × 103 361.9971

ACG 6 0.075 4.3368 × 103 525.0509 6.4252 × 103

ABCG 7 0.075 5.3249 × 103 6.1153 × 103 7.4453 × 103

BCG 8 0.075 1.1624 × 103 2.2070 × 103 3.7330 × 103

AG 9 0.075 2.9762 × 103 1.3675 × 103 1.3764 × 103



Fault Detection in Power Transmission System Using Reverse … 387

Fig. 9 BG fault at 195 km at 0.05 s

caD5
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Fig. 10 RBW output for BG fault at 195 km at 0.05 s

4.4 Far-End Relay Faults

The current waveform during BG fault switched at 0.05 s is represented in Fig. 9. The
waveform of obtained RBW output is demonstrated in Fig. 10. The evaluated ampli-
tudes of RBWduring numerous fault cases taking into consideration themodification
of fault position from 195 to 199 km are presented in Table 4. The performance is
found practically supportable as per the effects presented in Table 4 [21].

4.5 Faults at Two Different Places

The current waveform during CG fault at 147 km and AG fault at 53 km analyzed
at 0.078 s is demonstrated in Fig. 11 and the obtained RBW output is presented
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Table 4 Results deliberating remote-end faults

Case FL (km) Time (s) RBW output

A B C

BG 195 0.05 898.1460 9.8209 × 103 889.2847

AG 196 0.05 8.9789 × 103 422.6996 461.0553

ABG 197 0.05 2.4769 × 104 2.2789 × 104 743.6391

BCG 198 0.05 718.2602 2.0282 × 104 2.3350 × 104

ACG 199 0.05 2.2217 × 104 839.4304 2.2941 × 104

Fig. 11 CG fault at 147 km and AG fault at 53 km at 0.078 s

in Fig. 12. The calculated amplitudes of RBW during some faults are reported in
Table 5. The performance of the scheme is found quite satisfactory according to the
effects deliberated in Table 5 [22].

caD5
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ccD5

Fig. 12 RBW output for CG fault at 147 km and AG fault at 53 km at 0.078 s
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Table 5 Results deliberating two different position faults

Case-1 Case-2 Time (s) RF (�) RG (�) RBW Output

A B C

CG
(147 km)

AG
(53 km)

0.078 4.15 1.15 8.4905 ×
103

1.1043 ×
103

9.9061 ×
103

BG
(75 km)

CG
(125 km)

0.078 4.15 1.15 1.1484 ×
103

1.6151 ×
104

7.5277 ×
103

AG
(110 km)

BG
(90 km)

0.078 4.15 1.15 1.4534 ×
104

8.1232 ×
103

805.2229

CG
(65 km)

BG
(135 km)

0.078 4.15 1.15 1.2068 ×
103

6.9895 ×
103

1.6766 ×
104

AG
(120 km)

CG
(80 km)

0.078 4.15 1.15 1.1383 ×
104

1.4855 ×
103

7.9151 ×
103

4.6 Faults Around Series Capacitor Bank

The placement of fault initiator block is varied around the capacitor bank. The current
waveform duringAG fault at 50% length before capacitor bank at 0.1065 s is pointed-
up in Fig. 13 and the acquired RBW plot is presented in Fig. 14. The calculated
amplitudes of RBW during several faults when the placement of fault initiator block
is changed with respect to capacitor bank are reported in Table 6. The operation is
found extremely acceptable according to the consequences reported in Table 6.
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Fig. 13 AG fault at 50% length before capacitor bank at 0.1065 s
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Fig. 14 RBW output for AG fault at 50% length before capacitor bank at 0.1065 s

Table 6 Results deliberating faults around capacitor bank

Case RF (�) RG (�) Fault place RBW output

A B C

AG 1.5 0.5 Before 9.6951 × 103 1.0275 × 103 1.0104 × 103

ABG 1.5 0.5 After 1.1459 × 104 1.2252 × 104 925.8613

ACG 1.5 0.5 Before 1.8472 × 104 814.2999 2.0496 × 104

BG 1.5 0.5 After 633.7007 5.9908 × 103 453.4812

ABCG 1.5 0.5 Before 5.3485 × 104 5.4692 × 104 5.3783 × 104

4.7 Different Wind Generators

The current waveform during ABCG fault at 140 km at 0.115 s amid two wind
generators is reported in Fig. 15. TheRBWoutput plot is demonstrated in Fig. 16. The
deliberated amplitudes of RBW during several faults with different wind generators
are presented in Table 7. The performance is found practically supportable as per the
results verified in Table 7.

5 Conclusion

This paper has demonstrated an approach based on the features extracted from the
fault current signals using RBW. The system and scheme are designed in MATLAB.
The simulation effects specify that the scheme is steadfast as well accurate.
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Fig. 15 ABCG fault at 140 km at 0.115 s amid two wind generators
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Fig. 16 RBW output for ABCG fault at 140 km at 0.115 s amid two wind generators

Table 7 Results deliberating modification in the wind generators

Case WG FL (km) RBW output

A B C

ABCG 2 140 3.3393 × 104 3.2655 × 104 3.2693 × 104

AG 4 140 1.0189 × 104 1.3752 × 103 1.3611 × 103

BCG 1 140 932.4089 2.3259 × 104 2.7525 × 104

ABG 3 140 2.5210 × 104 1.7922 × 104 412.5608

ACG 5 140 2.4566 × 104 430.5823 2.1665 × 104
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HWT-DCDI-Based Approach for Fault
Identification in Six-Phase Power
Transmission Network

Gaurav Kapoor, Pratima Walde, Rabindra Nath Shaw, and Ankush Ghosh

Abstract Determining the identification of faulty phase in six-phase power trans-
mission network (SPPTN) is intricate in comparison with other configurations of
transmission network based upon the six-phases. For this issue, the feasible faulty
phase is identified with the presented scheme in this study. Haar wavelet transform
(HWT) is used to the current data only as a feature extraction tool, and thereafter, a
threshold method is used for deciding the faulty phase. To endorse the justification,
the scheme is applied to SPPTNmodel implemented inMATLAB. Faults on SPPTN
have been successfully identified by using the fault current measured at the sending
end bus of the SPPTN.

Keywords Six-phase transmission line · Fault identification ·Wavelet transform

1 Introduction

The untimely, speedy, and consistent identification of faults, due to its high proba-
bility of occurrence in TLs, is one of the mainly demanding troubles in transmission
system protection. The dissemination of fault into the grid will not survive to any
further extent when a fault is well-timed and appropriately detected and secluded.
Various explorations have formerly been carried out the classification of faults, in the
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Sending end source

Sending end 
bus

Receiving end 
bus

Receiving end source

Fig. 1 SPPTN model

literature, taking into consideration many feature extraction methods in permutation
with various classification techniques. Several of those tools are: DWT and double-
channel ELM [1], random forest [2], transient monitor index [3], Taylor–Fourier
filter with O-splines [4]. Moreover, the fault classification and fault zone detection
methodologies based on the analysis of active power and reactive power measured
using PMUs are also accomplished. Additionally, other techniques are: WT, ANN
and FT, WT and 2-tier MLP, covariance indices, DFT, and ED.

In this paper, a scheme is proposed for fault identification in SPPTN based on the
detailed coefficients detection index (DCDI) of Haar wavelet transform (HWT).

The application of the scheme on SPPTN is presented in Sect. 2. Presented fault
identification scheme is provided in Sect. 3. The effects of simulations are illustrated
in Sect. 4, while Sect. 5 concludes the paper.

2 Application of the Scheme on SPPTN

The presented scheme is applied to the SPPTN of 138 kV which illustrated in Fig. 1.
The model has two 60 Hz line sections of 34 km each. Numerous faults are incepted
at different locations through MATLAB simulations in SIMULINK.

3 Presented Fault Identification (FI) Scheme

The block diagram of FI scheme is presented in Fig. 2.

4 Simulation Effects

The effects of simulations in view of numerous fault scenarios to bear out the
implementation of the scheme are provided in this section.
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Fig. 2 Block diagram of FI scheme

4.1 Faultless Event

The current and voltage plot considering faultless event is presented in Fig. 3. The
DCDIs of �A–�B–�C currents during faultless event are demonstrated in Fig. 4.
The DCDIs of �D–�E–�F currents during faultless event are illustrated in Fig. 5.
The HWT-DCDIs during faultless event are provided in Table 1 wherein the DCDIs
are below the threshold (700) considered in this study [5, 6].
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Fig. 4 DCDIs of �A-�B-�C currents during faultless event
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Fig. 5 DCDIs of �D-�E-�F currents during faultless event

Table 1 HWT-DCDIs during faultless event

HWT-DCDIs

�-A �-B �-C �-D �-E �-F

280.3554 290.5566 293.0473 278.9004 287.6546 266.7550

4.2 Different Faults

The current waveform of SPPTN during ABEFG fault created at 34 km and activated
at 0.05 s, RF = 3 � and RG = 5 � is demonstrated in Fig. 6. The DCDIs of �A–
�B–�C are presented in Fig. 7. The DCDIs of�D–�E–�F are illustrated in Fig. 8.
The inspection on the output of DCDI plots confirms the correct identification of
ABEFG fault. Upshots of some more faults are provided in Table 2. The activity of
fault identification has been correctly performed by the scheme as examined from
Table 2 [7, 8].
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Fig. 6 ABEFG fault at 0.05 s
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Fig. 7 DCDIs of �A-�B-�C for ABEFG fault at 0.05 s

Samples
50 55 60 65 70 75 80 85 90 95 100

Am
pl

itu
de

-1.5

-1

-0.5

0

0.5

1

1.5 cdD5
ceD5
cfD5

Threshold

104

Fig. 8 DCDIs of �D-�E-�F for ABEFG fault at 0.05 s
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Table 2 HWT-DCDIs during different faults

Case HWT-DCDIs

�-A �-B �-C �-D �-E �-F

ABEFG 1.0470 ×
104

9.2586 ×
103

276.6454 274.2060 1.0497 ×
104

9.2641 ×
103

ABCG 1.1739 ×
104

1.1162 ×
104

1.1220 ×
104

273.0650 277.4110 290.3799

DEFG 273.5627 295.3993 278.2646 1.1291 ×
104

1.1365 ×
104

1.1095 ×
104

ABG 1.0269 ×
104

8.9067 ×
103

275.6649 290.3128 280.9782 284.6464

FG 259.7004 261.2972 298.6755 253.1026 294.5469 6.1612 ×
103

4.3 Different Fault Resistances

The current waveform of SPPTN during ABCDEG fault created at 50% distance and
activated at 0.1 s, RF = 5 � and RG = 4 � is presented in Fig. 9. For �A–�B–�C,
the DCDIs are presented in Fig. 10. For �D–�E–�F, the DCDIs are illustrated
in Fig. 11. The DCDIs consequences authenticate the case of ABCDEG fault. The
DCDIs calculated for various faults are presented in Table 3. The DCDIs in Table 3
evidently illustrate that despite of RF modification; the scheme executes the FI job
acceptably [9, 10].

Samples
0 1000 2000 3000 4000 5000 6000 7000 8000

C
ur

re
nt

 (A
)

-6000

-4000

-2000

0

2000

4000

6000

8000
I(:,1)
I(:,2)
I(:,3)
I(:,4)
I(:,5)
I(:,6)

Fig. 9 ABCDEG fault at 0.1 s
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Fig. 10 DCDIs of �A-�B-�C for ABCDEG fault at 0.1 s
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Fig. 11 DCDIs of �D-�E-�F for ABCDEG fault at 0.1 s

Table 3 HWT-DCDIs during different fault resistances

Case HWT-DCDIs

�-A �-B �-C �-D �-E �-F

ABCDEG (5
�)

1.1294 ×
104

1.0373 ×
104

1.0921 ×
104

9.2919 ×
103

1.0018 ×
104

275.9218

CDEFG (25
�)

279.7904 282.8992 3.1928 ×
103

4.0911 ×
103

4.6097 ×
103

4.2293 ×
103

ABFG (45
�)

2.3720 ×
103

2.5432 ×
103

310.1047 278.4545 276.6609 2.4664 ×
103

CDG (55 �) 311.9066 289.9350 2.0346 ×
103

2.0277 ×
103

284.4262 298.4495

AG (75 �) 1.5769 ×
103

284.0488 285.3738 286.7058 282.5331 282.6707



402 G. Kapoor et al.

Samples
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

C
ur

re
nt

 (A
)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
I(:,1)
I(:,2)
I(:,3)
I(:,4)
I(:,5)
I(:,6)

104

Fig. 12 ABCDEFG fault at 0.05 s
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Fig. 13 DCDIs of �A-�B-�C for ABCDEFG fault at 0.05 s

4.4 Different Fault Switching Time

The current waveform of SPPTN during ABCDEFG fault created at 50% length
and initiated at 0.05 s, RF = 1.85 � and RG = 3.25 � is displayed in Fig. 12. The
DCDIs of �A–�B–�C are presented in Fig. 13. The DCDIs of �D–�E–�F are
illustrated in Fig. 14. The scrutiny on the output of DCDI plots approves the accurate
classification of ABCDEFG fault. Consequences of some more faults are provided
in Table 4. The action of FI has been suitably performed by the scheme as observed
from Table 4 [11, 12].

4.5 Different Fault Locations

The currentwaveformof SPPTNduringABCEFG fault created at 20 kmand incepted
at 0.07 s, RF = 3.15 � and RG = 2.25 � is illustrated in Fig. 15. For �A–�B–�C,
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Fig. 14 DCDIs of �D-�E-�F for ABCDEFG fault at 0.05 s

Table 4 HWT-DCDIs during different FST

Case (s) HWT-DCDIs

�-A �-B �-C �-D �-E �-F

ABCDEFG
(0.05)

1.3664 ×
104

1.3445 ×
104

1.3244 ×
104

1.3788 ×
104

1.4043 ×
104

1.3460 ×
104

ABDEFG
(0.1)

1.1319 ×
104

9.6204 ×
103

289.8606 1.2602 ×
104

1.3891 ×
104

1.2495 ×
104

BCDEG
(0.06)

259.3889 1.0269 ×
104

9.4322 ×
103

1.0282 ×
104

9.5575 ×
103

259.0332

ADFG (0.14) 5.9531 ×
103

263.6839 261.7073 9.1980 ×
103

260.3931 1.0343 ×
104

BCG (0.08) 269.9758 1.0664 ×
104

9.0870 ×
103

269.3678 297.7781 274.7584
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Fig. 15 ABCEFG fault at 20 km
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the DCDIs are presented in Fig. 16. For�D–�E–�F, the DCDIs are demonstrated in
Fig. 17. The DCDIs effects validate the case of ABCEFG fault. The DCDIs evaluated
for some more faults are presented in Table 5. The DCDIs in Table 5 obviously show
that regardless of FL modification; the scheme carries out the fault identification job
adequately [13–16].
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Fig. 16 DCDIs of �A-�B-�C for ABCEFG fault at 20 km
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Fig. 17 DCDIs of �D-�E-�F for ABCEFG fault at 20 km
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Table 5 HWT-DCDIs during different fault locations

Case (km) HWT-DCDIs

�-A �-B �-C �-D �-E �-F

ABCEFG
(20)

9.4606 ×
103

1.0014 ×
104

9.9237 ×
103

257.9048 8.8767 ×
103

8.3781 ×
103

ACDEG
(25)

9.0266 ×
103

282.4831 1.0141 ×
104

1.0060 ×
104

8.8503 ×
103

272.4168

BCDG (30) 273.8098 1.1044 ×
104

9.6034 ×
103

6.7244 ×
103

292.4995 264.6059

ABG (35) 9.6865 ×
103

8.7104 ×
103

255.7563 306.2751 276.3598 278.8764

DG (40) 311.3046 270.4703 279.1540 6.5079 ×
103

268.0780 351.8673

5 Conclusion

This paper has demonstrated a substitute scheme based on threshold for fault identi-
fication for SPPTN. The presented scheme utilizes the fault data (six-phase currents)
assessed only from a one evaluating spot (sending end bus) of the SPPTN. Character-
istics withdrawal method was utilized, and the fault identification task was operated
with threshold-based scheme.

For the substantiation of the scheme, SPPTN was employed. It can be said as per
the results that the presented scheme can detect the faulty phase faultlessly.
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Graphene Properties and Its Utility
for High-Frequency Antennas

Subodh Kumar Tripathi and Rohit Tripathi

Abstract Graphene is one of the latest materials, and it has shown a new path for
different fields of engineering and technology. A property of graphene especially
surface conductivity has been explored extensively. Surface conductivity mathemat-
ical model of graphene is discussed, and effect of chemical voltage is explored to
analyze the tuning behavior of graphene. MATLAB codes are utilized to describe the
surface conductivity of graphene, and its utilization is explained in electromagnetic
applications like high-frequency antenna design and future wireless sensor networks.
Study reveals that graphene may be game changer material for future high-speed
wireless communication and future sensor networks.

Keywords Graphene · Surface conductivity · High frequency · Chemical voltage

1 Introduction

Graphene is a latest research material made from graphite that has attracted the
research society due to its uniqueness [1–3]. The most important issue in utilizing
graphene substance for several electronics and communication applications is to
mathematically characterize the material that would give useful properties at higher
frequencies, i.e., in terahertz range. Higher frequency range especially in terahertz
range has many possibilities in applications like imaging, spectroscopy, sensing and
detection [4].

Diamond and graphite signified the only recognized allotropes of carbon for an
extended time when the condition altered with the innovation of fullerenes [5]. A
fullerene (0D) is also an allotrope of carbon with a similar arrangement to graphite.
Figure 1 portrays the carbon allotropic arrangements in dissimilar forms [6].

S. K. Tripathi (B)
Department of Electronics and Communication Engineering, Meerut Institute of Engineering &
Technology, Meerut, UP, India

R. Tripathi
Department of Electronics and Communication Engineering, Galgotias University, Greater Noida,
UP, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. Mekhilef et al. (eds.), Innovations in Electrical and Electronic Engineering,
Lecture Notes in Electrical Engineering 756,
https://doi.org/10.1007/978-981-16-0749-3_30

409

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0749-3_30&domain=pdf
https://doi.org/10.1007/978-981-16-0749-3_30


410 S. K. Tripathi and R. Tripathi

Fig. 1 Allotropic structures of the carbon [6]

Saito and Charlier [7, 8] considered that CNTs are attained by arranging graphene
in proper direction. Hence, CNTs have only hexagons andmay be understood as one-
dimensional (1D) substances. CNTs can be of two types, i.e., single-walled nanotube
and multi-walled nanotube, as shown in Fig. 2a in Fig. 2b [9].

2 Properties of Substance Graphene

A monographite layer is a plentiful substance which is an allotrope of carbon
that is made from bonded carbon atoms systematized into a hexagonal lattice.
SP2 hybridization and very thin atomic thickness approximately 0.345 nm makes
graphene very special. Strength, electricity, heat conduction and optical conductivity
make it exceptional. 2D existence of graphene is because carbon-to-carbon bonds
are so small and robust that they stop thermal variations from disrupting it. Graphene
has many exceptional properties that are discussed in the next section.

Graphene is a no-overlap material with both holes and electrons as charge carriers
with very extraordinary electrical conductivity. Electronic mobility of graphene is
very high, and practically maximum value reported is 15,000 cm2/v.s, and maximum
theoretical value is 20,000 cm2/v.s. It is considered that electronic mobility of
graphene is restricted by scattering of graphene acoustic photons. It is also consid-
ered that graphene electrons act very much like photons in their mobility due to their
lack of mass. Another important and exceptional property of graphene is mechanical
strength. It is also reported till date that graphene is the toughest material discovered
till date. Graphene strength reported till date is 130,000,000,000 Pascals or 130 Giga
Pascals (G Pa) compared to 0.4GPa of structural steel. In respect of weight, graphene
is considered light in weight approximately 0.77 mgm/m2, 1 m2 paper is considered
as 1000 times more weighted than graphene. As per availability of graphene, thick-
ness ranges from approximately 1 nm to 8 nm, spring constant ranges from 1 to
5 N/m and Young’s modulus that is the property of elasticity being able to retain its
initial state after strain.
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Fig. 2 a Single carbon nanotube made up of a single graphene sheet, b multi carbon nanotubes
composed of graphite [9]

Graphene being very important material shows quite good properties in optical
range of frequencies, i.e., 3 terahertz 3 pentahertz. Optical conductivity of the
graphene is governed by following equations:

σ(ω) = e2

4h

sinh
(

hω
2KT

)

cosh
(

E f

KT

)
+ cosh

(
hω
2KT

) (1)
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σ(ω) = e2

πh2
2K τ

τ−1 − jω
ln

(
2 cosh

(
E f

2KT

))
(2)

where E f is Fermi Energy, K is Boltzmann constant, T is temperature, h is Plank’s
constant, ω is angular frequency and τ is relaxation time. Equations 1 and 2 indi-
cate that conductivity of graphene in optical frequency range depends upon several
parameters such as Plank’s constant, Fermi energy, temperature, relaxation time. It
is significant to note that by changing the relaxation time and Fermi energy, conduc-
tivity can be made variable and so tuning property can be achieved in graphene. For
a given values of Ef = 89.8 meV and τ−1 = 14.3 × 1012 S−1, conductivity value
may be obtained approximately in the range of 0.5 × 106–2.2 × 106 �−1 m−1 and
also For a given values of Ef = 192.1 meV and τ−1 = 25.4×1012 S−1, conductivity
value may be obtained approximately in the range of 1.4× 106–2.6× 106 �−1 m−1.

Permittivity and optical conductivity of graphene in the optical frequency range
can be related as

ε(ω) = 5.5ε0 + J
σ(ω)

ωd
(3)

where ε0 permittivity of free space, d is the thickness of the graphene that is
approximately 0.38 nm. Amount 5.5ε0 is considered as background permittivity.

Graphene’s surface conductivity is well determined using Kubo’s formula. The
expression of surface conductivity of an infinite graphene sheet is mentioned in
Eq. (1), comprises two parts, intraband as a first term and interband as a second term
[10]. The graphene conductivity model is specified by [11]

(4)

Surface conductivity of the graphene sheet is very important considering the
design and modeling of devices at higher frequencies especially at optical and tera-
hertz frequency. We can observe from given expressions (Eqs. 1–4) that conductivity
of the graphene is variable and depends upon various parameters. This is impor-
tant that conductivity of the graphene can be altered dynamically by changing D.C.
bias voltage by means of chemical potential and fixing relaxation time. This tunable
and variable conductivity can be very useful for the design various tunable devices.
Graphene’s surface conductivity is analyzedmathematically extensively and is coded
using MATLAB (Matrix laboratory). The values of various parameters are selected
according, and chemical voltage is made variable parameters whose value is varied
from 0 to 1 eV. Frequency of interest is varied from 0 to 10 terahertz. Real and
imaginary parts of surface conductivity of the graphene with respect to frequency
are shown in Fig. 3. In conductivity, inductive nature can be observed from Fig. 3
that permits graphene to assist surface plasmons [12].
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Fig. 3 Real and imaginary parts of surface conductivity of graphene

3 Utilization and Applications of Substance Graphene

Substance graphene has become one of the very important latest research mate-
rials that find its application in several fields. Graphene is being used in wireless
communication especially in the design of terahertz antenna due to its conductivity
in terahertz frequency and so it can be used to increase the data rate for short-distance
indoor communications [13–15]. Graphene also finds applications in electronics and
photonics devices and circuits to improve the performance due to lightweight and
mechanical strength properties. Graphene is also reported as a very useful material
for the design different types of sensors [16]. It is also reported that graphene may
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be useful in several other applications like in solar cells and medical fields due to
exceptional properties of graphene [17, 18].

4 Results and Discussions

Surface conductivity of the graphene is modeled mathematically and plotted versus
frequency considering the effects of chemical voltage as depicted in Fig. 3. Both real
and imaginary parts are shown there. We may easily observe the effects of chemical
voltage upon the conductivity of the graphene sheet. This plot shows that conduc-
tivity of the graphene sheet is dependent and may be used as dynamic parameter for
designing of high frequency specially terahertz antenna. This electronically tunable
frequency tunable material may be very beneficial for making reconfigurable high
frequency antenna and fast and better wireless communication. These frequency-
dependent antennas may also be useful in wireless sensor networks of future wireless
communication in nano scale.

5 Challenges and Difficulties in Using Substance Graphene

One of themajor challenges of the graphene industry is to produce volume production
in the coming years. The focus required is to be on substance consistency and cost of
graphene production. Cost is one of very significant factor in itself. The problem lies
in achieving and sustaining the superiority in producing bulk quantities of graphene.

Defects on the graphene monolayer extensively affect the electrical property,
impermeability, thermal property and transparency and all other important properties
that are subjected to graphene. At present, two importantmethods are used to produce
graphene, i.e., top down and bottom up. In bottom up, monolayer is created by
assembling carbon atoms, and chemical vapor deposition (CVD) process is utilized
in this method, which permits to make a graphene monolayer upon a nickel or copper
or metallic substrate. If we have to put graphene upon any substrate, in that case we
will have to transfer it from the metal, this process may cause different defects
upon monolayers like cracks, crinkles and holes. These defects may cause fall in the
qualities and overall performance of the graphene. This problem is the major one
concerning different electronics projects made using graphene. These projects may
include electronic devices like smart mobile phone, nano-wireless sensors, etc.

Graphite exfoliation process for extracting graphene refers to top-down method.
Graphite consists of various graphene monolayers that are stuck to each other.

This top-down method permits to break all stuck layers to produce single layer of
graphene. Top-down method necessarily indicates about starting from a big one and
ending with a small one. Sticky-type method was utilized first to extract single layer
of graphene. As of now exfoliation method is best available method which is defect
less to produce graphene.
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6 Conclusion

In this paper, graphene, its properties, applications and future challenges are studied
and reported. It is observed that graphene has been very significant and useful mate-
rial since the invention of the material. Some important properties of the graphene
are discussed and explained. In specialty, graphene’s surface conductivity is mathe-
matically modeled and shown the use in higher frequency, i.e., terahertz frequency.
Tunable property can be very useful in designing of reconfigurable antenna in very
small scale useful in future high-speed wireless indoor communication and in wire-
less sensor networks. In addition, other graphene’s applications like in electronics,
photonics and medical fields are discussed. Constraint and future challenges in
utilization of graphene are also discussed here. It is observed that major challenge
in graphene’s applications lies on large and volume production of the substance
graphene and its initial manufacturing cost.
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Comparative Analysis of MOSFET,
FINFET and GAAFET Devices Using
Different Substrate and Gate Oxide
Materials

Ritik Koul, Mukul Yadav, and Rajeshwari Pandey

Abstract This work investigates the efficacy of the different substrate and oxide
materials for the three devices—MOSFET, FINFET and GAAFET. In this respect,
the analog performance parameters of these devices such as on-current (Ion), off-
current (Ioff), current switching ratio (Ion/Ioff) and sub-threshold swing (SS) are
examined for the different substrate and oxide materials used in the modeling of
the devices. Different substrate materials used in this work are Si, SiGe, GaAs and
SiC3C, and different oxide materials used are SiO2 and HfO2. The simulation is done
using the COGENDA VisualTCAD tool.

Keywords Gate electrostatic control · Current switching ratio · Sub-threshold
swing ·MOSFET · FINFET · GAAFET

1 Introduction

There has been always a need for a compact, fast and energy-efficient device which
led to the continuous scaling down of the semiconductor devices like MOSFET. But,
short channel effects such as hot electron effect, carrier velocity saturation, drain
induced barrier lowering, leakage current and sub-threshold swing in MOSFETs
limit the degree to which the devices can be scaled down [1–3]. To overcome these
limitations, it is required that the switching parameters of the devices be improved.
In order to improve the device performance and minimize the short channel effects,
various changes in the device design have been recommended such as strained
silicon [4, 5], silicon on insulator (SOI), high k dielectric (HK), metal gate (MG),
non-uniform doping. But, these were not sufficient and several other device struc-
tures like double-gate MOSFET, double-gate FINFET, TRI-gate FINFET were also
proposed and investigated. FINFET is a promising substitute to MOSFET which is
being recommended as the basis for future IC technologies because of its benefits
such as low off-current, low standby power consumption, low sub-threshold swing
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value. However, as the devices continue to be scaled, more and more challenges
prevent FINFET from achieving faster switching speed and lower power consump-
tion [6]. Much improved performance characteristics can be achieved with the use of
GAAFET device structures in which the insulating oxide and the gate electrode wrap
around the channel material from all sides, thus achieving much better gate electro-
static control [7]. The analysis carried out in this work clearly shows that GAAFET
gives best electrostatic control of the gate and minimizes the short channel effects
along with excellent current switching ratio and low sub-threshold swing value. The
analysis also shows that with the use of appropriate channel material and gate oxide
material, the device performance can further be improved to a great extent. Further,
analysis of the Ids versusV ds graphs clearly shows that GAAFET devices act as much
better constant current sources in the saturation region than MOSFET and FINFET
devices.

2 Device Structure and Description

All the devices under consideration consist of an n+ source and n+ drain region. The
2D/3Dviews of all the devices designed in thiswork are shown in Fig. 1. Here, Fig. 1a
shows the 2D view of the MOSFET device, and the 3D view of the tri-gate FINFET
designed in this work is displayed in Fig. 1b. The integration of tri-gate increases
the gate controllability more than a double-gate FINFET, thereby allowing a higher
drive current and a lower off-current along with a low sub-threshold swing value.
Thick field oxide covering has been used for electrical isolation of the device. The 3D
and cross-sectional view of the GAAFET devices modeled in this work is depicted
in Fig. 1c. A two-channel device has been modeled which is completely wrapped
up by the oxide material and the gate electrode, for achieving better results than a
single-channel device. Field oxide covering has been used for electrical isolation
of the device. The structural parameters of the modeled devices have been listed in
Table 1.

3 Results and Discussions

The Ids versus V gs plots for MOSFET device using SiO2 and HfO2 as gate oxide for
different channel materials are depicted in Figs. 2 and 3, respectively.

The Ids versus V gs plots for FINFET device using SiO2 and HfO2 as gate oxide
for different channel materials are depicted in Figs. 4 and 5, respectively.

The plots obtained for the FINFET device using Si and SiGe as channel mate-
rials show nearly similar characteristics. Further, the values of drain current for the
FINFET device using SiC3C as channel material are again less in comparison to the
others.
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Fig. 1 a 2D view of MOSFET, b 3D view of FINFET, c 3D view of GAAFET

Table 1 Structural parameter of modeled device

Parameter Device

MOSFET FINFET GAAFET

Device
dimensions

Gate length 22 nm Gate length 22 nm Gate Length 22 nm

Width 14 nm Width 16 nm

Height 12 nm Height 12 nm

Oxide thickness 1 nm 1 nm 1 nm

Source and drain
doping
concentration

1 × 1020/cm3 1 × 1020 /cm3 1 × 1020/cm3

Channel doping
concentration

1 × 1016/cm3 1 × 1016 /cm3 1 × 1016/cm3
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Fig. 2 a Ids versus Vgs plot for MOSFET with SiO2 as gate oxide and different channel materials.
b Log (Ids) versus Vgs plot for MOSFET with SiO2 as gate oxide and different channel materials

The Ids versus V gs plots for GAAFET device using SiO2 and HfO2 as gate oxide
for different channel materials are depicted in Figs. 6 and 7, respectively.

From these figures, it can be observed that the plots for the GAAFET device using
Si and SiGe as channel materials also show nearly similar characteristics.

The comparison of the analog parameters, namely current switching ratio and
sub-threshold swing, for the FINFET device using SiO2 and HfO2 as gate oxide has
been depicted in Figs. 8 and 9, respectively. For comparative analysis, the on-current
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Fig. 3 a Ids versus Vgs plot for MOSFET with HfO2 as gate oxide and different channel materials.
b Log (Ids) versus Vgs plot for MOSFET with HfO2 as gate oxide and different channel materials
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Fig. 4 a Ids versus Vgs plot for FINFET with SiO2 as gate oxide and different channel materials.
b Log (Ids) versus Vgs plot for FINFET with SiO2 as gate oxide and different channel materials

of all the devices has been taken as the value of the drain current at V gs = 0.55 V.
For better visibility, log plots have been plotted (Figs. 10 and 11).

Detailed results of the simulations for all the devices with different gate oxides
and substrate materials are summarized in Table 2.
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Fig. 5 a Ids versus Vgs plot for FINFET with HfO2 as gate oxide and different channel materials.
b Log (Ids) versus Vgs plot for FINFET with HfO2 as gate oxide and different channel materials
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Fig. 6 a Ids versus Vgs plot for GAAFET with SiO2 as gate oxide and different channel materials.
b Log (Ids) versus Vgs plot for GAAFET with SiO2 as gate oxide and different channel materials
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Fig. 7 a Ids versus Vgs plot for GAAFET with HfO2 as gate oxide and different channel materials.
b Log (Ids) versus Vgs plot for GAAFET with HfO2 as gate oxide and different channel materials

It is observed that for the FINFET device that uses SiO2 as the gate oxide, using Si
and SiGe as channel materials results in themaximum on-current, whereas minimum
off-current is obtained if SiC3C is used as the channel material. Further use of SiC3C
also results inmaximumcurrent switching ratio (Ion/Ioff) andminimumsub-threshold
swing (SS) values.
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Fig. 8 a Comparison of current switching ratio for FINFETwith SiO2 as gate oxide. bComparison
of subthreshold swing for FINFET with SiO2 as gate oxide

Fig. 9 aComparison of current switching ratio for FINFETwithHfO2 as gate oxide. bComparison
of subthreshold swing for FINFET with HfO2 as gate oxide

Fig. 10 a Comparison of current switching ratio for GAAFET with SiO2 as gate oxide.
b Comparison of subthreshold swing for GAAFET with SiO2 as gate oxide
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Fig. 11 a Comparison of current switching ratio for GAAFET with HfO2 as gate oxide.
b Comparison of subthreshold swing for GAAFET with HfO2 as gate oxide

For the FINFET device that uses HfO2 as the gate oxide, it is evident from Table 2
that using Si and SiGe, maximum on-current is achieved, whereas minimum off-
current, maximum current switching ratio (Ion/Ioff) and minimum sub-threshold
swing values (SS) are obtained if SiC3C is used as the channel material. Thus, it
can be concluded that better performance is achieved with the use of HfO2 rather
than SiO2 as the gate oxide as all the four analog parameters being analyzed show
improvement.

For the GAAFET device that uses SiO2 as the gate oxide, it is observed that
although the trend is same as that for FINFET devices using SiO2 as gate oxide
the analog parameters being analyzed show significant improvement. The maximum
on-current and current switching ratio achieved are greater than that of the FINFET
device using SiO2 as gate oxide, whereas the minimum off-current and sub-threshold
swing are less. Further, the characteristics show improvement if HfO2 is used as the
gate oxide as evident from Table 2. A comparative study among the FINFET device
using GaAs as channel material and HfO2 as gate oxide used in this work and Ref.
[8] shows that FINFET modeled in this work achieves a lower sub-threshold swing
value and a higher current switching ratio (Table 3).

The plots for drain current (Ids vs. V ds) for MOSFET, FINFET and GAAFET
devices using Si as channel material and SiO2 as gate oxide have been depicted in
Fig. 12. The simulations have been performed by keeping V gs values fixed at 0.25 V,
0.27 V, 0.30 V, 0.32 V, respectively.

It is observed that the variation of current in the saturation region is least for the
case of GAAFET which is the need for various applications. Thus, GAAFET can
be used in the applications involving the use of constant current sources instead of
MOSFET or FINFET devices.
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Table 2 Comparison of MOSFET, FINFET and GAAFET devices

DEVICE: MOSFET

GATE OXIDE
SiO2

Ion Ioff Ion/Ioff S.S

Si 6.35E−05 2.33E−11 2.72E06 82.71

SiGe 2.12E−04 7.60E−10 2.78E05 89.64

GaAs 3.46E−09 1.31E−15 2.64E06 85.61

SiC3C 1.57E−14 3.01E−17 5.21E02 82.14

GATE OXIDE
HfO2

Si 1.03E−03 2.12E−10 4.85E06 65.99

SiGe 1.22E−03 1.03E−09 1.18E06 69.84

GaAs 7.75E−06 2.56E−14 3.02E08 65.32

SiC3C 2.05E−09 2.68E−17 7.64E07 53.23

DEVICE: FINFET

GATE OXIDE
SiO2

Si 1.80E−05 6.91E−10 2.61E04 73.72

SiGe 1.80E−05 6.86E−10 2.63E04 73.75

GaAs 4.18E−06 7.89E−13 5.29E06 70.95

SiC3C 9.15E−08 9.75E−16 9.39E07 68.29

GATE OXIDE
HfO2

Si 5.09E−05 1.65E−10 3.09E05 63.36

SiGe 5.09E−05 1.61E−10 3.15E05 63.35

GaAs 9.04E−06 6.43E−14 1.41E08 62.36

SiC3C 5.26E−08 8.01E−17 6.57E08 62.10

DEVICE: GAAFET

GATE OXIDE
SiO2

Si 2.64E−05 3.65E−11 7.24E05 60.21

SiGe 2.64E−05 3.58E−11 7.37E05 60.21

GaAs 4.41E−06 1.05E−14 4.19E08 59.97

SiC3C 1.52E−08 9.48E−18 1.60E09 59.77

GATE OXIDE
HfO2

Si 6.15E−05 3.09E−11 1.99E06 59.73

SiGe 6.14E−05 3.02E−11 2.03E06 59.73

GaAs 8.75E−06 8.74E−15 1.00E09 59.56

SiC3C 1.38E−08 7.82E−18 1.76E09 59.57

Table 3 Comparison of FINFET device with Ref. [8]

Electrical parameters FINFET using GaAs as channel material
and HfO2 as gate oxide in this work

Reference [8]

1. Sub-threshold swing (SS) 62.36 63.21

2. Current switching ratio (Ion/Ioff) 1.41E08 2.75E07
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Fig. 12 Ids versus Vds plot for a MOSFET, b FINFET, c GAAFET
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4 Conclusion

The influence of varying channel material and gate oxide material for MOSFET,
FINFET andGAAFETdevices on off-current, on-current, current switching ratio and
sub-threshold swing has been explained. It is found that use of HfO2 as gate oxide
improves the performance of the device and use of appropriate channel material
according to the application can help to achieve optimum characteristics. Also, a
comparison of MOSFET, FINFET and GAAFET devices as current sources has
been presented from which it is concluded that GAAFET devices can act as best
constant current sources among these.
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VLSI Design of a Split Parallel
Two-Dimensional HEVC Transform

Ainy Haziyah Awab, Ab Al-Hadi Ab Rahman, Izam Kamisian,
and Mohd Shahrizal Rusli

Abstract This paper proposes a highly parallel two-dimensional (2D) HEVC trans-
form hardware architecture, implemented in 32-nm VLSI technology. The design
allows very high-resolution and frame-rate video coding by way of a very fast HEVC
transform operations. It is based on a split architecture, where the individual trans-
form type and size is separated into its own core, therefore enables pixel-level paral-
lelism in the 2D parallel and folded structures. This work also implements the full
specification of the HEVC transform for both the DCT and DST transforms, with
performance, power, and area analyses for the two structures. Results show very
significant speed up over existing unified architectures, with only a relatively modest
increase in total gate count. The design is suitable for applications that require very
high video resolution and frame rate.

Keywords HEVC transform · DCT · DST · VLSI

1 Introduction

High-efficiency video coding (HEVC) is the current video compression standard,
developed by the Joint Collaborative Team on Video Coding (JCT-VC), a collabora-
tion between the ITU-T Video Coding Experts Group (VCEG) and the ISO/IEC
Moving Picture Experts Group (MPEG) standardization organizations [1]. It is
widely used today to encode and decode videos for playback in devices such as
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Table 1 Number of arithmetic and logical shift operations in an N-point butterfly DCT/DST

Multiplication Addition Shifter

4-Point DCT/DST 8 12 8

8-Point DCT 24 36 16

16-Point DCT 88 100 32

32-Point DCT 344 404 64

computers and smartphones. One of the core components in HEVC is its transform,
known to be very compute-intensive andpower-hungry. For usage ofHEVC inmobile
devices and embedded systems, it is crucial that the operation should be efficient in
terms of power, while able to support high frame-rate and high-resolution videos [2].

The HEVC transform, as defined in the standard, specifies two-dimensional (2D)
discrete cosine transform (DCT) of sizeN = {4, 8, 16, 32} and discrete sine transform
(DST) of size N = 4 [3]. The 2D operation is performed by multiplying each row
of the input image block of size N by an N × N DCT or N × N DST matrix
for the first dimension, followed by each column for the second dimension. The
estimated number of arithmetic and logic operations for each row or column of N-
point transform type and size for a butterfly decomposition structure [4] is given in
Table 1. The complete 2D transform of image block size of N × N thus requires 2
× N × N-point operations.

Due to the high computational requirements of theHEVC transform, severalworks
have been reported in the design of a custom hardware for the operation. The goal is
mainly to leverage the compute-intensive transformoperations to dedicated hardware
(e.g., FPGA or ASIC), while maintaining other serial-based HEVC operations in
software.

Some of the important works include an integer-based multiplierless constant
multiplication (MCM) implementation [5], and the Walsh–Hadamard transform
(WHT) [6]. In [5], the authors use the MCM approach for 4-point and 8-point DCT,
while normal multiplication was used for 16-point and 32-point DCT. In [6], the
authors use the Given rotations the 2D N-point DCT, which are cascaded with the
DCT matrix. Both of these works utilize two commonly used structures: the parallel
and folded structures. The parallel structure utilizes two separate cores for the two
dimensions, while the folded uses only a single transform core. These works obtain
good power and energy figures, but may be limited in terms of performance since
some data parallelism is constrained as the unified architecture is used.

Apart from this, other reported works include a pipelined implementation of the
DCT/DST transform [7–9] with the objective of enhancing the performance. Another
interesting work is given in [10] where the DCT is optimized for the most likely
block size in the video stream. The work in [11] utilizes the carry save adder-based
multiplier unit for improved performance, while the work in [12] explores the design
space of the HEVC transform at high level using the methodology described in [13].
The objective in this case is to find the best trade-off between performance, power,
and area.
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The contribution of this paper is on the hardware design of a highly parallel HEVC
transform using the proposed top-level split architecture. Furthermore, the parallel
and folded structures are also extended and integrated in the 2D transform core, and
the top-level analyzed for performance, power, and area [14–16]. This work also
implements the complete design of the HEVC transform with all possible types and
sizes of the transform, with comparison of results from the works in [5, 6].

2 Proposed Architectures

2.1 Top-Level Split Architecture

The top-level block diagram of the proposed split architecture is given in Fig. 1.
Essentially, each 2D DCT transform unit of size N = {4, 8, 16, 32} and DST of size
N = 4 is separated into its own core. Compared to the unified architectures, this may
seem to result in large area and possibly consumes more power. However, there are
two advantages that can be expected from this architecture:

1. Two blocks of distinct sizes can be processed at the same time, whereas in the
unified architecture, a new block can only be processed after the completion of
the current block.

2. As each transform core of size N is designed separately, it is now possible to
design with pixel-level parallelism, as opposed to the unified architecture with
row-level parallelism for each of the 2D transform unit.

Fig. 1 The proposed split architecture for hardware implementation of the full HEVC 2D transform
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The splitter takes the specification of the block (i.e., the size N and transform
type) and routes the block accordingly to the relevant transform core. If a new block
is available, it compares the size and type of the new block with the current block.
If they are not equal, then the new block can be sent to the relevant transform core
for concurrent processing. In the case that they are equal, then it has to wait until the
current block is completed before routing the next block to the same transform core.

The transformed blocks are then sent to the merger, which essentially stores the
results of the 2D DCT computations temporarily, before being routed to the next
stage of the HEVC encoder/decoder.

2.2 2D Transform Architecture

In this subsection, we discuss the implementation of the individual 2D transform unit.
The two most commonly used structures as discussed in Sect. 1 are implemented,
namely the parallel and folded structures. However, since the split architecture is
utilized, it is now possible to obtain maximum parallelism (i.e., pixel level) for the
2D transform. Algorithm 1 shows the operation for 2D transform where rows are
first transformed to obtain 1D transform, followed by the transposition operation,
and finally a second round of row transform to obtain the 2D transform.

end
YN 1DT  =  Transpose  (YN

2D:  2D  transformed image block of size NxN
for each  row  r  =  1..N  in  XN  do

1DT do

Algorithm  1:  2D  DCT/DST  Transform  of  image  block  size  NxN

Input: XN:  Input  image  block  of  size  NxN,  MN:  DCT/DST  matrix  of
size  NxN

Output: YN

YN 1Dr  =  XNr  *  MN

1D)
for each  row  r  =  1..N  in  YN

YN 2Dr  =  YN 1DTr  *  MN
end
return  YN 2D

In the proposed split architecture, sizeN is explicitly defined for each core. There-
fore, the two for loops in the algorithm can be unrolled, followed by a direct connec-
tion between first and second row transformations. Therefore, the transposition buffer
can be removed from the algorithm which allows full parallelism for each pixel in
both transform dimensions.

The hardware architectures for the 2D transform unit are given in Figs. 2 and 3
for parallel and folded structures, respectively. In the parallel structure, the operation
is purely combinational logic with mainly adders and multipliers, without a trans-
position buffer. In the folded structure, however, a transposition buffer is required
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Fig. 2 Parallel hardware architecture for 2D DCT of size N

Fig. 3 Folded hardware architecture for 2D DCT of size N

as only a single 1D transform unit is allowed. In contrast to previous works, the 1D
transform unit loop is fully unrolled for full N × N pixel parallelism.
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3 Experimental Results

Each of the 2D DCT of size N = {4, 8, 16, 32} and DST of size N = 4 has been
implemented using the proposed split architecture for both parallel and folded struc-
tures. Verilog HDL has been used for RTL design, while EDA tools Synopsys DC
and ICC have been used for front-end synthesis and back-end layout implementation
using SAED 32nm process technology, respectively. The design physical layout has
been extracted for parasitic and analyzed for timing and power. Other performance
parameters analyzed include design gate count and throughput.

The graph in Fig. 4 presents the maximum operating frequency (fmax) for each
DCT and DST for both parallel and folded structures. The average fmax is 385 MHz
and 250 MHz, respectively, for folded and parallel structures. The fmax is found
to be higher in the folded structure as expected, as the 2D transform data path is
partitioned into two parts. In can be seen that the parallel structure has lower fmax
by around 35% as compared to the folded structure.

For the parallel structure, the DCT and DST designs have latency of 1 clock
cycle, while latency is 2 clock cycles for the folded structure. For practical purposes,
a serializer–deserializer (SerDes) has also been integrated at the input and output
of each 2D transform core. Using these, together with the fmax and the number of
pixels for DCT and DST of size N, the throughput can be calculated. The result is
shown in the graph of Fig. 5.

Figure 6 shows the total power consumption (static and dynamic) for each DCT
and DST for both parallel and folded structures. Overall, it can be seen that the
folded structures consume slightly more power compared to the parallel structures
as the folded structure has significant number of registers. It is also interesting to see
that the power is increased exponentially going from smaller to bigger size as the
number of pixels being processed in parallel is also increased exponentially. This is

Fig. 4 Maximumoperating frequency for eachDCT andDST for both parallel and folded structures
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Fig. 5 Throughput for each DCT and DST for both parallel and folded structures

Fig. 6 Total power consumption for each DCT and DST for both parallel and folded structures

an interesting observation that while the folded structure results in higher throughput,
power is more optimum in the parallel structure.

The gate count for each design is shown in Fig. 7. As expected, larger transform
size utilizes higher number of cells, as shown with almost 1 million logic gates for
the parallel 32× 32 DCT. Similar to power consumption, the gate count can be seen
to increase exponentially as the transform size is increased from N = 4 to N = 32.

The proposed work has been compared with similar works in the literature. As
given in Table 2, the fmax is around the same values for all designs.As for throughput,
we have obtained up to 65 times and 233 times higher compared to previous works
for parallel and folder structures, respectively, mainly due to having highest level of
parallelism using the split architecture. Because of this, the gate count in our case is
also higher by up to 4.3 times and 3.8 times for the parallel and folded structures,
respectively. In terms of power, our designs show considerably less power consumed,
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Fig. 7 Gate count for each DCT and DST for both parallel and folded structures

Table 2 Results comparison with similar works in literature

[5]
Parallel

[5]
Folded

[6]
Parallel

[6]
Folded

Split
Parallel

Split
Folded

Technology (nm) 90 90 90 90 32 32

Fmax (MHz) 187 187 250 250 190 297

Thr. (Gpix/s) 5.984 2.992 3.212 1.302 194.4 303.9

Power (mW) 67.57 40.04 51.72 28.98 9.242 10.88

Gate count (K) 347 208 243 157 1055 598

possibly due to a more advanced process technology, by around 82% and 31% for
parallel and folded structures, respectively.

All of these designs (priorworks andours) are able to support real-timevideo at 8K
resolution. The advantage of our proposed solution is the very high throughput (with
acceptable increase in gate count), which allows the reduction in operating frequency
and reduced power consumption for a given throughput requirement. Furthermore,
the proposed design could also support HEVC video coding that requires higher
video resolution and frame rate than current state of the art.

4 Conclusion

In this work, a parallel split architecture for VLSI implementation has been proposed
and presented that allows pixel-level parallelism for each 2D transform core in the
HEVC transform. The full HEVC transform for all sizes for DCT and DST has been
designed, implemented, and analyzed for performance, power, and area.
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Results show best operating frequency for the folded structure as expected,
although with higher latency as compared to the parallel structure. Including the
SerDes, the folded structure is found to perform slightly better in terms of throughput.
In terms of power, however, the parallel structure performs better, mainly due to the
absence of registers in the design. In terms of area, the parallel structure shows
higher gate count due to a higher utilization of arithmetic units. As compared with
previous works using unified architectures, the proposed split architecture results in
significantly higher throughput with only a modest increase in gate count.

As for future work, it would be interesting to analyze the performance using real
video stream benchmarks where the 2D transform core can be run in parallel. This
would also require the integration of the proposed hardware HEVC transform with
other components in HEVC codec either in software or hardware.
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Convergence of Novel Iterative Learning
Control Methods for a Class of Linear
Discrete-Time Switched Systems

D. R. Sahu and Nitish Kumar Singh

Abstract In this paper, we study the convergence of different iterative learning
control methods implemented to a class of linear discrete-time switched systems
coupled with an arbitrary switched rules under the hypothesis that switched system
operates repetitively over a finite time interval. The convergence is discussed by
utilizing the super-vector approachwhen the system is noise-free. Here, we introduce
Mann-ILCmethod andnormal S-ILCmethodof switched systems and establish some
theorems related to the convergence of the corresponding reference trajectory on the
time interval. We present a numerical experiment to demonstrate the convergence
behaviour of theoretical analysis.

Keywords ILC · switched system · Super-vector approach · Mann iteration
method · Normal S-iteration method

1 Introduction

In modern era, switched systems have acquired considerable attention due to their
broad applications in the control of chemical systems, automotive industry, process
control, power systems, networked control systems, engineering [1, 2] andmany oth-
ers [3–5]. Currently study of switching system mainly focussed on stability, control-
lability and observability [6–8]. The switched system is a collection of subsystems
of a dynamical system and a logical rule which arrange switching between these
subsystems. Precisely, these subsystems are generally characterized by difference
equations or indexed differentials. The logical rule that organizes switching between
these subsystems achieves switching signal, which is generally described as classes
of piecewise constant maps,

σ : R+ −→ I,
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or, sequences

σ : Z+ −→ I.

By wishing a switching signal to be piecewise constant, we focus that on any finite
interval of R+ (positive real numbers) the switching signal σ has a finite number of
discontinuities [6]. Although the study of the switching system is flourishing, gen-
erally the dynamics of the system (plant model) in engineering practice is unknown.

It is very demanding to design an effective model for the tracking performance
of the switched system. Positively, there exists an effective control method called
iterative learning control (ILC), which is a repeated control method that improves the
tracking performance of the closed control system by using a learning capacity over
repeated test trials as shown in Fig. 1. The mechanism associate designs an inverse
model and estimates the tracking error of the earlier iteration and then calculates a
corrective response from the tracking error and earlier input signal to obtain a revised
input signal. The revised input signal is designed to improve the tracking performance
of the next test trial, subsequently the tracking an error may be designed again and
the process is repeated. The reference trajectory can be tracked under satisfactory
conditions for convergence for associated method. One of the superiorities of ILC is
that it requires less knowledge of the focussing system. By taking account the above
property of ILC, it can be used in the switched system for tracking the desired result
[9]. Arimoto et al. [10] were first to proposed the original form of ILC method in
1984, for more detail see [11, 12].

In [3], convergence property for a P-type ILCmethod has been analysed by super-
vector approach for a class of linear discrete-time switched systems.

Fig. 1 ILC system
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On the other side, in the area of nonlinear analysis, the fixed-point theory is an
important and very interesting field. Many problems in mathematical physics and
operational research can be modelled as a fixed point problem. In literature, many
iterative techniques have been introduced and study for a fixed point of different
systems.

Let C be a non-empty convex subset of a linear space X and T : C → C is a
mapping. For any initial point u0 ∈ C, then Picard iteration (1.1) given by Picard
[13], and Mann iteration (1.2) introduced by Mann [14], is, respectively, given by

un+1 = T (un), for all n ∈ N, (1.1)

un+1 = (1 − αn)un + αnT un, for all n ∈ N, (1.2)

where sequence {αn} in (0, 1) is iteration parameter. But it is the rate of convergence
is slow, especially for the large-scale problem. To get rid of this problem, many
authors introducedmany iterations such as Ishikawa [15] and Krasnoselskii. In 2007,
Agrawal, O’Regan and Sahu [16] introduced the S-iteration method whose algorith-
mic structure is independent of both Mann and Ishikawa iteration and converge at
a faster rate. In last decade, S-iteration method has great attention of researchers as
alternative iteration method for solving fixed-point problems and many real-world
problems (see, [13, 17–20] ). In 2011, Sahu [20] given another variant of S-iteration,
which named as normal S-iteration (1.3) which is defined as follows:

un+1 = T [(1 − αn)un + αnT un] for all n ∈ N, (1.3)

where sequence {αn} in (0, 1) is iteration parameter. Both normal S-iteration and
S-iteration are two-step processes. They have better performance than Picard (1.1)
and Mann iteration method (1.2) for contraction mappings.

Motivated and inspired by work of Yang and Ruan [3], Mann [14] and Sahu
[20], we introduce Mann ILC method and normal S-ILC method and study their
convergence properties for a kind of discrete time-invariant linear switched systems
coupledwith an arbitrary switching rule by utilizing super-vector approach, when the
system is noise-free. We give a numerical experiment to compare the convergence
behaviour proposed ILC methods with P-type ILC method.

The rest of the paper is organized as follows. In Sect. 2, problem formulation and
its super-vector representation are described. In Sect. 3, some ILCmethods based on
Mann and normal S-iteration with their convergence analysis are given.With an error
table, a simulation example is given in Sect. 4. Conclusions are drawn in Sect. 5.

2 Preliminaries

In this section, some notations, representations, lemmas and theorems which play a
significant role in convergence analysis of the main result have been summarized.
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Following notations are used throughout this paper:

• xn+1(k) ∈ R
m denote state variable;

• un+1(k) ∈ R denote input signal;
• yn+1(k + 1) ∈ R denote output signal;
• The subscript n ∈ N denote iteration numbers;
• P = {1, 2, 3, . . . , p} with p ∈ Z+, p < +∞;
• I = {0, 1, 2, . . . , N0 − 1}, N0 ∈ Z+ indicate operation time period of each trial

k; k ∈ I , denote discrete time instant;
• σ(k) denote a random switching rule, which is defined by σ(·) : N −→ P.

Let us consider a single-input, single-output linear discrete time-invariant switched
systems for described as follows:

{
xn+1(k + 1) = Aσ(k)xn+1(k) + Bσ(k)un+1(k),

yn+1(k + 1) = Cσ(k)xn+1(k + 1), k ∈ I .
(2.1)

As we see σ(k) represents a random switching rule, this means the matrix group
(Aσ(k), Bσ(k), Cσ(k)) is an arbitrary element of the set

{(A1, B1, C1), (A2, B2, C2), ..., (Ap, Bp, Cp)}.

Objective of system (2.1) is to generate the input sequence {un(k), k ∈ I , n ∈ Z+} for
which {yn(k + 1), k ∈ I , n ∈ Z+} converges to reference trajectory {yd (k + 1), k ∈
I} as closely as possible, mathematically:

lim
n−→∞ |en+1(k + 1)| = 0 for all k ∈ I,

where en+1(k + 1) = yd (k + 1) − yn(k + 1) is the tracking error.
Within present paper, we have considered the following basic assumptions as

follows:
Assumption − I (i): All operators begin at identical initial state, i.e., xn+1(0) =
x0, for all n ∈ Z+ WLOG, assumed that x0 = 0.
(ii) The reference trajectory yd (k + 1), k ∈ I is iteration invariant.
Assumption − II : For a given reference trajectory yd (k + 1), k ∈ I , there exists a
reference control input signal ud (k), k ∈ I and a reference state vector xd (k), k ∈ I
such that

{
xd (k + 1) = Aσ(k)xd (k) + Bσ(k)ud (k),

yd (k + 1) = Cσ(k)xd (k + 1), k ∈ I .

The P-type ILC method introduced in [3] as follows:

un+1(k) = un(k) + τσ(k)en(k + 1), (2.2)

where τσ(k) denote proportion learning gain.
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Super-vector representation of ILC [3]. The learning performance of the method
(2.2) for the switch system (2.1) by the super-vector approach for given arbitrary
time instants k ∈ I , of the (n + 1)th trial given by:

Yn+1 = H (k)Un+1 + D(k), (2.3)

where

• Un+1 = [un+1(0), un+1(1), · · · , un+1(k)]T

• Yn+1 = [yn+1(1), yn+1(2), · · · , yn+1(k + 1)]T

•

H (k) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Cσ(0)Bσ(0) 0 0 · · · 0 0

Cσ(1)Aσ(1)Bσ(0) Cσ(1)Bσ(1) 0 · · · 0 0

Cσ(2)Aσ(2)Aσ(1)Bσ(0) Cσ(2)Aσ(2)Bσ(1) Cσ(2)Bσ(2) · · · 0 0

.

.

.

.

.

.

.

.

.

.

.

.

.
.
.

.

.

.

Cσ(k)
∏k

i=1 Aσ(i)Bσ(0) Cσ(k)
∏k

i=2 Aσ(i)Bσ(1) Cσ(k)
∏k

i=3 Aσ(i)Bσ(2) · · · Cσ(k)Aσ(k)Bσ(k−1) Cσ(k)Aσ(k)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

• D(k) =[
Cσ(0)Aσ(0)xn+1(0), Cσ(1)

∏1
i=0 Aσ(i)xn+1(0), Cσ(2)

∏2
i=0 Aσ(i)xn+1(0), , · · · , Cσ(k)

∏k
i=0 Aσ(i)xn+1(0)

]
.

We can deduce thatD(k) = 0, fromAssumption-I. Taking k = N0 − 1, and denoting
H (N0 − 1) = H , the system (2.3) becomes

Yn+1 = HUn+1, (2.4)

whereUn+1 = [un+1(0), un+1(1), . . . , un+1(N0 − 1)]T andYn+1 = [yn+1(1), yn+1(2),
. . . , yn+1(N0)]T .

For detail information please check [3].
Accordingly, in the form of super-vector, the control objective of ILC can be

similarly described as to generate the super-vector {Un, n ∈ Z+} for which {Yn, n ∈
Z+} converges to a reference trajectory Yd as closely as possible, i.e.

lim
n−→∞ |en+1| = 0,

where “‖.‖” denotes some vector norm and en+1 stand for tracking errors defined as:

en+1 = Yd − Yn+1 = [en+1(1), en+1(2), . . . , en+1(N0)]T , (2.5)

with Yd = [yd (1), yd (2), . . . , yd (N0)]T .

Update law (2.2) can be restated in the form of super-vector as follows:

Un+1 = Un + �en, (2.6)
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where

� =

⎡
⎢⎢⎢⎢⎢⎣

τσ(0) 0 0 · · · 0
0 τσ(1) 0 · · · 0
0 0 τσ(2) · · · 0
...

...
...

. . .
...

0 0 0 · · · τσ(N−1)

⎤
⎥⎥⎥⎥⎥⎦

(2.7)

is matrix representation of learning gains by updating law (2.2), which is known as
learning gain matrix. Now original 2-D ILC problem is transformed into a 1-D linear
input–output feedback problem.

Now, by utilizing (2.5) in (2.6), we have:

Un+1 = Un + �en

= Un + �(Yd − Yn)

= Un + �Yd − �HUn

= (I − �H )Un + �Yd , (2.8)

We now define an operator T : RN0 −→ R
N0 by

T (U ) = (I − �H )U + �Yd . (2.9)

Thus, (2.8) restated as:
Un+1 = T Un, (2.10)

which is the useful form of P-type ILC method ([3]).
Throughout the paper,wedenote‖I − H�‖byκ ,where “‖.‖”denotes the induced

matrix norm and T is defined by (2.9).

Remark 2.1 We see from (2.7) that � is a diagonal matrix. Hence, �H = H� and
hence κ = ‖I − H�‖ = ‖I − �H‖.
The following two theorems are related to the super-vector representation of the
system.

Theorem 2.1 ([3] , Theorem 1) Suppose that the ILC method (2.6) in imposed on
the switched system (2.4). Then the tracking error converges monotonically if the
inequality

κ < 1 (2.11)

holds.

In consideration of measurement disturbance ψn+1(k + 1), k ∈ I , the system
(2.1) can be restated as
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{
xn+1(k + 1) = Aσ(k)xn+1(k) + Bσ(k)un+1(k),

yn+1(k + 1) = Cσ(k)xn+1(k + 1) + ψn+1(k + 1), k ∈ I .
(2.12)

Thus the system (2.4) can restated as

Yn+1 = HUn+1 + ψn+1, (2.13)

where

• ψn+1 = [ψn+1(1), ψn+1(2), . . . , ψn+1(N0)]T denote the measurements noise vec-
tor with ‖ψn+1‖ < ∞.
On basis of measurement disturbance, we have two types of tracking errors:

• uncontaminated tracking error en given by en+1 = Yd − HUn+1;
• contaminated tracking error ēn given by ēn+1 = Yd − HUn+1 − ψn+1.

We can clearly see the relationship between en+1 and ēn+1, as below:

en+1 = ēn+1 + ψn+1.

So, the updating law (2.6) is given by

Un+1 = Un + �ēn, (2.14)

by the definition of tracking error vector, uncontaminated tracking error can be
evolved as

en+1 = (I − H�)en + H�ψn. (2.15)

Theorem 2.2 ([3], Theorem 2) Consider (2.15) which is derived from the switched
system (2.13) by utilizing updating law (2.14). Then limn→∞ sup ‖en+1‖2 is bounded
if ‖ψn‖2 = β < ∞ for any n ∈ Z+ and γmax(κ) = γ̄ < 1, where “ sup” represents
the supremum of a sequence.

3 Some Novel ILC Methods and Their Convergence
Analysis

Within this section, we propose two new ILC methods, Mann iteration-based ILC
method and normal S-iteration-based ILC method for single-input, single-output
linear discrete time-invariant switched systems and analyse their convergence prop-
erties.
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3.1 Mann Iterative Learning Control Method and Its
Convergence Analysis

Based on the Mann iteration method (1.2) and the ILC update method (2.10), we
introduce the following ILC method:

Un+1 = ((1 − α)I + αT )Un, (3.1)

where T is an operator defined by (2.9) and α is a real number with 0 < α < 1. We
say (3.1) is Mann iterative learning control method (Mann-ILC method).

Theorem 3.1 The Mann-ILC method (3.1) converges if the inequality (2.11) holds.

Proof Suppose that κ < 1. Define operator F : RN0 −→ R
N0 such that

F(U ) = ((1 − α)I + αT )U. (3.2)

For U1, U2 ∈ R
N0 , we have

‖F(U1) − F(U2)‖
= ‖[(1 − α)U1 + αT U1] − [(1 − α)U2 + αT U2]‖
= ‖[(1 − α)U1 + α(I − �H )U1 + α�Yd ] − [(1 − α)U2 + α(I − �H )U2 + α�Yd ]‖
= ‖(1 − α)U1 + α(I − �H )U1 − (1 − α)U2 − α(I − �H )U2‖
= ‖[(1 − α)(U1 − U2) + α(I − �H )(U1 − U2)]‖
= ‖[(1 − α)I + α(I − �H )](U1 − U2)‖
≤ ‖I − α�H‖‖U1 − U2‖.

Observe that

‖I − α�H‖ = ‖(1 − α)I + α(I − �H )‖
≤ (1 − α) + α‖I − �H‖
≤ (1 − α) + ακ. (3.3)

Since κ < 1, the operator F defined by (3.2) is contraction. Therefore, input super-
vector sequence {Un, n ∈ Z+} defined by Mann-ILC method (3.1) is convergent.

We now study asymptotic convergence of tracking error of Mann-ILC method (3.1).

Theorem 3.2 Assume that the Mann-ILC method (3.1) is imposed on switched sys-
tem (2.4). Then the tracking error converges monotonically if the inequality (2.11)
holds.

Proof Suppose that κ < 1. By definition of tracking error (2.5), we have

en+1 = Yd − Yn+1.
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From (3.1) and (2.4), we have

en+1 = Yd − HUn+1

= Yd − H [(1 − α)I + αT )]Un

= Yd − H [(1 − α)Un + α(I − �H )Un + α�Yd ]
= Yd − H [(I − α�H )Un + α�Yd ]
= (I − αH�)Yd − H (I − α�H )Un

= (I − αH�)Yd − (I − αH�)HUn

= (I − αH�)(Yd − Yn)

= (I − αH�)en. (3.4)

Taking the norm of both sides (3.4) and utilizing norm inequality, we yield

‖en+1‖ ≤ ‖I − αH�‖‖en‖.

Since κ < 1, it follows, from (3.3), that ‖I − αH�‖ < 1. Thus, we get

‖en+1‖ < ‖en‖.

This completes the proof.

Remark 3.1 For monotone convergence of tracking error condition (2.11) is suffi-
cient . Especially, in the case of ||.||2.

3.2 Normal S-Iterative Learning Control Method and Its
Convergence Analysis

Based on normal S-iteration method (1.3) and the update method (2.10), we define
S-operator generated by α and T .

Definition 3.1 Let α be a real number with 0 < α < 1 and T an operator defined
by (2.9). Then an operator Gα,T : RN0 −→ R

N0 is said to be an S-operator generated
by α and T if

Gα,T = T [(1 − α)I + αT ]. (3.5)

We give basic properties of S-operator Gα,T .

Proposition 3.1 The S-operator Gα,T defined by (3.5) satisfies the following:

1. Gα,T (U ) = (I − �H )(I − α�H )U + (I + α(I − �H ))�Yd for all U ∈ R
N0 .

2. The operator Gα,T is contraction if the inequality (2.11) holds.
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Proof 1. For U ∈ R
N0 , we have

Gα,T (U ) = T [(1 − α)U + αT U ]
= T [(1 − α)U + α(I − �H )U + α�Yd ]
= T [(I − α�H )U + α�Yd ]
= (I − �H )[(I − α�H )U + α�Yd ] + �Yd

= (I − �H )(I − α�H )U + (I + α(I − �H ))�Yd . (3.6)

2. Suppose that inequality (2.11) holds. Let U1, U2 ∈ R
N0 . Then, for V1 = (1 −

α)U1 + αT U1, we have

Gα,T (U1) = T [V1]
= (I − �H )V1 + �Yd

= (I − �H )[(1 − α)U1 + αT (U1)] + �Yd

= (1 − α)(I − �H )U1 + α(I − �H )T (U1) + �Yd

and hence

‖Gα,T (U1) − Gα,T U2‖
= ‖[(1 − α)(I − �H )U1 + α(I − �H )T U1 + �Yd ] − [(1 − α)(I − �H )U2 + α(I − �H )T U2 + �Yd ]‖
= ‖(1 − α)(I − �H )(U1 − U2) + α(I − �H )[T U1 − T U2]‖
= ‖(1 − α)(I − �H )(U1 − U2) + α(I − �H )(I − �H )(U1 − U2)‖
= ‖[(1 − α)(I − �H ) + α(I − �H )(I − �H )](U1 − U2)‖
= ‖[(I − �H )(I − α�H )](U1 − U2)‖
≤ ‖(I − �H )(I − α�H )‖‖U1 − U2‖.

Observe that

‖(I − �H )(I − α�H )‖ = ‖(1 − α)(I − �H ) + α(I − �H )(I − �H )‖
≤ (1 − α)‖I − �H‖ + α‖(I − �H )(I − �H )‖
≤ (1 − α)κ + ακ2.

Since κ < 1, it follows that ‖(I − �H )(I − α�H )‖ < 1.Therefore, the operator
Gα,T defined by (3.2) is contraction.

In view of normal S-iteration method (1.3), we introduce the following ILC
method:

Un+1 = Gα,T Un, (3.7)

where T is an operator defined by (2.9) and α is a real number with 0 < α < 1. We
say (3.7) is normal S-iterative learning control method (normal S-ILC method).
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By utilizing (3.6), the normal S-ILC method (3.7) can be restated as

Un+1 = (I − �H )(I − α�H )Un + (I + α(I − �H ))�Yd . (3.8)

Theorem 3.3 The normal S-ILC method (3.7) converges if inequality (2.11) holds.

Proof Suppose that inequality (2.11) holds. From proposition 3.1, we see that the
operator Gα,T defined by (3.5) is contraction. Therefore, input super-vector sequence
{Un, n ∈ Z+} defined by normal S-ILC method (3.7) is convergent.

We now study asymptotic convergence of tracking error of normal S-ILC algo-
rithm (3.7).

Theorem 3.4 Assume that the normal S-ILC method (3.7) is imposed on the switched
system (2.4). Then the tracking error converges monotonically if the inequality (2.11)
holds.

Proof By definition of tracking error (2.5), we have

en+1 = Yd − Yn+1.

From (2.4) and (3.8), we have

en+1 = Yd − HUn+1

= Yd − H ((I − �H )(I − α�H )Un + (I + α(I − �H ))�Yd )

= (I − H� − αH� + αH�H�)Yd − H ((I − �H )(I − α�H )Un

= (I − H�)(I − αH�)Yd − (I − �H )(I − α�H )HUn

= (I − H�)(I − αH�)Yd − (I − H�)(I − αH�)HUn

= (I − H�)(I − αH�)(Yd − Yn)

= (I − H�)(I − αH�)en. (3.9)

By taking the norm of both sides (3.9) and utilizing norm inequality, we yield

‖en+1‖ ≤ ‖(I − H�)(I − αH�)‖‖en‖.

If the assumption (2.11) holds, we get

‖en+1‖ < ‖en‖.

This completes the proof.
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4 Simulation Example

In order to express the efficiency of the proposed ILC methods, we presented a
simulation example. We consider a linear discrete-time switched system coupled
with three subsystems given in [3] as follows :

{
xn+1(k + 1) = Aσ(k)xn+1(k) + Bσ(k)un+1(k),

yn+1(k + 1) = Cσ(k)xn+1(k + 1), k ∈ I .

For given arbitrary vk belongs to {1, 2, . . . , 60}, arbitrary switching sequence is
defined as below:

σ(k) =
⎧⎨
⎩
1, if vk mod 3 = 1,
2, if vk mod 3 = 2,
3, if vk mod 3 = 0.

For simplicity we take I = {0, 1, 2, ..., 59}. Initial condition:
• u1(k) = 0, for , k ∈ I;
• xn+1(0) = 0 for all n ∈ N.

The system dynamics are given by

A1 =
[

0 1
0.125 −0.2

]
, B1 =

[
0
1

]
, C1 = [

0.1 1
] ;

A2 =
[−0.25 1

0 −0.3

]
, B2 =

[
0
1

]
, C2 = [−0.2 1

] ;

A3 =
[
1 0
0.2 −0.1

]
, B3 =

[
0
1

]
, C3 = [

0.25 1
]
.

The reference trajectory is provided as

yd (k + 1) = sin

(
8

25
k

)
, k ∈ I . (4.1)

In our experiment, we take α = 0.9 for Mann-ILC and normal S-ILC method.
One of the possible switching sequences σ(k) is given as

σ(k) =
⎧⎨
⎩
1, if k mod 3 = 1,
2, if k mod 3 = 2,
3, if k mod 3 = 0.

As shown in Fig. 2. We consider notations as follows:

1. Yp and ep denote output and output error for P-type (2.10) method respectively;
2. Ym and em denote output andoutput error forMan-ILCmethod (3.1), respectively;
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Fig. 3 Coordinatewise graph of error for different iteration methods

3. YnS and enS denote output and output error for normal S-ILC method (3.8),
respectively.
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Fig. 4 System outputs of P-type ILC method, Mann-ILC method and normal S-ILC method at 5th
trial

The system outputs of P-type method (2.10), Mann-ILC method (3.1) and normal
S-ILC method (3.8) at 5th trial, the 15th trial and the 25th trial are shown in Figs. 4,
5 and 6, respectively.

For proportion learning gain τ = 0.25, error (en, n ∈ N) corresponding to the P-
type ILCmethod (2.10), Mann-ILCmethod (3.1) and normal S-ILCmethod (3.8) are
given in Table 1 and Fig. 3, in which we can see that error corresponding to P-type
ILC method, Mann-ILC method and normal S-ILC method converges at 46th, 52nd
and 25th iteration, respectively.

5 Conclusions

In this paper, Mann (1.2) and normal S-iteration (1.3) are applied to the super-
vector representation of a kind of discrete switched systems coupled with an arbi-
trary switching rule. Some methods are presented for such a switched system with
corresponding convergence condition. We show that under suitable condition, on the
whole interval the method can ensure the output tracking error converges to zero. At
last, the stimulation result demonstrates the efficiency of the presented algorithms
and it manifests that system converges faster for normal S-ILC method (3.8) than
P-type ILC method (2.10) and Mann ILC method (3.1) but converges slower for
Mann ILC algorithm than P-type ILC method.
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Fig. 5 System outputs of P-type ILC method, Mann-ILC method and normal S-ILC method at
15th trial
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Fig. 6 System outputs of P-type ILC method, Mann-ILC method and normal S-ILC method at
25th trial
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Table 1 Error table

No. of
iteration

P-type Mann Normal-S No. of
iteration

P-type Mann Normal-S

1 5.4272 5.4272 5.4272 29 0.0055 0.0124 0.0000

2 4.1878 4.3103 3.3436 30 0.0043 0.0099 0.0000

3 3.2510 3.4392 2.0993 31 0.0033 0.0079 0.0000

4 2.5373 2.7557 1.3353 32 0.0025 0.0063 0.0000

5 1.9891 2.2162 0.8552 33 0.0020 0.0050 0.0000

6 1.5648 1.7877 0.5486 34 0.0015 0.0040 0.0000

7 1.2341 1.4454 0.3513 35 0.0012 0.0031 0.0000

8 0.9748 1.1706 0.2241 36 0.0009 0.0025 0.0000

9 0.7706 0.9492 0.1422 37 0.0007 0.0020 0.0000

10 0.6093 0.7701 0.0897 38 0.0005 0.0016 0.0000

11 0.4816 0.6249 0.0563 39 0.0004 0.0012 0.0000

12 0.3803 0.5070 0.0351 40 0.0003 0.0010 0.0000

13 0.3000 0.4111 0.0218 41 0.0002 0.0008 0.0000

14 0.2364 0.3331 0.0135 42 0.0002 0.0006 0.0000

15 0.1859 0.2697 0.0083 43 0.0001 0.0005 0.0000

16 0.1460 0.2181 0.0051 44 0.0001 0.0004 0.0000

17 0.1145 0.1762 0.0031 45 0.0001 0.0003 0.0000

18 0.0896 0.1422 0.0019 46 0.0001 0.0002 0.0000

19 0.0701 0.1146 0.0012 47 0.0000 0.0002 0.0000

20 0.0547 0.0922 0.0007 48 0.0000 0.0002 0.0000

21 0.0426 0.0741 0.0004 49 0.0000 0.0001 0.0000

22 0.0332 0.0595 0.0003 50 0.0000 0.0001 0.0000

23 0.0258 0.0477 0.0002 51 0.0000 0.0001 0.0000

24 0.0200 0.0382 0.0001 52 0.0000 0.0001 0.0000

25 0.0155 0.0306 0.0001 53 0.0000 0.0000 0.0000

26 0.0120 0.0245 0.0000 54 0.0000 0.0000 0.0000

27 0.0093 0.0195 0.0000 55 0.0000 0.0000 0.0000

28 0.0072 0.0156 0.0000
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Abstract This paper proposes a scalable VLSI architecture of the local gravity face
angle(LGFA) feature extraction algorithm. The LGFA is a novel feature extraction
algorithm used for generating LG-face for illumination-invariant and heterogeneous
face recognition. The proposed approach uses fixed-point arithmetic representation
and min-max normalization process is modified at algorithmic and architecture stage
for faster average computation (convergence) of angles. The architecture presented
in this paper is pipelined and parallel and have no preprocessing stage for zero
padding. The design is validated in Xilinx Virtex-5 FPGA (XC5VLX110T). The
proposed architecture is scalable for any image up to 128 × 128 pixels size and the
limitation is only due to the size of the internal counter andmemory resources (Block
RAM) available in FPGA platform. The simulation of the design in Xilinx ISE 14.7
shows that the emulated architecture can compute the LGFA of 128 × 128 image
with variation of 0.27◦ at 68.312MHz consuming only 42mW of switching power.
This paper is a first attempt in regard to FPGA implementation of LGFA feature
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1 Introduction

Face recognition is a very powerful application of image analysis and gained huge
application in the field of computer vision. The reliable face recognition still faces
many challenges thoughmany reliable systems have been developed [1]. Illumination
variation is such a major challenge in face recognition. A wide range of approaches
are used to cope with illumination variation problem. These methods are categorized
in three broad ways (1) preprocessing [2, 3], (2) modelling [4, 5] and (3) invari-
ant feature representation [6, 7]. A few researchers [8, 9] used images of different
modalities to minimize the impact of illumination. To address such images of dif-
ferent modalities, a field of face recognition called heterogeneous face recognition
(HFR) is emerging [10].

Roy and Bhattacharjee [11] proposed an illumination-invariant feature extraction
method based on the use of direction of the local gravitational force, expressed in
the angular form of local gravitational force angle (LGFA). The direction feature is
called local gravity face angle and the method is called local gravity face (LG-face).
This method is equally able to cope with illumination variations and heterogeneous
face recognition. It is more adaptive to local variation in illumination and yields a bet-
ter result than other existing methods (KP-RS [12], LCKS-CSR [13] and the THFM
[10]. Moreover, it performs consistently on the LFW database and in the presence of
noise. In [14], this LGFA method is used to come up with a novel image descriptor
called a pattern of local gravitational forces (PLGF). The hardware implementations
of face recognition algorithms are very important for a wide variety of real-time
applications like surveillance, biometric verifications (e.g. user authentications in
smart devices) and security (e.g. door access control), etc. Face recognition feature
in mobile devices enables various customer services. Though many research works
have been carried out [15–18] in recent times on developing VLSI architectures of
face recognition methods for FPGA/ASIC implementations, the hardware imple-
mentations of the illumination-invariant heterogeneous face recognition system are
still an area that needs much more exploration. In recent years, some works present
accelerator designs for face recognition [19, 20] but since they are neural network
based, they are computation intensive. As can be seen from above discussions LGFA
method shows prospect in its use for real-time face recognition. The system can be
attached with CCTV cameras installed in buildings, streets and in any surveillance
zone. Also, software realization of face recognition algorithms in mobile processors
consumes a power >1W as discussed in [19]. This motivates to design a hardware
implementation of this algorithm, primarily designing a scalable VLSI architecture
for LGFA feature extraction for FPGA implementation. The FPGA platform is cho-
sen due to portability, and it provides reconfigurability and shorter turn around time of
the chip with low cost. The purpose of this paper is to present a thorough description
of VLSI architecture for LGFA feature extraction and to demonstrate its functional-
ity, implementation in FPGA and performance. The major contributions of this work
are summarized below:
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Claim

1. This is a first attempt in regard to FPGA-based parallel hardware implementation
of LGFA extraction.

2. Any grayscale image of size up to 128 × 128 can be processed without changing
the hardware. The image size is only limited by the resources available in an
implementation platform.

3. No preprocessing of an image is required for pixel extensions by zero padding in
hardware.

4. Faster average computation (convergence) of angles of local gravity force is
achieved using a modified vector mode CORDIC. The proposed architecture
was implemented on a Xilinx Virtex-5 FPGA (XC5VLX110T) using ISE 14.5.
This emulated architecture was able to compute LGFA of a 128 × 128 grey-scale
image with an error of 0.27◦, compared to the MATLAB results, at 68.312MHz
consuming only 42mW of switching power.

5. In this design, fixed-point arithmetic is used which is faster and consumes lesser
hardware resources than floating-point arithmetic. The number of bits for fixed-
point numbers is chosen so that we do not lose out accuracy.

6. The min-max normalization in LGFA computation [11] involves the division of
each LGFAminus the minimumLGFA angle in the LGFAmatrix, by the absolute
difference between maximum and minimum values in the matrix. To simplify the
complexity of division, we modify the algorithm of the min-max normalization
and this modification is incorporated into the architecture as well.

In Sect. 2 we give preliminary introduction to LGFA and LG-face. In Sect. 3, we
describe in detail (a) the logic parallelism existing in the algorithm of LGFA feature
extraction method, (b) the need to exploit the parallelism in FPGA and (c) proposed
architecture and design considerations. Experimental results and comparisons are
presented in Sect. 4 and finally, the paper is concluded in Sect. 5.

2 Preliminaries

Roy and Bhattacharjee [11] have used the gravitational force angle to analyse large
and challenging face databases, primarily for illumination-invariant face recognition
and HFR.

A:LG-face Mask: The LG -face Mask [11] is as shown in Fig. 1.

C:LGFA feature extraction for LG-face LGFA is extracted from an image to generate
LG-facewhich is used for face recognition.Here is the algorithm for extractingLGFA
feature from an image:
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Gx Gy(a) (b)

Fig. 1 LGFA horizontal a and vertical b convolution masks

Algorithm 1 Algorithm to Extract Local Gravitational Force Angle(LGFA) Feature
Input: Sample Image.
Output: LG-face Image.
1: Apply Mask Gx , Gy to the sample image.
2: Result of masking with Gx is stored in X
3: Result of masking with Gy is stored in Y
4: Result combined to find the LGFA:LGFA=arctan(Y/X)
5: Perform Min-Max normalization operation on LGFA to get local gravity face image

3 Proposed VLSI Architecture for Local Gravity Face
Angle (LGFA) Extraction

The block diagram of overall architecture for LGFA computation and verification is
shown in Figure 2. It consists of four major blocks: (a) internal memory blocks: (i)
M1 (ii) M2 (b) controller (c) datapath( LGFA)Generation (d) datapath for min-max
normalization. To exploit the parallelism in the architecture, we have developed it
for FPGA implementation.

3.1 Internal Memory

The memory requirement for this architecture is met with Block RAM (BRAM)
available on the FPGA chip. The architecture has two memories M1 and M2. M1 is
used to store input grey image with maximum dimension 128 × 128. The memory
size of M1 is 4096× 32 bit. In a 32-bit word, since each pixel is represented by 8 bit,
four pixels can be stored. The operation of the memory is controlled by a WR/RD
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Fig. 2 Block diagram of overall architecture for LGFA computation

signal. It is a single port BRAM (M1_PORT1 as shown in Fig. 2). The memory
M2 is configured as 32 K × 16 bit memory. The upper 4096 words are loaded with
a golden value of LGFA image computed by MATLAB for the test image. The
computed LGFA image computed by hardware is stored in the lower 4096 words of
memory M2. This memory arrangement enables to execute the validation phase that
will be described under the controller subsection. It is a true dual-port memory (M2
PORT1 and M2 PORT2). The M2 PORT1 supports write accesses from both LGFA
datapath as well as min-max datapath. The arbitration between write accesses by two
datapath is managed by read and write memory interface.

3.2 Controller

The controller for this architecture consists of: (a) master controller for overall
control (b) sister controller for controlling LGFA computation and min-max normal-
ization. The state machine for master controller is shown in Fig. 3. The state machine
consists of four states namely: (i) CFG(or configuration state), (ii) LGFA state, (iii)
MINMAX and (iv) VALIDATE. CFG: This is a default state of the state machine.
LGFA: As start 1/lgfastart signal goes high, LGFA computation state gets active.
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Fig. 3 Master state machine for controller

This is the first stage of LGFA computation. In this state, LGFA image is computed
by the hardware (LGFA datapath). When the LGFA state returns the last pixel, Start2
or minmax signal goes high. Then the second phase of computation starts and the
controller goes to MINMAX state. MINMAX: In this state, the controller executes
the min-max normalization by dividing the angle pixel by 360◦ using the min-max
datapath. The minimum angle pixel for the input image is calculated in the LGFA
datapath itself in first phase. For the faster computation of min-max normalization,
simultaneous read-write access is made to memory M2. VALIDATION: In valida-
tion phase, the computed LGFA angle pixels are validated by executing a verification
scheme when ‘lastminmax’ pixel signal is received in CFG state. The validate_start
signal goes high and verification starts. As described in the INTERNAL MEMORY
section that 4096 words M2 consists of golden LGFA computed by MATLAB and
in the lower part of MEMORY, the hardware computed LGFA image is stored. In
VALIDATION phase, the controller reads angle pixels from both halves of M2 using
two ports and compare numerical equality with some error tolerance and keeps a
count of the number of matching pixels. If this matching pixels count is the same
as the input image, a signal is flagged as a success. This signal is mapped to FPGA
board.

3.3 LGFA Microarchitecture for Datapath

The computations required for all of the LGFA pixels are independent of one another,
since they only require values of the original image pixels. Thus, we could perform
computations for as many LGFA pixels in parallel as required. For computation
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Fig. 4 Data dependency graph for LGFA feature generation

of each LGFA pixel, the data dependency graph is shown in Fig. 4. This diagram
shows the data required for each operation, starting with the pixels from the original
image at the top, with intermediate results feeding through to dependent operations,
yielding the LGFA pixel at the bottom. We have excluded partial products in which
the coefficient is 0, since they do not contribute to the result. The diagram shows
that we can compute all of the partial products in parallel, since each partial product
depends only on an original pixel value and a constant coefficient. As shown in the
diagram the multiplier coefficients are k, −k, 1, −1 where k = 1

2
√
2
. We can then

sum the two groups of six partial products in parallel, and then calculate the arctan
(Y/X) using CORDIC [21, 22] to produce the LGFA pixel value. The parallelism of
the graph is exploited in the architecture by the design of LGFA microarchitecture
for datapath (Fig. 4).

The algorithm for local gravitational force angle (LGFA) feature extraction
method is implemented using the microarchitecture for LGFA as shown in Fig. 5. To
implement masking as described in step 2 of Algorithm 1 of Sect. 2, (also shown in
data dependency graph of Fig. 4), it is essential to multiply corresponding elements
of the mask with the input image. To achieve this process in hardware at first, the
LGFA datapath reads four pixels from each of the preceding, current and next rows
in memory into the three 32-bit registers at the top right of Fig. 6. Each register
consists of four 8-bit pixel registers. To apply Gx and Gy on input 3 × 3 window,
we essentially use a pipeline with 3 × 3 Buffer ( i.e. 8-bit registers each for storing
single 8-bit pixel) where pixels are read from the original image entering into the
registers at the top right. The pixel then flow through the 3 × 3 multiplier array. The
adders(ADDER_X and ADDER_Y ) to the Y and X registers(Y and X are numerator
and finally to the CORDIC block that implements arctan (Y/X ) which is LGFA pixel
and the result is sent to memory. Coordinate rotation digital computer (CORDIC)
is a well-known class of hardware efficient multiplierless algorithms for realization
of trigonometric functions [23]. The trigonometric functions are defined over vector
rotation and can be efficiently implemented iteratively using shifts and additions with
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Fig. 5 Microarchitecture of LGFA datapath

the help of a look-up-table of special angles αi . These angles are selected such that
for an ith angle, arctan(αi = 2−i ). Some excellent reviews on CORDIC algorithms
and its applications can be found in [21–23]. In the LGFA datapath, a vectoringmode
CORDIC algorithm [24] is used to implement the function arctan (Y/X ) as required
to implement LGFA feature extraction.

D:Datapath for Min-Max Normalization The min-max normalization in LGFA
computation [11] involves a division of each LGFA offset minus theminimumLGFA
angle in the LGFA matrix, by the absolute difference between maximum and mini-
mum values in the matrix.

ᾱmm,c = αc − min(αc)

| max(αc) − min(αc)| where αc − minαc < |max(αc) − min(αc) | (1)

In Eq. (1), ᾱmm,c is the min-max normalized LGFA , αc is the computed LGFA
at pixel position c and αc the computed LGFA value normalized by 360◦. This
is incorporated into the architecture using the following steps. (1) Since the dif-
ference between maximum and minimum values of LGFAs cannot be more than
360◦, the table of CORDIC’s reference angles is normalized by 360◦. These angles
are represented in fixed-point format Q1.14. Therefore, CORDIC computes LGFA
directly normalized by 360◦, i.e. αc. Since the LGFA output of CORDIC, “lgfa”
presents data sequentially, the register “lgfamin” for the minimum normalized LGFA
minαc, which is also updated sequentially by a simple compare and replace oper-
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Fig. 6 LGFA computation datapath

ation :lg f amin ≤ lg f a when (lg f a ≤ lg f amin). Then, at the end of all pixels,
lg f amin stores the minαc. This computation datapath is shown on Fig. 6a. Note
that this operation runs in parallel to process of storing of αc in the memory M2.
(2) After completion of all LGFA computation, each normalized LGFA αc is read
out sequentially from M2, subtracted by lgfamin, and then written back to the same
address location in M2. The datapath for this step is shown in Fig. 6b. Naturally, M2
is implemented as a dual-port memory.

4 Result and Discussion

The proposed architecture is simulated and synthesized using Xilinx ISE 14.5 for
Virtex-5 XC5VLX110T and code written in VHDL. The proposed generic hardware
solution is scalable with respect to image dimensions and database size up to 128 ×
128. The number of bits for fixed-point numbers is chosen so that we do not lose out
accuracy. Here, Q1.14 format of fixed-point arithmetic is chosen to represent data.
For verification of the design, we simulated it in Xilinx ISE 14.5. The input 8 × 8
grayscale image is converted to COE file using MATLAB script and loaded in 4K ×
32 single port BRAM memory using Xilinx ISE. Due to limitation of package, the
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validation of computed result is done on-chip similar to built-in-self test (BIST). For
that purpose, LGFA of input image is precomputed using the algorithm of Algorithm
1 in MATLAB script which we call ‘golden LGFA’, and converted to COE file. The
output memory thus has addressed space twice that of input memory. The limitations
of Xilinx SystemGeneration the golden LGFA image’s COE file is loaded in the first
half of the memory (between 0 and 4095). The second half of the memory is used for
an intermediate result as well as final min-max normalized LGFA of the input image
between 4096 and 8191. This assumes that the maximum image size is 128 × 128.
For this purpose, M2 memory is a dual-port memory. Finally, LGFA pixels are read
from both first and second half of output memory and compared up to a tolerance
value (0.065◦ in this case). A counter is maintained to have a record of matching
LGFA pixels. The maximum difference between the golden and computed value for
various image dimensions is compared in Table 1.

An example simulation result for the 8× 8 image in this proposed hardware solu-
tion for LGface is shown in Fig. 7. The maximum difference between the golden and
computed value is observed from the diffd1d2 signal when the controller enters the
validate state. This value is converted to a degree using the formula (x/214) × 360◦,
where x is the maximum value of diffd1d2 signal under validate state. The lgfamatch
signal is high when the pixels of golden lgfa data stored in the first half of memory
M2matches with computed lgfa pixel generated by proposed hardware and stored in
the second half of M2 within a tolerance of 0.138◦. An example simulation result for

Table 1 Simulated maximum difference of golden value computed by MATLAB and computed
value of LGFA in proposed architecture in degree

Face image dimension Maximum difference of golden (◦)
4 × 4 image 0.131

8 × 8 image 0.143

16 × 16 0.168

128 × 128 0.274

Fig. 7 Simulation result of 8 × 8 image for LGFA feature extraction
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the 8× 8 image in this proposed hardware solution for LGface is shown in Fig. 7. The
maximum difference between the golden and computed value is observed from the
diffd1d2 signal when the controller enters the validate state. This value is converted
to a degree using the formula (x/214) × 360◦, where x is the maximum value of
diffd1d2 signal under validate state. The lgfamatch signal is high when the pixels of
golden lgfa data stored in the first half of memory M2 matches with computed lgfa
pixel generated by proposed hardware and stored in the second half of M2 within
a tolerance of 0.138◦. From synthesis results, the maximum operating frequency of
proposed architecture is found to be 68.312MHz. The runtime is 2.405 sec in com-
puting the LGFA of 128 × 128 input image by MATLAB implementation when the
proposed algorithm is executed on a computer with Intel(R) ‘Core(TM) i3-4030U
CPU running at 1.93GHz and 4 GB RAM. The total runtime of the proposed algo-
rithm, when implemented in proposed hardware design is calculated from the start
of lgfa state to the end of minmax calculation state and is 2.9193 ms. This shows that
the proposed architecture is 2402. 1477ms faster over MATLAB implementation.
The device utilization is given in Table 2.

The power analysis for this LGFA hardware implementation is done for different
image dimensions and summarized in Table 3. As can be observed from the chart,
the total power is almost constant for different image dimensions. The maximum
contribution to the power is due to leakage as we have selected a large device. The
dynamic power is almost linear and constitutes 3.60% of the total power which is
very small for the design. We performed experiments to evaluate the performance of
the proposed architecture for the Extended Yale Face Database B (cropped) [25, 26].

Table 2 Device utilization of proposed architecture in virtex-5 XC5VLX110T

Logic utilization Used Available Utilization (%)

No. of slice registers 455 69120 0.658

No. of slice LUTs 1724 69120 2

No. of fully Used
LUT-FF pairs

259 1920 13

No. of bonded IOB 10 640 1

No. of block RAM
FIFO

19 148 12

No. of DSP48ES 2 64 3

Table 3 Power analysis table

Image dimension Total power (mW) Dynamic power (mW) Quiescent power(mW)

4 × 4 1.082 0.039 1.043

8 × 8 1.083 0.04 1.043

64 × 64 1.085 0.042 1.043

128 × 128 1.086 0.043 1.043
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Fig. 8 Showing bar chart analysis on Extended Yale B (cropped)

Table 4 Comparison of the proposed LGFA architecture in different Xilinx platform

Image size Platform LUT LUT-FF Frequency
(MHz)

Throughput/
No. of slices

128 × 128 Xilinx Spartan 3
Xc3s40

1962 489 40.038 14.707/1050 =
0.014

128 × 128 Xilinx Spartan 6
XC6SLX4

1692 277 74.742 7.874/465 =
0.016

128 × 128 Xilinx Virtex 5
XC5VLX110T

1724 259 85.390 6.897/455 =
0.015

The image size in Extended Yale Face Database B (cropped) is 192× 168. All image
data from Extended Yale Face Database B (cropped) are again manually cropped,
and then resized to 128 × 128 images and then used in the experiment for this paper.
The histogram chart for 35 images test images (128× 128) ExtendedYale B database
is shown in Fig. 8. The result shows that the maximum error varies between 0.17◦
to 0.89◦ when query image is subjected to different illumination conditions. Similar
experiments are performed onCMU-PIE database showsmaximum error varies from
0.22◦ to 0.91◦ and CUFS database it varies from 0.19◦ to 0.94◦.

The comparison of the proposed architecture on different Xilinx platform is given
in Table 4. The comparison is made with respect to LUT, LUT-FF, frequency and
throughput/number of slices. Throughput is generally used to compare the quality
of competing architectures [27].
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5 Conclusions

We have presented a novel VLSI architecture for generating LG-face . In architecture
of [28], 64 × 64 image is used. In [29] is weighted modular principal component
analysis (WMPCA) and face image dimension is not mentioned while in [30] image
dimension is 32 × 32. The face image dimension is 128 × 128 for the proposed
architecture. It is implemented in FPGA showing that the hardware have superior
performance compared to MATLAB implementation. The design can be used with
a hardware implementation of classifier (like KNN) or the classifier can be invoked
through the cloud via FPGA system to implement the face recognition using LGFA
extraction method.
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Enhanced Performances
of SAC-OCDMA System Operating
with Different Codes

Walid Sahraoui, Hakim Aoudia, Angela Amphawan, Smail Berrah,
Youcef Belkhier, and Rabindra Nath Shaw

Abstract Herein, spectral amplitude coding-optical code division multiple access
(SAC-OCDMA) technology is investigated and simulated. Thus, a comparative anal-
ysis is done between the random diagonal (RD), modified double weight (MDW) and
enhanced double weight (EDW) codes, aiming to obtain results with better perfor-
mances. The suggested system that exploits lasers as transmitter shows significantly
perfect performances as compared to the bit error rate (BER), eye’s diagram, and Q
factor of others standard SAC-OCDMA.

Keywords SAC-OCDMA · RD · EDW · MDW · BER · Optical fiber

1 Introduction

Optical fiber communication is the key technology behind the endless growth of
Internet. However, such technology suffers from some phenomena like the linear
and nonlinear effects (attenuation, dispersion, Kerr effect, …, etc.). These effects
degrade the quality of signal and increase noises during the transmission. Therefore,
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the optical fiber communication requires multiplexing techniques that support a large
number of simultaneous users demanding voice, video, and data services [1]. Also,
reduce the linear and nonlinear phenomena’s influence.

The OCDMA allows multiple users by assigning different optical codes (OCs) to
share the same transmission medium to different users [2, 3]. Nowadays, OCDMA
cannot be considered as a competitor of MDW, but it can be considered in optical
access networks [4]. In the other side, the OCDMA systems suffer from different
noises like the phase-induced intensity noise (PIIN), the dark current, add to that
the multi-access interference (MAI) [5] who represents a complicated problem. In
order to eliminate theMAI effect, various encoding techniques are proposed bymany
researchers, such as spectral phase coding but it was very difficult to preserve in fiber.
Therefore, the spectral amplitude coding was proposed [6].

There aremany different codeswhich have been considered for the SAC-OCDMA
networks. In particular, EDW code, Khazani–Syed (KS) code, modified frequency
hopping (MFH) code, RD code, MDW code, and ZFD code [5–7].

In this paper, a system based on the SAC-OCDMA technique was created. The
RD,MDW, and EDWcodes were applied. The aim of this work is to obtain enhanced
performances, where a comparative analysis will be done between these codes.

2 Construction of Codes

2.1 The Random Diagonal

The random diagonal (RD) code uses unipolar code (0, 1) sequences. It is denoted by
(N , w, λ) which N represents the length of the code, w represents the weight of the
code, and λ denotes cross-correlation of the in-phase that has two proprieties. The
first propriety represents the cross correlation of the zero that will minimize the λ

and reduce the PIIN, and the second propriety is the in-data level no cross correlation
[6, 8].

Data segment
This part is denoted by the matrix (K ∗ K ), where K denotes the user’s number and
w = 1 to keep the zero cross-correlation at λ = 0. For K = 3, the matrix (K ∗ K )
can is given as:

[Y1] =
⎡
⎣
0 0 1
0 1 0
1 0 0

⎤
⎦ (1)

Code segment
This second part will be represented by [Y2] matrix, which is the combination of two
matrices (weight and basic matrix). The weight matrix [M] = [M1M2M3 . . . Mi ] is
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responsible for increasing the value of ‘w’ [6]. Where i = w − 3 and for w = 4, the
weight matrix is given by [M] = [M1], and it is represented as follows:

[M] =
⎡
⎣
1 0
0 1
1 0

⎤
⎦ (2)

The basic matrix [B] can be expressed as:

[B] =
⎡
⎣
1 1 0
0 1 1
1 0 1

⎤
⎦ (3)

To increase the number of users or the code length, just repeat each range of the
[M] and [B] matrices, and to get the [Y2] matrix, we will just combine the [B] and
[M] matrices.

[Y2] =
⎡
⎣
1 1 0 1 0
0 1 1 0 1
1 0 1 1 0

⎤
⎦ (4)

The combination of [Y1] and [Y2] gives the total code sequence [Z] with N = 8
and K = 3.

[Z ] =
⎡
⎣
0 0 1 1 1 0 1 0
0 1 0 0 1 1 0 1
1 0 0 1 0 1 1 0

⎤
⎦ (5)

2.2 MDW Code

The modified double weight (MDW) code is developed based on the double weight
(DW) code of (w = 2) that has a large number of weights. This code is denoted by
(N , w, λ), and it has an ideal cross correlation (λ = 1) [9, 10]. MDW code is denoted
by the matrix [K ∗ N ] where K represents the user’s number and N represents the
code of the length. For (w = 4), it is denoted by (N , 4, 1) where the length of the
code ‘N’ is related to the user’s number of ‘K’ through:

N = 3K + 3

8

[
sin

(
Kπ

3

)]2

(6)

The basic MDW code of three users is given as follows [9]:
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[K × N ] =
⎡
⎣
0 0 0 0 1 1 0 1 1
0 1 1 0 0 0 1 1 0
1 1 0 1 1 0 0 0 0

⎤
⎦ (7)

2.3 EDW Code

Enhanced DW code weight can be any odd number greater than one [10]. ESW
code is denoted by (N , w, λ), as in the RD and MDW codes. It has an ideal cross-
correlation (λ = 1) where the relation between the number of users and the length
code is given by [11]:

N = 2K + 4

3

[
sin

(
Kπ

3

)]2

+ 8

3

[
sin

(
(K + 1)π

3

)]2

+ 4

3

[
sin

(
(K + 2)π

3

)]2

(8)

The EDW code is represented by the matrix [K ∗ N ] given below [11]:

[K ∗ N ] =
⎡
⎣

0 0 1
0 1 0
1 1 0

1 0 1
0 1 1
1 0 0

⎤
⎦ (9)

3 System Description

The SAC-OCDMA system architecture employs different codes (RD, EDW and
MDW) consisting of three active users, where the performances of these codes are
tested, using Optisystem7.0 software [12]. The data signal of each user is generated
from the pseudo random bit generator before using the NRZ coding. Then, the data
signal is modulated with different codes using the external modulation (Fig. 1). In
this system, the transmitted power is based on laser sources representing the sending
wavelengths with 1.2 nm spacing between two adjacent wavelengths, to represent the
code words (Tables 1, 2 and 3). After the combination of signals, one signal travels
through the single mode fiber (SMF) and broadcasts to the receivers. Table 4 shows
different used parameters during the simulations.

In the receiver side (Fig. 2), the signal is decoded using the fiber Bragg grating
(FBG), where the same wavelengths in the encoding part for each user are employed.
Then, the photo detector (PIN) is used to convert the optical signal to an electrical
signal. The resultant signal is filtered by fourth order Bessel low-pass filter, which
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Fig. 1 Transmitter block of SAC-OCDMA system

Table 1 Wavelengths using in the RD code

Users λ1(nm) λ2(nm) λ3(nm) λ4(nm)

User.1 1552.4 1553.6 1554.8 1557.2

User.2 1551.2 1554.8 1556 1558.4

User.3 1550 1553.6 1556 1557.2

Table 2 Wavelengths using in the MDW code

Users λ1(nm) λ2(nm) λ3(nm) λ4(nm)

User.1 1554.8 1556 1558.4 1559.6

User.2 1551.2 1552.4 1557.2 1558.0.4

User.3 1550 1551.2 1553.6 1554.8

Table 3 Wavelengths using in the EDW code

Users λ1(nm) λ2(nm) λ3(nm)

User.1 1552.4 1553.6 1556

User.2 1551.2 1554.8 1556

User.3 1550 1551.2 1553.6

is used to reject noise and interference components that lie outside the information
signal spectrum [11]. Finally, each signal is analyzed by the BER analyzer.



478 W. Sahraoui et al.

Table 4 System parameters

Parameters Value

Number of users 3

Receiver filter bandwidth 1.8e−023 W/Hz

Thermal noise coefficient 0.75 × bit rate

Signal format NRZ

Signal data 1.2 nm

Attenuation 0.2 dB/km

External modulator extinction ratio 30 dB

Dispersion 16.75 ps/nm/km

Chip spectral width 128 PN sequence

Dark current 10 nA

Fig. 2 SAC-OCDMA system diagram

4 Results and Discussion

In this paper, SAC-OCDMA system containing three users was created. The perfor-
mance parameters like the bit error rate (BER), Q factor, and the eye diagram were
tested by exploiting different codes (RD, EDW and MDW). A comparative anal-
ysis between these codes was realized. The performance parameters were tested
according some criteria such as the fiber length and the source power [12–16].

Figures 3 and 4, respectively, show the BER and Q factor of three codes over the
fiber length.

At each code simulation, the source power is fixed at 0 dBm and the data rate
at 622 Mbps. Herein, with fiber length, the BER value of all codes increases. The
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Fig. 3 BER versus fiber length at data rate of 622 Mbps

Fig. 4 Q factor versus fiber length at data rate of 622 Mbps

EDW code gives better results than the other codes with a perfect BER value until a
distance of 80 km, and it is around 10−13 at a length of 120 km. Even the RD code
has good results with perfect BER value until a length of 60 km and around 10−4

at 120 km. Similarly, the Q factor was obtained, except that it decreases with the
increasing of the fiber length. In [6], the AGW, FGB, and thin film filter have been
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Fig. 5 RDcode eye’s diagram at 60 km

tested as decoders. They have used the RD code. For the FBG, the BER was around
10−15 at length of 40 km.

The eye diagrams represented in Figs. 5, 6, and 7 clearly show that EDW code is
better. Even RD code has too large eye opening. In this test, MDW always does not
give good results comparing to the other two codes.

The second test is based on the source’s power, where the fiber length of 80 km
and a data rate of 622 Mbps are set as link parameters.

Figure 8 shows the BER parameter of different power values. The results that
were found show the decreasing of value, where a perfect result is reached in both
RD and EDW codes from a source’s power of 5 dBm. The same thing about the Q
factor is represented in Fig. 9 except that the Q factor values increase whenever the
increasing of the power values of source. This increasing requires more cost and high
energy which are considered as disadvantages. Therefore, it is preferable to use a 0
dBm source’s power as an optimal solution.

The eye diagrams of each code at a source’s power of 5 dBm are represented in
Figs. 10, 11, and 12. As in all simulations, the best results are given by the EDW code
regardless of the tested parameter even the RD code has good results. It is clearly to
see that those both codes have a larger opening of the eye’s diagram than the MDW
code.
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Fig. 6 MDW code eye’s diagram at 60 km

Fig. 7 EDW code eye’s diagram at 60 km
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Fig. 8 BER versus the power of source

Fig. 9 Q factor versus the power of source
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Fig. 10 Eye’s diagram of RD code at 5 dBm

Fig. 11 Eye’s diagram of MDW code at 5 dBm
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Fig. 12 Eye’s diagram of EDW code at 5 dBm

5 Conclusion

In this paper, an SAC-OCDMA system containing three users was created, where the
following performance parameters like the bit error rate (BER),Q factor, and the eye’s
diagramwere tested by exploiting different codeswhich are theRD,EDW, andMDW.
This study had the object of reach enhancement performances of the optical link than
the others standard SAC-OCDMA. Therefore, a comparative analysis between these
codes has been done. Based on this analysis, the EDW had always the better results
than the other codes, despite it exploited the minimum number of wavelengths. The
performance parameters tests were according to different criteria like the fiber length
and the source’s power.
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Phasor Estimation of Power Signals
in a Smart Grid Environment Using
Sigmoid Adaptive Filter

Soumili Saha, Prateek Bose, and Sarita Nanda

Abstract A smart grid is an electric grid that provides two-way communication
between production and consumption. The integration of different sources of power
generation makes it vulnerable to disturbances between the supply and demand;
therefore, control and tracking of parameters are necessary for the smart grid system.
To overcome the amplitude and phase distortion along with harmonic disturbances,
this paper uses phasor estimation techniques. In this paper, we focus on some algo-
rithms based on the modified least mean mixed norm (LMMN) for the same and
compare the results for a test case to solve the extensive and exclusive issues of
smart grid phasor estimation.

Keywords Adaptive algorithm · Phasor estimation · Least mean mixed norm
(LMMN) · Sigmoid least mean mixed norm (SLMMN)

1 Introduction

To meet the ever-changing and rising demands of the world, the necessity of moni-
toring and control over the electric power system is becoming progressively impor-
tant. The smart grid provides a two-way route for energy and information exchange;
this makes the system more efficient and reliable. The smart grid enables different
power sources to be integrated such as solar and wind energy production, thus
paving the way to renewable resource utilization [1]. But these power sources are not
governed; therefore, the addition of these different sources of energy to the existing
system brings in the challenge of handling information and distribution. Also, this
brings the need to overcome the amplitude and phase distortion along with the elimi-
nation of harmonic disturbances that occur [2]. This is done by using several adaptive
algorithms for the phasor estimation of the power signal [3]. This paper introduces
a design for a sigmoid adaptive filter for phasor measurement in the smart grid.
Therefore, agglomerating different weight signals updation for phasor estimation.
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Section 2 concisely summarizes phasor measurement using sigmoid-based algo-
rithm, while Sect. 3 provides simulation for non-stationary signals. Section 4 deals
with some conclusion point at the end.

2 Sigmoid-Based Algorithm for Phasor Measurement

The desired analog voltage [2] is represented as the sum of the fundamental signal
and its odd harmonic signals as:

v(k) =
H∑

h=1

Ah(k). sin(2πh f (k)dt + φh(k)) (1)

where f is the fundamental frequency,Ah(k) is the time-varying amplitude of the
hth harmonic component at the kth sampling instant, φh(k) is the phase angle of the
hth harmonic component at the kth sampling instant, dt is the sampling time, and h
refers to the order of harmonic [4].

v(k) = A1(k). cos(φ1(k)). sin(2π f (k)dt) + · · ·
+ AH (k). sin(φH (k)). cos(2πH f (k)dt) (2)

can be further expanded as:

v(k) = Wa1 sin(2π f (k)dt) + Wb1 cos(2π f (k)dt)

+ Wa3 sin(2π3 f (k)dt) + Wb3 cos(2π3 f (k)dt)+, . . . ,

Wah sin(2πh f (k)dt) + Wbh cos(2πh f (k)dt) (3)

where the weights Wah and Wbh are given as Wah = Ah(k) cos(φh(k)), and Wbh =
Ah(k) sin(φh(k)).

The weight vector is expanded as:

W
∧

(k) = [W
∧

(k)a1W
∧

(k)b1 . . .W
∧

(k)ahW
∧

(k)bh] (4)

The input vector can be expanded as:

U
∧

(k) = [sin(2π f (k)dt) cos(2π f (k)dt),

. . . , sin(2πh f (k)dt) cos(2πh f (k)dt)] (5)

The ADALINEF vector is obtained by multiplying the input coefficient vector
and weight vector. It is represented as:
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υ̂(k) = U
∧

(k − 1).WT (k) (6)

The estimated error determined is represented as:

ε(k) = υ(k) − υ̂(k) (7)

ε(k) = υ(k) −U
∧

(k − 1).WT (k) (8)

The weight signal is a function of a variable k.
LMMN algorithm mortify the performance of the phasor estimation due to which

a sigmoid-based LMMN algorithm is used to overcome the sensitivities of LMMN
algorithm. Therefore, SLMMN is proposed for determining the optimized phasor
properties like amplitude and phase estimation [5–7].

The weight vector can be updated as given in the following section.

2.1 Least Mean Mixed Norm

Least mean squares (LMS) algorithm use estimation of gradient vector for adaptive
filtration by the modification of the mathematical function [8].

Combining the cost functions of LMS and least mean fourth (LMF) algorithms,
the least mean mixed norm algorithm is conferred as:

ILMMN(k) = γ

2
E{ε2(k)} + 1 − γ

4
E{ε4(k)} (9)

W (k + 1) = W (k) − μ∇
∧

W (k)ILMMN(k)

= W (k) + ε(k){Y + (1 − γ )ε2(k)}U (k) (10)

where γ is the mixing parameter and μ is the step size.

W (k) = W (k) + μ.ε.(L + ((1 − L).ε2)).U
∧

(k) (11)

where μ and L are constants.

2.2 Sigmoid-Based Least Mean Mixed Norm

The main purpose to use sigmoid function is that it is limited between the range of 0–
1 and is differentiable. Representation of sigmoid function in terms of cost function
is represented as:
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s(k) = sgm[β.ILMMN(k)] = 1

e−β ILMMN(k)
[

1
e−β ILMMN(k) + 1

] (12)

where s(k) is the sigmoid cost function and β is the parameter of steepness.
The sigmoid cost function of the modified LMMN algorithm is used to overcome

impulse interference of external environment is given by:

ISLMMN(k) = 1

β
S(k) = 1

β

1

1 + e−β ILMMN(k)
(13)

W (k + 1) = W (k) − μ∇̂W (k) ISLMMN(k) (14)

The fundamental and harmonic functions are formulated in terms of weight
function. It can be obtained from:

A1(k) =
√
W 2(1) + W 2(2)

A3(k) =
√
W 2(3) + W 2(4)

A5(k) =
√
W 2(5) + W 2(6) . . . (15)

The phase values are obtained from (Fig. 1):

Fig. 1 Generalized structure of adaptive filter
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φ1(k) = a tan(W (2)/W (1))

φ3(k) = a tan(W (4)/W (3))

φ5(k) = a tan(W (6)/W (5)) . . . (16)

3 Simulation and Results

3.1 Non-stationary Signal Analysis

The test signal can be represented as:

v(k) = A1(k). sin(ω(k)k + φ1(k)) + A3(k). sin(3ω(k)k + φ3(k))

+ A5(k). sin(5ω(k)k + φ5(k)) (17)

where A1, A3, and A5 are the amplitudes and φ1, φ3, and φ5 are the phase angles of
the harmonic components. The different base parameters of (17) are given in Table
1. The estimation results using LMMN and SLMMN are presented as follows:

Figures 2, 3, and 4 represent the phasor estimation for the test signal (17). From
here, it is found that SLMMN provides the most accurate result of among these
two algorithms, namely LMMN and SLMMN, and Table 2 represents error for the
components under different SNR conditions.

Table 1 Variation in amplitude and phase components of test signal

Samples A1 A3 A5 φ1 φ3 φ5

0–201 1.2 0.5 0.3 −0.3927 −1.0472 −0.4488

201–448 0.96 0.5 0.3 −0.3927 −1.0472 −0.4488

448–601 1.44 0.5 0.3 −0.3927 −1.0472 −0.4488

601–800 1.2 0.5 0.3 −0.3927 −1.0472 −0.4488

Fig. 2 aComparison of different algorithmsbased on fundamental phase.bComparison of different
algorithms based on fundamental amplitude



492 S. Saha et al.

Fig. 3 a Comparison between the phase of third harmonic based on different algorithms.
b Comparison between the amplitude of third harmonic based on different algorithms

Fig. 4 a Comparison between the phase of fifth harmonic based on different algorithms.
b Comparison between the amplitude of fifth harmonic based on different algorithms

Table 2 Different harmonic analyzer error values under 20, 30, and 40 dB noise [4]

LMMN SLMMN

SNR (dB) 20 dB 30 dB 40 B 20 dB 30 dB 40 B

a1 err 0.5891 0.2082 0.3654 0.2359 0.1550 0.3411

a3 err 0.2138 0.0407 0.3769 0.2062 0.2280 0.4214

a5 err 0.3564 0.2328 0.4615 0.4564 0.3799 0.0356

4 Conclusions

LMMN and SLMMN algorithms enhance the estimation of signals and are more
effective than the basic LMS in achieving the desired signal. Hence, resolve the
critical issue for the smart grid phasor estimation.
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Design and Analysis
of Brain-Implantable Antenna for Neural
Signal Transmission

Vipan Kumar Gupta and Payal Mehra

Abstract In this paper a biocompatible, wide band antenna is designed for brain-
implantable devices. Antenna is characterized to operate in seven-layer complex
brain structure. Antenna has center resonance at 2.4 GHz and wide bandwidth of
450 MHz that makes antenna enable to cover medical body area network (MBAN)
and industrial scientific and medical (ISM) bands. Antenna size is miniaturized by
open-end slotting, and broadside radiation pattern is achieved with the directivity of
4.34 dBi in the off-side direction (away from human head). Antenna has low specific
absorption rate (SAR) of 0.044 W/kg. Results show that antenna can be used for
brain-implantable devices.

Keywords Brain implantable · ISM · WBAN · Broadside radiation · Seven-layer
brain tissue

1 Introduction

Technological advancements in wireless implantable devices are enabling the treat-
ment and controlling of brain disorders caused by spinal cord and traumatic brain
injury and strokes. Brain-implantable devices are providing solution for brain inter-
facing to external machines (like computer, wheelchair) and stimulation to the
neurons (for controlling function of urinary bladder system or tongue, etc.) for
the patients suffering with Alzheimer’s, paralysis, and other related diseases [1–3].
Implantable bio-sensors can extract the intracranial signal like electrocardiography
(ECG) and intracranial pressure, and these signals are used to control and monitor
the functionality of brain. Establishing a reliable wireless communication link from
inside the human brain to the free space environment is one of the major challenges
for the deployment of brain-implantable system. Implementation of wireless brain-
implanted system is reported in [4–7]. Antenna with wide bandwidth and broad-
side type radiation characteristics is must to set up the reliable communication link.
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Fig. 1 Schematic view of the implantable antenna’s role in wireless brain monitoring system

Schematic view of the wireless brain-monitoring system is shown in Fig. 1. A neural
sensor module integrated with implantable antenna is placed inside the head. Neural
signals like CSF pressure, temperature, and variation of tissue effective permittivity
are transmitted through broadside electromagnetic radiations to the external receiver
antenna for data processing.

Human head is a complex structure of multiple layers with different dielectric
properties and thickness, and it creates unfavorable conditions for the transmission of
electromagnetic waves [6]. Therefore, designing an implantable antenna has its own
challenges like frequency detuning, impedance matching, miniaturization, broadside
radiation pattern, and ensuring tissue safety from near-field radiations [8]. In [9–11],
antenna isminiaturized through stack patch technology and open-end slots. However,
omnidirectional radiation characteristics are displayed by these structureswhich is an
undesirable feature for implantable antenna. Back lobe power may cause heating of
brain tissue and affect adversely. Double split ring loaded loop antenna is designed
in [12] but suffers with extremely low gain. Frequency detuning and impedance
mismatch effects are reduced by making antenna biocompatible. In this concern,
antenna is shielded with a superstrate layer or coated with low loss materials to evade
direct contact of antenna’s radiator with brain tissue. Zirconia (εr = 29, loss tan ≈ 0)
[13] and Silastik MDX-4210 Elastomer (εr = 3.3, loss tan ≈ 0) [14] are commonly
used material for antenna coating. High-permittivity material like RO 3010 (εr =
10.2) [15] andTaconicRF-35 (εr= 3.5) [16] are used as superstrate layer. Implantable
antennas designed in [17–19] have smaller geometry, good radiation property, and
biocompatible. However, these structures are designed for low implant depth of less
than 5 mm.
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Based on the above issues, present authors have designed a miniaturized antenna
that can be implanted at the depth of 12 mm in the middle of Dura and CSF layers of
brain tissue. A superstarate layer is used to insulate antenna with conducting body
tissue and avoiding impedance distortion. Paper is organized as: Sect. 2 describes
the properties of brain tissue and antenna design and behavior. In Sect. 3, antenna
performance is evaluated in terms of reflection coefficient, efficiency, power loss
in body tissue, and radiation pattern. Finally, in Sect. 4, SAR value is evaluated to
ensure the tissue safety from the electromagnetic radiations.

2 Brain Tissue Modeling and Antenna Configuration

It is difficult to characterize the designed antenna with the accurate human brain.
Therefore, a simplified seven-layer numerical model is used for the simulation of
antenna. Planar area of brain simulation model is 80 mm × 80 mm, with thickness
of 72.2 mm. Dimensions of brain model are large enough to avoid diffraction from
edges. Material properties and thickness of layers are considered from the data given
in [20–23]. Properties of brain tissue layers are given in Table 1. Figure 2 shows the
simulation setup in which antenna is implanted between Dura and CSF layers. The
cerebral spinal fluid (CSF) is a protective layer that covers the brain cortex and spine
and can reflect some of the pathological and physiological changes that occur in the
brain. Thus, most of the implantable devices are placed in that region [24].

Geometry of the designed antenna is shown in Fig. 3a, and value of geometrical
parameters is given inTable 2.A coplanarwaveguide (CPW) feed antenna is designed
on thin substrate of RO 3010 with thickness of 0.25 mm, relative permittivity of
10.2, and loss tan of 0.0022. In CPW, technology radiator and ground share common
surface. Planar dimensions of antenna are 8.4 mm × 10 mm which are equal to
0.0672λo × 0.08λo, where λo is the free space wavelength at 2.4 GHz. Open-ended
vertical slots are etched on the radiator to tune the antenna at desired resonance of
2.4 GHz. Etching of slots has increased the electric current length path that helped
to reduce the size of antenna. Surface current plot in Fig. 3b represents the current
path trace by antenna at 2.4 GHz. It is clear that maximum current is concentrated on

Table 1 Brain tissue properties at 2.45 GHz [20, 21]

Tissue
layer

Thickness
(mm)

Dielectric
constant

Loss
tangent

Tissue
layer

Thickness
(mm)

Dielectric
constant

Loss
tangent

Skin 1 42.923 0.273 CSF 2 66.319 0.385

Fat 2 5.285 0.145 White
Matter

3.7 48.994 0.271

Cortical
Bone

7 11.410 0.252 Gray
Matter

55 36.226 0.246

Dura 1.5 42.099 0.292 – – – –
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Fig. 2 Simulation setup showing the position of implanted antenna inside the seven-layer brain
tissue

Fig. 3 aGeometry of the designed antenna with cross-sectional view, b surface current distribution
at 2.4 GHz
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Table 2 Geometrical parameters of the designed antenna

Parameter Value
(mm)

Parameter Value
(mm)

Parameter Value
(mm)

Parameter Value
(mm)

W 8.4 L 10 G 0.4 G4 2

WF 0.4 LF 2.5 G1 2 G5 2

WG1 4.5 LP, WP 6.0 G2 1 G6 1.4

WG2 2.7 LG 2.2 G3 2 G7 1

the edges of slot. Length of the slots is chosen to maintain the impedance matching.
In addition to this, offset fed is used to maintain the impedance of feed line. Feed is
offset by 1.2 mm to maintain 50-� impedance for a thin substrate [25–27].

3 Results and Discussion

Reflection coefficient plot of proposed antenna is shown in Fig. 4. It shows that
antenna has covered the wide bandwidth from 2.2165 to 2.6675 GHz with reference
to the center frequency of 2.3967 GHz. It has −10 dB impedance bandwidth of
450MHz. In this, bandwidth antenna has effectively covered theMBANband ranging
from 2.36 to 2.4 GHz and ISM band from 2.4 to 2.48 GHz. Reflection coefficient
at center resonance is −26.532 dB which shows that antenna has good impedance
matching in the brain tissue.

Plot for radiation efficiency is shown in Fig. 5. Both the total and radiation effi-
ciency are 0.65%. This low efficiency is due to the power absorbed by brain tissue.
Simulation-based analysis for power loss in brain issue has been performed. Figure 6

Fig. 4 Reflection coefficient of proposed antenna
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Fig. 5 Plot for efficiency of proposed antenna

Fig. 6 Plot for power lost in brain tissue layers

shows the plot for power loss in each layer of brain model, and the value of power
absorbed at 2.4 GHz is given in Table 3. Antenna is simulated for 0.5 W of input
power. Total power loss in tissue and substrate material is 0.451W. It shows that very
low amount of power is lost by antenna structure, impedance mismatch, and surface
waves.

3D radiation pattern of antenna is shown in Fig. 7. In Fig. 7b, brain tissue layer
is hidden to view the antenna. Both the plots are simulated under same setup. High
directivity of 4.34 dBi is achieved at 2.4 GHz. 2D plot in Fig. 8 shows that broad-
side radiation pattern is achieved for both the E-plane and H-plane. Broadside radi-
ation characteristics is the most desirable feature of the implantable antenna for
transmitting maximum radiated power to the external monitoring device.
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Table 3 Value of power lost at 2.4 GHz

Layers Power loss (W)

Skin 0.002

Fat 0.0005

Cortical Bone 0.01432

Dura 0.0358197

CSF 0.1394

White Matter 0.064930

Gray Matter 0.11108

RO 3010 0.0043

Total loss 0.4510

Fig. 7 Directivity plot a shown with brain tissue, b brain tissue hidden

Fig. 8 Radiation plot a E-plane, b H-plane
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Fig. 9 Specific absorption rate at 2.45 GHz

4 Specific Absorption Rate Value

Specific absorption rate is the safetymeasure of the body tissue from electromagnetic
radiations of implanted antenna. SAR value should be less than 2 W/kg for 10 g of
body tissue mass [25]. Plot for SAR value of proposed antenna is shown in Fig. 9
for the proposed structure SAR input power of 25 μW (IEEE safety regulation).

5 Conclusions

A CPW fed biocompatible implantable antenna is designed and characterized to
implant in the human brain at the depth of 12 mm. Antenna is a compact low profile
structure of 8.4 mm × 10 mm × 0.5 mm. Electric current length is enhanced by
etchingmultiple slots and impedancematching is achieved with offset feed. Analysis
for low efficiency is done through the power lost data in brain tissue layers. Antenna
has wide band performance, broadside radiation pattern, and low specific absorption
rate that makes antenna suitable for transmitting signal from the brain-implanted
devices.
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A Novel Design of FSS-Based Absorber
Integrated Microstrip Antenna

Priyanka Das and Kaushik Mandal

Abstract In this article, the design of a dual-band FSS-based absorber with high
angular stability has been proposed to function from 3.4–4.6 GHz to 7.9–9 GHz.
An air gap of 1.6 mm is kept between two identical layers of concentric split ring
resonator based FSS. The bottom FSS has a metallic backing to ensure minimum
transmission. A square patch-based microstrip antenna has been designed to operate
at 6.1 GHz. When this antenna is integrated with the absorber, out of band RCS
reduction of the antenna takes place for a wide range of frequencies.

Keywords FSS · Absorber ·Microstrip antenna

1 Introduction

Microwave absorbers are used to absorb the impending electromagnetic waves by
inhibiting their transmission and reflection through the surface. They are used in
stealth technology for radar cross-sectional reduction by minimizing the scattered
power. Lumped resistors, resistive ink printed structures, and metamaterials are used
to design absorbers. Since metamaterial absorbers have subwavelength dimensions,
they facilitate realization of low-profile easy-to-fabricate compact structures. In the
recent years, a lot of research has been conducted for realization of metamaterial
based absorbers. For terahertz applications, a single-layer absorber has been proposed
in [1] which functions at two different frequency bands. In [2], a multilayered meta-
material structure has been proposed which comprises six concentric closed rings.
An omnidirectional electromagnetic absorber [3] composed of a gradient indexmeta-
material shell which has non-resonant I-shaped structures and a lossy dielectric core
has been reported. In [4], a metamaterial absorber based on sun fractal structure oper-
ating at two distinct frequencies has been investigated. A reconfigurable absorber [5]
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has been implemented by employing varactors. 3D stacked metamaterial array of
split ring resonators (SRR) has been utilized for rectification of microwave energy
as demonstrated in [6]. In this paper, a compact dual-band FSS-based absorber is
designed without using lumped resistors or resistive sheet.

2 Design of Absorber

The unit cell of the absorber (0.1λ × 0.1λ) comprises two layers of three metallic
concentric square loops split at the center of the side arms on FR4 substrate having
thickness of 1.6 mm separated by an air gap of 1.6 mm. λ is the wavelength corre-
sponding to the lowest resonant frequency of the absorber. The top view and bottom
view of each unit cell of the absorber are illustrated in Fig. 1. The reflection coeffi-
cient of the absorber varies with frequency as shown in Fig. 2. Dual-band absorption
takes places at frequencies (3.4–4.6 GHz) and (7.9–9 GHz) at which reflection coef-
ficient is minimum since transmission coefficient is zero due to metallic backing as
shown in Fig. 3.

Fig. 1 Unit cell of the absorber a top view (first layer and second layer), b bottom view
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Fig. 2 Reflection coefficient
characteristics

Fig. 3 Absorption
characteristics of the unit cell

Absorption = 1− |S11|2 − |S21|2 (1)

When S21 = 0,Absorption = 1− |S11|2 (2)

For maximizing absorption, the magnitude of S11 must be minimized.
The effective impedance of the absorber is obtained from the following equation

Zeff = 1+ S11
1− S11

(3)

The absorber exhibitsmagnetic resonance at 3.6 and 4.4GHzwith anti-directional
surface currents on the top FSS layer and the ground layer. On the other hand, electric
resonance is registered at 8.2 and 8.6 GHz with surface currents flowing in the same
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direction on the top FSS layer and the ground layer. Inductive coupling takes place
between the top FSS layer and the bottom FSS layer at 3.6, 8.2, and 8.6 GHz with
currents flowing in the same direction while capacitive coupling takes place between
the top and bottom FSS layers at 4.4 GHz with currents flowing in the opposite
direction.

It is shown in Fig. 4 that the effective impedance is 1 at the absorption bands,
since reflection coefficient is nearly zero. This happens when the input impedance of
the absorber matches with the intrinsic impedance of air. In absence of the air gap,
a variation in the reflection coefficient characteristics if the absorber is observed, as
evident from Fig. 5. The absorption bandwidth is narrowed when the air gap between

Fig. 4 Plot of effective impedance versus frequency

Fig. 5 Comparison plot of absorption characteristics of the unit cell with and without air gap
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Fig. 6 Angular stability in reflection coefficient characteristics of the absorber

the FSS layers is absent. This illustrates that the introduction of a small air gap in the
absorber helps to acquire matching of the surface impedance of the absorber with
that of air over a wide band. The reflection coefficient characteristics of the unit cell
of the absorber exhibits high angular stability till 60° as depicted in Fig. 6 due to its
symmetrical structure.

3 Design of Microstrip Patch Antenna

A square patch (0.2λ × 0.2λ) is designed on FR4 substrate having a thickness of
3.2mm(0.065λ)with fullmetallic ground at the bottom.λ corresponds to the resonant
frequency (6.1 GHz) of the antenna. The coaxial feed point is 2 mm from the center
of the patch as shown in Fig. 7.

4 Integration of Absorber with Antenna

Structural mode RCS reduction of the antenna can be accomplished by integrating it
with the microwave absorber. The integrated structure is designed in such a way that
the absorber encompasses the square patch at the center from all four sides. The top
FSS layer of the absorber is placed at a vertical distance of 1.6 mm from the antenna
substrate. The bottom FSS layer is merged with the antenna substrate such that the
absorber metallic patch and the microstrip patch lie on the same plane as shown
in Fig. 8. Out of band monostatic RCS reduction of the antenna takes place over a
wide range of frequencies from 2.5–5.0 GHz to 5.5–10 GHz. Maximum monostatic
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Fig. 7 Structure of the microstrip patch antenna a top view, b bottom view

Fig. 8 Integration of the antenna with the absorber

RCS reduction of the antenna on integration with absorber is 11.5 dB at 3.9 GHz as
shown in Fig. 9. Bistatic RCS reduction of the antenna on integration with absorber
is 11.5 dB at 0° at 3.9 GHz as shown in Fig. 10.

5 Conclusion

In this article, wideband RCS reduction of coaxial-fed microstrip patch antenna has
been demonstrated by integrating it with a dual-band absorber in order to create a
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Fig. 9 Monostatic RCS reduction of the antenna with the absorber

Fig. 10 Bistatic RCS reduction of the antenna with the absorber at 3.9 GHz

composite structure. The absorber has been designed using two identical layers of
closely spaced metallic square loops split at the center of their sides in order to match
the surface impedance with that of intrinsic impedance of air by creating resonances
at 3.6 GHz, 4.4 GHz, 8.2 GHz, and 8.6 GHz, respectively. The proposed antenna is
a suitable candidate for stealth applications.
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Off-State Leakage Concern in Scaling
Nanowire FETs

Rajiv Ranjan Thakur, Nitin Chaturvedi, and Nidhi Chaturvedi

Abstract In this work, the simulation-based performance comparisons of the Si
nanowire FET have been done for gate length scaling from 90 to 32 nm technology
node. The study involves the design and optimization of the critical parameters for
improved electrostatic control on the channel. The impact of gate length scaling on the
off-state leakage current and threshold voltage roll-off concepts has been discussed.
The study reports a drain current enhancement of 48.72 and 72.12% for gate length
scaling from 90 to 45 nm and 90 nm to 32 nm technology node, respectively. The
maximum mobility of the carrier up to 1173.86 cm−2/V. sand Ion/Ioff ratio of ~109

has been reported.

Keywords Nanowire · FETs · Electrostatic potential · Quantum effects

1 Introduction

The quest for the improved electrostatic control has been the driving force for the
transition from the planer to non-planer FETs [1]. The device scaling follows a trend
setup by the IRDS (former ITRS) and suggests that scalingwill leads to short channel
effects such as SS and DIBL [2, 3]. The emerging devices should address the SCEs
and should be compatible with the planer CMOS platform for the successful realiza-
tion of the device [4]. Over the time new device geometry has been proposed such
as DG MOSFET, FinFET, Q-FinFET, nanowire FETs, nanotubes FETs, nanosheets
FETs [5–8]. One-dimensional nanostructure such as nanowire is one of the most
emerging device structures for the logic-based circuits and systems due to its excel-
lent electrostatic control mechanism which opens up a way for the future nanoelec-
tronics and optoelectronics devices [9]. The major structure advantage of the gate
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all around nanowire FETs is the optimal electrostatic control on the channel due
to the summation of the individual gate capacitance. One of the major bottlenecks
while scaling down the gate length is the off-state leakage control [10]. The scaling
will lead low-power, low-cost, and high-speed circuits and systems with increased
functionality and device density [11, 12]. The major electronics applications involve
digital logics, switches, microprocessors, and IoT [13]. One of the major bottlenecks
while scaling down the gate length is the off-state leakage control which will lead to
the deterioration of the threshold voltage of the device and is a key parameter from
circuit designers point of view [14]. Another way to improve the gate control on the
channel is to reduce the oxide thickness which will increase the gate capacitance but
ultra-thin gate oxide will lead to reliability and increased power consumption [15].
Thus, the device design plays a critical role for the overall improved performance
and proper optimization of the parameters is the key to achieve a device with high
on-current (Ion) and lower off-state leakage current (Ioff).

In this work, a simulation-based design and optimization of the performance
parameter has been carried out for the gate all around Si nanowire FETs for
downscaling of gate length from 90 to 32 nm.

2 Design and Simulation Platform

The simulation works have been carried out on Sentaurus TCAD, a commercially
available semiconductor device simulator. The 2D cross section of the device has
been shown in Figs. 1 and 2. The design was optimized as per the parameters listed
in Table 1. The simulation works were optimized for the three different gate lengths
of 32 nm, 45 nm, and 90 nm, respectively. The device dimensions were optimized
such that there exists a proper mitigation of the SCEs in the device for the overall
performance enhancement. The quantization of the carriers near the channel has been
studied using the density gradient quantization model.

3 Results and Discussions

The output characteristics of the Si nanowire FET for different gate length 32 nm,
45 nm, and 90 m are shown in Figs. 3, 4, and 5, respectively, for the applied gate
bias of 0.5 V, 1.5 V, 2.0 V, and 2.5 V. For the applied low gate bias of 0.5 V, the drain
current was found to be 1.55 µA, 20.8 µA, and 71.4 µA for nanowire FET with
gate length of 90 nm, 45 nm, and 32 nm, respectively, as shown in Figs. 3, 4, and 5.
When the gate bias was increased to 2.5 V, the drain current was 33.15% and 49.63%,
respectively, for the gate length scaling from 90 to 45 nm and 90 nm to 32 nm. The
maximum drain current was found to be 0.534 mA for 90 nm gate length, 0.711 mA
for 45 nm gate length, and 0.799 mA for 32 nm gate length, respectively.
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Fig. 1 Simulated device structure 2D cross section on Sentaurus TCAD and its corresponding band
diagram

Fig. 2 Lateral 2D drawn cross section of the simulated Si nanowire FET

The transfer characteristics of the simulated Si nanowire FET have been plotted
in Fig. 6, and its corresponding logarithmic plot has been depicted in Fig. 7. The
on-current (Ion) of the device was found to increase as the gate length was scaled
from 90 to 45 nm and 90 nm to 32 nm. The maximum drain current for 90 nm Si
nanowire FET was found to be 31.2 µA, for 45 nm Si nanowire FET is was 46.4
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Table 1 Design and simulation parameters

S. no. Device parameters Values

1 Nanowire length (LN) 32, 45, 90 nm

2 Source/drain length (LS or LD) 50 nm

3 Source/drain width (LSW or LDW) 30 nm

4 Oxide thickness (tox) 2 nm

5 Gate voltage (Vgs) 2 V

6 Acceptor doing concentration (Na) 1e+16 cm−3

7 Donor doping concentration (Nd) 1e+18 cm−3

8 Work function (φms) 5.01 eV
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Fig. 3 Output characteristics of Si FET nanowire for 32 nm gate length
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Fig. 4 Output characteristics of Si FET nanowire for 45 nm gate length
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Fig. 5 Output characteristics of Si FET nanowire for 90 nm gate length
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Fig. 6 Transfer characteristics of Si FET nanowire

µA, and for 32 nm Si nanowire FET it was 53.7 µA. The results show an increment
of 48.72% in drain current for gate length scaling from 90 to 45 nm and 72.12%
for gate length scaling from 90 to 32 nm, respectively. There was a reduction in the
threshold voltage of the device due to the threshold voltage roll-off and the threshold
voltage for 90 nm gate length was ~0.6 V, for 45 nm gate length it was ~0.5 V, and
for 32 nm gate length it was ~0.4 V. It was also found that as we are scaling down
the gatelength, one of the major concerns is the control of off-state leakage current
in the device. For the simulated device, the off-state leakage current was found to be
26.4 fA for the 90 nm gate length, 27.5 pA for the 45 nm gate length, and 23.9 nA
for the 32 nm gate length Si nanowire FET. These values of off-state leakage clearly
indicate an increase in off-state leakage as we scaled down the gate length of the
device. The scaling of the device is responsible for the short channel effects in the
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Fig. 7 Logarithmic plot of transfer characteristics of Si FET nanowire

nanoscale devices. The Ion/Ioff ratio of the devices with gate length 90 nm was found
to be ~109, ~106 for 45 nm, and ~103 for 32 nm technology node. The mobility of
the carriers in the channel was found to be not much reduced as the transport took
place in the nanowire FET with gate length of 90 nm as shown in Fig. 8 but for 45
and 32 nm there was a reduction in the mobility due to the scattering effects. It was
also observed that less potentials are needed to move a unit charge from one point to
another as we move to lower technology transistors as shown in Fig. 9.
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Fig. 8 Mobility comparisons in Si nanowire FET
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Fig. 9 Electrostatic potential in Si nanowire FET

4 Conclusion

The paper reports off-state leakage concerns in scaling the nanowire FETs and its
impact on the performance of the device. It was found that drain current can be
enhanced up to 48.72 and 72.12% for gate length scaling from 90 to 45 nm and
90 nm to 32 nm technology node, respectively. The maximummobility was found to
be 1173.86 cm−2/V s and Ion/Ioff ratio of ~109. The on-current (Ion) increases as we
scaled down the device but it also increases the off-state leakage (Ioff) so a trade-off
should be made for overall optimized device.
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Performance Analysis of FBMC
and OFDM with MIMO for Wireless
Communications

Yedukondalu Kamatham and Sushmitha Pollamoni

Abstract In recent years, wireless communication systems are evolved with incred-
ible technological advances which will change the way people communicate and
interact. Fifth-generation (5G) wireless communications face a variety of challenges
that supports large-scale heterogeneous networks. For supporting 5G communication
networks, multicarrier modulations with several transmit and receive antennas have
been developed. In this context, this research carrieswork that dealswith comparative
analysis of two systems, i.e., multiple-input multiple-output—orthogonal frequency
division multiplexing (MIMO-OFDM), filter bank multicarrier (MIMO-FBMC)
with different modulation techniques. The power spectral density (PSD) of OFDM,
FBMC, MIMO-OFDM, and MIMO-FBMC is estimated and compared. It is found
that the spectral efficiency (SE) of FBMC and MIMO-FBMC is more than OFDM
andMIMO-OFDM.The bit error rate (BER) and peak-to-average power ratio (PAPR)
are also analyzed. The PAPR and BER performance of FBMC is better than OFDM.
But the PAPR of MIMO-FBMC is no longer better than MIMO-OFDM. Hence for
MIMOwireless communications, OFDM is a better choice, whereas for non-MIMO
communications systems FBMC is a good choice.

Keywords MIMO · OFDM · FBMC · PAPR · BER

1 Introduction

In wireless communications (WC), orthogonal frequency division multiplexing
(OFDM) is considered as the most privileged technique which dominates the digital
broadband communications. The principle behind OFDM is to divide the avail-
able spectrum bandwidth into sub-bands with less complex transceiver designs [1].
With many advantages, OFDM suffers from several inadequacies and unsatisfac-
tory requirements for 5GWC. According to 3GPP, the 5G is mostly implemented
in massive machine-type communications (mMTC) with the latency of 10 s, ultra
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reliable, and low latency communication (URLCC) and enhanced mobile broadband
(eMBB) with high capacity (500 kmph) of 4 ms latency [2, 3]. For satisfying the
future requirements, several modulation candidates are competing in the physical
layer to prove the best favorable performer for the next generation of commu-
nications systems. The contenders are filter bank multicarrier (FBMC), OFDM,
universal filtered multicarrier (UFMC), and generalized frequency division multi-
plexing (GFDM) [4]. For deciding, whether the candidate is insignificant or not, the
following key features are considered and every feature is taken into account with
various weighing factors for overall evaluation and decisions. The key possessions
are peak-to-average power ratio (PAPR), power spectral density (PSD), spectral effi-
ciency (SE), the design complexity of transceiver, and multiple access interference
(MAI) [5].

Multicarrier modulation (MCM) schemes are used for providing SE. OFDM,
FBMC, UFMC, and GFDM are examples of MCM systems. The mandate for
gigantic data rates and traffic density is enhancing day to day. To gain the attention
of this multiple-input multiple-output (MIMO) systems are developed and proven
that MIMO is better for problem-solving of traffic capacity in wireless communica-
tions [6]. The MIMO is used for multipath transmission with multiple transceiver
antennas.

In OFDM,many subcarriers are orthogonal to each other such that each subcarrier
overlaps without interference and a guard band is not required for separation of
subcarriers. The effect of multipath is encountered by the addition of cyclic prefix
(CP) to OFDM symbol and circular convolution takes place which eliminates the
inter symbol interference (ISI) due to multipath fading [7]. Due to the addition of
the CP, some amount of data is added for each OFDM symbol which leads to a
reduction in SE. OFDM also suffers from high PAPR which leads to high power
amplifier to operate in the nonlinear region and increases harmonic distortion with
out-of-band radiation (OBR) (increase in the spectrum) and in-band radiation (IBR).
The harmonic distortion also leads to a reduction in SE. To overcome this problem
in OFDM-MCM, an alternate technique is introduced, i.e., FBMC, which is used
to provide more SE and to maintain a high data rate. In FBMC, the data of each
subcarrier is shaped with the use of a specified filter of well-localized in both time
and frequency domain, side lobes also reduced by this reshaping when compared
with OFDM. OBR is also controlled and usage of cyclic prefix is not mandatory in
FBMC [8] such that more data can be transmitted.

This research work deals with the comparison of SE of FBMC and OFDM. The
FBMC and OFDM are combined with MIMO to increase the capacity (or) data rate
of the communications with less system complexity. For the estimation of bit error
rate (BER), the minimum Ellucian distance method is used. The PAPR and BER are
analyzed for both OFDM and FBMC.
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The remainder of the paper is followed as: Section 2 deals with system models of
OFDM and FBMC. Section 3 presents a brief comparison of OFDM and FBMCwith
simulation results. Section 4 provides a comparison of MIMO-OFDM and MIMO-
FBMCwith simulation results. Section 5 describes the discussion on results obtained
in Sects. 3 and 4 and in Sect. 6 conclusions are presented.

2 A System Model for OFDM and FBMC

2.1 OFDM

In the OFDM system, the serial bit stream is modulated with quadrature amplitude
modulation (QAM) to form N parallel bit streams such that i th parallel bitstream is
represented as si (t).

si (t) = ai g(t) cos(2π fi t)bi g(t) sin(2π fi t) (1)

Then Di = ai + bi represents i th constellation symbols and fi = fc + � f is the
carrier frequency of the i th subcarrier, where ai represents a real part of complex
symbols, bi is the imaginary part of complex symbols, and � f is the frequency
separation between two subcarriers. The OFDM symbol is represented as

s(t) =
N−1∑

i=0

si (t) (2)

where the complex envelope of the OFDM system is represented as

d(t) =
N−1∑

i=0

Dig(t)e
j2π� f t (3)

The d(m) sampling sequence of d(t) is obtained from a period of 0 to T [8, 9].

d(m) =
N−1∑

i=0

Dig(t)e
j2π� f. mT

N (4)

By the above equation, it proves that the OFDM symbol d(m) is utilizing the
inverse fast Fourier transform (IFFT). The OFDM transmitter structure is shown in
Fig. 1.
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Fig. 1 Transmitter of OFDM and FBMC

2.2 FBMC

In the FBMC, the complex signal is modulated with an offset QAM (OQAM).
Whether the complex signal with the real or imaginary part is interleaved, a double
sequence length appears.

Xi = ai = Di−real and Xi+1 = bi = Di−imag (5)

In FBMC, the PHYDYAS [8] filter is used with an overlapping factor of K = 2,
3, 4. Such that the frequency response of the filter withM subcarriers is represented
as

hn+1 = 1 − 2H1 cos

(
2πn

KM

)
+ 2H2 cos

(
2π2n

KM

)
− 2H3 cos

(
2π3n

KM

)
(6)

1 < n < KM − 1

The filter impulse response is with length L = M * K and the sequence of
coefficients hi , i.e., into L length sequence, the data is filtered.

y(n) =
L−1∑

i=0

hi x(n − i) (7)

where y(n) is filtered data in one group. In the frequency domain, the impulse
response is represented as

H( f ) =
L−1∑

i=0

hie
− j2π i f

The filter impulse response is represented as

H(Z) =
M−1∑

i=0

HpZ
−p(ZM) (8)
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where

Hp(Z
M) =

K−1∑

k=0

hkM+p Z
−kM (9)

3 Comparison of OFDM and FBMC Simulation Results

3.1 OFDM

In OFDM, the input bitstream is modulated with the QAM technique such that each
subcarrier is passed through IFFT with the orthogonality.

ACP is added andPSDofOFDMis estimatedwith different fast Fourier transform
(FFT) sizes, i.e., FFT = 128, 256, 512, 1024. The PSD is calculated as

Sxx (ω) = lim
T→∞ E

[∣∣x̂(ω)
∣∣2

]
(10)

where

x̂(ω) = 1√
T

T∫

0

x(t)e−iωtdt (11)

x(t) is a signalwith frequency content, x̂(ω) is a signalwithFourier transform, Sxx (ω)

is the PSD of the required signal. The PSD of OFDM with different FFT sizes is
shown in Fig. 2 where spectral density (SD) defines the signal strength and successful
transmission of bits in specified bandwidth over a time period. A modulated SD is
efficient when the strength (middle part) is closer to the normalized frequency. For
FFT size = 1024, the SE is good. Hence, higher FFT sizes are preferred for OFDM.

3.2 FBMC

FBMC is one of the MCM techniques. The input bitstream of FBMC is modulated
with the OQAM technique such that each OQAM symbol is passed through FFT.
Each FFT symbol is filtered with PHYDYAS filter with coefficients K = 2, 3, 4.
For different values of K and various FFT sizes = 512 and 1024, the PSD of the
FBMC system is shown in Fig. 3, and the comparison of FBMC is estimated with
different values of filter coefficients K. By increasing the filter coefficient value, the
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(b) OFDM, FFT=256
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(c) OFDM, FFT=512
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(d) OFDM, FFT=1024

Fig. 2 PSD of OFDM with different number of FFT sizes
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(b) K=3, Power Spectral Density - FBMC
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Fig. 3 PSD of FBMC is compared with different k values and FFT sizes

PSD parameter in the y-axis gets decreases to the center of normalized frequency at
K = 4, the spectrum is more difficult with the value (−180 to 180 dBW/Hz) of FFT
size = 512 (Fig. 3). With increasing the FFT sizes, such that FFT size = 512 is good
for better filter design and SE.

By comparing Figs. 2 and 3, the PSD of FBMC is less than OFDM. When
compared with FFT size = 1024 in Figs. 2 and 3 the filter coefficients K = 3 and
4, the PSD is less in FBMC, i.e., the bandwidth efficiency is more in FBMC than
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Fig. 4 Comparison BER of
OFDM and FBMC
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OFDM. The SE in OFDM decreases by the addition of side lobes which occupies
more bandwidth. The addition of side lobes is eliminated in FBMC with the help of
respective filters and usage of cyclic prefix is not mandatory. Therefore, the SE is
more in FBMC than OFDM.

1. Bit error rate (BER) performance: BER is defined as the number of errors of
bits occurred per unit time. BER is a function of Eb

N0
and represented as

BER = 1

2
erfc

(√
Eb

N0

)
(12)

The BER of OFDM and FBMC is shown in Fig. 4. With increase in SNR, the
BER performance is decreased. By comparing, the BER performance of OFDM is
higher than the FBMC such that BER performance is better in FBMC than OFDM.

2. PAPR analysis: PAPR is defined as the ratio of instantaneous power to the
signal average power.

PAPR[xn] = 10 log10
max |xn|2
E

[|xn|2
] (13)

where |xn| is the signal peak power. The PAPR is evaluated by cumulative
distributed function (CDF) within the threshold level.

Fz(z) = 1 − e−z (14)

The PAPR beyond the threshold level is expressed in terms of complementary
cumulative distributed function (CCDF(F̃z(z))) as F̃z(z) = 1 − (Fz(z))

n .
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Fig. 5 PAPR comparison of
OFDM and FBMC
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The estimation of PAPR performance for both OFDM and FBMC is shown in
Fig. 5. At CCDF = 10−2, the PAPR of FBMC is 9.5 dB and PAPR of OFDM
10.5 dB. The PAPR of FBMC is less than OFDM.

4 Comparison of MIMO-OFDM and MIMO-FBMC
Simulation Results

4.1 MIMO

In MIMO systems, the multiple streams of data are transmitted through multiple
antennas. Thesemultiple streams are passed through a channel matrix which consists
ofNT NR paths betweenNT transmit antennas andNR receive antennas. The receiver
receives the signal vectors by multiple receivers and decodes the signal into the
original information. A MIMO system is modeled as Y = HX + n.

Then Y is a received signal vector with a length of Y = [y1, y2, . . . , yN ] and X
is a transmitted signal vector with a length of X = [x1, x2, . . . , xN ], H is a channel
matrix with a length of M × N matrix and n is the noise vector.

1. MIMO-OFDM

To increase the high data rate, the OFDM signal is combined with MIMO of 2 × 2
such that PSD of MIMO-OFDM with different FFT sizes is shown in Fig. 6. With
the increase in the FFT sizes the spectral density of MIMO-OFDM increases.

2. MIMO-FBMC

To increase the SE, the 2 × 2 MIMO system is combined with FBMC, and PSD
of MIMO-FBMC is estimated with different values of K as shown in Fig. 8. With



Performance Analysis of FBMC and OFDM with MIMO … 529

Fig. 6 MIMO-OFDM with
FFT size 512 and 1024
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an increase in K value at FFT size = 512, 1024, the spectral density of FBMC also
decreases. The SE decreases with an increase in FFT sizes rather than an increase
in different K values. The SE for FFT = 512 is more efficient than FFT = 1024.
By comparing Figs. 6 and 7 at FFT sizes = 512, 1024 the PSD of MIMO-FBMC is
more. With an increase in K value, the spectral density decreases. The SE is more in
MIMO-FBMC rather than in MIMO-OFDM because of the complex filter nature of
the FBMC transmitter.

Fig. 7 Comparison of MIMO-FBMC with different k values and FFT sizes
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Fig. 8 Comparison of PAPR
for MIMO-OFDM and
MIMO-FBMC
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In Fig. 8, the comparison of PAPR performance for MIMO-OFDM and MIMO-
FBMC. According to the comparison, the PAPR of MIMO-OFDM is less than the
MIMO-FBMC.

5 Discussion on Simulation Results

OFDM system has been developed to decrease the ISI due to multipath fading.
Reduction in SE is one of the major drawbacks of the OFDM system. To overcome
the reduction of SE, the FBMC system has been developed. In FBMC, instead of
using a cyclic prefix, the filter parameters are added such that side lobes of the signal
decrease. The BER versus SNR is given in Table 1. BER of OFDM and FBMC is
estimated and is less than the OFDM. The PAPR of OFDM, FBMC, MIMO-OFDM,
and MIMO-FBMC is explained in detail in Sect. 3 such that the PAPR of FBMC is
less when compared to OFDM. The PAPR of MIMO-OFDM is less compared with

Table 1 SNR versus BER

SNR BER

OFDM BER FBMC BER with varying K values

K = 2 K = 3 K = 4

1 0.08625 0.0035511 0.0036267 0.003582

2 0.065 0.0015388 0.0013298 0.00061759

3 0.0475 0.0008286 0.00036267 0.00024704

4 0.03625 0.000011837 0.00024178 0.00012352

5 0.0225 0 0 0
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MIMO-FBMC. For the MIMO system, the PAPR of OFDM is better than FBMC
according to the literature.

6 Conclusions

In this paper, the SE and PAPR of OFDM and FBMC are compared. Because of
the addition of CP in OFDM, the SE gets reduced and due to high PAPR, the HPA
enters nonlinear regions and leads to harmonics distortions includes OBR and IBR.
To overcome these disadvantages, FBMC is developed. To gain spatial transmission,
the MIMO system is combined with both OFDM and FBMC. The SE of MIMO-
OFDM and MIMO-FBMC is estimated and compared such that SE for both FBMC
and MIMO-FBMC is better than OFDM and MIMO-OFDM. The PAPR and BER
of FBMC are better than OFDM, but PAPR of MIMO-FBMC is not better than
MIMO-OFDM and also the transceiver design complexity is more in FBMC. Hence,
in MIMO systems, OFDM can be used with an appropriate choice of companding
techniques reported in the literature. But in non-MIMO wireless systems, FBMC is
a better choice for PAPR and BER performance.
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Magnetization Pattern Study of Unit
Domain Multiferroic Nanomagnet
for Spintronics Devices

Amlan Sen, Rabindra Nath Shaw, and Ankush Ghosh

Abstract Nanomagnets are used in spintronics/straintronics devices, with their non-
volatile and non-leakage feature, and are opening new possibilities of replacing
conventional digital logic using transistor-based electronics. Correlated switching
of spins is presented in nanomagnets, and this novel feature offers credibility of
replacing CMOS VLSI technology with high integration density and energy effi-
ciency. In the present paper, the authors studied the unit domain cell of a circular-
shaped nanomagnet cylinder using micromagnetic simulation software OOMMF.
The simulation result would help to determine the minimum domain size in
nanomagnet-based devices using spintronics.

Keywords Spintronics devices · Nano-magnetic devices · Multiferroic · OOMMF

1 Introduction

Over the last 70 years, the complementary metal oxide semiconductor (CMOS)
device technology has dominated the field of electronics. The CMOS-based VLSI
chips shrink rapidly at an incredible pace, according to Moor’s prediction. This
continued downscaling of device size may reach at such size within a few years that
quantum mechanical, and other effects will be significantly high. As a result, heat
generation by SOC circuits is tremendously high. This rapid increase in generated
heat is unmanageable as available heat shrinks are unable to dissipate such amount
of heat quickly from the circuit.

Another need of future electronic devices is that it can operate with a few order
of lower magnitude of energy dissipation that current CMOS device. It is preferable
that handheld electronic gadgets and medical equipments (e.g. pacemaker) would
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consume power as little as possible, and some cases it can harvest energy from the
ambient without requiring a separate power supply.

To overcome the above-mentioned issues, researchers have to find out some entire
new technology, which can sort out all the issues together. One of the possible
solutions is spintronics/straintronics [1–6] where electron spins are used for storing
data. This technology does not depend upon the use of charge and control of physical
movement of electrons. Therefore, it produces lesser amount of heat and requires
very little power to operate. Spintronics is a technology which exploits the spin
degree of freedom of electrons and its associated magnetic moment, rather than its
electronic charge. The manipulation of magnetic moment of electrons is achieved by
transfer of spin angular momentum from spin polarized current [7–9]. The spintronic
devices can be built using nanomagnets. Therefore, it is possible to encode logic bits
processing and storing information by nanomagnets due to their non-volatile and
non-leakage property [10–14].

One of the intrinsic property of ferromagnetic materials is magnetic anisotropy,
which refers to the tendency of alignment of magnetization of ferromagnetic mate-
rials along certain crystallographic direction. The crystallographic axes, along which
the magnetization tends to align, are called easy axes and other axes, along which it
is very difficult to saturate the magnetization, are called hard axes. The shape of the
hysteresis loop is a perfect rectangle when the direction of magnetization is parallel
to the easy axis and the coercive force depends on saturation magnetization and
anisotropy. In ferromagnetic materials, individual domain can be magnetized very
easily, and therefore, small magnetic field is needed for it. It can be assumed with
reasonable accuracy that all individual domains are magnetically saturated even the
absence of external field, but in the total specimen net magnetization is zero.

With the application of external magnetic field, domain walls start moving
resulting in the growth of the domains which are already oriented in the direction of
field. This process requires little energy. If the applied magnetic field is large enough
to overcome the anisotropy energy, direction of domainmagnetization will be toward
that easy axis which is nearest to the direction of applied field. But in the materials
with high anisotropy energy, both movement of domain walls and change the orien-
tation of magnetization are difficult. Such materials are difficult to put in saturation
or demagnetize totally. Impurities, defects restrict the movement of domain wall and
thus increase coercivity. A hysteresis loop having large area implies large coercivity
and the area inside the loop represents energy dissipation per cycle of magnetization.

Magnetocrystalline anisotropy originates from spin-orbit coupling. The elec-
tronic orbits depend upon the crystallographic axes and the spin-orbit coupling
forces the electronic spins to be aligned along certain crystallographic axes. Usually,
anisotropy energy is expressed as a function of the power of trigonometric functions
of angle made by magnetization with the easy axis. It plays an important role for
the application in magnetic memories, loudspeakers, electric motors, microphones,
etc. Magnetic anisotropy not only varies from material to material, but it can also be
changed on the manipulation of the shape of nanomagnets.

The exchange interaction between two nearest neighbor spins is roughly 103 times
larger than the dipolar interaction between them. However, the exchange interaction
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is a short-range interaction (decays exponentially with distance), whereas dipolar
interaction is a long range interaction. If in amaterial contest exists between exchange
and dipolar interactions, magnetic domains are formed and this usually occurred in
large sample.Within a magnetic domain, the exchange interaction dominates and the
spins are aligned parallel along a certain direction. However, for a ferromagnet with
dimension greater than the dimension of a domain, the long-range dipolar interaction
dominates over the exchange interaction. This leads to the formation of a number
of domains separated by domain walls. Magnetic domains reduce the magnetostatic
stray field energy associated with the uncompensated free charges on the surface of
ferromagnets.

Generally, ferromagnetic materials are made up of several domains. But under
certain conditions, they can be single domain also. If a ferromagnet is saturated
by applying a large enough magnetic field, the material becomes single domain. If
the dimension of the material is small enough, the short-range exchange interaction
dominates over the demagnetizing field even in the absence of an external magnetic
field. Then also the element can be in a single domain state.

The domains are separated by domain walls where the direction of magnetic
moment changes gradually to minimize the total energy associated with the domain
wall. Then calculated thickness of domainwall from a simplemodel can be expressed
as [15–17]

δ =
√

Jeπ2S2

Ka

where Je,K and a are the exchange integral, anisotropy constant, and lattice constant,
respectively. A variety of domain walls are observed in magnetic materials, out of
which Bloch wall and Néel wall are very common. When the magnetization from
one domain to its neighboring domain rotates along the axis normal to the domain
wall, it is called Bloch wall. But in case of Néel wall, the rotation axis is parallel to
the domain wall. The typical width of domain wall for Co, Ni, and permalloy are
about 10, 60, and 57 nm [18, 19].

The basic structure of magnetic multilayers composed of alternate ferromagnetic
and nonmagnetic metals form a stack. The thickness of each layer ranges between
1 and 10 nm, and number of layers varies between 3 and 100. Fe, Co, Ni, and their
alloys are usually chosen for ferromagneticmaterialswhile for choosingnonmagnetic
metals, Cr, Ru or noble metals Cu, Ag, and Au are used [20].

In the present work, we studied energy states for a circular-shaped cylinder. It
was already observed through micromagnetic simulation that diamond and concave-
shaped nanomagnets entail coherent switching modes with an incoherent percentage
rate that is near to zero, for various thicknesses [21]. With increasing thickness,
concave-shaped nanomagnets are coherent and exhibits reliable magnetization states
while the diamond-shaped nanomagnets shows vorticity in magnetization states and
thus prone to incoherent [21].



536 A. Sen et al.

To study themagnetization switching in ourmode, object-orientedmicromagnetic
framework (OOMMF) software [22] has been used. In order to study the magnetiza-
tion dynamics in nanomagnets, various energy terms (e.g., Zeeman, Exchange) must
be considered.

2 Model

There exist different types of interactions in micromagnetics, which mainly varies
with the wide range in length scale. In short range, exchange interaction dominates,
whereas dipolar interaction occurs in long range.Also, themagnetic state in amaterial
depends on the length scale. One of the smallest features in vortex structure is the
region where orientation of magnetization is perpendicular to the surface. In Neel
wall, one of the characteristic features is domain wall width, which can be defined
by

√
A/Km [23], where Km is the stray field energy constant and Km is 1

2μ0M2
s .

For Bloch wall, the domain wall width is
√
A/K [23], where K is the anisotropy

constant. Both Bloch wall and Neel wall width are called exchange length, and in
order to get better simulation result in micromagnetic calculations, it should not be
kept above to the minimum values of the two exchange lengths.

In this paper, we investigated the staraintronics device which is a cylindrical circle
in shape as shown in Fig. 1. In our study, for choosing magnetostrictive material,
we select Terfenol-D for its high magnetostrictive value, and therefore, switching of
magnetization states needed very little power. To study the minimum domain size
of straintronics devices, we have created flower and vortex magnetization state in
the cylindrical circle and after relaxation, studied its energy dissipation at different
single domain length.

To study the energy dissipation at two different magnetization states in our model,
we consider various energy terms used byOOMMF.The total energy of a nanomagnet

Fig. 1 Cross-sectional
schematic of a multiferroic
nanomagnet undergoing
strain
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of volume � can be defined by Gibbs free energy equation:

Ui =
∮ ⎧⎪⎨

⎪⎩
A
[
(∇mx )

2 + (∇my
)2 + (∇mz)

2
]

− 1
2μ0

−→
H d · −→
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+
[
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(
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)
+B2

(
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)
]
−μ0

−→
M · −→

H

⎫⎪⎬
⎪⎭d� (1)

In Eq. (1), the four terms represent exchange energy, magnetostatic energy,
magnetoelastic energy, and Zeeman energy, respectively. In this equation, A repre-
sents exchange constant, Bi is magnetoelastic coupling constants, and direction
cosines, αi , under the strain ∗i j . Also, it is assumed that the nanomagnet has
random polycrystalline orientation, and therefore, magnetocrystalline anisotropy is
neglected.

When a nanomagnet is placed under the influence of external magnetic field
−→
H eff,

the magnetization dynamics can be described by the Landau–Lifshitz–Gilbert (LLG)
equation [24, 25]:

d
−→
M (t)

dt
= −γ

−→
Mi (t) × −→

H i
eff(t) − αγ

MS

[−→
Mi (t) ×

(−→
Mi (t) × −→

H i
eff(t)

)]
(2)

In this equation, γ represents gyromagnetic ratio, MS is the saturation magneti-
zation and α is the dimensionless Gilbert damping parameter. Therefore,

−→
H i

eff(t) = − 1

μ0�

∂Ui (t)

∂
−→
Mi (t)

= − 1

μ0�MS
∇ �mUi (t) (3)

To calculate stress anisotropy energy, y-axis is chosen for application of stress.
Therefore, stress anisotropy energy for volume � and magnetostrictive coefficient
λS of the nanomagnet is

UStress - Anisotropy(t) = −
(
3

2
λS

)
σ(t)�m2

y(t) (4)

The effective field produces by the stress anisotropy (Eq. 4) is:

Heff - σ (t) =
(

3

μ0MS
λS

)
σ(t)my(t) (5)

This effective field, having direction only along the y-axis, is used for OOMMF
simulation. To study magnetization pattern in the nanomagnet, OOMMF was used
as micromagnetic simulator. This OOMMF simulator used LLG equation and
performed integration over time, while include the energy contributions to the
exchange interaction, the magnetostatic interaction, the anisotropy, and Zeeman
energy. To calculate the minimum domain limit, the discretized cell size is taken as
the variable parameter in the simulation and implemented in the Cartesian coordinate
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system. For micromagnetic simulation, following parameters related to Terfenol-D
are used [26–32]:

Parameters Values

Exchange stiffness, A 9 × 10−12 J m−1

Saturation magnetization, MS 800 KAm−1

Anisotropy constant, K1 0 J m−3

Gilbert damping constant, α 0.1 [16]

Saturation magnetostriction 3/2λS 900 × 10−6

Young’s modulus, Y 80 GPa

3 Results and Discussions

In this paper, we have studied the magnetization pattern and calculate the single
domain limit for our proposed circular shaped cylindrical model. For that purpose,
vortex (or curling state) and flower states (sometimes this state is also calledmodified
single domain state or splayed state) are created in the nanomaget, and then the system
was relaxed. We used the object-oriented micromagnetic framework (OOMMF) as
simulation software for studying the magnetization pattern and for other purposes.
Figures 2 and 3 depict the magnetization pattern of two relaxed states.

Fig. 2 Magnetization pattern for the vortex state in the circular-shaped nanomagnet
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Fig. 3 Magnetization pattern for the flower state in the circular-shaped nanomagnet

Usually, the vortex state is created inside a sample during switching from both
parallel to antiparallel state of magnetization between two layers and vice versa. This
non-uniform reversal of magnetization was predicted by Lee et al. [33–36], which
involves vortex formation and annihilation.

Nano-sized magnetic materials have interesting magnetic properties which make
them different from their bulk. To explain the behaviors of nano-magnetic materials,
Maxwell’s equations are insufficient but by including quantum mechanical effects,
the theory of micromagnetics can do this successfully. With the help of micromag-
netics theory, formation of different states such as vortex, leaf and flower states can
be analyzed and explained easily. This theory is widely applied in modern day hard
disk and other storage devices of digital data.

The LLG equation is an ordinary differential equation in time which includes
the exchange interaction, dipolar interaction, magnetocrystalline anisotropy, and the
Zeemanfield. This equation canbe solvedbyusing standardODEsolvers likeRunge–
Kutta method or Euler method. The LLG equation can be solved numerically with
the help of the finite difference method (FDM) or finite element method (FEM). In
OOMMF, LLG equation is solved by using FDMmethod. The initial conditions and
input parameters are specified in OOMMF. The initial temperature was set to 0 K
for simulation. The sample is divided into square cells, having dimension less than
or equal to exchange length. While calculating total energy in each cell, it considers
exchange energy, self-magnetostatic energy, magnetocrystalline anisotropy energy,
and Zeeman energy. Two types of evolvers are used for updating magnetization
configuration, time evolver, and energy minimization evolver. The first one tracks
the LLGdynamics, and the second technique calculates the localminima in energy by
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Fig. 4 Energy diagram for the flower and vortex state in the circular-shaped cylinder for varying
discrete cell dimension

using energyminimization techniques. The twodrivers (time driver andminimization
driver) control their respective evolvers.

In order to determine the single domain limit (this is the size L of equal energy
for both the flower and vortex state), we have to make a plot of energy dissipation
for flower state and vortex state as a function of domain length. Figure 4 depicts
that graph. This graph clearly shows that for a large variation in domain length of
nanomagnets for our model, energy dissipation is almost constant in case of flower
state, while it reduces gradually for vortex state. The two graphs crosses at a point,
which gives the value of single domain limit.

4 Conclusions

In this paper, we have observed the effect of size of a single domain on the magne-
tization states of nanomagnets of straintronic devices. Two different magnetization
patterns (vortex state and flower state) were examined in the nanomagnet and then
system was relaxed. It was observed that nanomagnets having smaller domain size
are less energy dissipative in case of vortex magnetization pattern. But there is a
very little effect on energy dissipation with the variation of domain length for flower
state. So for smaller nanomagnets, straintronic switching is a good choice and also
energy-efficient. Straintronic-based logic devices are less energy dissipative than
CMOS-based devices. Furthermore, both types of devices are almost equivalent in
terms of propagation delay and switching error probability. But there is a major
difference, CMOS devices are volatile, whereas straintronic-based devices are non-
volatile, making them suitable for non-volatile memory with high packing density.
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While non-volatile devices exhibit both logic and memory capability, it suffers from
resiliency, error probability, and energy dissipation due to thermal fluctuation and
inter-magnet coupling effect. These problems are still unresolved and need to carry
out further research work.
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Advanced RSSI-Based Wi-Fi Access
Point Localization Using Smartphone

Debajyoti Biswas, Suvankar Barai, and Buddhadeb Sau

Abstract The geographical position of sensors is important information in wireless
sensor networks (WSNs). The range-based localization systems by received sig-
nal strength indicator (RSSI) achieve high accuracy compared to a broad range of
other localization approaches. However, RSSI suffers from various environmental
dynamic and static catalyst factors. To manage these issues, several methods have
been proposed in the literature. It is seen that the existing methods might not per-
form adequately well in ever-changing environments. Because RSSIs are fluctuating
in significant ranges from time to time. For improving the performance, this paper
has introduced the scheme of curve fitting-based algorithm, utilizing the most proba-
ble RSSIs. Experiments were conducted in the indoor and outdoor, with ten wireless
fidelity (Wi-Fi) routers and a smartphone, where routers worked as an access point
(AP), and smartphoneworked as a station (STA).AWi-Fi analyzer application (APP)
was installed on a smartphone to observe the RSSIs of every router simultaneously.

Keywords Localization · WSNs · Catalyst factors · Curve fitting · Most probable
RSSIs · Wi-Fi analyzer APP

1 Introduction

From last few years Wi-Fi positioning system becomes more and more popular due
to its several applications and widespread adoption. Among all the positioning tech-
niques, the RSSI has become mainstream with advantages of simple process, low
cost, extensive coverage, and no need for additional hardware [1–4], although RSSI-
based information commonly affected by various catalyst factors such as reflections,
refractions, multipath, moisture, human body, temperature, metals, electromagnetic
waves, and electronic devices. [5, 6]. It is impossible to know about a number of cat-
alyst factors that are present in the environment, and how they affect the RSSI-based
measurement [7, 8]. However, many algorithms are introduced to achieve higher
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accuracy. Xue et al. [9] proposed an algorithm by using the average of maximum
RSSIs and they have compared their algorithm with other existing algorithms under
both static and dynamic conditions [10]. However, our experiment results show that
the largest RSSIs give huge errors compared to mode, average, and median values.
Also, their proposed signal attenuation model produces enormous errors for mea-
surement. In this work, routers are placed in multiple locations, and from different
positions, the distances are estimated by the RSSI values using curve fitting. We
calculated the mode, average, median and maximum values of RSSI and suitable
curves are chosen for them for producing best accuracy. In the WSNs, the ranges of
technologies (as the LTE, Wi-Fi, ZigBee, and Bluetooth have the coverage up to 30
km, 100m, 100m and 10m, respectively [11]) and the choice of RSSIs (i.e., mode,
average, median, and maximum, etc.) are the leading causes of different types of
path loss. However, various types of data cannot be represented by a common model
[12], and it does not explain each issue adequately. A mathematical expression can
represent the fundamental shape concerning the connection between two variables
at a glance. Because of the high dependency between RSSIs and distances, the rela-
tionships also cannot be represented by a linear function. Thus, the nonlinear curve
fitting (NCF) is a compelling alternative as it provides more flexibility for choos-
ing a best-fitted function from an extensive range of functions. Such NCF is based
on an iterative algorithm, which varies the parameters significantly and re-evaluates
until it finds the best fit. The algorithm of NCF makes it notably better than the
least square and smoothing technique [13]. This curve fitting-based algorithm is so
appropriate because it can represent the nature of data within a moment. For estab-
lishing the type of variables, different curves are fitted to various types of RSSIs in
MATLAB. Among them, the most probable (i.e., mode) RSSIs are chosen because
mode RSSI provides significantly better positioning accuracy than average, median,
and maximum values. In the experiment, the mode RSSI was more than 40% for
every measurement. It is known to us that signal strength is inversely proportional to
distance. Therefore, only the most frequent RSSIs to each position more accurately
validated the efficiency of measurements. In many cases, the rest of 60% RSSIs
changed the average and median values, because from time to time, they have gone
up and down to the mode. For each position, maximum RSSI has maintained a mas-
sive difference with others, and often the same maximum values have been seen for
the two or more consecutive distances. The significant results on curves exhibit that
the gaussian function (GAF) has most perfectly fitted to mode values and raised the
appropriateness of measurement. Because of the GAF has benefits that, if data does
not have a gaussian but can be transformed to obtain it fit a Gaussian. Thus, most
data scientists recommended it. In the indoor experiment, ten Wi-Fi routers were
kept on a floor of an office building at different locations, with a known distance
from each other. Furthermore, from separate random positions, a large amount of
RSSI samples was collected to the smartphone from all routers simultaneously by
a Wi-Fi analyzer APP. The RSSIs to the smartphone from different routers indicate
the original distances. Besides it, to verify the nature of data, an outdoor experiment
was conducted in an open location with the same instruments and manners. First,
we draw the curves for different RSSI values in the indoor environment. Then we
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have compared the positions with the outdoor values to see the error levels. In this
work, our intention to achieve the best accuracy using the curve fitting to different
RSSI values. The experiment results are almost similar for both indoor and outdoor
environments [14, 15]. Different results demonstrate that the proposed algorithm
is more accurate, useful, reliable, and proper than other methods. The rest of this
paper is summarized as follows. In Sect. 2, we have drawn the system model. Then
the performance assessment of indoor localization using smartphone is discussed in
Sect. 3. In Sect. 4, the experimental results are presented. Finally, in Sect. 5, we have
concluded our work.

2 System Model

Consider a set of N IEEE 802.11 Wi-Fi routers, AP = {AP1, AP2, . . . , APN } with
known locations θi = [xi , yi ], (θi ∈ R

2) for i = 1, 2, . . . , N , and from different ran-
dom positions, θu = [xu, yu], the smartphone received RSSIs, for u = 1, 2, . . . , M .
The positions of the smartphone situated inside the intersection of coverage of every
AP. Their original distances are calculated by, di j =

√
(xi − x j )2 + (yi − y j )2, (∀

i and j), where dui is the Euclidean distance between the uth position and the i th
location. From any position θu , the distances of APs are du1, du2,…, duN , with some
of them are equal length. If r RSSI samples are collected to the position θu , with
distance dui , then the set of various RSSIs of i th AP is written as RSSIui (k) =
{RSSIui (1),RSSIui (2), . . . ,RSSIui (r)} for k = 1, 2, . . . , r . These r number of sam-
ples give x (x ∈ N) types of RSSIs, where RSSIui (1) occurred a times, RSSIui (2)
occurred b times,…, RSSIui (R) occurred q times, a + b + · · · + q = r . Informa-
tion on the occurrence of RSSIs provided by the set S = {a, b, . . . , q}. If max{S} = l,
(l ∈ S) then the probability of most frequently occurred RSSI of i th AP is P(Smax )

= l
r . By following the same process, the total N probabilities are taken from each

position θu . Due to uncertainty, the occurrences of various RSSIs are changed from
time to time. So, the values of a, b,…, q are also changed, and their numbers may
be increased or decreased in different circumstances. Thus for different M positions
θu , total M × N number of most probable RSSIs are collected along with original
distances. These probabilities formed a M × N matrix, which brings to the easiest
computational process. The matrix PRSSI

max (dui ) describes the probabilities of mode
RSSIs with original distances dui , for u = 1, 2, . . . , M and i = 1, 2, . . . , N .

PRSSI
max (dui ) =

⎡

⎢⎢⎢⎢⎢⎢
⎣

P(d11) P(d12) . . . P(d1N )

P(d21) P(d22) . . . P(d2N )

. . . .

. . . .

. . . .

P(dM1) P(dM2) . . . P(dMN )

⎤

⎥⎥⎥⎥⎥⎥
⎦
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The similar procedures have applied for average, median, and maximum RSSI
values.With the appropriate values from the abovematrix, a suitable two-dimensional
function d = ψ(RSSI) has created for each type of RSSI. Best of knowledge, the
GAF (1), and these following exponential functions, EXF1 (2), EXF2 (3), and EXF3
(4), are most accurately fitted to the mode, average, median, and maximum RSSIs,
respectively, since GAF produced similar results of EXF, for average, median, and
maximum values. Therefore, for comparison, different exponential functions are
chosenwith the highest accuracy [16]. The existing signal intensity attenuationmodel
(SIAM) (5) is also taken into consideration. Based on observation and analysis, it
can say that the Gaussian estimation gives the most reliable efficiency than other
mapping and model yield methods [17].

The functions, which have drawn earlier by neglecting the catalyst factors, are
two-dimensional. However, if the functions are thought along with several catalyst
factors, they can be written as φ(RSSI, c1, c2, . . . , cn), where c1, c2, . . . , cn are the
catalyst variables from different objects of the environment. It is impossible to know
about the expression of this function because the information of these catalyst factors
is not available. It also not known to us that the catalyst factors are finite or infinite
(n → ∞). If the STA scans the distinct r RSSI samples of a single AP [18], with
the time intervals of different counts, then for these subsequent counts, also a variety
of RSSIs is seen. This scanned RSSIi j of i th count and at t j second illustrated in
Table 1. For any of this count, the 1st RSSI is scanned by the smartphone at t1 second,
and the consecutive next j th RSSIs are scanned at t j (= t1 + ( j − 1)δ) second, for
j = 1, 2, . . . , r . For any count, the interval between two scans is denoted by δ, where
2 ≤ δ ≤ 4, (δ ∈ N). The change in RSSIs is also observed for the 1st, 2nd,…, pth
counts at any t j second because the catalyst factors vary from time to time. For these
above reasons, the expression of the catalyst function is changed at different times,
which harm the measurements [19–21].

Table 1 RSSIs from an AP to a STA according to the time of scan for different counts

Time (s) t1 t2(= t1 + 1δ) … tr (=
t1 + (r − 1)δ)

1st Count RSSI11 RSSI12 … RSSI1r
2nd Count RSSI21 RSSI22 … RSSI2r
. . . . .

. . . . .

. . . . .

pth Count RSSIp1 RSSIp2 … RSSIpr
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3 Performance Assessment

For the evaluation of the proposed algorithm, the indoor experiment has been con-
ducted on the third floor of a four-storied office building. Ten 6m × 6m rooms (R1
to R10) and a 30m × 3m corridor (C) are taken as the working region, where the
total area was 30m × 15m.

Rooms and the corridor have been separated by concrete walls, but each room has
a wooden door and windows. Throughout this experiment, most of the inner portion
of each room was filled with iron cupboard, electronic gadgets, wooden tables, etc.
On the other hand, the corridor portion was free from these instruments. To conduct
thework, a total of tenWi-Fi APswas distributed among these rooms and the corridor
with known locations, and the smartphone collected the RSSIs simultaneously. For
the calculation, a total of 100 RSSI samples was taken from each AP. Signals of APs
were propagated through both line-of-sight (LOS) and non-line-of-sight (NLOS)
medium, and during experiment temperature of this floor was around 34 ◦C.

The APs (AP 1 to AP 10), which are drawn in Fig. 1, were connected to power
supply for generating the radio signals. The smartphone was kept in consecutive
twelve random positions (1st to 12th) to know about the signal strength of individ-
ual APs. The APs operated on 2.4GHz frequency band with maintaining the IEEE
802.11b/g/n standard and their communication ranges are up to 32m. Each AP has
different frequency channels and speeds. Receiver sensitivity of RSSIs is measured
in decibels relative to one milliwatt (dBm), and at the time of these experiments,
minimum −98 dBm sensitivity and a maximum of 20 dB variance were observed.
The distances were measured with Euclidean geometry, as well as the measuring
tape. Including the ten APs locations and twelve positions of STA, a total of 10 × 12
= 120 actual distances was measured with corresponding various types of RSSIs.
No significant changes were seen in the RSSIs if the smartphone is shaken within a
small interval, continuously. The experimental data have been collected at the time
of human activities.

Fig. 1 Experiment scenario of the indoor region with ten rooms and a corridor, where the quarter
of a circle represents the door of each room



548 D. Biswas et al.

Table 2 Coefficients of GAF, EXF1, EXF2, EXF3, and SIAM functions with coefficient of deter-
mination (R2), sum of squared error (SSE), and root mean square error (RMSE)

GAF EXF1 EXF2 EXF3 SIAM

a = 2415 f = 0.004733 k = −0.03857 r = 0.01853 RSSId = −98

b = −210.4 g = −0.09071 l = 2.253 s = 0.9213 γ = 2

c = 38.247 – – – d = 31.2046

R2 = 0.9993 R2 = 0.9963 R2 = 0.9929 R2 = 0.9766 R2 = 0.3028

SSE = 3.725 m2 SSE = 18.56 m2 SSE = 35.54 m2 SSE = 118.2 m2 SSE = 3520 m2

RMSE = 0.198 m RMSE = 0.4397
m

RMSE = 0.6085
m

RMSE = 1.109 m RMSE = 5.993 m

The coefficients, coefficient of determinations, SSEs, and RMSEs of GAF, EXF1,
EXF2, EXF3, and SIAM, respectively, are denoted in Table 2. The coefficient of
determination (R2) assesses howwell a curve explains and predicted by the scattered
data points around the curves. The R2 more than 0.97 indicates that 97% of the
variation in distances explained by the RSSIs, which means every curve (except,
SIAM) is well fitted to these variables. The SSEs and RMSEs tell us how much
the data concentrated around the curve of best fit. The RMSE gives relatively high
weight than SSE for enormous errors. Based on the comparison, it concludes that
the use of a curve fitting technique (CFT) with GAF is most beneficial, because the
characteristic of GAF is ubiquitous in natural phenomena, as well as the parametric
methods of GAF are robust and well understood. In (1), a is the height of the peak
of the curve, b is the peak’s center, c is the standard deviation, and RSSIm is the
measured RSSI values. In (2), g is the multiplier of measured RSSI and f is the
positive real number not equal to 1. The curves (3) and (4) are similar to (2). In (5),
d is the initial distance and RSSId is the initial RSSI value at the distance d.

dmod = a × e
−(RSSIm−b)2

2c2 (1)

davg = f × e(g×RSSIm ) (2)

dmed = 10(k×RSSIm−l) (3)

dmax = r × sRSSIm (4)

dsiam = d × 10
(RSSId−RSSIm )

10γ (5)

RSSI = 10 × log10[
Pr

1mW
] (6)

Pr = u × dv
m (7)
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By applying the CFT to SIAM [22], it observed that the path loss exponents of
mode, average,median, andmaximumRSSIs are 0.3616, 0.3825, 0.3812, and 0.4703,
respectively. These path loss exponents are the same for any choice of initial distance
with corresponding RSSIs. However, in the free space, path loss exponent (γ ) is close
to 2 [23, 24]. These two different characters of information are contradictory and
cannot be possible simultaneously. Therefore, the CFT is not suitable for the SIAM
with initial values, and it gives less accuracy than the mentioned GAF and EXFs.
The SIAM provides its best results for mode values if γ is selected 2, along with the
terminal distance and RSSI, but accuracy is next to nothing. The shape of different
functions of various types of RSSIs can be observed in Fig. 2. The average and
median RSSIs are relatively close to mode than maximum values. Maximum RSSIs
give enormous errors and, for large distances, always have kept a minimum of 10 dB
variance with the mode values. However, the variances among the mode, average,
and median are not too far. The slope of the tangent of each function represents how
fast the signals attenuated. Furthermore, slopes are calculated by the derivatives of
these functions. Notably, the inverse, RSSI = ψ−1(d) of proposed GAF does not
provide the real values. In this experiment, the signal sensitivity was seen between 0
and −98dBm for the distances 0–32m. These ranges have considered as a boundary
of the Wi-Fi system, although the range can be extended using a range extender
antenna. In this work, these sample variables selected by neglecting the same and
nearest values. Only suitable 98 values are taken from the 120 samples for curve
fitting. ThemeasuredRSSIm can be standardizedwithmean−49.5 dBmand standard
deviation 28.43 dB, and the standardized variables are (RSSIm+49.5)

28.43 , for RSSIm =
−1,−2, . . . ,−98. For the calculation, only absolute errors are taken.

It is clear that the RSSI has relationship with distance as well as receive power,
where Pr is receive power in milliwatt (mW). That means, distance and receive
power must have a relationship. It is observed that the power function most accu-

Fig. 2 Graphical representation of different functions formode, average,median,maximumRSSIs,
and SIAM in the indoor
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Fig. 3 Graphical relationship between receive power and distance by the power function

rately estimates the received power by distance, which is significantly better than
other functions. The solution of two different types of the nonlinear equation is too
complicated. For example, if Eqs. (1) and (6) are solved for receive power and dis-
tance, a complex equation will be created. So, without any complexity, CFT gives an
accurate way of generating a suitable equation for any estimation. Figure3 represents
the graphical relationships of power (POW) function (7), where u = 1.494 × 10−6,
v = −2.652 and dm is the measured distance.

4 Experimental Results

For the performance verification of the proposed CFT scheme, the outdoor experi-
ment has been conducted on a roadside ground.Multifloor buildings have surrounded
the ground, and vehicles were moving through the road at the time of the experiment.
The different composition has beenmade for theAPs locations, and smartphone posi-
tions contrast to the indoor, but the total area remained equivalent, Fig. 4.

Following the similar process of indoor, a total of 98 values has been taken for
the calculation. Then the original distances of outdoor have been compared with
the estimated distances of indoor, which are represented by different functions. The
compared results show that the SSEs and RMSEs of indoor and outdoor are similar.
It is notable that, each of these experiments has done only using Wi-Fi technology.

For GAF, EXF1, EXF2, EXF3, and SIAM, the maximum errors are observed,
respectively, for indoor 1.0871m, 2.8271m, 2.2605m, 3.22m, and 3.02m and, out-
door 1.1271m, 2.6271m, 2.0605m, 3.22m, and 3.03m. Because of enormous errors
for EXF3 and SIAM, up to 3.22m, errors are considered for the calculations. Errors
difference of GAF with EXF1 and EXF2 are almost 1m. Though the GAF and EXF
have similar capabilities to fit with mode, average, median, and maximum RSSIs but
each of the EXF does not fit well with other types of RSSIs. Because of having a
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Fig. 4 Experiment scenario of the outdoor region

Fig. 5 Comparison of location accuracy of five curves in terms of CDF for indoor (I) and outdoor
(O)

square term to the power of GAF, it provides excellent results than the others. The
accuracy of location error is measured by cumulative distribution function (CDF),
which is the difference between actual and estimated locations, and arranged in
increasing order. From the results of Fig. 5, it is recognized that the proposed algo-
rithm achieves significantly better positioning accuracy compared to other mapping
and model-based algorithms. The CDFs of errors describe that the GAF with mode
RSSIs gave the most crucial accuracy than others and almost remain similar for both
indoor and outdoor environments. Different types of experiment results ensure that
the mode RSSIs are most significant for position localization [25, 26], and GAF
finishes this job with perfect accuracy. Besides, the better transmit power validates
the excellent RSSI quality for producing the most desirable positioning accuracy.
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5 Conclusions

This paper presents aWi-Fi AP localization [27, 28], algorithm that is simple, robust,
energy-efficient, affordable as well as applicable in anonymous environments [29,
30]. The proposed algorithm based on the analysis of characteristics of RSSIs and
the use of proper curve fitting. Remarkably the Gaussian function provides better
results than other exponential functions and can fit with any sample. Experiment
results confirm that the positioning accuracy of the mentioned algorithm is notably
better for measurements and it could be an efficient solution for indoor and outdoor
applications [31, 32].
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A Novel Miniaturized Fractal Antenna
on Circular Patch with Defected Ground
Structure (DGS)

Sakshi Singh, Jitesh Kumar, Arvind Gaur, and Rahul Vishnoi

Abstract A novel miniaturized fractal antenna on circular patch with DGS is exam-
ined in this paper. The designed antenna will resonate in X band, Ku band, and K
band at 8.91 GHz, 14.27 GHz, 18.58 GHz, and 22.31 GHz frequencies. A dumbbell
shape DGS structure is introduced to enhance bandwidth, and the newly improved
antennawill have the application inKa band also. The improved antennawill resonate
at 8.85 GHz, 14.19 GHz, 18.65 GHz, 22.43 GHz, and 26.89 GHz. The designed
antenna is miniaturized and having the substrate area of 14.3 mm × 14.3 mm with
a circular shape patch of radius 4.2 mm. FR4 (4.4) material is used to design the
substrate of antenna. The examined miniaturized antenna is compatible with satellite
communication, radio location, mobile communication, space research, and radio
navigation. The simulation of investigated antenna is performed on Ansoft HFSS
antenna design simulation software.

Keywords Fractal antenna · Defected ground structure (DGS) · Circular patch

1 Introduction

The advance communication system requires compact multiband antenna which can
produce high gain and wide bandwidth. Circular patch is used in proposed design to
miniaturize the antenna.The substrate is square in shape andmadeupofFR4material.
The examined antenna is very compact and has the total area of 14.3 mm× 14.3 mm.
Several techniques have been used to miniaturize the antenna like different types of
patches are used to achieve compact and reliable antenna. In modern days, antenna
operating at multiple frequencies are desirable; it also saves the device space and
hence manufacturing cost of the system. To get rid of this problem, we use a single
antenna operates at multiple frequencies [1]. Fractal geometries are used to form
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multiband antennas, fractal technique is used because it has self-similar property,
and circular patch is used to reduce the effective area of antenna. Square slots have
been cut in the form of fractal geometry in iterative fashion to achieve multiband [2].
Different fractal geometries have been used for different applications. Other antenna
with circular slots on circular patch has been designed in fractal fashion, and antenna
can be used for satellite communication. The antenna reported in [3] having the
fractal geometry similar to the proposed one, but it is not very much compact and
do not have any improved version. Many techniques have been used to minimize
the dimensions of antenna like a dielectric semicircle arc which is projected on the
antenna [4] and is one of them. The patch size is made smaller by enhancing the
arc and by increasing the projection. Size reduction is done without any degradation
in the antenna gain. Different types of fractal geometries have been introduced to
achieve multiband and high gain. Smith chart geometry design slot on circular patch
is introduced in [5].

Several more antennas with circular patch have been proposed in literature.
Authors in [6] proposed antenna to reduce cross polarization, and the antenna is a
type of probe fed to patch microstrip patch antenna. Antenna with circular substrate
have been presented and fabricated in [9, 10]. Annular ring slot is designed on
circular patch because of ease of fabrication [7, 8], and monopole radiation pattern is
achieved in [7, 9]. Circular patch antenna with circular polarization for 5G applica-
tion is designed by the author in [10]. Defected ground structure (DGS) geometries
on circular patch is also investigated in [11], in which smallest DGS structure is
used to reduce the cross-polarized radiation. DGS are used in numerous passive and
active devices. Every DGS shape has different impact on the antenna working, and
it depends on the size and geometry of DGS structure. DGS has its own applications
like miniaturizing component size, suppressing cross-polarization, and higher-order
modes [12]. Here, dumbbell shape DGS structure is used to enhance bandwidth of
fractal antenna, and using DGS structure shows the performance of antenna in Ka
band also. One research in [13] is done with hexadecagon circular patch to form a
dual-band antenna. The proposed antenna gives good return loss and high gain which
is achieved by using defective ground structure. This antenna can be used for satel-
lite communication in Ku band. In [14], authors have designed different shape DGS
antennas like pentagonal shape patch antenna having pentagonal DGS, pentagonal
shape, circular shape type patch antennas having square DGS, pentagonal DGS, and
circular shape DGS which have been investigated. This antenna can be utilized in
wireless communication systems. The author in [15] uses H-shape DGS to improve
the bandwidth, and antenna is formulated for Wi-Fi applications. Relative study of
rectangular patch and circular shape patch antennas have been studied and investi-
gated that the circular patch antennas has higher bandwidth and less side lobe power
as compare to rectangular patch antenna [16]. In [17], author investigated probe-fed
type circular shape patch antenna having ground plane, and then, in second investi-
gation, dot shape DGS is used in minimizing cross-polarization level of electric field,
and this was studied experimentally. Different shapes of DGS like E shape, F shape,
and U shape have been studied and compare. The investigated antenna gives tri-band
and enhances the gain of antenna [18]. In [19], author gives a new antenna which
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consists of concentric circular rings, and metallic type of shielding is done on the
back of antenna to eliminate any radiation or any leakage. The proposed designed
antenna is simulated, and results are measured [20–22]. The antenna gives wide stop
band characteristics.

2 Specifications for Antenna Designing

Circular type patch antenna is broadly used antennas in other microstrip antennas. It
can resonates at multiband frequency ranges. The radius of used circular patch can
be moderate and can be calculated using Eq. (1)

R = F(
1 + 2h

πεr F

(
ln πF

2h

) + 1.7726
)1/2 (1)

where

F = 8.791 × 109

εr fr

Effective radius of circular patch is

Re = R

(
1 + 2h

πεr R

(
ln

πR

2h

)
+ 1.7726

)
(2)

And resonance frequency is given by

fr = 1.8412C0

2πRe
√

εr
(3)

The ground plane is taken as square of size 14.3 mm × 14.3 mm and FR4 (4.4)
is used as the substrate material. The proposed antenna is a type of fractal antenna
for which circular patch is used for designing. The height of the substrate is 2 mm,
and the radius of used circular patch is taken as 4.2 mm. Microstrip type of feed line
method is used to feed antenna. The simulation results shows that the antenna can
resonates in X band, Ku band, and K band. Further, a dumbbell shape DGS structure
is implemented in ground to improve the bandwidth of antenna, and the improved
antenna will resonates in Ka band also as shown in Table 1.
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Table 1 Antenna parameters with description

Parameter Description Value (in mm)

Lg Ground plane length 14.3

Wg Ground plane width 14.3

Ls Length of substrate 14.3

W s Width of substrate 14.3

Lf Feed line length 2.95

W f Feed line width 0.9

h Substrate height 2

R Patch radius 4.2

3 Antenna Design Methods

The investigated antenna is designed on circular patch of radius a = 4.2 mm. The
ground and substrate is taken as square of size 14.3 mm × 14.3 mm. A circle of
0.84 mm is subtracted from the patch with the concept of fractal geometry in zeroth
iteration. In the first iteration, four circles of radius 0.42 mm are subtracted, and in
second iteration around these four circles, another 16 more circles of radius 0.21 mm
are being subtracted to form final fractal geometry as shown in Fig. 1. Further,
dumbbell shape DGS have been created to increase the bandwidth of investigated
antenna, and this DGS structure also created onemoreKa frequency band application
as shown in Fig. 2.

Fig. 1 Proposed fractal
antenna geometry
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Fig. 2 Proposed fractal
antenna with DGS structure

3.1 Validation of Proposed Design

Reference (GHz) Frequency band Material used Dimension of
antenna (mm)

Patch radius (cm)

[2] X, Ku, K, V
band

Rogers RT
Duroid5880

1.92 ×
1.9 2 cm2

0.525

[3] X, K, Ku band Rogers RT
Duroid5880

6.85 × 6.85 cm2 1.71

[4] S band Plastic
material

7.0 × 7.0 cm2 1.8

[5] L, S, C band Rogers TMM4 7.1 × 7.1 cm2 1.77

[6] S band Taconic TLP-3 6.0 × 6.0 cm2 1.5

Proposed X, Ku, K, Ka
band

FR 4 1.43 × 1.43 cm2 0.42

4 Results and Discussion

The investigated antenna is designed and simulated in Ansoft HFSS. This fractal
antenna with DGS structure is designed to obtain X, Ku, K, and Ka band and can
be used for satellite communication, radio location, mobile communication, space
research, and radio navigation. Multiple iterations have been done to obtain the
desired antenna. The simulation results of return loss without DGS and with DGS
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are shown in Fig. 3.The zero iteration is done by creating a circular slot on circular
patch. Further, four more circular slots have been cut around the center circle, this
geometry is repeated to form a fractal structure, and this fractal antenna is modified
by using dumbbell shape DGS which leads to add one more Ka frequency band with
enhanced bandwidth.

Figure 4 shows the gain polar plot of proposed antenna structure with DGS which
is the improved version of designed fractal antenna. The gain polar plot shows that
antenna performance is improved in terms of gain after using DGS structure.

Figure 5 shows the gain radiation pattern of improved antenna structure. It indi-
cates good radiation pattern for all frequency segments. Fig. 6 shows the simu-
lated results for VSWR at measured frequencies for the improved antenna structure
having DGS geometry. VSWR plot indicates good impedance matching at desired
frequencies.

Fig. 3 Return loss of antenna design with DGS and without DGS structure

Fig. 4 Gain polar plot of antenna structure with DGS
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Fig. 5 Gain radiation
pattern of antenna structure

Fig. 6 VSWR plot of improved antenna with DGS geometry

The electric field andmagnetic field distributions are presented in Fig. 7a, b denote
the expansion of field started from center of patch. For design validation, the gain
of improved version of antenna structure is shown in Fig. 8.The maximum gain of
improved antenna with DGS structure is 5 dB.

The radiation pattern at different resonating frequencies of improved version of
antenna structure with DGS geometry is shown in Fig. 9a–e. These figures show that
antenna have different shapes of radiation pattern at different frequencies. Figure 10
shows 3D polar plot of improved antenna at resonating frequency 8.85 GHz.
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Fig. 7 a Electric field distribution and bmagnetic field distribution of antenna structure with DGS
geometry

Fig. 8 Gain of improved antenna with DGS structure

5 Conclusion

The designed improved antenna structure with DGS have resonating frequency at X
band,Ku band,K band, andKa band, so it can be utilized for satellite communication,
radio location, mobile communication, space research, and radio navigation appli-
cations successfully. The designed structure fulfills all the requirements for these
applications and miniaturized in terms of patch size. The antenna is a type of fractal
geometry; thus, it is resonating at multiple frequencies and DGS geometry added
one more frequency band. The antenna has good gain characteristics which makes
the proposed structure more feasible for given applications.
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Fig. 9 a Radiation pattern at 8.85 GHz, b radiation pattern at 14.19 GHz, c radiation pattern at
18.65 GHz, d radiation pattern at 22.43 GHz, and e radiation pattern at 26.89 GHz
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Fig. 10 3D polar plot at 8.85 GHz
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Rotating Acoustic Reflector Parameter
Trade-Off for Near-Outdoor Audio Event
Detection

Ganesh Bhagwat, Sangeeth Jayaprakash, and Anirban Bhowmick

Abstract Present visual surveillance systems have limitations, like poor data in low
or no lighting conditions, non-line of sight, large data storage. An audio surveil-
lance system would better suit to overcome these limitations and complement the
visual surveillance, especially for large area and outdoor conditions. In this paper,
we have explored the development and use of a rotating parabolic reflector micro-
phone for near outdoor audio recording. The low-cost rotating reflector brings out
interesting trade-off between its size and its speed of rotation for both sensitivity
and directionality. Specific improvement to the shape of the reflector and the type
of microphone along with suitable rotational speed has shown promise of effective
audio signal recording economically. It has also brought out the issue of audio event
duration and its spectral content for effective detection. We demonstrate the utility of
such an audio sensor system for a small-scale audio event classification task, using
a hierarchical classification scheme.

Keywords Acoustic reflector · Hierarchical classification · Audio event
detection · Directivity

1 Introduction

Audio event detection is a demanding task for the purpose of security and surveillance
of a given premise. But when deployed in an outdoor scenario, it adds environmental
and ecological uses, such as poacher detection, animal and bird call pattern study.
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Although it has been acknowledged that audio event detection is harder than clas-
sification, less attention has been given to the aspect of event detection improvement
of continuous audio streams. The detection of an audio event becomes more difficult
when the source is far from the microphone and of unknown direction.

To improve the sensitivity and directional selectivity of the sensor, we have
explored the use of an acoustic reflector along with the microphone. This does
improve the signal quality and can help audio event detection of streaming audio. An
acoustic reflector is a passive structure which can be used along with microphones to
gather and focus sound waves from a longer distance. Many authors have also shown
the use of an acoustical reflector for different applications. Yoshifumi et al. [1] have
proposed a ceiling dome microphone for monitoring breath sound within a room in
a quiet home. In an outdoor scenario, Aumann et al. [2] have described the use of
small parabolic reflector microphone to capture the buzz of honeybees to monitor
the health of beehives.

Researchers in audio event detection and classification have applied different
schemes, like detection through classification framework inwhich an event classifica-
tion model is pre-trained, and then, the test audio signal is classified by a sliding win-
dow technique [3, 4]. A hierarchical classification scheme has been used byAtrey [5]
for multimedia surveillance to detect various normal and excited state human activ-
ities. Various deep learning schemes have also been exploited in Juncheng Li’s [6]
work. Many such works have been summarized and put together by Marco Crocco
in his review paper [7].

For audio event detection, separating an event from the background is itself a
challenge; Simo Moncrieff [8] has summarized different schemes to separate an
event from the background; they have shown that the background model should be
online and adaptive.

In this paper, we have explored a new type of sensor system of slowly rotat-
ing acoustic reflector with microphone, so that we can get a good sensitivity in all
directions using only a single microphone. We show how a good combination of
microphone and reflector pair can improve the event localization. We have evaluated
the performance of the device for event classification around our laboratory building
based on energy thresholding for detecting an event from the background and then
use hierarchical classification to classify different events.

2 Audio Recording Scheme

The present experimental setup is shown in Fig. 1.We have placed the rotating sensor
on our laboratory rooftop so that we can have an uninterrupted power supply and
will enable monitoring of audio events surrounding our building.
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Fig. 1 Outdoor audio acqusition and indoor processing scheme

2.1 Acoustic Reflector

The inherent property of a dish microphone is similar to that of a dish antenna. The
basic physical principles governing both are similar. The acoustic reflector gives an
enhanced gain to the audio recording through the reflected energy. It enhances the
directional gain of the microphone in the direction to which the dish is open. So
after monitoring the signals for a complete rotation, we can estimate an approximate
direction of a stationary sound source based on the rotation time and the angular
position.

The focal position is an important parameter to get maximum amplification of the
acoustic signal. The expression for focal length (a) of a parabolic dish is:

a = D2

16 ∗ d
(1)

where D is the dish diameter, and d is the depth of the dish.
Best material and size for the acoustic reflector had to be chosen for the exper-

imental setup. The materials we tested are steel, plastic and aluminum. First, to
ascertain the focal point of the reflectors, we have shifted the microphone position
forward and backward of the theoretical focal point of each reflector. We recorded
the input stimulus at 0 azimuth angle at a distance of 2m from the reflector. The
received signal power is shown in Table 2. Input stimulus is a recorded speech signal
of 10 s duration and played through a loudspeaker. The experiment was carried out
in a sound-treated studio. We can observe in Table 2 that the steel dish has the same
theoretical and best experimental focal point, but for aluminum and plastic dish, the
focal point has shifted from its theoretical focal point. The reason could be that the
plastic and aluminum dishes are not exactly parabolic shape, whereas the steel dish
had parabolic shape. After ascertaining the focal point of the acoustic reflectors, we
performed another experiment to verify the performance of each reflector with a
source placed at different distances at the 0 azimuth angle. In this experiment, the
microphone was placed at the best experimental focal point, and the same earlier
input stimulus is used. The experimental observation is shown in Table 1. We per-
formed this experiment in the same sound-treated room. The dimensions and shape
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Table 1 Signal power in dB according to distance and material of the dish

S.No Dish type Distance between audio source and reflector

2 m 4 m 6 m 8 m

1 Plastic (dB) −54.16 −59.18 −61.29 −63.38

2 Aluminum
(dB)

−55.19 −59.61 −61.92 −63.56

3 Steel (dB) −55.28 −60.96 −62.21 −64.12

Table 2 Experimental focal point comparison

Dish type Theoretical focal
point (cm)

Experimented
focal points (cm)

Signal power
(dB)

Chosen focal
poin (cm)

Plastic 8.7 5 −55.43 6

6 −54.16

8.7 −55.86

Aluminum 10.1 7 −55.87 8

8 −55.19

10.1 −56.42

Steel 5 4 −57.63 5

5 −55.28

6 −56.32

Fig. 2 Acoustic reflectors, steel (dimension: D = 24.2 cm, d = 7.4 cm), plastic (dimension: D =
43.5 cm, d = 13.5 cm) and aluminum (dimension: D = 46 cm, d = 13 cm) (left to right)

of each reflector are given in Fig. 2. We can see that the dimensions of the plastic
and aluminum reflectors are approximately same, and the steel reflector is slightly
smaller. From Table 1, we note that the gain performance is slightly better for plas-
tic compared to other reflectors. The steel reflector has shown good results with a
smaller size. However, due to the lightweight of plastic to mount on a motor shaft
and also better performance at a longer distance, we have used the plastic reflector
for further processing.
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Fig. 3 AED setup with
mounting of reflector dish on
a motor

2.2 Rotational Motor

We have mounted the acoustic reflector on a motor shaft to get a 360◦ rotation. The
dish rotating from amotor introduces its own acoustic noise and shaft vibration. Both
of these should be minimized for choosing and constructing the motor mounting.
After experimentally trying different motors (DC as well as Stepper motor), DC
motor with a speed upto 10 rpm has been chosen. The motor has a voltage rating of
12V, but to reduce the rpm, we have used 3V DC adapter. Using the 3V adapter,
we got a motor speed of 3 rpm suitable for acoustic event gathering . We have used
optical encoder with the motor to get the direction of the reflector. Cloth and sponge
materials are used to muffle the motor noise, and a wooden shaft with plastic rope
is used to attach the reflector dish so that vibration can be minimized. The shaft was
rolled in cloth, and the motor was totally enclosed in a box to reduce the radiating
motor noise. This audio event detection (AED) setup at a near-outdoor environment
is shown in Fig. 3.

2.3 A/D Conversion

For audio signal digitization, it is important to locate the A/D close to mic, so that
electrical noise is minimized. Since the mic is rotating with the reflector, the A/D
would also rotate, and hence, it should be compact, rigged and lightweight. It is
also low power, well suited for open Linux software implementation. Raspberry



572 G. Bhagwat et al.

pi is programmed to record audio data seamlessly. Audio signal picked up by the
microphone is acquired by the raspberry pi at fs = 16 kHz and a chunk size of 4096.
Raspberry pi sends the data to a local server to acquire data continuously from the
specific port. The Raspberry pi is connected to the laptop through a long Ethernet
cable. It is a point-to-point data communication scheme.

Data Logging A local area network is configured to balance the computational
load and live visualization of the audio events. The server laptop-1 acquires data
constantly from the Raspberry pi through a specific port and processes the data for
event detection and classification. After the processing, the visualization and data
logging takes place on laptop-2. The results are visualized as 3D spectrogram of the
audio signal along with event labels which are refreshed every 1 min interval. In the
data logger, the detected event label is logged at every 1 s interval.

3 Rotating Reflector Sensor

3.1 Directivity, Sensitivity and Motor Speed

We have performed an experiment in outdoor condition to infer the effect of motor
rotation speed and source distance on the directivity. The experiment shows that if
an event lasts for a full rotation of the reflector and if the event is within a distance of
≈ 100 m, then we can estimate the direction of the event with maximum confidence.
But, if the distance is farther, then we cannot conclude it with sufficient confidence.
We have also found that the reflector shows no directivity (omni-directional) for
prayer recording, since the prayer source is at a long distance of >1 km. To assess
the interaction of directivity and distance, we used a recorded speech waveform of
2 min as our distant stimulus. We have placed the reflector facing the sound source
(0◦ azimuth) and recorded the signal till the completion of one full rotation. We have
performed this experiment for different distances in the near outdoor scenario. A
comparison of received signal power is shown in Fig. 4, where � is the sensitivity
difference betweenmaximumandminimumsignal energy.We can observe the reduc-
tion in directivity as the distance increases and the difference gradually decreases.
After a certain distance, the sensitivity difference is close to zero. Beyond that dis-
tance, it will be difficult to locate the direction of the source even in the stationary
reflector case. Increasing the diameter of the reflector can increase the directionality,
but will be infeasible as a low-cost rotational solution. We can see that reducing the
motor speed is giving better directionality. As the motor speed increases, motor noise
also increases, and the chance of detecting feeble events gets reduced.
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Fig. 4 Relation between motor speed, distance and directivity (outdoor). This shows that the
parabolic reflector gives better gain and directivity for lower RPM

3.2 Mic and Reflector Improvement

To improve the sensitivity of the measure of difference between front and back of
the reflector, we made further modification in the design. We replaced the omni-
directional microphone with a directional microphone (sub-cardioid) to see the
improvement in sensitivity (we have to choose a small size, lightweight directional
mic so that the rotating platform load is not affected). The mic’s directivity pat-
tern is shown in Fig. 6b. We can observe that the difference in sensitivity (�) is
improved in the case of unidirectional microphone. We also modified the shape of
the reflector and attached a cylindrical mouth on top of the plastic parabolic reflector
to give it more depth and reduce the effect of scattered sound (similar idea is used
in a microwave dish antenna also). The directivity patterns of the modified reflector
and the parabolic reflector are shown in Fig. 6a. We can see an improvement of 2–3
dB in the directional sensitivity because of the modified reflector. A picture of the
modified parabolic reflector is shown in Fig. 5. These directionality measurements
are conducted in the anechoic chamber such that the directional advantage of the
recording setup is determined without the reflections from side walls. We have set
up a measurement procedure with the reflector microphone placed at the center of a
hypothetical circle of radius 2 m, and a loudspeaker is located around the perimeter
of the circle at intervals of 30◦, as well as at 0◦ and 180◦. (exact front and back). The
improved directivity of the modified parabolic reflector is evident from Fig. 6b. But
it is not used as structurally; it is difficult to mount and rotate on a motor.
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Fig. 5 Directivity comparison between unidirectional microphone without the reflector; parabolic
reflector only and cylindrical mouth parabolic reflector

(a) (b)

Fig. 6 aDirectivity comparison between unidirectionalmicrophonewithout the reflector; parabolic
reflector only and cylindrical mouth parabolic reflector bDirectivity comparison between omni and
unidirectional microphone

3.3 Directionality and Source Frequency

By the previous experiment, we observed that the mosque prayer sound did not
show any directivity. The reason for this could be that the source is far and the
feeble scattered sound reaches the reflector from all directions. Also, the sound
becomes low pass through the long-distance propagation through the medium. To
understand the possible frequency selectivity, we set up an experiment in which we
played different frequencies at different distances and recorded the same through the
rotating parabolic reflector.We have calibrated themic speaker setup. The calibration
is required since both themic and speaker themselves have certain frequency selective
responses and efficiency. Calibration was done by keeping the mic and speaker at a
0.5m distance, and the signal level is adjusted to 98 dB received level.
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Fig. 7 Change in signal energy with distance and frequency (outdoor recording)

Fig. 8 Energy of signal
500Hz at different distance

The recording was done for 10, 20 and 60 m source distances and 0.5 kHz, 1 kHz,
2 kHz, 8 kHz and 10 kHz frequency signals.

We calculate the STFT so that we can calculate the energy of a given frequency.
For the calculation, we have used the following parameter. Hamming window was
used as a window function. wlen = Window Length = 1024; Hop size = 1024

4 = 256
The FFT is of 2048. Consider S f as the FFT of the frame. The energy was given
by S.

S = 20log10
|S f |
wlen

The output of the directionality experiment 500 Hz at 10 and 20 m distance is
shown in Fig. 8. The inference of which is drawn in Fig. 7 for all the frequencies
and distances which shows that lower frequency sound has lesser directionality(�)
and so also higher frequencies. But the magnitude of the lower frequency sound is
predominately high for all distances of the source. This is because low-frequency
waves travel further than high-frequency waves since there is less energy absorption
by the medium. The reason for less directivity is because the gain of the parabolic
reflector is given by

G = n
4π A f 2

c2
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. Thus, the relative gain provided by the reflector for lower frequency is much less.
For farther sources, the signals which can reach the mic are predominantly low pass
in nature, and the parabolic reflector provides minimal gain or directional advantage.

Thus, as the distance increases, the energy of the lower frequency signal is more,
but due to the parabolic reflector property, the gain by the reflector is less. Which
can be prominently seen by � (Difference in max and min signal energy) in Fig. 7.

3.4 Audio Data Recording

Common events of interest in near outdoor scenario (of our building) are prayer,
car sounds and bird sounds. We have collected different bird sounds and considered
them all as one class and also car horn, and car driving sounds are taken as one
class (our goal is not to expand on the variety of audio events but rather to see the
intelligence that can be gathered based on the time and directionality of the audio
event). The sample events chosen are classified hierarchically using different feature
measurements . Each event has its characteristic time–frequency pattern. The prayer
event has dominant frequency 1500Hz and above which it is mostly environmental
background. A spectrogram of different events is shown in Fig. 9. Table 3 describes
the total data that is used to train models at each level of the classification. Each audio
training data clip size is of 1 s. We have annotated the data manually using “praat”
and “audacity.” For testing purpose, we have used a continuous 4h of annotated
audio data, where each event has over 10min of data.

Fig. 9 Spectrogram of different events a bird sound b car sound c prayer d car horn
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Table 3 Training data distribution for different models and model parameters

Training data GMM mix Frequency band
(Hz)

Models Total files Total duration

Prayer and
non-prayer

1200 and 1200
(600 car and 600
birds)

20min and
20min

4 500–1500

Car and bird 1200 & 1200 20min and
20min

8 1500–5000

Table 4 Event classification accuracy

S. No. Events Accuracy (%)

1. Bird 94.88

2. Car 95.6

3. Prayer 91.56

4 Audio Event Detection Scheme

The scheme comprises of two parts: offline training and testing of estimated event
models and their classification accuracy; online testing for event detection and clas-
sification in continuous audio streams.

4.1 Pre-processing and Feature Extraction

We have recorded audio data at different times of the day in the near-outdoor envi-
ronment and collected a large number of audio clips for each of the events. From the
spectrograms of the various events, we observed that the required events are in the
frequency range 500–5000 Hz, and the lower frequency band has the unavoidable
motor noise and other electrical noise. Hence, we have bandpass filtered the region
of interest and then performed energy-based thresholding to detect an event from the
background. The energy is calculated over 100 ms frames with 50% overlap. When
a frame crosses the threshold, the next 20 frames are retained as likely event frames,
since the minimum time for an event is considered to be 1 s. If the event duration
is <1 s, then some of the background noise gets included in the event (may cause
false positive). If event duration >1 s, the whole event will be considered since we
are evaluating all frames sequentially. 39 dimensional MFCC features (12 cepstral
+ 0th coefficient + � + ��) are used as parameters of the feature vectors for event
modeling and detection.
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4.2 Event Modeling

The audio events considered here are as follows: (i) distant mosque prayer, (ii) street
car sound and (iii) bird sound. Hierarchical (top-down) approach is used to detect the
events. Hierarchical decision is preferred because certain events are more difficult
to classify, and they also occur for different durations. We can use different features
suitable for different classes. Hence,we expect better results compared to single-level
multi-class classification. The events considered here have a common frequency
band, and the hierarchy is formed by considering dominant frequency bands for
the particular event. Since events properties do vary from instance to instance, we
consider stochastic modeling of the event using Gaussian mixture models (GMMs).

GM models are trained at each level of the hierarchy. In the second level, a four-
mixture GMM is used to build the universal background model (UBM) using prayer
and non-prayer data. For the third level, a eight-mixture GMM is used to build car
sound and bird sound models, respectively. The number of mixtures of the model
was determined experimentally for optimum performance (moremixtures for greater
variability). In this GMM-UBM system, we derive the event-dependent model by
adapting the event-specific data through themaximumaposteriori (MAP) adaptation.
Totally four models have been trained, prayer, non-prayer, car and bird, respectively,
through MAP adaptation based on different feature vectors.

4.3 Detection

All the trained models are used in the detection process. Given the model, the log-
likelihood of the test data vectors is calculated. At level-2, the models for comparison
will be between prayer and non-prayer. If it is a non-prayer event, then we will go to
level-3 for final classification as bird sound or car sound. Maximum log-likelihood
score is used in the decision-making at each level.

5 Experimental Results

We have set up the experimental facility on the terrace of the building and observed
several hours of audio data recording, and we examined the hierarchical audio detec-
tion/classification scheme, both in offline and online mode of operation The energy
threshold for event/background separation is estimated using 1h of recorded and
annotated environmental background data.We have collected background data at dif-
ferent times of the day and have estimated a conservative global threshold not to miss
out an audio event(false positive is better than false negative). The event/background
decision efficiency is shown in Table 5. Event-specific TP and FN are shown in
Table 6.
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Table 5 Training data distribution for different models and model parameters

Total
duration
(min)

Background
duration
(min)

Vent
duration
(min)

TP (Event
as event)

FN (Event
as back-
ground)

FP (Back-
ground as
event)

TN (Back-
ground as
back-
ground)

61.24 30.88 30.66 84.67% 15.33% 13.76% 86.24%

TP True positive, TN True negative, FP False positive, FN False negative

Table 6 Event-specific accuracy

S. No. Events Total duration
(min)

TP (%) FN (%)

1. Car 15.19 83.63 16.37

2. Bird 6.96 74.71 25.29

3. Prayer 8.21 95.05 4.95

At level-2, the events have distinguishable frequency characteristic as shown by
the spectrogram of Fig. 9. UsingMFCC features for each frame of 30 ms and overlap
of 10 ms, the event-specific models are trained as shown Fig. 13.

5.1 Testing

Offline In offline testing, the system accuracy is tested on 4h of manually annotated
data. The test data is first segmented into 1 s duration clips, and the decision is
determined on each segment. The 4h of data contained 40min of car, 10min of bird
and 15min of prayer data. The testing procedure is shown in Fig. 10. Results are
shown in Table 4.

Online For real-time event detection and classification, continuous data is streamed
and processed. Because of the data acquisition and computation on laptop, approx
4min of delay is there to display the events after its occurrence. We store continuous
data stream after 60 s and segment it to 1 s clips of audio data and then perform detec-
tion decision. Event visualization shows 60s long audio data, and then, it updates
for the next file. Log-likelihood of two hierarchical levels are plotted in Fig. 11 for
60 s data. For clarity of visualization, we have taken a 5 s group and showed the most
occurred event over that duration in Fig. 12.

Fig. 10 Offline testing procedure
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Fig. 11 Log-likelihood is calculated for a 1 min segment of audio which has an overlap of bird
and car event, which is accurately predicted by the plot

Fig. 12 Spectrogram and event visualization

Fig. 13 Training procedure

5.2 Event Direction

After detecting/classifying the events, we have tried to estimate the direction of the
movement of the event by approximating the azimuthal angle of the event. In Fig. 14,
we can see a continuous bird event for the full rotation of the reflector. The max.
change of sensitivity approximates the direction of the event. From Fig. 14, we can
infer that the bird is at 0◦ to the initial position of the reflector and the difference in
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Fig. 14 Event direction

measured sensitivity� ≈ 16 dB.We can also estimate that the source is about 30–40
meter distance from the microphone, based on the reflector sensitivity that we have
earlier calculated.

5.3 Inference

After detecting the occurrence of events, their occurrence rate and their direction, tim-
ing, etc. can be collated, which can lead to further higher-level information. Depend-
ing on the movement of the cars and the occurrence of bird sounds, we can infer the
time of the day (day/night) and which road side is busier. The prayer event usually
has a fixed timing depending on the geographical reason, so by detecting prayer,
we can comprehend the time of the day. Increasing the variety of events that can be
detected, we can gather finer information, which can help us toward finer intelligence
around the premises.

6 Conclusion and Future Work

Audio surveillance using rotating reflector mic scheme is promising as a low-cost
solution for near-outdoor application. The issues in full-outdoor (large area) or full-
indoor (fragmented space) surveillance call for different type of audio sensor design
and intelligence gathering solution.
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Performance Evaluation and Synthesis
of FIR Filters Using Various Multipliers
Algorithms

Aniket Kumar and R. P. Agarwal

Abstract With the advancement of sensors and network-enabled devices, the need
for high performance and low power consumption is increasing day by day. The
major delaying part of these devices is the multipliers built into the digital filters for
performing signal processing applications. This paper proposes a design of various
conventional and traditional multiplier algorithms to design finite impulse response
(FIR) filter of order four, eight, sixteen, thirty two and sixty four and its performance
analysis in terms of delay, memory usage and level of logic used.

Keywords FIR digital filter · Delay · Filter design and analysis (FDA) · Finite
state machine (FSM)

1 Introduction

Nature is surrounded by numerous types of signals in the form of human voice,
audio signals, seismic waves, etc., that are used in different applications of signal
processing and communications. Signal processing has a rich history in the diverse
fields as speech communication, biomedical engineering, sonar, radar, seismology,
data communication and manymore. In the multitude of diverse fields of science and
technology, digital signal processing (DSP) has become an important modern tool,
converts analog input signal to digital, that is processed digitally, and then converts
back to analog signal [1].

With the development of sophisticated signal processing algorithms, recent
advancements in integrated circuit technology led to the development of DSP
systems. Finite impulse response (FIR) filtering is one of the fundamental steps
in many DSP applications, and to optimize it in terms of delay, area, LUTs and level
of logic, conventional as well as traditional multiplier algorithms that are used to
design FIR filters are implemented, and their findings are used to implement FIR
filter of order 4, 8, 16, 32 and 64. Complexity in multiplier design controls response
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time of filter, therefore to optimize its design, is an important task that has been
focused in many previous works [2–9] in which digital multiplier has been designed
for different bit lengths. Sections 2 and 3 give the overview of selected multiplier
algorithms’ FIRfilters. Section 4 focuses on simulation and implementation results of
multiplier algorithms as well as filter design. Finally, the proposed work is concluded
in Sect. 5.

2 Multiplier Algorithms

As multiplier plays an import role in designing a filter, many algorithms have been
used such as Vedic, Array, Wallace, Dadda, Booth, sequential algorithms and many
more having different approaches to find product of two binary number [10, 11].

2.1 Vedic Algorithm

This algorithm uses concepts of ancient Vedic sutra “Urdhva–Tiryabhyam,” a tech-
nique that uses vertical and crosswise technique step-wise to find product of numbers
as discussed in Fig. 1 [7, 12].

Fig. 1 Line diagram showing multiplication of two binary numbers [2]
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2.2 Array Algorithm

This algorithm is based on the sequence of addition and shifting procedure to obtain
partial products generated step-wise that are arranged in different rows which are
added column-wise to obtain final product terms [3].

2.3 Wallace Algorithm

To evaluate the product of large number, this algorithm is used where partial product
terms are arranged in a tree-like format and reduces critical path delay by using full
adder as 3:2 compressor and half adder as 2:2 compressor [4].

2.4 Dadda Algorithm

Also, in this algorithm, partial products are arranged in a tree-like format, and the
reduction technique used is governed by the formula d j+1 = floor(1.5d j ) where d j

is a maximum height of the column in a tree-like format [5].

2.5 Booth Algorithm

In Booth algorithm, partial product and their addition are done by encoding technique
[13, 14]. Multiplicand bits are grouped from MSB to LSB, and as per encoding
technique, operations such as addition, subtraction and shifting are done to obtain
the final result [5, 6, 15].

2.6 Sequential Algorithm

Sequential algorithm uses shift and add method to obtain the final result as explained
by Fig. 2 showing finite state machine (FSM).

3 FIR Digital Filter

To meet high speed requirement and stability in various applications of digital
filters used, finite impulse response (FIR) filter is preferred over infinite impulse
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Fig. 2 Sequential algorithm
(FSM) [7, 8]

response (IIR) filter. Due to linear phase, stability and low complexity, FIR filter
is used in multimedia communication and mobile communication systems. Many
previous works [9, 16, 17] have focused on its designed; however, in this manuscript,
Equiripple design method has been used for low-pass filter for order four, eight,
sixteen, thirty two and sixty four.

4 Simulation and Implementation Results

VHDLcodes of all thementionedmultiplier algorithmare simulated onMODELSIM
and implemented on FPGA using Xylinx software for bit length two, four, eight,
sixteen, thirty two and sixty four to obtain analysis report in terms delay, hardware
complexity, LUTs and IO parameters [7–9, 11].

Table 1 shows an analysis report that is obtained after simulated of VHDL code
of an algorithm for a particular bit length.

Comparative graphs are plotted usingMATLAB2019b tool for delay andmemory
usage parameters. Figure 3 shows delay in response concerned to the above said
algorithms, and Fig. 4 shows memory consumed in the said algorithms to produce
final product terms.

As sequential algorithm has higher mean deviations of delay and due to that for
comparative delay graph, sequential plot has been ignored as shown in Fig. 3, and
graph in black indicates average delay. Figure 4 shows a comparative analysis of
memory (KB) used by used multiplier algorithms on Spartan 6.



Performance Evaluation and Synthesis of FIR Filters … 587

Table 1 Compression of multiplier algorithms for different bit lengths

Bit length Type Delay in ns Levels of logic Number of slice
LUTs

Memory in KB

2 Vedic 5.505 3 4 259,592

Array 5.505 3 4 259,592

Wallace 6.494 4 6 258,052

Dadda 6.494 4 6 258,052

Booth 2.606 2 5 259,080

Sequential 24.68 2 15 258,312

4 Vedic 9.557 7 23 246,848

Array 10.697 8 23 246,848

Wallace 17.00 7 23 322,176

Dadda 14.02 7 19 246,144

Booth 13.548 12 57 247,872

Sequential 46.26 2 26 320,832

8 Vedic 18.270 15 121 253,312

Array 22.055 19 99 354,816

Wallace 19.829 15 128 283,648

Dadda 13.907 11 114 282,176

Booth 19.081 28 235 249,216

Sequential 83.104 2 37 243,584

16 Vedic 27.278 23 656 284,608

Array 40.341 37 387 359,296

Wallace 36.731 29 499 361,600

Dadda 22.124 19 453 359,104

Booth 27.742 67 834 252,288

Sequential 189.585 2 90 252,288

32 Vedic 47.146 41 2120 339,648

Array 78.313 74 1539 414,336

Wallace 68.383 57 2147 342,272

Dadda 46.720 43 1716 313,984

Booth 51.826 131 3202 299,840

Sequential 375.83 3 150 183,564

64 Vedic 80.146 73 8793 378,560

Array 174.583 71 6744 548,480

Wallace 143.10 103 8531 393,664

Dadda 149.148 80 7023 360,064

Booth 194.653 454 25,221 360,960

Sequential 887.391 2 233 183,579
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Fig. 3 Comparative delay graphs for selected multiplier algorithms
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Using the above said algorithms as a component, low-pass FIR filter is coded in
VHDL, simulated and implemented on FPGA using Xylinx software for filter order
four, eight, sixteen, thirty two and sixty four. Table 2 shows an analysis report of FIR
filter obtained from analysis report in terms delay, hardware complexity, LUTs and
IO parameters.

Table 2 Comparison of FIR filter of order 4,8,16, 32 and 64 using Wallace, Dadda, Booth,
sequential and array algorithm on Device Spartan6, XC6SLX45-CSG324

Filter order Variant Delay in ns Levels of logic Number of slice
LUTs

Memory in KB

4 Vedic 9.236 1 921 246,848

Array 9.997 1 1004 246,848

Wallace 15.255 19 849 322,176

Dadda 7.363 12 773 246,144

Booth 8.328 1 863 247,872

Sequential 20.328 8 789 320,832

8 Vedic 11.267 20 1451 253,312

Array 11.276 21 1273 354,816

Wallace 12.003 24 1826 283,648

Dadda 11.102 20 1575 282,176

Booth 12.036 12 115 249,216

Sequential 90.136 27 236 243,584

16 Vedic 15.626 29 3199 284,608

Array 16.037 31 2716 359,296

Wallace 15.926 28 3698 361,600

Dadda 15.843 30 3378 359,104

Booth 16.856 20 2834 252,288

Sequential 250.016 68 2290 252,288

32 Vedic 21.255 46 5970 339,648

Array 22.482 40 5882 414,336

Wallace 20.802 39 7657 342,272

Dadda 22.494 43 6342 313,984

Booth 23.405 45 3205 299,840

Sequential 665.664 70 4150 183,564

64 Vedic 29.117 78 11,558 378,560

Array 34.948 56 12,187 548,480

Wallace 29.096 58 15,981 393,664

Dadda 34.848 80 13,644 360,064

Booth 35.088 71 17,023 360,960

Sequential 1862.144 73 16,744 183,579
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Fig. 5 Comparative delay graphs for selected multiplier algorithms

Coefficients of direct form low-pass FIR filter are obtained from filter design
analysis (FDA) tools usingEquiripplemethodof design [18–20].Comparative graphs
are plotted using MATLAB 2019b tool for delay and memory usage parameters.
Figure 5 shows delay in response FIR filter for different orders and Fig. 4 shows
memory consumed in the said filter order to produce the desired output.

From analysis report shown in Table 2, delay for sequential block when it is used
for filter design has maximummean deviation; therefore, while plotting comparative
graph, sequential block technique has been ignored, and in the same graph, average
delay has been calculated and plotted for selected filter order.

A Comparative analysis of memory (KB) consumed by the particular algorithm
block to design low-pass FIR filter for filter order of four, eight, sixteen, thirty two
and sixty four on Spartan 6 as shown in Fig. 6.

5 Conclusion

From simulation, implementation, analysis report (Table 1) and comparative graphs
of multiplier algorithms (Figs. 3 and 4), it is concluded that Vedic algorithm is the
best choice in terms of speed for high-bit-sized, as its delay is 80.146 ns followed by
Wallace with approximately twice delay of 143.10 ns followed by Dadda algorithm
with approximately ten times delay in sequential algorithm.

Analysis of multiplier algorithm alone and then using them in an application like
FIR filter design we concluded (from Tables 1 and 2, Figs. 5 and 6) that, in terms
of delay, Vedic algorithm is the best when it is used alone as multiplier, however
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Fig. 6 Comparative delay graphs for selected multiplier algorithms

when selected proven multiplier techniques are used for FIR digital filter design,
it is deduced that Wallace algorithm for high order low-pass filter is best in terms
of delay, followed by the low-pass FIR filter based on Vedic algorithm with minor
difference. However, with mean deviation of delay and memory usage, the Vedic
Logic leads over all the proved multiplier algorithms.
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Design and Implementation of Bluetooth
Low Energy Link Layer Controller Using
Dataflow Programming

Nur Atiqah Abdul Latib, Ab Al-Hadi Ab Rahman,
and Mohd Shahrizal Rusli

Abstract This paper presents the design of Bluetooth low energy (BLE) link
layer controller implemented on application-specific integrated circuit (ASIC), field-
programmable gate array (FPGA) and general purpose processor (GPP). CAL
dataflow programming has been used that allows automatic RTL and C code gener-
ation from high-level specification. The generated RTL code is synthesized and
implemented on ASIC Silterra 180 nm process technology and Xilinx Artix FPGA,
while the generated C code is implemented on Intel i7 GPP. High-level design space
exploration has been made by performing actor merging techniques to obtain seven
different architectures, which are compared in terms of performance, area, power
and energy. The results show that energy improvements for ASIC, FPGA and GPP
are 44.71%, 10.22% and 28.31%, respectively, through the design space exploration
methodology.

Keywords Bluetooth low energy · Dataflow programming · ASIC · FPGA ·
Design exploration

1 Introduction

Bluetooth was introduced to replace serial communication interfaces that enable
devices to communicate wirelessly. It emphasized on low-cost, low-power and short-
range transmission between devices [1]. Nowadays, Bluetooth is widely used inmost
wireless devices such as mouse, keyboards, earphone, printers and others.
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To be precise, these devices are designed with Bluetooth low energy (BLE) [2]
features to be used with longer time period and low power consumption to conserve
the battery life.

The architecture of BLE consists of three main blocks which are application, host
and controller. Controller block consists of three sub-blocks which are link layer,
physical layer and direct test mode. The controller and the host communicate through
the host controller interface (HCI). This paper focuses on the link layer controller
that controls the process of transmitting and receiving data between devices.

However, the challenge in designing the controller is the complexity [1]. It is
responsible for many tasks that are required by the Bluetooth application such
as advertising, scanning, creating and maintaining connections and processing the
packet contents.

To overcome these problems, this paper proposes to use the CAL actor language to
model the BLE controller. CAL actor language is a high-level dataflow programming
that is suitable for designing a complex system [3], with the ability to automatically
synthesize its code to RTL for hardware implementation [4], and C for software
implementation [5]. To ensure the design meets the Bluetooth specification, high-
level actor merging optimization techniques [3] are also applied.

Some of the related works in the design and implementation of the BLE are
reviewed as follows. The work in [6] was based on Bluetooth version 1.1 which is
the older version of Bluetooth. Thus, the controller is not actually implemented. But
some of the functions are slightly similar with BLE functions. In [7], a controller for a
specific serial bus which supports high speed, hot plug play and auto-reconfiguration
is called IEEE 1394. This literature referred to the Bluetooth version 4.0. This work
however does not have a numerical result to be measured and compared.

The recent research that is done in [8] is based on the BLE version 4.1. The
research focuses on thewhole controller of theBLE. In their research, an intermediate
layer is introduced to implement some controller function using the software stack.
However, only top-level architecture of the link layer was proposed without any
actual implementations.

The work in [9] implemented the BLE for building Internet of things (IoT). The
research focused on the host side to foster the IoT innovation by presented open
hardware for BLE architecture. They also provide an open-source Contiki oper-
ating system (OS) port for new hardware. However, the approach implemented the
controller into a microcontroller instead of a custom hardware.

BLE also has been widely implemented on different groups of application such as
home automation [10], health care [11] and smart cities [12]. Other than that some
of the works in hardware implementation of communication systems are given in
[13] and [14]. Some of the works that use the CAL actor language in design and
implementation include [15] and [16]. There is also a work that uses CAL actor
language to model the ZigBee baseband transmitter [4]. CAL implementation of the
BLE controller has not been reported in the literature.
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2 Design Methodology

2.1 State Machine from Message Sequence Chart

Based on the message sequence charts (MSC) in the BLE specification, internal
state machine for each state can be extracted. Figure 1 shows one example of MSCs
that illustrate the handshaking process for initiating connection between two BLE
devices.

In Fig. 1, Host A represents the host for Bluetooth Device A, LL A represents the
link layer for BluetoothDeviceA, LLB represents the link layer for BluetoothDevice
B and Host B represents the host for Bluetooth Device B. To initiate a connection
with other devices, one device should enter the initiating state (LLA) and one device
must enter the advertising state (LLB).

To determine the internal state machine, these steps are followed:

1. Identify the point of receiving and sending data.
2. Determine the type of receiving and sending data.
3. Study the data processing and the state involves.
4. Determine the number of internal states and actions required.
5. Model the link layer using CAL dataflow program.

Based on Fig. 1, five points of receiving and sending data are determined on
LL A. As an example, by following the five steps, the information for point one is
discovered:

1. Type of data packet: LE create connection (HCI command).
2. Process involve: receiving HCI command from Host A.
3. State involve: initiating state.
4. Number of internal state(s): one.
5. Number of action(s): four.

Fig. 1 Example of BLE message sequence chart for states derivation
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Fig. 2 High-level block diagram of the BLE controller in CAL design environment

2.2 Proposed High-Level Design of BLE Controller

Based on the extracted internal states machine, BLE controller is designed at high
level as in Fig. 2.Other than that, the link layer controller is also designed based on the
type of packets used, data processmechanism involved, timing requirements, etc. The
controller consists of 14 actors which are standby, buff, out. The standby, advertising,
scanning, initiating and connection each represent the link layer controller state
machine.

2.3 Functional Validation

Before optimization techniques are applied, the functionality of the BLE link layer
controller is validated first. In addition, the functional validation is performed after
each optimization stage has been done. As mentioned before, the BLE controller
is designed at high level. Thus, there are extra steps to validate the designed BLE
link layer controller functionality. The validation processes involve validation at high
level and simulation waveform. For this work, there are three stages of validation:
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Fig. 3 High-level block diagram to test the BLE controller in CAL design environment

Fig. 4 High-level block diagram to test the BLE controller for the generated C code in CAL

1. High-level validation
2. C code validation
3. RTL testbench validation.

For high-level validation, a test actor is designed to inject input to the link layer
controller. The function tested for each validation is different for each test actor. As
an example, the connection between test actor and the link layer controller to validate
the standby functionality is shown in Fig. 3.

As for C code validation, themethod is quite similar with the high-level validation.
The only difference is a print actor to print out all the output from the link layer
controller. Later, a C code is generated automatically and validated using MinGW
tools. The connection between test, link layer controller and print actors is shown in
Fig. 4.

On the other hand, for RTL testbench validation, a Verilog code of testbench is
designed to validate the generated RTL code of the link layer controller.

2.4 Architectural Optimization

Architectural optimizations are performed using the high-level actor merging tech-
niques as well as the state reduction techniques. Actor mergingmethod is a technique
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where two or more actors are combined into one new named actor. To apply this tech-
nique, the original actors and a leader actor shall be determined first. Original actors
are a set of actors that merged into one new actor while Leader actor is an actor in
which the structure of its finite state machine (FSM) is chosen, followed and merged
with other actor FSM. Later, state reduction techniques are applied to optimize the
design FSM. Figure 5 shows the process of merging actors with comparisons of the
number of pins between actors and the number of actors. As a result, the optimized
design is obtained, as shown in the simplified block diagram in Fig. 6.

3 Experimental Results

3.1 Performance

The BLE link layer controller is designed to operate at 16 MHz for FPGA and
ASIC. This frequency is chosen because it is enough to achieve the maximum data
throughput. On the other hand, the frequency is fixed to 2.4 GHz for GPP. With
these requirements, the LLG design is used to validate on three different platforms
by using the existing five testbenches. Table 1 shows the total time taken for each
complete testbench from three different platforms.

Based on Table 1, the FPGA and ASIC have the same total time taken for all
testbenches. This is because the design was synthesized on both platforms which
were operated at the same frequency of 16MHz. On the other hand, the GPP operated
at a different frequency which is 2.4 GHz. Based on the tabulated data, it is found
that the FPGA and ASIC could perform faster than GPP. This can clearly show the
differences between the total times taken for each testbench. The standby test bench
has the smallest difference, while the advertising testbench has the biggest difference.

3.2 Power Consumption

Other than performance, power consumption is also equally important for hardware
design. This is because the power usage will affect the energy used for a device.
The power consumption for all seven architectures from all three different platforms
is compared. The power consumption recorded in Table 2 is the power obtained
at 16 MHz for FPGA and ASIC, while according to specification [16], the power
consumption for Intel i7 is fixed to 15 W.

Based on Table 2, it is found that the power consumption on ASIC is higher than
FPGA. This is because different technologies used the FPGA used Artix with 14 nm
technology, while the ASIC used 180 nm Silterra Process technology. The 14 nm
technology for FPGA thus provides less power consumption, and this significant
difference is the reason for the ASIC to have higher power consumption compared
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Fig. 5 Applying the actor merging techniques and optimization from initial design (LLA) to final
design (LLG)
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Fig. 6 High-level block diagram for the final LLG design

Table 1 Time taken for each testbench sequence for the three different platforms

Test sequence FPGA at 16 MHz (ms) ASIC at 16 MHz (ms) GPP at 2.4 GHz (ms)

Standby 2.6 2.6 3.0

Advertising 9.3 9.3 14.0

Scanning 6.8 6.8 9.0

Initiating 6.0 6.0 8.0

Initiating cancel 3.4 3.4 4.0

Table 2 Power consumption for all seven architectures for the three different platforms

Design FPGA (mW) ASIC (mW) GPP (mW)

LLA 175 401 15,000

LLB 172 374 15,000

LLC 176 365 15,000

LLD 158 322 15,000

LLE 160 272 15,000

LLF 160 242 15,000

LLG 163 222 15,000
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Table 3 Average energy consumption for all seven architectures for the three different platforms

Design FPGA (mJ) ASIC (mJ) GPP (mJ)

LLA 0.9824 2.2526 159

LLB 0.9656 2.1060 147

LLC 0.9880 2.0550 132

LLD 0.8870 1.8128 132

LLE 0.8982 1.5335 114

LLF 0.8982 1.3639 114

LLG 0.9151 1.2468 114

to FPGA. On the contrary, the GPP got highest power consumption, and it was the
same for all design architectures.

3.3 Energy Consumption

With acquired power consumption from all architectures that were implemented on
three different platforms, the average energy consumption for all design architecture
can be calculated. The following equations were used to calculate the average energy
consumption: To calculate the energy:

E = P × t (1)

where E is energy, P is power and t is the time for a complete testbench. While to
calculate the average energy for N test sequences:

Eavg =
∑N

i=0 Ei

N
(2)

Using these equations, the average energy consumption for all architectures on
three different platforms is given in Table 3.

3.4 Resource Utilization

For this aspect, only FPGA and ASIC implementations were compared. This is
because there is incomparable information for resources used for GPP implementa-
tion. Each report for resource utilization obtained from Vivado tools is visualized in
a graph as shown in Fig. 7.
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Fig. 7 Resource utilization in FPGA for all seven design architectures

From the graph in Fig. 7, there are four important components to be observed
which are LUT, LUTRAM, FF and BRAM because these four are the major compo-
nents on FPGA. Based on the graph, the architecture with the LLG design has the
best utilization on LUT (36.72%), LUTRAM (3.13%) and FF (7.31%) components,
while architecture LLB has the worst utilization of the three components 44.94% for
LUT, 4.18% for LUTRAM and 9.40% for FF. Meanwhile, for BRAM utilization,
LLG has the best utilization with 2.47% utilization and LLA has the worst utiliza-
tion with 6.58% utilization. The percentage improvement between the least and best
utilization of the four components is given in Table 4.

For ASIC implementation, the resource improvement of each design was esti-
mated based on the number of cells, the total cell area and the size of the layout area.
Table 5 shows the collected data for each architecture.

Based on Table 5, the architecture LLG has the smallest layout area which is
25.60 µm2 and the architecture LLA has the largest layout area which is 43.96 µm2.
This is a reduction of around 40% in layout area in the final design, compared to the
initial design.

Table 4 Percentage improvements between the best and the worst for LUT, LU-TRAM, FF and
BRAM components

Components Worst (%) Best (%) Difference (%)

LUT 44.94 36.72 8.22

LUTRAM 4.18 3.13 1.05

FF 9.40 7.31 2.09

BRAM 6.58 2.47 4.11
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Table 5 The number of cells, the total cell area and the size of the layout for all designs

Design Cell count Cell area (µm2) Layout area (µm2)

LLA 983,660 33.26 43.96

LLB 939,028 32.02 41.99

LLC 929,612 31.40 41.09

LLD 833,534 27.78 36.48

LLE 707,334 22.46 31.47

LLF 649,237 19.96 28.30

LLG 619,439 18.53 25.60

4 Conclusion

The hardware design and implementation of BLE controller have been successfully
performed using theCALdataflow specification. As a result, seven different architec-
tures were obtained. An optimized design of the BLE link layer controller is obtained
by applying high-level optimization techniques—the state reduction techniques and
actormerging techniques. However, different implementations showdifferent perfor-
mance parameters. For FPGA implementation, LLD architecture shows the most
optimized power consumption and energy consumptions but not the resources. The
most optimum resource utilizaton is shown with the LLG architecture. Meanwhile,
for ASIC implementation, the best design with the most optimum power, energy,
total number of cells and area is the LLG architecture.

The results also show that the GPP implementation has the highest power and
energy consumption compared to FPGA and ASIC. Even though ASIC should theo-
retically show lower power and energy consumption compared to FPGA, the results
show that the FPGA implementation achieved lower power than ASIC due to the
technology used, i.e., 180 nm and 14 nm technology for ASIC and FPGA, respec-
tively. In terms of speed, the GPP required more time to execute the test bench, while
FPGA and ASIC have the same speed and total time to execute due to the same
operating frequency applied for both implementations.
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Bandwidth and Gain Enhancement
of Circular MPA Using Twin-Layer
Stacked Antenna

Harshit Srivastava , Usha Tiwari, and Pallavie Tyagi

Abstract A microstrip patch antenna (MPA) has been nowadays employed in
various types of applications. Apart from the various advantages that it has, MPA
predominantly has two disadvantages; narrowbandwidth and lowgain.As the patch’s
shape decides the type of the MPA, one such antenna is a circular microstrip patch
antenna, having a circular-shaped patch. In this paper, a novel approach has been
put forth in enhancing the gain and bandwidth of a circular antenna, simultaneously.
This has been achieved using a novel antenna, i.e., “twin-layer stack antenna.” This
antenna has been made by deploying another layer of the substrate, having a dielec-
tric value of 1.5, over the patch. Hence, with the help of another stacked layer of
the substrate, we have endeavored to enhance the gain and bandwidth of the conven-
tional circular MPA. Both the antennas have been designed to operate at a frequency
of 7.6 GHz, which comes under the C-band of the electromagnetic spectrum. This
particular band is generally used for wireless radio bands, WLAN, and Wi-Fi appli-
cations. Using the co-axial feeding technique and HFSS software, the results have
been drawn. After simulation and further calculations, the bandwidth for circular
MPA comes out to be 230 MHz, while for twin-layer stacked antenna, it is found
out to be 240 MHz, i.e., an enhancement of 10 MHz. While the gain of the twin-
stacked circular antenna comes out to be 2.6587 dB, whereas 0.9372 dB of gain for
the circular MPA has been achieved, that means an enhancement of 1.7215 dB.
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1 Introduction

The circular and rectangular microstrip patch antenna are the most commonly
used MPAs. The reason behind this is that they provide linear/circular polarization,
multiple frequency operations, feedline flexibility, and its flexibility to array config-
uration [1]. However, apart from these advantages, they have predominantly two
significant disadvantages: low gain and narrow bandwidth, which somewhat affect
the antenna’s efficiency [2]. A novel approach has been put forward to increase the
gain and bandwidth of a circular MPA/single-layer stacked antenna using a twin-
layer stacked antenna. This twin-layer stacked antenna has two layers of the stacked
dielectric substrate, placed over one another. The EM spectrum has been further
diversified into many bands, which play an essential role in different communication
approaches. In this paper, we have studied the C-band, which is used for wireless
radio bands, WLAN, Wi-Fi, and ISM band applications. The resonant frequency is
selected as 7.6 GHz that is most commonly used for wireless radio bands, WLAN,
as well as for Wi-Fi applications. This band has come into the discussion since the
late 1990s to till date as many people have given their contributions ranging from 4
to 8 GHz; still, there is much more to investigate into this band.

There are several primitive techniques in the market that enhances either the
gain or the bandwidth of the antenna. The simplest approach for enhancing the
bandwidth of an MPA can be done by either decreasing the dielectric constant of
the substrate or to increase the height of the same. However, if the height of the
substrate is increased further, then it no longer remains compact. In contrast, if the
dielectric constant is decreased, then the antenna will not be able to resonate at
higher frequencies, while the gain could be enhanced by using a low loss substrate.
Hence, there are not any single technique which could enhance both the gain and
bandwidth, simultaneously [2]. An endeavor has been put forth in the bandwidth and
gain enhancement of the antenna at the same resonating frequency using a co-axial
feeding technique, as discussed earlier. Although, apart from co-axial feeding, there
are other techniques toowhich have been used extensively, such as aperture coupling,
microstrip line, and proximity coupling [3]. The comparison has been drawn w.r.t.
gain and bandwidth of both the antennas. It is quite notable that the return loss of the
twin-layer stacked antenna has increased by 2 dB on comparing it with single-layer
stacked/circularMPA.Designing of the two antennas has been covered in forwarding
sections of the paper (Figs. 1 and 2).

2 Literature Review

In [4], the designing of the circular patch antenna is proposed using a stack-layering
technique in which the operating frequency is 9 GHz using HFSS software. Here,
a two-layer circular patch antenna has been proposed to enhance the antenna’s gain
and bandwidth using two substrates of different dielectric constants. It is observed
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Fig. 1 Side view of the single-layer stacked antenna

Fig. 2 Side view of twin-layer stacked antenna

that the antenna can achieve a good return loss for simple and double-layer stack
antenna as −41.96 dB and −23.07 dB, respectively, with a gain enhancement of
4 dB. An endeavor has been put forth to enhance the gain of the antenna with the
help of electromagnetic band gap (EBG) using finite difference time domain (FDTD)
has been proposed in [5]. EBG helps in the recession of the propagation of surface
waves at a particular frequency. The operating frequency is selected as 7.5 GHz,
for which the gain is calculated for both rectangular MPA and stacked antenna. The
obtained values for both the antennas are 6.30 dB by using the EBG structures which
are responsible to get a high gain in the antenna. A similar study has also been put
forward in [6] for enhancing the performance of a circular MPA via a cylindrical
EBG substrate.

Not only in X-band, but the stacked antennas have also been studied for the S-
band [7] as well in which 2.45 GHz is being selected as the operating frequency
for the simulation through GENESYS software. The return loss and VSWR of the
antenna at 2.45 GHz have been obtained as −19.98 and 1.22 dB, respectively, by
taking the substrate’s thickness at 0.5 mm. The impact of feeding [8] can also change
some antenna parameters and is another factor for the enhancement of the antenna’s
bandwidth. In this proposed sample, a simple, economical, and most widely used
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antenna has been designed, and the comparative study has been performed by varying
the feeding techniques of the antenna. It has been observed that the proximity-coupled
feeding technique is considered to be best as it provides up to 13% enhancement in
bandwidth, whereas other feeding techniques result in 2–5% enhancement.

In [9], the bandwidth of the MPA was enhanced by replacing the conducting
ground plane with a high impedance EBG layer. It was concluded that on increasing
the radius of eachEBGcell (circular), the bandwidth increased from13.41 to 18.68%.
A novel technique has been proposed in [10] where rectangular and fractal U-
shaped slots have been introduced on the patch of the microstrip patch antenna.
The antenna was designed to operate at 1.6 GHz and a gain enhancement of 18.6%,
whereas a bandwidth enhancement of 100% was achieved. A circular polarized X-
band microstrip array antenna has been proposed in [11] where the bandwidth was
enhanced using the elliptical-ring-slot (ERS) technique. The proposed antenna incor-
porates circular shaped with truncation factor and ERS in the patch. In [12], a unique
approach was proposed in which the circular MPA with an air gap between the two
substrates and ground plane was done using the cavity model theory. The gain was
enhanced by 2.39 dB, and the bandwidth was increased by 1.35% as compared to the
conventional circular MPA. In [13], a polarization-reconfigurable rectangular MPA
for enhancement of the bandwidthwas proposed. The antenna incorporates stair-slots
on the ground and two pin diodes for switching its polarization in linear, LHCP, and
RHCP. This antenna also saw better switchable and radiation performance.

2.1 Design Parameters

The incumbent parameters for designing of the single and twin-layer stacked circular
antenna using the co-axial feeding technique are as follows:

• Dielectric constant (εr) = 4.4
• Operating frequency (fr) = 7.5 GHz
• Thickness of substrate (H) = 10 mm
• Radius of patch (r) = 20 mm
• Loss tangent = 0.02

On varying the parameters, one can observe a shift in the operating frequency
[14].

3 Single-Layer Stacked Circular Antenna

See Fig. 3
Figure 4 shows the return loss of the single-layer stacked circular antenna. It can

be inferred from the figure that the return loss for the antenna is −22.6745 dB.
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Fig. 3 Proposed single-layer stacked circular antenna using co-axial feeding

Fig. 4 Return loss for the single-layer stacked circular antenna

Figure 5 represents the bandwidth of the proposed antenna. It can be noticed that
the bandwidth of the single-layer stacked circular antenna comes out to be 230MHz,
which is a narrow bandwidth.

Figures 6 and 7 show the gain versus theta and radiation plot of the single-layer
stacked circular antenna, respectively, from which it is noted that the gain comes out
to be 0.9372 dB, for theta = 0°.

4 Twin-Layer Stacked Circular Antenna

Figure 8 shows the diagrammatic representation of the proposed twin-layer stacked
circular antenna in HFSS software. For this, two substrates have been used one is of
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Fig. 5 Bandwidth of the single-layer stacked circular antenna

Fig. 6 Gain versus theta plot for single-layer stacked circular antenna

dielectric constant 4.4, and the other one is having εr = 1.5. From Fig. 9, it can be
seen that the return loss for the twin-layer stacked circular antenna is shown which
is found out to be −20.0456 dB.

From Fig. 10, the bandwidth for the twin-layer stacked circular antenna can be
obtained, which comes out to be 240 MHz.

At last, the gain for the twin-layer stacked circular antenna can be inferred from
Figs. 11 and 12, which is observed as 2.6581 dB, for theta = 0°.
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Fig. 7 Radiation pattern for single-layer stacked circular antenna

Fig. 8 Proposed twin-layer stacked circular antenna using co-axial feeding

5 Discussion

The proposed novel approach has been proven to enhance both the gain as well as the
bandwidth of the single-layer circular antenna simultaneously. It is quite known that
both bandwidth and resonating frequency are inversely proportional to the value of
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Fig. 9 Return loss for twin-layer stacked circular antenna

Fig. 10 Bandwidth of twin-layer stacked circular antenna

dielectric constant, making the proposed antenna work at a frequency of 7.6 GHz, a
dielectric material having 4.4 as the constant value was chosen. Moreover, it should
be noted that all the results have not been verified with the fabricated antenna. The
conclusion that has been drawn is solely based on simulation results; however, the
fabrication part could be done in the future to validate the results. As everything has
its own pros and cons, this novel approach has a disadvantage too that came into the
picture while seeing the results for return loss. It was noted that the return loss of
approximately 2 dB was found more in twin-layer stacked antenna as compared to
the single-layer circular antenna (Table 1).
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Fig. 11 Gain versus theta plot for twin-layer stacked circular antenna

Fig. 12 Radiation pattern for twin-layer stacked circular antenna
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Table 1 Analogy of various parameters of performance

Performance parameters Single-layer circular antenna Twin-layer stacked antenna

Return loss (dB) −22.674 −20.045

Bandwidth (MHz) 230 240

Gain (dB) 0.9372 2.6587

6 Conclusion

Design, simulation, and comparison of single-layer stacked circular antenna and
twin-layer stacked circular antenna using co-axial feeding method for an oper-
ating frequency of 7.6 GHz are performed in this paper. This is achieved with the
help of HFSS software. The return loss, bandwidth, and gain of the single-layer
stacked antenna are observed as −22.674 dB, 230 MHz, and 0.9372 dB, respec-
tively, whereas, for the twin-layer stacked antenna, the return loss, bandwidth, and
gain are obtained as −20.0456 dB, 240 MHz, and 2.6581 dB, respectively. It can
be seen that the single-layer stacked antenna is dominating over twin-layer stacked
circular antenna in terms of return loss, but as we check for the other two parameters,
it is visible that the bandwidth of the antenna has improved for twin-layer circular
antenna from 23 to 240 MHz and the gain has increased from 0.9372 to 2.674 dB.
Hence, bandwidth and gain enhancement have been achieved in this paper. The
proposed antennas can also be used in the wireless radio band, WLAN, as well as
for Wi-Fi applications.
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Rooftop Antenna for Vehicular
Application

Muskan Bhatia, Mansi Dimri, and Brajlata Chauhan

Abstract This paper presents design and analysis for microstrip planar antenna
and conformal antenna, which operates in X & ku band for SOTM application.
The design has been made in such a way so that surface current can be reduced,
and it is designed to be fed by a dual port. A comparison between results observed
for different materials used in microstrip patch antenna and conformal antenna has
been tabulated. Comparison between different materials showed duroid 6006™ to
be desired material having 6.15 dielectric constant and thickness of 0.7 mm. This
design can be seen to be operating in three bands—X, Ku, and K band.

Keywords Antenna · SOTM ·Microstrip patch · Conformal antenna · HFSS

1 Introduction

SATCOM on the Move (SOTM), or satellite correspondences moving, is an expres-
sion utilized with regards to portable satellite innovation, explicitly identifying with
military ground vehicles, maritime, and airborne stages. The essential rule behind
SATCOM on the Move is that a vehicle outfitted with a satellite antenna can build
up a connection with a satellite and keep up that connection while the vehicle is
moving with its well-defined system with two of its key components—antenna and
modem [1]. SOTM systems can be of various types like satellite—instant world-
wide coverage satellite Communications (SATCOM), commercial maritime and land
mobile fleet management, Wi-Fi/cellular distribution for mass passenger transporta-
tionplatforms, andmilitarymobile satellite communications. This typeof systemalso
facesmany types of challenges like the line of sight, cost, and complexmanufacturing
[2].

To cover up this challenge, most vehicle makers utilize the rooftop to put an
antenna. This has an undeniable explanation, since the top of a vehicle is high over the
ground and unhindered providing better reception, where conformed antennas come
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in handy.Vehicle-to-car communication and car-to-infrastructure communication are
right now one of the most mainstream fields of investigates for effective vehicle data
frameworks [3] “Conformal antennas” came into existence in the 1980s. A conformal
is an antenna that adjusts to some recommended shape like a cylinder, cone, sphere,
human body, and train [4, 5].

The objective is to build up the conformal antenna for SOTM application which
can be conformed to any vehicular surface such that it does not create a hindrance.
Planar microstrip antenna is best suited for this job. MSA is simple design with
a dielectric layer sandwiched between two layers: ground and a radiating patch lying
on the top. Microstrip antenna can be fed with different types of feeding techniques:
microstrip feeding, coaxial probe, aperture coupled, and proximity coupled.

Moreover, a middle layer of the antenna hampers the performance of the antenna
as the thickness of the dielectric layer, but with a lower dielectric constant is inversely
proportional to the performance. MSA supports multiple bands of frequency, is
light in weight, supports dual-polarization, low manufacturing cost, robust nature,

Fig. 1 Vehicle designed with rooftop antenna [6]

Fig. 2 Array of antennas conformed on surface [7]
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operation at microwave frequencies, and may more [8], but has narrow bandwidth
[9].

The motive behind using a conformal antenna in the vehicular application is
majorly to make it less visible and perform its task efficiently; this can be fulfilled by
choosing a microstrip patch antenna to conform to a prescribed shape like a cylinder
(common), cone, sphere, etc. All the results have been simulated and tabulated. All
the results have been simulated in HFSS and tabulated with graphs.

2 Vehicular Rooftop Antenna

Conformal antenna can be designed for many applications like it can be designed for
V2X (vehicle to everything). Earlier, a new structure of antenna was developed with
Yagi-Uda array concept and the microstrip radiator technique for the mobile satellite
(MSAT) system as a low-profile, low-cost antenna [10] (Table 1).

The Low-profile conformable antenna on a regular surface, viz. cylindrical
surface, is easily achievable by conforming microstrip patch antenna on the surface.
Design procedure involves parameters related to cylindrical microstrip elements to
realize the desired resonant frequency, input impedance, radiation patterns, etc. [11]
The antenna can also adopt the structure of anL-shapedmonopole loaded by a shorted
pin to realize characteristics of low-profile and vertical polarization [12] or it can
be shark-fin or a conformal antenna which can be used in different types of systems
like GPS [13], LTE, cellular frequency, etc. [11]. The conformal antenna may show
different bandwidths for different angles and radii with the same microstrip antenna,
whereas further improvement can be donewhichmay result in better bandwidth [14].

Table 1 Review analysis

S. No. Proposed by Material Er Freq (GHz) Gain (dB) B.W

1 Sameer Dev Gupta RT/duroid 5870 2.2 10 6.9 5.8%

2 Zong-Quan Liu Air 1 820 MHz 1.5 28 MHz

3 Prateek Chopra RT/duroid 5880 2.2 9.6 2.75 148 dB

4 Martin Wooseop Lee Copper 1 0.78
2.4
3.5
5.9

3.23
5.8
5.63
4.93

–

5 John Huang Air 2.5 1.654 10 –
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3 Planar Microstrip Patch Antenna

Most commonly available and used dielectric materials for a substrate with ability
to conform are used [15]. In this work, a microstrip patch antenna with patch length
9 mm and width as 8 mm and parallel bars length 6.5 mm and width as 1.2 mmwhich
then fed with dual-port is simulated at 9.2 GHz. For the designing of the antenna,
ANSYS HFSS 13 has been used. All the results have been tabulated.

In Table 2, all the dielectric materials have been listed out with their values of
relative permittivity (Figs. 3, 4, 5, 6 and 7).

The above results depict the return loss graph for different materials used as
substrates with their corresponding gain plots (dB). For the microstrip patch, return
loss is maximum at −40.43 dB for duroid 6002™ followed by duroid 5870, duroid
5880, and duroid 6006with amaximumbandwidth of 4.4GHz.AntennawithRogers
RT/duroid shows operation at two frequencies in X and Ku band with frequencies,
6.3 GHz and 13.3 GHz, respectively. The gain for the above design has been found
around −5.603 dB.

Table 2 Frequency and S parameter for different materials

Material 1r Frequency (GHz) dB (S (1,1))

RT duroid 5870™ 2.33 9.8
9.9

−38.2465
−38.3104

RT duroid 5880™ 2.2 10.1 −38.7972

RT duroid 6002™ 2.94 8.9 −40.4327

RT duroid 6006™ 6.15 6.3
13.9

−38.7090
−25.9771

Fig. 3 Microstrip planar patch antenna and conformal microstrip patch antenna design
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Fig. 4 dB (S (1,1)) and gain—Rogers RT/duroid 5870™

Fig. 5 dB (S (1,1)) and gain—Rogers RT/duroid 5880™

Fig. 6 dB (S (1,1)) and gain—Rogers RT/duroid 6002™

Fig.7 dB (S (1,1)) and gain—Rogers RT/duroid 6006™
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4 Conformal Microstrip Patch Antenna

The proposed planar design has been conformed on a cylindrical surface with radius
being 40 mm, and different changes in parameter has been observed for various
flexible materials available which can be used for conforming. The proposed antenna
has been simulated for X band and Ku band (Figs. 8, 9, 10, 11, and 12).

From the above graph, all the results are given in Table 3. Rogers RT/duroid
6006™ was found to have the maximum gain value of 5.517 dB and return loss
of −12.591 and −15.2713 dB depicting its narrow band operation for frequencies
18.3 GHz and 20.1 GHz. All conformal designs are seen to be working in multiple
frequencies in different bands. The observed angular width is 33.1223°; the design
can be steered up to 30° more.

Fig. 8 dB (S (1,1)) and gain—Rogers RT/duroid 5870™

Fig. 9 dB (S (1,1)) and gain—Rogers RT/duroid 5880T

Fig. 10 dB (S (1,1)) and gain—Rogers RT/duroid 6002™
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Fig. 11 dB (S (1,1)) and gain—Rogers RT/duroid 6006™

Fig. 12 Radiation pattern

Table 3 Dielectric constant, Gain, frequency, and S parameter for different materials

Material 1r Gain (dB total) Frequency (GHz) dB (S (1,1))

RT duroid 5870™ 2.33 3.8974 4.65
17.25
24

−13.3543
−21.3947
−17.6132

RT duroid 5880™ 2.2 3.6864 17.6
24.65

−12.2920
−14.3399

RT duroid 6002™ 2.94 4.6893 15.3
21.65
24.75

−13.1715
−20.5611
−15.3197

RT duroid 6006™ 6.15 5.5173 18.35
20.1

−12.5921
−15.2713
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5 Conclusion

The origination and simulation ofmicrostrip planar and conformal antenna have been
successfully designed via. the ANSYS high-frequency structure simulator (HFSS)
operating in X band.

From the above-simulated results, formicrostrip patch antenna, Rogers RT/duroid
6002™ gives better results for S11, i.e.,−40.4327, for 10.1 GHz frequency achieving
bandwidth of 4.4 GHz, working in X band, whereas gain has been degraded.

For conformal microstrip patch antenna from one of the four materials selected,
antenna operates better for Rogers RT/duroid 6006™ with gain of 5.17 dB with
a return loss of −12.5921 dB and −15.2713 dB at frequencies 18.35 GHz and
20.1 GHz, respectively, and with the angular width of 33.1223°.

From the above comparison, it is clearly observed that the conformal antenna
with a dielectric material as duroid 6006TM is best suited to work in K band for
higher order work—satellite communication (SATCOM). As, the viewpoint work,
wemay stretch out our research to the optimization of design and selection ofmaterial
for better bandwidth and gain.
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Design of Compact Quad Band
Monopole Antenna Using Open-Ended
and Meandered Slot

Raj Kumar and Yedukondalu Kamatham

Abstract A quad band with dual T-shaped stub with meander loaded slot antenna
is designed to cover S and C band applications. The antenna generates quad reso-
nant modes by etching symmetrically two open-ended rectangular slots and mean-
dered slot. The radiating element with microstrip line with meandered-shaped slot
and open-ended slot covers a frequency band 2.15–2.55 GHz, 2.75–3.7 GHz, 5.4–
5.6 GHz, and 6.4–6.6 GHz at around 2.45 GHz, 3.1 GHz, 5.5 GHz, and 6.5 GHz,
respectively. Also, the proposed design occupies a total area of 20× 18 mm2, which
is compact.

Keywords Quad band · Compact · Open-slot ·Meandered-shaped slot

1 Introduction

Recent years, rapid growth in the evolution of wireless technology, demanding
various application standards in modern wireless communication systems. To realize
effective communication with various bands, multiband antenna design has accom-
plished a promising technology for wireless applications. Especially, a design of
compact multiband antennas is playing a significant role [1–3] for various wire-
less applications such as Bluetooth (2.4–2.48 GHz), WiMAX (3.3–3.7 GHz), Unli-
censed National Information Infrastructure (U-NII) WLAN (5.15–5.35 GHz), U-
NII Wi-Fi (5.47–5.725 GHz), and U-NII WLAN (5.725–5.875 GHz) operations.
A printed patch antenna is one of the important candidates for multiband opera-
tions [4]. However, the design of an antenna that simultaneously supports different
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service bands with a single radiating element is a challenging task. Various multi-
band monopole antennas have been discussed [5–10]. A trapezoidal ground plane
and asymmetrical strip monopole antenna [5] and defected ground structure and
inverted L-shaped [6, 7] have been designed to meet triband operation requirement.
Some other tri-band antennas realized by cutting slots on radiating element [8–10].
However, the designs discussed above are only for WiMAX/ WLAN and WLAN/
ITU-T [10] applications and some of them are relatively more structural complexity
and larger dimensions. Further, a lesswork has been reported in the literature formore
than triple band applications. Recently, some quad band and five band antennas have
been reported [11–14]. But the designs occupy larger dimensions than the proposed
design presented in this paper.

In this paper, a small (20 × 18 mm2) quad band antenna to cover multiservice
applications is proposed. Owing to compact, the design can be a simple geom-
etry for practical engineering applications. The antenna lower operating band is
excited from the basic radiating element, and by incorporating two open-ended rect-
angular slots symmetrically on rectangular radiating patch additional symmetrical
stub resonator is formed to generate resonance frequency of 5.7 GHz. Addition-
ally, a meandered slot introduces a notch at 2.65 GHz and resonance at 6.5 GHz.
The antenna is designed, and simulations are performed with the high-performance
electromagnetic (EM) solver. Prototype of the design is fabricated and measured for
comparison with simulation results.

2 Antenna Design

Figure 1 shows the proposed configuration of quad band antenna. The detailed dimen-
sions shown in Fig. 1 are as follows (all dimensions are in mm): W = 18, L = 20,
W1 = 16,W2 = 7.5,W3 = 6.0,W4 = 4,W f = 2, L1 = 3, and L2 = 7. The structure
is designed on FR-4 substrate with permittivity of 4.4 using finite element-based
(FEM) commercial electromagnetic solver high-frequency structural simulator. The
proposed compact monopole antenna is the ability to produce quad band resonance
characteristics by presenting open-ended slots on the patch. The two open-ended slots
named as rectangular and meandered slots are etched at different positions on a patch
antenna. By etching, these slots generate three additional resonance frequencies,
together with original monopole resonance.

Further, the design steps to achieve quad resonant modes of the antenna are shown
in Fig. 2. The radiator with rectangular patch is designated as Antenna #1, which is
operating at 2.8 GHz. An open-ended slot is etched on antenna #1 to create another
resonant mode. This open-ended slot antenna is considered as Antenna #2 and oper-
ating at two different resonances with slightly shift in resonance of antenna #1. This
is due to the slot cut on the patch, alters the current distribution which slightly shifts
existing resonance and generated another resonance. In the next step, a meandered
slot is etched on Antenna #2 to formAntenna #3 (Fig. 2c). After the meander slot, the
antenna modified as a triple T-shaped stub resonator with meander arm. The middle
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Fig. 1 Open-ended and meandered slot quad band antenna geometry

(a) Antenna #1 (b) Antenna #2 (c) Antenna #3 

Fig. 2 Antenna design procedure in stepwise for quad band resonance

T-shaped resonator dimensions are the same as the top T-shaped resonator dimen-
sions. So, there is no effective variation on resonance due to the middle T-shaped
resonator. But, the third T-shaped resonator and meander arm generate an additional
two resonance frequencies with slightly shifts to previous two resonant modes. The
remaining two resonance frequencies are at 3.1 GHz and 6.5 GHz.



630 R. Kumar and Y. Kamatham

3 Results and Discussion

The simulated S11 of the antennas fromAntenna #1 to Antenna #3 is shown in Fig. 3.
Antenna #1 is operating on resonance frequency at 2.8 GHz over a frequency range
from 2.3 to 3.3 GHz. While Antenna #2 is operating at 2.7 GHz (2.2–3.3 GHz)
and 5.7 GHz (5.65–5.75 GHz) band. Whereas Antenna #3 is operating at 2.45 GHz
(2.15–2.55 GHz)Wi-Fi/Bluetooth band, 3.1 GHz (2.75–3.7 GHz)WiMAX, 5.5 GHz
(5.4–5.6) GHz WLAN band, and 6.5 GHz (6.4–6.6 GHz) mobile/ fixed satellite
bands.

Further, the simulated current distribution of antenna #3 at 2.45 GHz, 3.1 GHz,
5.5 GHz, and 6.5 GHz is presented in Fig. 4. At 3.1 GHz is the distribution which
is concentrated on the feed line and bottom part of the stubs. This leads to the
elimination of certain frequencies creates another resonance frequency. Whereas, at
5.5 GHz, it is concentrated on upper part of the T-shaped stubs and middle part of
the antenna. This indicates that the three resonance frequencies of Antenna #3 are

Fig. 3 Simulated reflection coefficient comparison

(a) 2.45 GHz           (b) 3.1 GHz              (c) 5.5 GHz             (d) 6.5GHz

Fig. 4 Various resonant modes of surface current distribution
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Fig. 5 Measured reflection coefficient of Antenna #3

due to feed and side arms of the antenna, upper T-shaped arms, and bottom side arms
together with middle arms.

In order to verify the above-proposed quad band design strategy, the prototype is
fabricated and measured the reflection coefficient. The measured reflection coeffi-
cient against a frequency is shown in Fig. 5. With negligible deviation, an agreement
is attained to the simulation. The measured reflection coefficient of four resonance
bands below −10 dB is observed at impedance bandwidth of 0.4 GHz, 1.05 GHz,
0.2 GHz, and 0.25 GHz at 2.15–2.55 GHz, 2.75–3.7 GHz, 5.4–5.6 GHz, and 6.4–
6.6 GHz bands, respectively. The measured reflection coefficient of four resonance
bands below−10 dB has deviated to 0.1 GHz, 0.1 GHz, 0.1 GHz, and 0.05 GHz from
the simulated results at their corresponding bands. These bandwidth characteristics
satisfy the required application specifications. These measured bandwidth character-
istics satisfy the Bluetooth, WiMAX, WLAN, fixed satellite/mobile specifications.
Hence, the suggested antenna fulfills the requisite to multiband applications. The
radiation patterns of quad band design shown in Fig. 6 exhibit nearly omnidirectional
patterns in the H-plane and bidirectional patterns in the E-plane.
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(a) E-Plane (b) H-Plane

Fig. 6 Simulated and measured radiation pattern of Antenna #3
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4 Conclusions

A simple quad band antenna has been designed and fabricated by creating open-
ended slots on a rectangular radiating structure. By creating two rectangular open-
ended and meandered slots on the radiator form a stub and resonates at four different
frequencies. The proposed antenna can attain enough impedance bandwidth to cover
Wi-Fi/Bluetooth, WiMax, WLAN, and fixed satellite operating bands with constant
radiation pattern. Finally, the antenna is validatedwithmeasurement by the fabricated
prototype. Also, it can be concluded the antenna is more compact, which has benefits
of easy incorporation into printed circuit boards (PCBs).
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Design of a HNL Index Guiding Silica
PCF for SCG: Applications in Dental
Optical Coherence Tomography System
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and Md. Anwar Hossain

Abstract In this manuscript, we present the planning and numerical investigation of
SCG (SupercontinuumGeneration) on amicrostructureHNL-PCF (Highly nonlinear
Photonic Crystal Fiber). SiO2 is the background material for our proposed HNL-
PCF where air holes are embedded within the cladding contour to supervise light
confinement. The fiber has shown prospective application on dental optical coher-
ence tomography (OCT) by possessing one near-zero dispersion point at operating
wavelength 1300 nm. Authors come to the conclusion that wavelengths ranging from
1.3 to 1.5 μm have a better purpose of use in OCT systems. we have used the FEM
for numerical calculation and nonlinear Schrodinger equation is used for SCGwhich
is solved by split-step Fourier method. The study demonstrated 90 nm broad spectral
(10 dB bandwidth), for an 80 m long fiber, is obtained by propagating the sech2

2.5 ps pulse width at an FWHM (full width at half maxima) while the facility of
the input optical pulse is 80 W. On its account, the utmost longitudinal resolutions
within the depth direction for dental OCT are found: for enamel 4.10 μm and for
dentin 4.39 μm.
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1 Introduction

Supercontinuum (SC) means the continuity of the light spectrum. This phenomenon
produces a continuous and expanded output spectrum by passing a non-
monochromatic narrow band intense light pulse through an HNL medium. The
physical processes, which account for spectral broadening [1] are FWM (Four-Wave
Mixing), SPM (Self-Phase Modulation), XPM (Cross-Phase Modulation), Inelastic
Scattering, Kerr nonlinearity, will be varied, counting on pump wavelength, fiber
length peak power, pulse duration, and chromatic dispersion.Within the normalGVD
(Group Velocity Dispersion) domain, SPM [2] and optical wave breaking [3] are
chargeable for supercontinuum generation (SCG) [4]. After the primary pronounce-
ment by Alfano and Shapiro in the 1970s, in a very bulky medium for the visible
radiation source starting from 400 to 700 nmwith the propagation of 5mJ picosecond
pulse, it grabbed researcher’s attention to develop optimized light sources over
conventional source [5, 6]. This spectral broadening occurrence opened a replace-
ment possible medical application of these enhanced for identifying tiny biological
entities like a personal cell or assessing subcellular structures nuclei by ensuring
higher longitudinal resolution. Since HNL-PCFs contain a high ration contrast of
refractive index between the core and cladding, it is been used frequently because of
the medium for supercontinuum generation as compared to the standard optical fiber.
Particularly, the look, flexibility of ratio contrast makes PCFs so popular for super-
continuum generation [7]. As silica HNL_PCF has some awe-inspiring properties
like high birefringence [8], flatted chromatic dispersion [9], endlessly single-mode
[10], high nonlinearity [11], largemode area [12], low confinement loss [13], its been
using tremendously in optical coherence tomography [14], sensing [15], metagraphy,
chromatography [16], spectroscopy [17], high power application [7], optical ampli-
fier and switching [18], communication [19] for years. The higher the numerical
aperture (NA) is essential for nondestructive OCT technique uses PCF-based SC
light sources rather than superluminescent diodes (SLDs). For the OCT system,
PCFs are designed in such a way that the SC can be generated in the normal disper-
sion regime which is important for the OCT imaging technique [1]. Previous studies
showedOCT’s applicationswith somepotential advantages for biomedical anddental
OCT system optimized with 1.050 μm wavelength [20] and 1.310 μm wavelength
[1]. Though a high longitudinal resolution (2.5 μm at 1.300 μm) [1] was obtained, it
became expensive as they usedKeer-lensemode-lockedTi: Sapphire lasers for gener-
ating femtosecond pulse. SO as for all-embracing use in OCT systems researchers
is attempting to develop some picosecond pulse laser pump source to scale back the
value.

In this paper, we demonstrate an optimized HNL-Silica PCF, as SC generator, for
OCT application at 1.3 μmwavelength where SCG occurs in normal group velocity
dispersion (GVD) regime. We use a DFB (Distributed Feedback Laser) laser to get
a picosecond pulse for the system [21]. Through this DFB, a sech2 pulse containing
2.5 ps pulse width at FWHM (Full Width at Half Maximum) will be propagated
through the proposed PCF. The output is observed by the split-step Fourier method
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[22]. We have generated SC at 1.3 μm wavelength and calculated the coherence
length of the generated SC is 6.77 μm. We have also calculated the longitudinal
resolutions in the depth direction in dental OCT which are 4.10 μm for enamel
and 4.39 μm for dentin, because we considered the refractive index for enamel and
dentin, respectively, 1.65 and 1.45.

2 Design Procedures of HNL-Silica PCF

A highly nonlinear index guiding PCF is proposed with all the optimize adjusted air
holes, having diameters of d1, d2, d3, d4, and d5 where silica (SiO2) is employed
as background material for the complete contour of the fiber. The fiber holds a solid
high-index core and also the pitch of the PCF is�. The hexagonal structure is created
effectively by the five-ring arrangement of embedded microstructure air holes within
the cladding layer [23]. 5-degree structural parameters are used to optimized the
design of the proposed HNL index guiding silica PCF. Pitch �, the diameter of the
first ring of air holes and the diameter of the third ring of air holes, is kept very small,
whereas the diameter of the second ring of air holes is kept comparatively large. The
authors proved that small core PCFs are greatly leaky [21] (Fig. 1).

Fig. 1 Cross section of the silica PCF with optimal geometrical parameters
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Confinement loss, chromatic dispersion and effective mode area play a vital role
in designing HNL-PCF. Confinement loss needs to be reduced by keeping the air
filling fractions, d/� large. We design the PCF in such a way so that the chromatic
dispersion remains close to zero at the operating wavelength because the controlling
chromatic dispersion is a very important issue for the real-life application of nonlinear
optics.Wewere very careful while designing the PCF to keep the effective mode area
very small because the effective mode area has an inverse relation with nonlinearity,
which we want to have a large value because the larger values of nonlinearity will
increase the SCG. The design process we follow is described in Refs. [24, 25], and
the optimization of the design is described in Ref. [25]. At the beginning of the
design, we kept all the air holes’ diameter at their higher values then we gradually
decreased to their optimum values. As first ring d1/� plays the preeminent role
on the dispersion curve, it is examined from several iterations by investigating the
dispersion curve. Fine-tune of the dispersion curve was performed by varying the
second ring of air holes d2/� and the third ring of air holes d3/�. d4/� and d5/�
are kept at their maximum values to reduce the confinement loss.

3 Simulation Results and Discussions

To simulate the numerical properties of the HNL index guiding silica PCF FEM
(Finite Element Method) is employed, which is one in every of the famous numer-
ical tools having the handling capability of the outsized class of differential equa-
tions.Optimized structural parameters played the key role for the designedHNL-PCF
to get the specified dispersion profile, for which spectrally broad SC is occurring at
1.30 μm pump wavelength. PML is imposed at the simulation contour, which is the
most promising absorption edge precondition and helps the calculation to analyze
the optical parameters of the proposed HNL-PCF [26, 27]. A hexagonal contour is
created through a briefing of air holes of the triangular structured lattice. The radius
of the inner ring of the PML is 4.785 μm where all 5 rings of air holes are placed
and the radius of the outer circle of the PML is 5.655 μm; therefore, the thickness
of the PML is 0.87 μm. A ton of simulations has been performed to find the optical
parameters of the proposed HNL-PCF through FEM. The process starts with the
finding of the electric field E(x, y) and effective mode index neff, after that dispersion
parameterD(λ), effective area Aeff, confinement loss Lc, nonlinear coefficient γ and
GVD β2 are calculated by using the subsequent equations [28, 29]:

D(λ) = −∂2Re(neff)

∂λ2

(
λ

c

)
(1)

Aeff =
(˜ ∞

−∞ |E(x, y)|2dxdy)2(˜ ∞
−∞|E(x, y)|4dxdy) (2)
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Lc = 8.686 × 2π

λ
× Im(neff) (3)

γ = 2πn2
λAeff(λ)

(4)

β2 = λ2

2πc
D(λ) (5)

where Re(neff) and Im(neff) are the real and imaginary part of the neff, E(x, y) is
the electric field, λ is the wavelength, c is the light velocity in vacuum. Air holes
make the high-index contrast between core and cladding which helps the light to be
confined inside the silica core. A small effective area makes the nonlinear coefficient
higher by stiffening nonlinearity which helps the generated SC become broaden.
Here in Eq. (4), n2 is the nonlinear refractive index and the value of n2 for pure silica
is 2.1 × 10–20 m2/W [1] and nonlinear coefficient γ = 1 W−1 km−1 [24].

Parametric merit has a notable impact on the dispersion profile for PCFs. Figure 2
depicts the dispersion outline (dispersion, GVD, dispersion slope) of the recom-
mended silica PCF with optimized parameters: for � = 0.87 μm, d1 = 0.30 �, d2
= 0.71 �, d3 = 0.45 �, d4 = d5 = 0.95 �. At 1.30 μm wavelength, we have got
observed dispersion for the PCF is −0.2598 ps/(nm km), GVD = 0.2329 ps2/km

Fig. 2 Chromatic dispersion, group velocity dispersion and dispersion slope of the optimized
HNL-PCF
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Fig. 3 Effective area and nonlinear coefficient of the profound HNL-PCF

and dispersion slope = −0.001311 ps/nm2 km. Figure 3 illustrates influence on the
effective area and nonlinear coefficient of the fiber, designed with optimized param-
eters, in relation to the wavelength (λ) in micrometer. The change has been observed
within the wavelength range from in range from 1.24 to 1.38 μm. The graphs clearly
illustrate that the effective area and nonlinear coefficient (γ ) have shown an inverse
response towavelength (λ).While the effective area increases proportionally towave-
length, nonlinear coefficient (γ ) falls-off with the increment in wavelength (λ). At
1.30 μm, we have found the effective area is about 2.892 μm2 and the nonlinear
coefficient (γ ) is 35.09 W−1 km−1. Figure 4 shows the confinement loss (Lc) for the
structured PCF on a graduated table.

Confinement loss (Lc) is calculated with reference to wavelength (λ) by using
Eq. 3. By the accomplished arrangement of the air holes within cladding area, modes
of confinement are often controlled and thus help us to urge a rational value of
confinement loss (Lc) for designed PCF. We have found, at 1.30 μmwavelength, an
economical value of confinement loss about only 1.979 dB/km.

Table 1 shows optimized parameterswe’ve got accustomed design theHNL-Silica
PCF. Pitch and therefore the first rings of air holes are decreased significantly to shape
the dispersion curve, and therefore, the other parameters are accustomed to tuning
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Fig. 4 Confinement loss of
the optimized PCF

Table 1 Optimized structural
parameter of the proposed
PCF design

Parameters Value

A 0.87 μm

d1 0.30 A

d2 0.71 A

d3 0.45 A

d4 0.95 A

d5 0.95 A

the dispersion curve. The outer two rings of air holes are kept at their maximum
value to cut back the confinement loss.

4 Supercontinuum Generation in HNL-Silica PCF

Nonlinear physical phenomena like Self-Phase Modulation (SPM), Four-Wave
Mixing (FWM), Stimulated Raman scattering (SRS) is responsible for sustain-
able Supercontinuum Spectral Broadening. Here, we exhibit our findings which
we observed from the numerical simulation for the proposed HNL-PCF within the
picosecond regime. We have manipulated a distributed feedback laser diode as a
pump source in this investigation. Nonlinear Schrodinger equation (NLSE) (Eq. 6)
is solved by split-step Fourier method to offer rise to SC spectrum at 1.30 μm
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wavelength, whereas the required higher-order dispersion parameters for NLSE are
calculated through Taylor series (Eq. 7) [12, 29].

∂A

∂z
+ α

2
A + i

2
β2

∂2A

∂T 2
− 1

6
β3

∂3A

∂T 3
− i

24
β3

∂3A

∂T 3

= iγ

[
|A|2A + i

λc

2πc

∂

∂T

(|A|2A) − TR A
∂|A|2
∂T

]
(6)

β(ω) = n(ω)
ω

c
= β0 + β1(ω − ω0) + 1

2
β2(ω − ω0)

2 (7)

where A is a complex magnitude of the optical field, α is the attenuation coefficient
of the fiber, γ is the nonlinear coefficient, TR is Raman Scattering parameter, β is the
propagation constant and ω0 = center frequency and βi (i = 1−4) is the ith order of
the Taylor series expansion of the propagation constant around the carrier frequency.

We have considered up to fourth-order dispersion effect to resolve NLSE by
split-step Fourier method. Therefore, we adjusted the parameter’s value carefully
for optimized fiber to generate SC because higher-order dispersion encompasses a
consequential effect on heartbeat dynamics, particularly near the zero dispersion
wavelength [30]. For the simulation, we have taken the parameters as nonlinear
coefficient γ = 35.09 W−1 km−1, TR = 3.0 fs, β2 = 0.2587 ps2/km, β3 = −0.00143
ps3/km, β4 = 0.0003265 ps4/km at the center wavelength at λc = 1.30 μm. To urge
the frequency contents of the spectrum, the resulted pulse is investigated through
Fourier analysis. Figure 5 shows the power-dependent supercontinuum spectrum
progressed through the designed PCF. At 1.30 μm wavelength, a 90 nm 10-dB
spectrum bandwidth is obtained employing a 80m fiber length where a pulse of 45W
having 2.5 ps PW (pulse width) is provided from a pump source. OCT systems, the
determination of intensity within the depth direction is crucial in order to maintain
a specific degree of coherence for propagation distance coherent length (lc). The

Fig. 5 Supercontinuum
spectrum generation through
HNL-silica PCF
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coherent length (lc) and axial resolution (l r) in biotic substances are often estimated
through the subsequent equations [31]:

lc = 2 ln 2

π

λ2
c

∇λ
(8)

lr = lc
ntissue

(9)

Here,

ntissue Refractive index of the living cell/tissue.
∇λ Bandwidth of the generated SC spectrum.
λc Central wavelength.

Proposed HNL-Silica PCF has shown its feasibility toward dental OCT system:
for enamel and dentin particularly, as they typically have a refractive index of nenamel

is 1.65 and ndentin is 1.54, respectively [22]. We have found the coherent length (lc)
of 6.77 μm and maximum longitudinal resolution lr of the SC light for enamel and
dentin which are: for enamel lr = 4.10 μm and for dentin lr = 4.39 μm.

5 Conclusion

A microstructured HNL-Silica PCF is meant to apply to the dental tomography
system. It has forthcoming feasibility as we have got observed a little disper-
sion of −0.2598 ps/(nm km), GVD = 0.2329 ps2/km and dispersion slope = −
0.001311 ps/nm2 km for the optimized parameters. For a solid silica core PCF with
optimized parameters, we found nonlinear coefficient (γ ) is about 35.09 W−1 km−1.
A 90 nm 10-dB spectrum bandwidth employing a 80 m fiber length is found with a
coherent length of 6.77 μm for a sech2 input optical laser light pulse, having 2.5 ps
pulse width at an FWHM and 45 W. Consequently, we found the utmost axial reso-
lutions for dental tomography system which are 4.10 μm and 4.39 μm for enamel
and dentin, respectively.
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AMachine Learning Approach
for the Land-Type Classification

Arvind Kumar and Tejalal Choudhary

Abstract Land-type classification is an essential aspect of resource planning, and
correctly classifying a land type can play a crucial role in designing and executing
efficient utilization of land types for agriculture and other purposes. In recent years,
machine learning (ML) methods have become popular, shown significant improve-
ments in their performance and have been applied in various domains. In this work,
we have proposed an ML-based approach for efficient and accurate classification of
land types.We extensively experimentedwith differentMLmethods such as decision
tree (DT), support vector machine (SVM), random forests (RF) and K-nearest neigh-
bour (KNN). The empirical results suggest that ML-based approaches are superior
for land-type classification. It is also found that out of the different ML methods
applied on Statlog Landsat dataset, SVM outperforms other methods and achieves
92% accuracy better than other state-of-the-art methods.

Keywords Land classification · Statlog · Landsat · Soil classification · GIS

1 Introduction

In recent years, machine learning methods have shown outstanding result in classi-
fying large datasets. Remote sensing field has attracted significant attention of the
ML community researchers, and considerable progress has been made in different
domains. A variety of techniques such as deep neural networks, genetic program-
ming, decision tree (DT), support vector machine (SVM), K-nearest neighbour
(KNN) and other analysis methods is applied in various real-world applications
for extracting relevant information [1, 2]. However, a deep neural network method
demands high computational requirements compared to the traditional machine
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learning methods [3]. Remote sensing field has many applications such as land
monitoring, estimating the damage in environments, radiation monitoring, urban
planning, crop monitoring, soil quality evaluation and monitoring of the radiation
to name a few. One of the essential parts of the remote sending is the classification
of land types. In the modern era of developed society, natural resource planning has
emerged as a necessary and vital aspect of society. Land-type classification based on
satellite imagery is one example of this. Data classification is the method of sorting
and categorizing data into various distinct groups or distinct classes [4]. In other
words, in machine learning, classification is a process, in which a sample instance
is mapped to one of predefined labels or classes. The model learns patterns from the
training data so that the acquired knowledge effectively maps the original samples
to the proposed class or label without any help or assistance from a human profes-
sional. Thus, classification is a supervised machine learning technique that facilitates
the categorization of an unseen sample into one of the subcategories present in the
training dataset. As the model’s training data knows the categories in advance in
targeted class labels, this approach is called supervised learning.

Different machine learning (ML) techniques are actively applied in the natural
resource planning field. These ML-based approaches not only save time but cost and
resources too. Statlog dataset, also known as Landsat Satellite dataset, is publicly
available atUCI repository [5]. A total of seven types of land exists in this dataset. The
dataset contains different multispectral values in satellite imagery. The dataset has
multispectral band pixel values in satellite imagery. The significant complexity of this
dataset is its non-normal class distributions. Also, these classes are not well separated
[6, 7]. In this work, we have proposed an efficient approach for the classification of
land types. In particular, we haveworkedwith differentML techniques to classify and
evaluate other methods. A summary of the various popular machine learning (ML)
algorithms, namely DT, SVM, KNN and random forests (RF), is given, and then
classification has been done for this dataset. We evaluated different ML techniques
to classify land type on Landsat dataset. The methods are evaluated using various
evaluation metrics. The experimental results prove that the proposed approach can
classify Landsat dataset with reasonable accuracy, eliminating human intervention.

This paper has been organized in various sections. In Sect. 2, we have discussed
the existing contribution made by the researchers. Section 3 gives the details of the
proposed methodology for the classification of UCI Statlog dataset and the details of
the dataset and description of different ML techniques used in this work. Section 4
summarizes experimental points and evaluation metrics used. Finally, results and
conclusion are given in Sects. 5 and 6, respectively.

2 Related Work

This section has discussed the research work done by other researchers in classi-
fying the land-type datasets. Land-type classification is a popular field, and various
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techniques have been proposed for its classification. The early works on classi-
fying the soil type were by Vamanan and Ramar [8]. The authors proposed a data
mining-based approach for the classification of soil types. Tej and Holban [9] uses
an artificial neural network (ANN) and shows the highest accuracy of 82.56%. In
their research, the authors find the optimal architecture of the neural network using
clustering. In another study, Shine and Carr [10] classify the Statlog Landsat dataset.
Their MATLAB implementation showed an accuracy of 89.8% for the KNN and
86% for the SVM. In one of the research [11], the authors proposed a new fuzzy
k-means clustering algorithm to classify the Statlog Landsat dataset. The proposed
method performed superior to the conventional fuzzy k-means clustering algorithm.
Besides [12] also proposed using a spiking neural network with two different pertur-
bations, namely sinusoidal and Gaussian. The authors applied a proposed approach
for classifying Statlog Landsat dataset and two other datasets. Tayeb and Fizazi
[13] proposed a two-step neural network-based classification approach. In the first
step, the feature extraction is done on Statlog dataset using the proposed extractor
multilayer perceptron (EMLP). In the second step, the results obtained in step 1 are
classified using the SVM algorithm. The authors claim that their method outper-
forms other state-of-the-work methods. In another research [14], the authors analyse
and compare SVM ensembles with four different ensembles techniques. The authors
applied the proposed method on distinct datasets, including the Statlog Landsat.
The MAdaBoostSVM gives an accuracy of 88.05 with ten base SVM classifiers
and RBF kernel. In research [15], the authors proposed an incremental conic func-
tions (ICF) algorithm based onmathematical programming to solve the classification
problem. The proposed algorithm has improved results over previous version ICF-
based classifier. The authors applied the proposed algorithm on the Statlog dataset.
The propose algorithm is almost three times faster than the k-means-based polyhedral
conic functions (PCF) algorithm without loss of classification accuracy.

3 Methodology

In this section, we have discussed our proposed methodology. Our methodology
involved ensembles of ML approaches. This section first addressed the dataset used
for the experiments, followed by a brief overview of the different ML methods and
how we use them to classify land types.

3.1 Dataset Used

UCI land dataset is a popular dataset used to classify land types; it contains a dataset of
seven land types. The dataset contains different multispectral band values in satellite
imagery. Table 1 summarizes the details of various classes available in the dataset
with their percentages. Figure 1 shows the distribution of the training and the test



650 A. Kumar and T. Choudhary

Table 1 Statlog land-type dataset details

Id class Training samples Training % Testing samples Testing %

1 Red soil 1072 24.17 461 23.05

2 Cotton crop soil 479 10.80 224 11.20

3 Grey soil 961 21.67 397 19.85

4 Damp grey soil 515 9.36 211 10.55

5 Soil with vegetation stubble 470 10.60 237 11.85

6 Mixture class soil 0 0.00 0 0.00

7 Very damp grey soil 1038 23.40 470 23.50

Total 4435 100.0 2000 100.00

(a) training (b) testing

Fig. 1 Statlog (Landsat satellite) dataset

dataset, respectively. In Statlog (Landsat Satellite) dataset seven different types of
categories are available: red soil (1), cotton crop soil (2), grey soil (3), damp grey
soil (4), soil with vegetation stubble (5), mixture class soil (6) and very damp grey
soil (7). The number in the parenthesis is a code for the respective class. The dataset
has the multispectral values of pixels in 3 × 3 neighbourhoods in a satellite image
and the categorization associated with each neighbourhood’s central pixel.

The main aim is to classify land types for the given sample. The class of a pixel
is represented as a number in the sample dataset. The dataset is a tiny subarea of
a segment, which consisting of 82 × 100 pixels. Each line of data coincides with
a 3 × 3 square neighbourhood of pixels entirely confined within the 82 × 100
subsegment. Each row holds the pixel values in the four spectral bands (which are
transformed to ASCII) of each of the nine pixels in the 3 × 3 surroundings and a
number representing the central pixel’s classification tag. Thus, there are 36 columns
as independent variables (4× 3× 3) and one output variable (class) in the dataset. All
the attributes are numeric in the range [0–255]. Thus, the data can be categories into
seven soil types. The dataset has been divided into two parts: training the model and
others for the testing purpose. The training data have 4435 samples, with 24.17%,
10.8%, 21.67%, 9.36%, 10.6%, 0.0% and 23.4% of class 1, 2, 3, 4, 5, 6 and 7,
respectively. Similarly, the testing data have 2000 points, with 23.05%, 11.20%,
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19.85%, 10.55%, 11.85%, 0.00% and 23.50% percent of class 1, 2, 3, 4, 5, 6 and
7, respectively. It can be seen from the above numbers that data are unbalanced
regarding different soil-type classes. The unbalanced dataset classification has its
complexity, and in this case, classifiers give biased results towards the classes with
higher sample counts [16].

3.2 Machine Learning Modelling Techniques

One of the vital application areas in machine learning domain is the classification,
and it is a supervised learning technique. In classification, a model learns from the
training data given as input to learning and then uses this acquired knowledge to
classify or predict new samples or observations. Popular classification algorithms in
machine learning are SVM, KNN, RF and DT.

Decision tree (DT): Decision trees are built using recursive partitioning to classify
the data [17]. The algorithm chooses the most predictive feature to split the data one
by one. In DT, the data are split depending upon the feature, and it is essential to
decide “which attribute is the best, or more predictive”. Decision trees are created by
dividing the training set into distinct nodes, in which one node consists of all, or the
utmost, one category of the data [18]. Thus, DTs are about testing an attribute based
on the test’s outcome, branching the cases. Each internal node coincides with a test,
and each branch coincides with a result of the test. Each leaf node assigns a sample
to a category or a class. A decision tree is constructed by considering the attributes
one by one. This method may be summarized as the following:

1. The first step is to select an attribute from the training data.
2. The significance of the attribute in the splitting of the data is computed next. This

is done to find whether the selected feature is useful or not (highest information
gain).

3. Next, split the data based on the best attribute’s value.
4. Do this for each branch and repeat it for the remaining attributes.

K-nearest neighbour (KNN) Another supervised learning algorithm is K-nearest
neighbour (KNN) [19]. In KNN, the samples are classified depending on their like-
liness to other instances in the dataset. The closer data points are known as “neigh-
bour”. KNN is based on the assumption that the cases whose labels are same, they are
close/near to each other. The distance from one sample to another sample is called the
degree of dissimilarity. There are multiple ways of calculating similarity or distance
for calculating the similarity/distance metric, such as Euclidean distance. The main
steps of the KNN are as follows:

1. Select the initial value of K.
2. Calculate the distance from the new case (holdout from all of the cases in the

dataset).
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3. Find the K samples in the given sample data for training that are “closest or
nearest” to the unknown sample data point measurements.

4. Predict the class or label of the unknown data point using the most popular class
or label from the KNN.

Choosing the correct value of K is essential. A small value of K generates an
extremely complex ML model, which might result in the model’s over-fitting. The
prediction process is not generic and does not works well with out-of-sample data.
The data that are not part of the dataset and used to train the model are called out-of-
sample data. The KNNmethod may not be used to predict the unknown samples in a
trusted way. It should be noted that over-fitting is not good, as we aim to generalize
the model that works for every type of data, not only for the given training data. In
contrast, if we take a large value of K, such as K = 20, the model becomes highly
generalized, i.e. under-fitted. KNN can also workwith a continuous target variable. If
used for continuous target variable, the KNN’s average target value is used to predict
new samples.

Random Forests (RF): Random forests (RF) were first introduced in 1995 by Tin
Kam Ho of Bell Labs, and it is a supervised learning algorithm [20]. In RF, we build
several decision trees and then group them to get amore precise and stable prediction.
In RF, only random subsets of the features are chosen by the algorithm for splitting a
node. Thus, it is an ensemblemethod (grounded on the divide-and-conquer approach)
ofDTs generated on a randomly divided dataset [21]. This collection ofDT classifiers
is also acknowledged as the forest. The individual DTs are created using an attribute
selection indicator like information gain ratio, information gain and Gini index for
each feature. Each tree depends on an independent random sample. In a classification
process, each DT votes and the most voted class is chosen as the result. RF takes the
mean of all the predictions, which removes the classification biases, so it does not
suffer from the over-fitting problem. However, RF is slow in generating predictions
because it has several DTs. In summary, there are four main steps:

1. Select samples randomly from the dataset.
2. For each sample, create a decision tree and calculate a prediction output value

by each decision tree.
3. Do voting for each predicted result.
4. Select the final prediction based onmaximumvotes as the final prediction result.

Support Vector Machine (SVM) algorithm: SVM is a supervised ML technique
that can categorize cases by finding or generating a separator [22]. SVMmechanism
is based on mapping input data to a high-dimensional feature space. The sample data
points can be separated into different categories, even when the given data are not
linearly separable. After that, a separator is created for the data. The data should
be transformed in such a way that a separator could be generated as a hyperplane.
This plane can be utilized to classify new or unknown cases. Therefore, the SVM
algorithm creates an optimal hyperplane that categorizes unseen examples. The main
advantages of SVM are that they are accurate in high-dimensional spaces and use
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a subset of training sample points in the decision functions. These decision func-
tions are called support vectors. SVM is also memory efficient. The support vector
machine’s disadvantage is that if the features count is higher than the samples count,
it leads to over-fitting. Another disadvantage of SVM is that it does not directly give
probability estimates required in most classification tasks. And finally, SVMs are not
very computationally efficient if the dataset is huge.

4 Experiments

For different machine learning techniques, ML models are developed using Python
programming language on Windows 10 machine. Python libraries NumPy, Pandas
and SKLearn are used to implement the ML models. The dataset has two different
sets: training (4435 records) and another for testing (2000 records). Various models
are trained, tested and evaluation metrics are calculated. Accuracy, precision, recall
and F1-score metrics are computed for all seven classes and mentioned techniques.

4.1 Performance Evaluation

The popular evaluation metrics for classification problems are accuracy, precision,
recall and F1-score [23]. All the methods are evaluated on above-listed evaluation
metrics for their effectiveness. The precision, recall, accuracy andF1-score are given
as:

Accuracy = TN + TP

TN + TP + FN + FP
(1)

Precision = TP

TP + FP
(2)

Sensitivity/Recall = TP

FN + TP
(3)

F1 score = 2 ∗ precision ∗ recall

precision ∗ recall
(4)

5 Results

This section provides the details of the various experiments performed with the
selected dataset and different ML techniques. The results for all four considered
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(a) Decision Tree (b) KNN

(c) Random Forest (d) SVM

Fig. 2 Result summary

methods are shown in Fig. 2. In Fig. 2a–d shows the precision, recall and F1-score for
the decision tree, K-nearest neighbour, random forests and support vector machine,
respectively. It can be seen from Fig. 2a, c and d that red soil and cotton crop have
the highest scores for the decision tree, random forests and SVM compared to other
classes in the dataset. Figure 2b shows that red soil has the highest classification
scores in K-nearest neighbour’s case.

A comparison of different accuracy achieved with each method is shown in Table
2. It can be seen from Table 2 that SVM outperformed all other ML techniques and

Table 2 Result summary

ML technique Accuracy Precision Recall F1-score

Decision tree 85.05 0.85 0.85 0.85

KNN 90.20 0.90 0.90 0.90

Random forest 91.20 0.91 0.91 0.91

SVM 92.00 0.92 0.92 0.92
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Table 3 Comparison with
other methods

Referenced method Accuracy (%)

Tej and Holban [9] 82.56

Shine and Carr [10] 89.80

Wang et al. [14] 88.05

Tis Work (SVM) 92.00

has the best accuracy of 92%. It is important to note that the decision tree performed
worst with an accuracy of 85%. The best accuracies of KNN and random forests are
90 and 91, respectively.

Table 2 also summarizes the precision, recall and F1-score for all the methods. It
can be seen from Table 2 that the SVM has the highest accuracy precision, recall and
F1-score. Thus, for Statlog land-type data classification, SVM performed best with
92% average accuracy and decision tree techniques perform lowest with 85.05%
of average accuracy. Table 3 shows the comparison of the proposed ML-based
approached to classify land type with other approaches.

6 Conclusion

Land classification or soil classification is one of the crucial problems of natural
resource planning. In this work, Statlog Landsat dataset, which contains a dataset of
seven land types, is taken from the UCI repository. Four popular machine learning
algorithms, namely SVM, random forests, KNN and decision tree, classify land
types. The performance of the various methods is evaluated by accuracy, recall,
precision and F1-score. The experimental results suggest that classifying land type
withMLmethods gives higher accuracies.We also found that SVMoutperformed all
other three techniques with an accuracy of 92%. In summary, ML-based land-type
classification facilitates easy, faster and low-cost natural resource planning that can
help in agriculture as well as in other areas.
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Abstract The world is going through one of the most dangerous pandemics of all
time with the rapid spread of the novel coronavirus (COVID-19). According to the
World Health Organization, the most effective way to thwart the transmission of
coronavirus is to wear medical face masks. Monitoring the use of face masks in
public places has been a challenge because manual monitoring could be unsafe. This
paper proposes an architecture for detecting medical face masks for deployment on
resource-constrained endpoints having extremely low memory footprints. A small
development board with an ARM Cortex-M7 microcontroller clocked at 480 MHz
and having just 496 KB of framebuffer RAM has been used for the deployment of
the model. Using the TensorFlow-Lite framework, the model is quantized to further
reduce its size. The proposed model is 138 KB post-quantization and runs at the
inference speed of 30 FPS.
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1 Introduction

The sudden increase of computational capability and availability of data in the last few
years has allowed intelligent systems to solve various problems involving computer
vision, speech, etc. Traditionally, these models got deployed on servers with high
compute and storage capabilities. With the rise of the Internet of things and edge
computing, the need to deploy these systems at the edge has grown. The major
roadblock in edge deployment of deep neural networks is the very high computational
and memory footprint of these models. Image classification is one such problem
where edge deployment is in high demand because of the many applications which
rely on it. Face mask detection is a subset of image classification where the goal is
to classify the image into two classes, i.e., mask and no mask, respectively.

The outbreak of the novel coronavirus has significantly impacted the livelihood
of people across the globe [1], and effective deployment of face mask detection
in public places can help in thwarting the transmission of the virus. Face mask
detection is a non-trivial problem because of its high throughput, reliability, and
privacy requirements; it cannot use traditional deployment methods where the image
is first sent to a server for classification and the result is sent back for further use in
the application.

One application scenario the authors of this research work envision is a small
camera attached to an automatic door, and the camera continuously takes images of
the person standing in front of it and only opens if the person is wearing a mask.
This intelligent door can be used at all public places, and it will safely monitor the
people entering public premises. One requirement of this smart door is that it should
be cheap and consume less energy. The proposed model is small enough to fit inside
the memories of the smallest and cheapest microcontrollers available in the market.
Many other applications requiring high-speed mask detection on the edge can be
envisaged as other possible applications as well.

TinyML is an upcoming field at the intersection of hardware, software, and
machine learning algorithms that is gaining massive traction. Recent developments
in this field include building deep neural networks having sizes of few hundreds of
KBs. This paper presents the process to train and deploy an innovative architecture
on the OpenMV H7 development board for detecting face masks using the small
on-board camera.

A major challenge with TinyML is that most microcontrollers do not have a
floating-point unit, and hence, all mathematical computations need to work on inte-
gers. This leads to a smaller model along with a change in accuracy that is difficult to
predict. Earlier studies focused on deployment onmore powerful edge devices, using
much larger models, but this paper reports how the quantized CNN model compares
to the existing architectures in terms of model size, accuracy, and performance.

The rest of the paper is organized as follows—Sect. 2 covers the literature review,
Sect. 3 discusses some technical and hardware details, Sect. 4 explains the experimen-
tal methodology, Sect. 5 reports the observations and the findings, and Sect. 6 con-
cludes this paper, throwing some light onpossible future research avenues in this field.
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2 Literature Review

In this section, some prior advances in face mask detection and quantization, which
are the primary facets of this research work, have been reviewed.

2.1 Face Mask Detection

Due to the coronavirus pandemic, face masks have become an integral part of our
society; hence, numerous implementations of detecting face mask have come for-
ward which are based on convolutional neural networks [2]. [3] proposed a two-stage
detection scheme, the first being face detection, and the next being face mask classi-
fier. Loey et al. [4] proposed a hybrid deep transfer learning model with two compo-
nents, the first for feature extraction using ResNet50 and other for classification using
SVM, and other ensemble algorithms. Their support vectormachine (SVM) classifier
achieved testing accuracy of 99.64%. RetinaMask [5] achieved state-of-the-art result
on public face mask dataset (2.3 and 1.5% higher precision than baseline result on
face andmask detection) using one-stage detectorwhich consisted of feature pyramid
network to fuse high-level semantic information with multiple feature maps. Meen-
pal et al. [6] presented a model with pre-trained weights of VGG-16 architecture for
feature extraction and then a fully connected neural network (FCNN) to segment
out faces present in an image and detect face masks on them. The model showed
great result in recognizing non-frontal faces. Loey et al. [7] proposed a model using
YOLO-v2 with ResNet-50 which achieves higher average precision by using mean
Intersection over Union (IoU). Jignesh Chowdary et al. [8] proposed a model based
on transfer learning with InceptionV3. It outperformed recently proposed models by
achieving testing accuracy of 100% on simulated masked face dataset (SMFD). Roy
et al. [9] discussed the challenge of implementing object detection on edge devices,
and the paper compared various popular object detection algorithms like YOLO-v3,
YOLO-v3tiny, Faster R-CNN, etc., to determine the most efficient algorithm for
real-time detection of face masks.

2.2 Quantization

Leveraging quantization techniques are necessary for implementing CNNs on
resource-constrained devices. Banner et al. [10] introduced 4-bit training quanti-
zation on both activation and weights, achieving accuracies, a few percent less than
state-of-the-art baselines across CNNs. Nahshan et al. [11] proposed amethod which
quantizes layer parameters that improve accuracy over the existing post-training
quantization techniques. Zhao et al. [12] proposed an outlier channel splitting (OCS)-
based method to improve quantization performance without retraining. Choukroun
et al. [13] discussed low-bit quantization of neural networks by optimization of con-
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strained mean squared error (MSE) problems for performing hardware-aware quan-
tization. Jacob et al. [14] proposed a quantization scheme along with a co-designed
training procedure. The paper concluded that inference using integer-only arithmetic
performs better than floating-point arithmetic on typical ARMCPUs. Gong et al. [15]
proposed Differentiable Soft Quantization (DSQ) to bridge the gap between the full-
precision and low-bit networks. The hybrid compression model in [16] uses four
major modules, approximation, quantization, pruning, and coding, which provides
20–30x compression rate with negligible loss in accuracy. The research by Dong
et al. [17, 18] and Yao et al. [19] proposed mixed-precision quantization techniques,
where more sensitive layers are at higher precision.

3 Technical Details of the Problem

This section explains the technical details related to the experimental setup including
the hardware, the software, and the use of datasets.

3.1 Hardware Setup for Deployment

The hardware used in this research for edge deployment is the OpenMV Cam H7
[20], housing STMicroelectronics’ STM32H743VI [21], an ARMCortex-M7-based
32-bit microcontroller, and a small camera. The microcontroller has a clock speed of
480 MHz, 1 MB SRAM for various applications and 2 MB of flash memory for non-
volatile storage. The development board provides a MicroPython-based operating
system allowing easy deployment and on-device analytics of TF-Lite models.

The documentation of the board suggests keeping the model under 400 KB, but
during this study [22], we found that the biggest model which can be fit successfully
in memory is under 230 KB. A larger model of size up to 1 MB can be stored on
the flash memory, but for that, the model has to be converted into a FlatBuffer using
STM32Cube. AI and the operating system have to be recompiled, which leads to the
loss of the utility of the MicroPython.

Themodels were trained usingKaggle kernels with Tensor ProcessingUnit (TPU)
acceleration enabled, 128 TPU elements per core with eight such cores running in
parallel, and this made the training time extremely short.

3.2 Dataset Construction

Four datasets were used in this research work. The details of the datasets can be seen
in Table 1. The first dataset from Kaggle [23] has around 11,792 images taken on
different backgrounds and cropped to the face region. The images of this dataset were
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Table 1 Dataset details

S. No Name Original Augmented

1 Face mask 12K
images dataset

11,792 58,960

2 Face mask
classification

440 22,200

3 OpenMV dataset 1979 49,895

Total data for training and validation 14,211 131,055

Total data for testing 594 4794

Fig. 1 Images from OpenMV Cam H7 Dataset

merged and interpolation augmentation was applied using OpenCV’s interpolation
methods, INTER_AREA, INTER_CUBIC, INTER_NEAREST, INTER_LINEAR,
and INTER_LANCZOS4 to augment the images to 58,960.

The second dataset was also from Kaggle [24] which had 440 images taken on
noisy backgrounds, equally divided into mask and without mask images. It was
augmented to 22,200 using standard augmentation followed by interpolation.

The third datasetwas produced by the authors using theOpenMVCamH7camera.
Images of size 200 × 200 were taken and saved on the SD card of the development
board. This dataset had 1979 images which were augmented to 49,895 using aug-
mentation techniques discussed earlier. Some images from this dataset can be seen
in Fig. 1.

A fourth dataset was also produced using the OpenMV camera which had 594
images augmented to 4794. This dataset was held out for testing the performance of
the OpenMV Cam H7. The exact usage of this dataset is novel to this research work
and has been elaborated in Sect. 4.

All the images of each dataset were resized to 32 × 32 as it was found to be the
optimal size of the image to fit in the framebuffer of the microcontroller.

4 Experimental Methodology

This section explains the steps taken in this research work for data splitting, model
design, evaluation, and model comparison.



662 P. Mohan et al.

4.1 Data Splitting

The datasets after being merged had 131,055 images in total, and these included
images from two Kaggle datasets [23, 24] and one dataset produced by the OpenMV
camera. The fourth dataset was held out and was used for testing.

This regime of holding out a separate dataset for testing is not usually performed
but was considered imperative in this research work to evaluate the generalization
achieved by the models running on the microcontroller. The normal regime of com-
bining everything and then taking out a small portion for testing would be unable to
show the truemodel performance on the target edge-case scenarios due to differences
between the distributions of the train and test sets.

4.2 Proposed Architecture and Comparison with SqueezeNet

After experimenting with different architectures and comparing their size and per-
formance, the CNN architecture shown in Fig. 2 was found to be the best, after
considering the RAM constraints of the device. This model has 128,193 trainable
parameters, and full integer quantization reduces it to 138 KB.

SqueezeNet [25] was chosen for comparison with the proposed model because
of its small size. A smaller version of SqueezeNet was also built by removing two
fire modules, which is called modified SqueezeNet in this work, and also used for
comparison.

Fig. 2 Proposed architecture
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4.3 Training Specifications

All three models were designed in TensorFlow 2.3. BinaryCrossentropy loss was
chosen as the loss function, shown in Eq. (1), because the problem involved binary
classification of images.

Loss = −(y log(p) + (1 − y) log(1 − p)) (1)

where y is the true label and p is the predicted label.
Adam was chosen as the optimizer with a learning rate of 0.001, first moment

decay of 0.9, second moment decay of 0.999, and epsilon was chosen as 10−7.
ReduceLROnPlateau callback was used to reduce the learning rate by a factor of
0.2 when the validation accuracy did not improve for five epochs. ModelCheckPoint
callback was used to save the best weights into a file.

4.4 Post-training Procedure

TensorFlow-Lite’s Full Integer Quantization was used to convert all three models
from float32 precision to int8 precision. This procedure used a representative dataset
for this conversion using the dynamic range of activations. This representative dataset
was built by taking a small part of the test set.

4.5 Evaluation of the Quantized Models

All threemodelswere evaluated using theTensorFlow-Lite Interpreter. The quantized
models were loaded into the Interpreter, and OpenMV test set was used to find the
classification metrics.

On-device evaluation was not possible for the SqueezeNet and the modified
Squeezenet because both of them were bigger than 230 KB. The proposed model
was loaded onto the OpenMV Cam; a script took images of size 200 × 200, scaled
them to 32 × 32, and normalized them before feeding it to the model. All images
and predictions were saved on the SD card and later used for the analysis.

5 Results and Discussion

This section explains the results and analysis, along with comparison of the proposed
model against SqueezeNet and modified SqueezeNet.
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5.1 SqueezeNet Model

The methodology discussed in sec. 4 was followed to train the SqueezeNet model.
The training accuracy reached 99.79%, achieving a test accuracy of 98.50% for the
float32 model and 98.53% for the int8 model. The size of the float32 model was 8
MB which shrunk to 780 KB post-quantization. The details can be seen in Fig. 3.

5.2 Modified SqueezeNet Model

Modified SqueezeNet was also trained in a similar way. Size of the float32 model
was 3.84 MB which got reduced to 386 KB after quantization. The test accuracies
for this model were 98.93 and 98.99% for float32 and int8, respectively. The details
can be seen in Fig. 4.

a. Loss Evolution b. Accuracy Evolution

c. Float32 Confusion Matrix d. int8 Confusion Matrix

Fig. 3 SqueezeNet
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a. Loss Evolution b. Accuracy Evolution

c. Float32 Confusion Matrix d. Int8 Confusion Matrix

Fig. 4 Modified squeezeNet

5.3 Our Proposed Model

The proposed model reached the training accuracy of 99.79% and achieved a testing
accuracy of 99.81% and 99.83% for float32 and int8 models, respectively. The 1.52
MB float32 model was reduced to 138 KB post-quantization. Our model outper-
formed SqueezNet and modified SqueezeNet in both accuracy and size. The details
can be seen in Fig. 5.

5.4 Discussion

On comparing the SqueezeNet and the modified SqueezeNet, it was observed that
the modified version, which had two fire modules removed, generalized better than
the original model, keeping the precision constant. Thus, it was observed,

“On resource-constrained endpoints, smaller models sometimes outperform bigger
ones in generalizing to new data.”
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a. Loss Evolution b. Accuracy Evolution

c. Float32 Confusion Matrix d. Int8 Confusion Matrix

Fig. 5 Our model

It was also observed,

“On devices with Floating Point Unit (FPU) support, keeping inputs and outputs as
float32 gives best results.”

The proposedmodel, despite being the smallest one, achieved the highest accuracy
among all three. Since the int8 accuracy is a little more than float32 accuracy for all
experimental models, the following conclusion can be drawn,

“Int8 appears to generalize better than float32 for small models.”

Table 2 shows the size and accuracy comparison of the three models. Table 3
illustrates the compression comparison. The proposed model, despite having the
smallest size, achieved the highest accuracy, precision, recall, and F1 score, as can
be seen in Tables 4 and 5, representing the int8 and float32 models, respectively.
Some of the model predictions can be seen in Fig. 6. Even smaller CNNs may overfit
when solving problems like binary classification; hence, aggressive regularization is
required to increase their generalization accuracy.
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Table 2 Model comparison

Model name float32 size (MB) float32 test acc.
(%)

int8 size (KB) int8 test acc. (%)

SqueezeNet 8.0 98.50 780.0 98.53

Modified
squeezenet

3.8 98.93 386.0 98.99

Our model 1.5 99.81 138.0 99.83

Table 3 Compression comparison

Model name float32 → int8 reduction in
size (KB)

Size reduction percentage (%)

SqueezeNet 7417 90.48

Modified squeezenet 3546 90.18

Our model 1428 91.16

Table 4 int8 classification report

Label Precision Recall F-1 score

SqueezeNet

Mask 1 0.97 0.99

No-mask 0.97 1 0.99

Modified squeezeNet

Mask 1 0.97 0.99

No-mask 0.97 1 0.99

Our model

Mask 1 1 1

No-mask 1 1 1

Table 5 float32 classification report

Label Precision Recall F-1 score

SqueezeNet

Mask 0.9 1 0.95

No-mask 1 0.89 0.94

Modified squeezeNet

Mask 0.96 1 0.98

No-mask 1 0.95 0.98

Our model

Mask 0.98 1 0.99

No-mask 1 0.98 0.99
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Fig. 6 Some predictions made by our int8 model

In this research, dropout was used after every layer, and it made a significant
difference in the test accuracy achieved. Observing the proposedmodel’s architecture
in Fig. 2, it was found that,

“Dropout added after every layer seems to significantly improve the generalization
of smaller models.”

Interpolation augmentation, as suggested in [22], was used in the proposedmodel,
improving generalization, and corroborating the statement,

“Interpolation Augmentation seems to improve generalization for
resource-constrained endpoints.”

6 Conclusion

In this researchwork, an extremely small andwell-generalizableCNN-based solution
has been proposed for face mask recognition on edge devices with extreme resource
constraints. The solution has been deployed on a microcontroller development board
called OpenMV Cam H7. The model is just 138 KB in size and runs at 30 FPS on
the board. It has a test accuracy of 99.83%.

It has been shown that aggressive regularization through dropout might be useful
for developing extremely generalizable CNN architectures for problems like binary
classification. The method proposed in this paper is universal and applicable to any
microcontroller architecture. Themethodology used in this researchwork can also be
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used to build and deploy architectures for other challenging problems. The pipeline
followed here, which includes, dataset construction, training on float32, quantization
to int8, and deployment on edge devices, is applicable to awide spectrumof resource-
constrained, intelligent edge solutions.

Future avenues of research include building systems that are more robust to noise
and can work on even smaller microcontrollers. Work can be done on building
datasets that include images frommore diverse sources. Novel quantization schemes
can be developed for converting float32 to int8. Smaller precision can be experi-
mented with including 6-bit, 4-bit and binarized neural networks too.
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Analysis of Darknet Traffic for Criminal
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and Light Gradient Boosted Machine
Learning Algorithm
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and Ankush Ghosh

Abstract Darkweb also called as sinkholes, blackholes, network telescopes, and
darknet is the environment and the most favorable platform for illegal activities due
to hidden IP address and therefore counted as unused address space, which is not
available for normal user, and the anonymous behavior acts as catalyst for criminal or
unauthorized behavior conduction. It is very difficult to suddenly trace the location
of malicious activity origin but by traffic analysis and understanding the patterns,
suspicious activities including email communication, audio–video streaming, chat-
ting P2P, browsing data, chatting, and voice over Internet protocol constitute the
hiddenworldweb traffic. Severalmethods havebeendeployed to analysis and classify
darkweb network traffic. The proposed work detects worms, dos attack, backdoor,
DDos attack, RDoS attack, spam, and malicious contents. In the proposed work,
term frequency-inverse document frequency (TF-IDF) and light gradient boosted
machine algorithm method has been implemented on darknet traffic data. The light
gradient boosted machine algorithm shows the value of 98.97% as accuracy and thus
outperforms the other algorithms based on experiment values.
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1 Introduction

The denial of service (DoS) attack or request of unstructured packet flood generated
from unauthorized host in a short or continues period of span to consume software
and hardware resources for blocking the legitimate service like malicious program
checker and system security routine checker and thus opens port for vulnerabilities
[1], and they are TCP SYN flooding attack, TCP attack/synchronize (TCP SYN),
Internet control message protocol (ICMP), [2] user datagram protocol (UDP).

Important Features:

• Unused IP address constitutes darkweb space [3], because billions of IP address
are there in IPv4, and not all are used for system allocations and traced for their
behavior.

• The unused IP address is searched and thus used by cybercriminals for generating
[4] unauthorized traffic in the form of malware, ransomware, and Trojan horse.

• This unused IP address is the hub of flooding attack (backscatter, stealth scan,
socket, port, scan, DoS, DDoS, and RDoS) [5] and even does not leave log on
victim computer once the system is compromised.

• This address even always scan open ports, connections, host so that backdoor
attack can be triggered.

• Most and easy attack procedure followed by criminals [6] is to use phishing text
messages, mail message, image, post, and audio–video link to secretly get login
credentials by designing the forged link.

• Other attacks created by cyber attackers to tricks users are virus, spam, fraud, or
identity [7] theft.

Network traffic dump [8] is presented in Fig. 1. It contains useful information of
packet, route, and with confidential data analysis.

Therefore, the objective of the proposed work is to analyze criminal activities
detection using TF-IDF and light gradient boosted machine algorithm of darknet
traffic platform.

Fig. 1 Network traffic dump
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The rest of the paper is organized as follows. Section 2 covers the literature review.
The methodology and propose algorithm on how the experiment will be carried out
are presented in Sect. 3, Sect. 4 describes the dataset structures, and lastly, Sect. 5
presents the results and discussion on the finding. Finally, Sect. 6 concludes this
paper.

2 Related Work

Farhad Soleimanian et al. presented K-means and fuzzy K-means data mining clus-
tering approaches for intrusion detection framework. They gathered dataset from
KDD cup which has 41 traits. They utilize k-means and fuzzy k-means ways to deal
with recognize the kind of DoS vulnerability. They reasoned that the fuzzy k-means
technique accomplished somewhat in a way that is better than k-means strategy in
distinguishing flooding attack [7].

Han et al. [6] utilized datamining technique for intrusion detection. They gathered
dataset from MIB network diverse time span. The creators applied data entropy to
choose most critical properties from the whole set of dataset. They presumed that
the methodology has given great execution to choose better element credits and high
accuracy detection rate.

Mill operator,W.Deritrik,W.Hu et al. proposed recurrence histogram approaches
for identifying strange bundles dependent on data stream mining. Network data is
gathered from various databases DARPA and MCPAD datasets. The Den Stream
approach treats singular parcels as focuses and are hailed as typical or noxious
dependent on whether these focuses are ordinary and exceptions. They used a
histogram way to deal with fabricate the histogram model for new parcel payload.
They utilized Pearson relationship for figuring between two histograms. From the
outcome, they presumed that histogram-based detection calculation accomplished
minimal better execution yet required a larger number of quantities of highlights
than the clustering-based algorithm [9].

GhanshyamPrasadDubey et al. proposedRST and incremental SVMways to deal
with cyber illicit behavior originated by intruder. The incremental SVM approach
enhanced the expanded identification for intrusion detection. They noticed that the
RST and addition SVM approaches are compelling to diminish the space thickness
of data [10].

ShailendraKumar et al. presented harsh set hypothesis and support vectormachine
for dimensionality reduction in intrusion detection. They tried different things with
KDD cup dataset. They applied harsh set hypothesis to choose the main credits
from KDD cup dataset. A near investigation between SVM with unique 41 datasets
and reduction dataset is introduced. They presumed that the proposed calculation is
entirely solid for intrusion detection [11].

Heba F. Eid et al. analyzed intrusion detection framework utilizing support vector
machines with principal component analysis draws near. They tried their proposed
model on NSL-KDD dataset. The PCA approach is used to diminish the quantity
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of highlights to diminish the unpredictability of the framework. Their outcomes
demonstrated that the proposed framework is able to accelerate the cycle of intrusion
detection and to lessen the memory space and CPU time cost [12].

S. Mehibs and S. Hashim proposed a network intrusion detection framework
(NIDF) based on fuzzy c_mean calculation in distributed computing surroundings
[13]. They propose a network intrusion detection framework in a cloud computing
environment dependent on backpropagation neural network (BPNN) [14].

Bhaya, W. and, Ebadymanaa, amalgamated unsupervised data mining tech-
niques (UDMT) as intrusion detection framework. The entropy idea in term of
windowing the approaching IP data packets is implemented with data mining tech-
nique utilizing clustering using representative as cluster investigation to recognize
the DDoS vulnerability in network stream [15].

Vivek K. Kshirsagar et al. proposed decision tree (DT) techniques for exploring
and assessing intrusion detection. The creators gathered dataset fromDARPAdataset
which has an alternate kind of cybercrime records and patterns for analyzing cyberat-
tacks. The SVM gave preferable outcome over DT on DoS vulnerability class. They
saw that the DT is more proficient for identifying the intrusion [16].

3 Proposed Work

The objective of proposed work is to analyze darkweb traffic for vulnerabilities,
unauthorized behavior, malicious message, cybercriminal crowd identification, and
packets tracing in network data stream.

3.1 Design Architecture

Figure 2 shows the process of darknet traffic data collected from standard data source
and, then cleaning, preprocessing is done using data mining techniques, and TF-IDF
is applied with light gradient boosted machine learning algorithm to generate the
final behavior of processed data.

Fig. 2 Design architecture for analyzing network traffic dump
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3.2 TOR Traffic Data Classification

Figure 3 classifies the data generated from the onion router (TOR) [17]. The data
travels from TOR browser using key and hash value generated by TOR directory
with relay nodes and passes across darkweb router and thus makes it identity hidden
and anonymous. The traffic data is analyzed, and useful information and patterns
are analyzed for further design development to trace host generating darkweb crime
and malicious behavior and secret operating illicit [18] markets of drug trafficking,
money laundering, organ trafficking, cyberterrorism, radicalization and recruitment
[19], contract crime induction, illicit gambling andweapon business, cyber extortion,
human trafficking and abuse, and selling of stolen antique items [20].

Fig. 3 Classification of data generated from the onion router (TOR)
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4 Dataset

Public dataset is collected fromdifferent sources listed inFig. 4: designed for darkweb
traffic analysis for proposed research.

The phases involve preprocessing, feature extraction, selection, and classification.

4.1 Preprocessing

The data preprocessing is the primary stage in which the unstructured data are
transferred in proper form of structured data (Fig. 5).

4.2 Feature Extraction and Selection

TF-IDF [23] is the frequently weighting technique used to in the vector space model
document and textmining for analyzing the features. It is a factual strategy to quantify
the significant of a word in the document to the entire corpus. The term frequency
is just determined in relation to the quantity of events a word that shows up in the
document and typically standardized in certain quadrant somewhere in the range of 0
and 1 to take out inclination toward protracted documents [11]. To develop the record
of terms in TF-IDF, accentuation is eliminated, and all text are lowercase during
tokenization. The initial two-letter TF or term frequency alludes to how significant
on the off chance that it happens all themore oftentimes in a document. The higher TF
reflects to the more assessed that the term is huge in particular documents. Moreover,
IDF or inverse document frequency is determined on how inconsistent a word or term
is in the documents [11]. Theweightedworth is assessed utilizing the entire preparing
dataset. The possibility of IDF is that a word is not viewed as acceptable contender to
speak to the document on the off chance that it is happening habitually in the entire
dataset as it very well may be the stop words or basic words that are conventional.

Fig. 4 Dataset of darkweb traffic [21, 22]



Analysis of Darknet Traffic for Criminal Activities Detection … 677

Fig. 5 a Classification of frequent words used in cyber communication, and bword cloud of cyber
words mostly used for enticing the user to engage in malicious activity

Thus, just rare words interestingly of the whole dataset are significant for those
documents. TF-IDF does not just survey the significance of words in the documents;
however, it likewise assesses the significance of words in document information base
or corpus. In this sense, the word frequency in the document will expand the weight
ofwords relatively, however, will at that point be counterbalanced by corpus’ promise
frequency [8]. This critical quality of TF-IDF expects that there are a few words that
show up more frequently contrasted with others documents. Figure 6 described the
equation for documents analysis.

4.3 Light Gradient Boosted Machine Algorithm (LightGBM)

LightGBM, shortly defined for light gradient boosted machine [8], is a gradient
boosting framework for machine dependent on decision tree calculations and
utilized for ranking, characterization, and other machine learning algorithms. The
improvement center is around execution and adaptability. The framework underpins
various calculations includingGBM—gradient boostingmachine,MART—multiple
additive regression trees, GBT—gradient boosting tree, GBDT—gradient boosted
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Fig. 6 TF-IDF equation and
calculations [24]

decision tree, GBRT—gradient [25] boosted regression trees, and RF—random
forests.

It is intended to be appropriated and proficient with the accompanying featured
points:

• Faster preparing speed and higher productivity.
• Lower memory utilization.
• Better exactness.
• Support of equal and GPU learning.
• Capable of taking care of enormous scope information (Fig. 7).

Fig. 7 LightGBM pseudo code [21]
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5 Result and Outcomes

In the proposedwork, performance parameters precision, false alarm value, detection
rate value, accuracy, and F-measure or F-score are evaluated for the comparatively
study of algorithms. The work is focused on dataset—UNSW-NB15, to continue and
compare the result values in a same taken environment chain. Figure 8 given below
provides the details about comparative study of proposed and available algorithm
parameters.

5.1 Parameter Comparison

Algorithms are compared using different parameters to check the performance.

5.2 Accuracy Diagram

Figure 9 systematically outlines the values of different algorithms used in research.
The light gradient boostedmachine algorithm shows the value of 98.97% as accuracy
and thus outperforms the other algorithms based on experiment values.

The TF-IDF + LightGBM accomplish the best performance and beat the other
assessed algorithms in this investigation regarding accuracy ratio. It precisely char-
acterizes 98.97% while detection rate—100%, false alarm rate—0.01, and F-score
value—83.73%. The other algorithms are named as statistical model (BMM-2017),
statistical model (GAA-2017), TF.IDF_BFR 2019 achieved the accuracy 93.4%,
91.8%, and 98.76%, respectively. Several other parameters are also compared and
mentioned in Fig. 8.

Fig. 8 Comparative study of proposed and available algorithm parameters
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Fig. 9 Accuracy diagram

6 Conclusion

The proposed work detects and analyzes suspicious information’s and packet data
found in network traffic for understanding the behavior of darkweb channels. The data
mining and machine learning are used with standard dataset to analyze and detect
various types cyber threats creating nuisance behavior in network. The proposed
work is not deployed previously and thus used here.

7 Future Work

Intelligent live tracing algorithm for traffic tracing, analyzing, and blocking with
detailed report should be developed, so that cybercriminal’s activities could be
blocked with immediate action and plan.
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Risk Detection in Wireless Body Sensor
Networks for Health Monitoring Using
Hybrid Deep Learning

Anand Singh Rajawat, Kanishk Barhanpurkar, Rabindra Nath Shaw,
and Ankush Ghosh

Abstract The Internet of Things (IoT) idea has arisen as interconnected components
of the healthcare tracking facilities of smart linked healthcare networks. Hard sensor-
based data aggregation with the help of devices in the form of wearables or intrusive
samples attached with the acquisition of soft sensors like crowd sensor results in the
aggregated sensor data being concealed in patterns. This problem is tackled through
several secret stages of interpretation of deep learning techniques. In this research
work, we proposed hybrid deep learning (HDL) techniques to develop estimation and
enhance quality of smart health services on health monitoring data. We also showed
a detailed comparison of methods on the basis of health surveillance types. Hence,
our proposed models work for risk detection in health information which will help
us to increase the efficiency of existing healthcare industry.

Keywords WBAN · Back propagation neural network · Deep learning

1 Introduction

Health surveillance systems are based on information and communication technolo-
gies primarily to connect people and infrastructure in order to enhance the quality
of life in general. Efficient utilization and security of energy, industrial stability and
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sustainable development support the basic criteria of health monitoring systems,
among other aspects, while in the quick accessibility and access to reliable medical
care, those targets are accomplished by adequately mandating and transmitting data
from dedicated networks(Zhao et al., 2019). Wireless body area networks (WBAN)
are formed with miniature sensors with wireless communication capabilities and
have been developed by scientists and researcher’s capabilities that may be inserted
in the patient’s body. The instruments continuously collect biological signals with
the help of different sensors and relay captured data to the local analysis unit
(LPU) from patients in the hospitals and quarantine centers (Xia et al., 2020). LPUs
should be durable and capable of processing health data in real time which increase
health warnings for healthcare providers to rapidly respond by taking proactive steps
when they notice the declining health status of patients or any emergency situa-
tion. For preservation and long-term analysis, LPU data may also be distributed
to remote databases (DB). WBANs have several benefits including allowing physi-
cians to monitor patient-specific attributes irrespective of locality, enhancing diag-
nostic precision and effectiveness and decreasing the healthcare cost per patient by
providing a suitable medium for physicians to constantly monitor patient health. In
this paper, the usefulness of hybrid deep learning model for health data classification
through hybrid profound learning is increased. WBAN sensor nodes are vulnerable
to both hardware and software problems such as defective modules, sensor acti-
vation, battery depletion and dislocation (Ding et al., 2018). The sensor readings
are both untrustworthy and unreliable due to the restricted hardware resources such
as decreased computing power, insufficient storage and memory and transmission.
Data processing and delivery by individual sensors are often likely to require many
forms of irregularity, such as interference, noise, misplacements by sensors, sweater
patients, inadequate power resources and external hacks. This could lead to unfore-
seen outcomes, inaccuratewarnings and evaluation and a drop of public confidence in
these programs (Jones et al. 2010).High false alarm rate and inaccuratemeasurements
thus directly affect the public reputation of WBANs in particular where reliability,
as it does in the medical field, is extremely important For example, if the sensor is
wrongly connected with a pulse oximeter or external fluorescent light irradiates to
the infrared sensor, it can result in mistaken metrics. Number of authors noticed that,
compared with some other concerns (i.e., network malfunction, data transfer), the
first cause of unreliability in medical WSNs is sensing components. The transmis-
sion of false data by nodes has an adverse impact on the accuracy of the collected
data, which could affect the diagnosis of patients. This, in turn, will lead to life-
threatening circumstances in which people can receive emergency warnings based
on node defects of blue code (Alameen et al., 2020). As a result, it is highly impor-
tant for incorrect node level steps to be observed and for false alerts to be reduced
to discriminate between patient irregularities and node faults. The remainder was
grouped in the following manner. In Sect. 2, we discuss similar studies on identifica-
tion of abnormalities and learning devices for WSN medical applications. Section 3
quickly explores our identification method for WSN health data classification and
3.1 and 3.2 big health data classification using hybrid-based learning. We present
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our test results, which analyze the solution proposed with real patient data. In this
Section 4, we concludes the paper with a discussion of future work results and plans.

2 Related Work

The pathological tests are made for patient irregularities and node defects, both
of which must be identified with the greatest possible precision. This can only be
achieved through amechanism for themedical data classification to detect and extract
abnormal patterns and correlations in the information and to separate ill people
from faulty sensor systems (Liu et al., 2020). Anomalies are classified however
as variations from a standard model that is dynamically modified from the sensed
data. In most sensor node hardware, external sources are usually needed to use
these distributed approaches. As a consequence, their precision is less than clustered
methods that use a global picture for spatial–temporal analysis. Correlations between
physical dimensions that occur in time and space must therefore be manipulated to
identify and retrieve abnormal quantities to guarantee effective operations and precise
diagnosis (Chen et al., 2020). In general, the tracked characteristics for inaccurate
measurements have no spatial or temporal association. The key emphasis of this
paper is the creation of a HDL model for medical data classification. However,
physiological characteristics are closely associated, and the heart rate and respiration
levels are elevated at the same time, usually in at least two or three conditions, e.g.,
in atrial fibrillation (AF) and asthma (Hussain et al., 2020). Our approach would
boost the efficiency of WBANs for patient monitoring. The key task is to detect and
remove WBAN data irregularities and to discriminate between unusual, vital patient
signs and inadequate sensor measurements (Noseworthy et al., 2020). Furthermore,
the number of author was attempting to mitigate false alerts caused by irregular data
sensors. In smart health apps, we include a brief analysis of deep learning methods
that are applicable for sensor data (Jiang et al., 2019). This research is focused on the
fact that themain enablers of digital health technologies are deep learning techniques.
This is because the traditional computer teaching techniques in high-dimensional data
have efficiency and precision problems (Shankar et al., 2020). Deep learning is not
necessarily a complete alternative for machine learning, but an important method in
many fields, such as smart health, to deal with dimensional problems. To this end, the
goal of this paper is to highlight hybrid’s development of deep learning strategies in
intelligent health while simultaneously presenting potential directions by exploring
still important problems and open issues.

3 Proposed Methodology

The implementation of the risk detection in wireless body sensor networks for health
monitoring WBAN data analysis model has established deep learning as a feasible
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solution to reduce network capital and operating costs and boost the network’s lives.
Currently, most deep learning techniques use a mixture of the extraction of char-
acteristics and modality specific algorithms used risk detection in WBAN health
monitoring data using hybrid deep learning. In order to performmassive background
operations, this typically involves a high volume dataset and strong computational
tools. In the face of contradictions and complexity in the dataset, these are often
still expected to exist, through exhaustive attempts. One of the key benefits of deep
learning is function training, where a computer is training on certain datasets and
its output reflects the original feature in a useful way most of the time. The uses
of sensory algorithms for deep learning are common such as indoor telemedicine.
Conventional machinery learning has, however, certain drawbacks such as the failure
to maximize non-differentiable interruptive loss functions or the failure to achieve
outcomes at all times after a practicable training period. The challenges of deep
learning, along with many others, paved the way for deeper learning as a robust
learning instrument. In the subsections 3.1, 3.2 and 3.3, we have explained how big
data technologies can be used to classify data and deep learning techniques that will
be useful in development of model.

3.1 Big Health Data Classification Using Hybrid-Based
Learning

A set of algorithmic processes that “imitate the brain” are described in deep learning.
Deep learning also involves learning in algorithmic layers. These strata allow hier-
archical knowledge to be defined on the basis of basic knowledge. There have been
many efforts to build and grow machines that are able to think. Until recently, this
effort has become a “top-down,” rule-based learning approach which calls for guid-
ance to be implemented in all circumstances. However, where the rules are minimal,
this technique is limited to the number of rules (Ali et al., 2020).

These challenges can be addressed by using the bottom-up approach instead of
by learning from rules-based practice. The marked details form the perception. The
details on which these are marked were used as an instruction manual for the process
of preliminary part (Li et al., 2019). The technique of gaining information is sufficient
for applications such as health monitoring. On the other hand, the majority of the
data collected from risk detection in WBAN health monitoring data sensors is not
appropriately labeled (e.g., maximum heart rate, ECG signals, etc.).

Real-world issues with the processing of multimedia sensor data like voice are
problematic because of the potentially unlimited problem area to represent digitally.
Thus, it is particularly the existence of multi-dimensional functionalities that suffi-
ciently describes the problem, resulting in an increase in space volume in awaywhich
makes data accessible sparse, while sparse data training does not lead to meaningful
results. However, in the treatment of sensory data that are often derived from multi-
media sensors, problems of “infinite preference” are prevalent. This gives way to
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profound learning as profound learning algorithms severe and/or logical questions,
with little to no control on high-dimensional characteristics, must be focused upon
(Rathore et al., 2019). The lack of a rule collection renders the device prepared
to contend with unpredictable situations. The discovery of complex structures in
large datasets is also another aspect of deep learning. For this to happen, profound
learning requires a back propagation algorithm to change the internal parameters of
each layer depending on the parameters of the previous layer. The representation
learning can be reported on partially labeled or unlabeled sensory data, using deep
learning (specifically CNN) approaches in coronary artery dysfunction diagnosis
and identification from signals obtained by electrocardiograms (ECG). In addition,
deep epileptic learning was proposed with edge computation to find epileptogenicity
using electromagnetic data in the sense of the emotional well-beingwhich is a crucial
condition in human lives to diagnose epileptic disorders at an early level. In this way,
the authors use deep belief networks (DBN) and EEG evidence in graded positive
and negative emotions.

3.2 Big health data classification

Sensors are key unlocks of the modern IoT networks’ artifacts (things). The combi-
nation of sensors constitutes a network which, for inferential purposes, aims, among
other things, to produce and aggregate data. Until performing some analysis process,
the data from sensors must be precisely calibrated. This has contributed to new ways
in which sensitive data from sensory and actuator networks can be accurately and
appropriately handled. These methods rely on the form of sensed data and their
implementations. In sensor and actuator network applications, deep knowledge can
be used to effectively process sensory data. For decision-making, the output of a
deep learning network may be used in the use of a convolutionary neural network.
The objective is to study the factors contributing in risk detection in wireless body
sensor networks using hybrid deep learning (Dash et al., 2019). The use of sensors
in health care has achieved significant results, and profound research is being used
to use sensors and actuators for the proper provision of medical care. In the assess-
ment of Parkinson’s level, maximum heart rate, ECG signals, for example, the use of
CNNs-DBN is made of data generated by wearable sensors to classify and detect key
features of Parkinson’s disease of the key features inParkinson’s disease basedondata
generated from wearable sensors. In contrast to other approaches, the findings of the
study revealed that profound teaching strategies worked well with sensors. In addi-
tion, in-depth learning techniques, in particular CNNs-DBN, were used to estimate
energy use, while wearable health condition monitoring sensors were used(Khan
et al. 2020). In addition, a deep learning classification was built for risk detection
particularly among the elderly by the use of sensory data from an infrared distance
sensor. Besides this, in terms of security, a more robust approach to spoofing and
security detection in digital systems has been implemented by integrating biometric
sensors and CNNs-DBN.
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3.3 Back Propagation Neural Network (BPNN) for WBAN

First, sequence-to-sequence is a problem setting. BPNN for WBAN are models, that
is, we have to be trained using some data and then be used to predict on new data. A
feed-forward neural network looks something like this: Only feeds the input in the
forward direction, that is, the output from one unit is only fed to units further ahead.
On the other hand, hybrid deep learning looks something like the following.

It is the unit that takes an input layer 0, outputs or hidden layer 3 vector h, and
output layer 4 also has some other vectors that are fed back. There are many ways in
which you can use error back propagation neural network (EBPNN) for sequence-
to-sequence tasks as the above diagram shows. Figure 2 shows hybrid deep learning,
and we can feed in the input sequence to an BPNN and get a sequence of h vectors.
We can then process these h vectors further.

3.4 Data Acquisition

Early-stage data processing strategy was data extraction using samples. The tech-
nical advances linked to these research instruments were used to allow them to be
developed. These developments also made it easier to obtain visual readings of risk
detection WBAN health monitoring data medical data. Samples have undergone a
revolution as scientific science and conventional medicine are paired with two signif-
icant positions in the development of health care. By using hybrid deep learning, we
have proposed the HDL model that can help us to generate the information about a
risk patient andmonitoring patient retention quality. Our basic goals are nomore than
to filter data, create improved efficient information and, also, develop a prediction
model. In our first step, we are performing data preprocessing for proper extraction
of datasets having some problem in them. In the second stage, model is particu-
larly designed along with the use of data mining tools in it. Our data mining tools
have capability to show the working performance. The proposed model that we have
developed before and its specification have been determined, and, also, parameters
are defined for further analysis. Now we have compared our model to other models,
and we found that our proposed model is efficient in its own way. Now, here we
are trying to complete with our final steps. The final stage comes that is evaluation.
And in this final stage, we select the best parameters for right evaluation. Through
this, we have obtained a result and output produced by the model. By this, we have
critically increased the retention rate, and we have patient monitoring for behavior
prediction:.

Our proposed model is to perform a number of steps through deep learning.
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3.4.1 Collection of data

In this method for the collection of data, a number of data mining techniques have
been used. By using the scraping tools to collect the available online information of
WBAN data, we have prepared the data repository for suitable analysis of data. The
data is collected from various

3.4.2 Preprocessing of data

In this phase of data preprocessing, we increase the efficiency of data prediction by
using available techniques. These techniques will help to improve the quality of data
preprocessing. The data preprocessing is indeed imperative to allow data available
to user in a better way. This process converts the unwanted data to new modified
datasets. If the data is not converted fully, then it reports the errors in the first step or
even the results are not obtained accordingly, and then the whole step is performed
again. In some cases, it might be that algorithms will be working in a proper way but
the result will not be accordingly.

A number of steps to perform preprocessing dataset are as follows:

1. Here with this approach, the redundant data is removed and data is stored in a
proper mode.

2. To format datasets, its arrangements are in a properwaywhich is highly required.
3. If the information is not according to the user knowledge, then thewhole process

will be repeated.
4. Now, it is needed to remove the unwanted information.
5. Here we can identify the missing values and note them to remember them for

further usage.
6. There are some transactions performed by the user that are ambiguous in nature,

so we will try to determine them.

4 Results Analysis

In this researchwork,we usedMapReduce function based onHDL for complete sepa-
ration of preprocessed exploration. The algorithm aimed at separating preprocessed
MapReduce model for data processing and classification. One of the web application
data collected completes the online streaming tool called flume which is founded on
HADOOP ecosystem. MongoDB is used for saving the running status, and HDFS
is used for storing the data. Split preprocessing information extraction performs
exploration. This analyzes the framework in every verdict to improve the accuracy
and focuses them on pattern equivalent with the negative context thesaurus and the
positive situation thesaurus. Our analysis by using MapReduce data dictionary is
composed of polarity and score. Lastly, we used Python language for envisioning the
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Fig. 1 BPNN for WBAN

total and polarization of the data. This technique is composed of an HDFS system
created on the MapReduce model which classifies the ineffective anomaly detection
in WBAN health monitoring data and score using hybrid learning-based MapRe-
duce model. For analysis of live streaming, the WBAN health monitoring data was
gathered using flume. We used Weka tools and HADOOP ecosystem for news data
visualization, for news event personalization and for saving the status of information
using the MongoDB.

It is a distributed, consistent and accessible service for well-organized gathering,
combining, and for changing the position of huge volumes of WBAN data. It has
a simple and flexible architecture created on delivering data flow. It is tough and
fault tolerant with tunable dependability mechanism and numerous failover and
rescue technique. It uses a simple and extensible data model that permits an online
investigative application.

The person having heart rate more than 140 is more prone to heart attack disease.
In Fig. 1, the Y-axis contains the number of person and X-axis contains the heart
rate. The label-0 containing maximum number of persons is 6 whose heart rate is
in the range of 130-135. Similarly, for label, the maximum number of persons is 8
whose heart rate is in the range of 160-170 which are more prone to heart attack
disease. The precision score is given by formula as (True Positive) / (True Positive
+ False Positive), and recall is given as (True Positive) / (True Positive+ False
Negative). Figure 4 contains the graph of precision and recall which provides the
average precision score of 0.9211, and the other graph is plotted for true positive
rate and false positive rate which results that the area under the curve (AUC) score
is 0.8921. AUC offers a cumulative quantity of performance across all probable
classification thresholds.
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Fig. 2 Hybrid deep learning

Fig. 3 Maximum heart rate achieved by labeled class 0 and 1

5 Conclusions and Future work

As the market for top-of-the-line methodologies of acquisition and processing of
large sensed data is growing, the use of sensor and actuator networks in WBAN is
wide speeding. WBAN services include the incorporation of intelligent healthcare
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Fig. 4 Graph plotted for average precision score and AUC score

applications in everyday liveswhich extend the lives of society’s citizens and enhance
quality of life. The heterogeneous and different data types which are produced daily
require efficient sensor acquisition and reliable, successful analysis in order to draw
observations, forecasts and recommendations from sensory networks of sensors and
actuators (e.g., wearables, carriers and other medical sensors). Deep learning is an
effective tool used especially in these settings for the processing of large sensory
data. We have also implemented many methods for the collection of data, such as
wearables, samples and multiple sensors. In addition, the deep learning strategies
studied have been related to known case uses for processing sensory data in medical
practice.Weassure that all relations arewell-established listed sensorydata collection
strategies on the basis of current data generation technologies. We visited particular
cases of usage and current deep learning tools for productive sensory data processing.
We design model for risk detection in WBAN health monitoring data using hybrid
deep learning. In future, we try to implement real-time environment for risk detection
in wireless body sensor networks for health monitoring using hybrid deep learning.
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AI and IOT-Based Model
for Photovoltaic Power Generation

Harshit Kumar Huneria, Pavan Yadav, Rabindra Nath Shaw, D. Saravanan,
and Ankush Ghosh

Abstract In recent years, it is seen that the amount of energy consumption is
increasing rapidly as everyone is looking for development and economical growth;
also, we have limited resources fossil fuel, electrical energy, and mechanical energy
which are still maximum source of energy of the world. That is why electrical energy
is one of the major components for fulfilling the needs of the world. Many analysts
tried to create electrical energy in the ground of renewable sources using different
sensors, so that they can reduce the use of fossil fuel and also for the fulfillment
of electrical energy for different appliances. In this chapter, we are focusing on the
same challenges and making it work to generate an electrical energy using sensors,
i.e., photovoltaic plate, which is based on Internet of things (IoT) system for different
appliance. Energy developed by photovoltaic plate is connected to the power storage
circuit. Here, total power generated to exploit to different AI models approval is done
through the measurable boundaries like RMSE and RRMSE.

Keywords Artificial intelligence · Internet of things · Photovoltaic plates · RMSE

1 Introduction

1.1 Significance of Renewable Energy

In present scenario, inexhaustible aquifers of energy assume a crucial function to
fulfill the interest of power energy age. Request of power is the critical element to
regard for human development in order of economical and financial development.
Expanding request of power and divulgence of smart grid system is pulled in home
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energy the board framework (HEMS) to lessen the utilization of power. Electric force
plants are going through significant change age move from enormous unified electric
force plants to little sustainable decentralized force stations.

Renewable energy is a sensible power source gathered from inexhaustible capital,
and they are normal viewed on earthborn timelines. Non-renewable orgone generated
from link that were not refresh in duration of life maximum energy more that 50%
is progressed by non-renewable energy. Hence, it was adjusted that as soon as we
might be facing the shortage of petroleum energy. The invention of electricity from
the renewable source is wind, and sun energy is high end. In first half of 2020, the
amount of energy produces from wind and solar which was 10% of the total energy
production. For requirement of electrical energy in build up their lack of hygienic
energy foundation, each and every possible energy (small or large) fulfills the need
of electrical energy. The store no renewable source is build up in the world. Hence,
many scholars tried to give and generate electricity from renewable energy by sensors
in right to over lift store electrical energy for essential things [1, 2].

1.2 Importance of Machine Learning

In present days, machine learning language plays an important role in decipher
various issues and troubles inmany field in real world. Some sort of machine learning
techniques that are useful to deliver valuable information related to sustainable source
of energy for generation as well as integration are artificial neutral network (ANN),
linear regression, polynomial regression are some of them [3–6]. During the past
few decades, application of artificial intelligence strategies has quickly extended
in various renewable power generation cases similar to less upfront capital cost,
constrained storage capacity, and geological confinement.

1.3 Pros of Machine Learning

• Self-learning machine can be delegated using machine learning to perform
complex tasks [7].

• No human intervention needed.
• Multi-dimensional and multi-variety data any easily handled.
• Easily identify patterns and trends.

1.4 Cons of Machine Learning

• High error susceptibility
• Data acquisition
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• Misinterpretation of results

2 Literature Survey

2.1 Frame Work

Present day, machine learning technology is playing an essential role in the overall
development, as current it used in every sector of field to reduce dependence on man
power [8–10].

The purpose of this execution is to exhibit the smart and brilliant of the machine
learning technique. The model on which we are working is for power generation
from a renewable energy resource [11–14]. Here, the resource is sunlight as we are
using photovoltaic panel for power generation. This system is connected to Arduino
which is essential and makes our task to connect and deliver output data of the model
to the server usingWi-Fi module. The collective data is later stored for the validation
of the system.

2.2 Validation

For validation of the generated power output, couple of methods are used. Root mean
square error (RMSE) and relativemean square error (RRMSE) are used to distinguish
the efficient model [15–18]. The accompanying conditions are utilized to measure
execution measurement boundaries which are as follows:

rmse = sqrt(mean((zpre − z)2)) (1)

rrmse = rmse/mean(z) (2)

where zpre is the predicted value and z is the actual value.

3 Methodology

3.1 Computing and Processing the Data

For that we create a circuit onMATLAB/Simulink, where we connected a solar panel
block with an input intake of constant temperature of 25 °C and a constant irradiance
of 1000W/m2. This solar panel block is further connectedwith a bipass diode, current
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measuring, and voltage measuring blocks [19–21]. The output of current measuring
and voltagemeasuring block goes to the scope, respectively, and its outlet value under
goes to a product block as Power (P)= V * I which is connected to power measuring
instrument [22–24]. The data for the simulation is export in the form of.csv file to
workspace. Solar panel generally produces 12 V and differs as indicated by the size
of panel.

3.2 Export File to Server

ESP8266 is utilized for the connection in between information and server. AT
command set is used to make it work according. Furthermore, it is outfitted with
installed antenna just as help TCP/IP Convention for good connectivity.

3.3 Modeling

Linear regression and polynomial regression of ANN are utilized for the exactness
of the model, just to figure out which model is appropriate for the power yield [25–
27]. Linear regression and polynomial regression in ANN are utilized in approval of
model and factual strategies, where RMSE and RRMSE are utilized for validation
(Fig. 1).

Fig. 1 Model for data processing
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Fig. 2 Sample data used for
simulation

3.4 Software Used

• MATLAB:
We used this software to construct our circuit on MATLAB/Simulink and collect
the informative data from the Simulink and export it to editor. In editor, we used
the import data from the Simulink stored by the file name.csv. and that file data is
further plotted in the form of graphs. Data is also used in the validation of working
model.

• Arduino IDE:
This software is quite familiar to us, IDE is based on C and C++ programming
language and most of the required components were available. It is utilized to
compose and compile the code for Arduino so that we can connect are model
together any transfer the informative data to the server using Wi-Fi module.

• Proteus 8 simulator:
Proteus is extraordinary programming and simulation program for different circuit
design. It is utilized to perform simulation (Figs. 2, 3, 4, 5, 6 and 7).

From the plot that the polynomial value RMSE is less than the linear value of
RMSE.Therefore, polynomial regressionmodel is showingmore accurate than linear
regression model [28].

4 Conclusions

Themodel that has been implemented for power generation based on IOT can supply
energy to different appliances. Here, differentmethods are used to simulate themodel
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Fig. 3 Current output generated by solar cell with deferent time interval

Fig. 4 Voltage output generated by solar cell with deferent time interval
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Fig. 5 Power output calculated with deferent time interval

Fig. 6 Linear regression model on power output with actual value versus predicted value



704 H. K. Huneria et al.

Fig. 7 Polynomial regression model on power output with actual value versus predicted value

to get a valid result. Simulation of photovoltaic panel is done through MATLAB,
while IOT andArduino-based simulation are done on PROTEUS8. For the validation
of themodel certainmethod, RMSE and RRMSE have been performed, which shows
that both polynomial regression ofANNand linear regression ofANNof given decent
predicted value of zpre. So far from collective data, we observed that polynomial
regression is more effective method in predicting the value of the correspondent
output.
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Abstract Blockchain technology serves a breakthrough for many solutions like
that of poor payment facilities, lesser productivity, trust among different levels of
the industry in sharing of the gathered field reports, or the commands of the higher
authority in the construction industry. Thus, the decentralized ledger system has
facilitated an automatic chain of the flow of data or information among the peers and
the subordinates. The aim is to make a digital world more trustable giving a new open
arena to a better security solution, resilient nature and the enhancement of the systems.
It is already known that industry progress upon its embracing of newer technologies
that bind a better relationship with the customers and the giving of the best quality
project basing on the low cost of trade estimates; the blockchain facilitates the use
of smart contracts, agreements with the party directly without the involvement of a
third party. The new version of the industries is supposedly aiming towards more
digitized industrialization with more involvement in construction management with
building information modelling (BIM). The aim is to provide a pre-step towards the
use cases of blockchain technology in the construction industry after the reviving of
the industry using the utmost digitization.

P. Singh · D. Sammanit
Department of Civil Engineering, Amity School of Engineering & Technology, Amity University
Uttar Pradesh, Noida, India

P. Krishnan
Department of Information Technology, Amity School of Engineering & Technology, Amity
University Uttar Pradesh, Noida, India

K. M. Agarwal
Department of Mechanical Engineering, Amity School of Engineering & Technology, Amity
University Uttar Pradesh, Noida, India

R. N. Shaw
Department of Electrical, Electronics and Communication Engineering, Galgotias University,
Noida, India

A. Ghosh (B)
School of Engineering and Applied Sciences, The Neotia University, Sarisha, West Bengal, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. Mekhilef et al. (eds.), Innovations in Electrical and Electronic Engineering,
Lecture Notes in Electrical Engineering 756,
https://doi.org/10.1007/978-981-16-0749-3_56

707

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0749-3_56&domain=pdf
https://orcid.org/0000-0003-0841-1544
https://doi.org/10.1007/978-981-16-0749-3_56


708 P. Singh et al.

Keywords Blockchain technology · Construction industry · Infrastructure · Smart
contracts · BIM

1 Introduction

Thecryptocurrency in the present timehas gainedquite a popularity and is also getting
trusted; an instance of the cryptocurrency is the bitcoin that had its unknown emer-
gence in the year 2008 that is based on the blockchain methodology; the distributed
ledger system that is involved in the blockchain helps in the segregation of the type
of work involved that starts from the designing of a plan, its approval, the managing
of the contracts between the stakeholders, the working of the plan, the plan execution
before it gives themaster projectmarket-ready [1–3]. As these step-by-step processes
go on with every new transaction being made a new block is added to the system of
the distributed networks that get sanctioned and validated by the other blocks; thus,
the need for a third party for the validation is avoided. The features that could be
listed in as the fast-changing typo of the industry need anonymity, the data trans-
parency, the auditable nature involved in the smooth enabling of the blockchains in
the blockchain network, or the nodal networks [4–6].

Rather than the outsider mediation, the exchanges conveyed by the excavators
or the genuine holders of these squares are known to have constructed trust among
the clients that their information is protected and not altered effectively; presently,
one may impel on the reality of the nodal disappointment the response to it is the
nodal frameworks that have the idea of the Internet of things (IoT) is each of the
appropriated frameworks that help in restoring the information to the squares. The
keen agreements that get conveyed in the blockchain that incorporates the proprietors
and advertisers and the contractual workers bound to and by the conditions of the
agreements that are approved by the gatherings for it getting remembered for the
chain [7–9].

2 Challenges in the Construction Industry

For the undertaking execution in the development business, it ranges from the
arrangement endorsement to the common assent of gatherings, temporary workers,
the providers alongside the outside and inward group associated with the venture the
board generally speaking [10, 11]. The condition of achievement must be acclaimed
in a venture when the correct exchange that might be utilizing the record frameworks
that prompt a definitive structure of the trust among the gatherings. These gatherings
meet up combined under the shelter of the blockchain framework. The blockchain
prompts the keeping up of the Ledger-based exchange having specific IDs that thus
helps in keeping up the record of bills, the execution of the arrangement, and can
be investigated after the culmination of the venture. The mechanisms like the smart
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contracts, Ethereum-based contracts all helping to make up a legal foundation that
in turn assures the quality planning, estimation of the cost, and giving a deadline for
the project completion [3, 12].

The different challenges thus if with the implication of the blockchain-based
systems will insight a step towards the sorting of the most controversial industry of
mankind.

3 Blockchain Architecture

The distributed ledger system is a sequence of blocks with not a single source of
data flow but multiple entry points of the data at different points or the nodes that
hold good the transaction details the contract-based executions in the form of blocks,
the mother block, or the first block to the chain is the genesis block and next blocks
continue to add on with the updation [13]. The block is comprised of the block
version, its block body. The Merkle tree root hash with its hashing features adds the
hash values to all transactions, the timestamp sets the timing; the date and time, the
bits giving to a threshold target of a valid hashing and importantly the 4 bytes nonce
that keeps increasing with every new addition to the block. The basis of which is an
asymptomatic cryptographic style followed using the digital signatures [14, 15].

4 Blockchain and Data Privacy

The blockchain gives a thorough element of permanence that thusly ensures the
security of the information, the chain shaped with the purposes of passage for the
stream data sends among the duplicates of each information to each obstruct, that
when disagrees with any of a square during the exchange approval will be gotten fake
and can’t be added to the organization. However, the security issue can’t be precluded
as the decentralized record framework encourages the sharing of a duplicate of the
apparent multitude of factors to the clients obscure in this way the darknet actionmay
sneak in as of the deception to mine through the qualities, yet that stands essentially
difficult to present any misbehaviour in the blockchain the excavators who mine the
following square in the chain need the claiming of more than half of the blockchain
that sabotages the strategy of blockchains to be a disseminated record [16, 17].

5 Features of Blockchain

Out of the blue, trade in the blockchain framework can be coordinated between
any two companions (P2P) without approval by the central office. Consequently,
blockchain would altogether be able to diminish the worker costs (considering the
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consequences, additionally, the action cost) and moderate the show bottlenecks at
the central worker.

Decentralization. In standard united trade structures, each trade ought to be
endorsed through the central trusted in the association (e.g. the public bank) coming
about the cost and the introduction bottlenecks at the central workers.

Persistency. Since all the trades spreading over the framework ought to be attested
and recorded in squares circled in the whole framework, it is practically hard to
change. Additionally, each conveyed square would be endorsed by various centre
points and trades would be checked. So, any contortion could be distinguished with
no issue.

Anonymity. Each customer can connect with the blockchain associate with a
delivered address. Further, a customer could make various conveys to keep up a
key good way from character introduction. There isn’t, now any central social occa-
sion keeping customers’ shrouded information. This framework spares a particular
proportion of security on the trades associated with the blockchain.

Auditability. Since all the trades on the blockchain are affirmed and recorded
with a timestamp, customers can without doubt affirm and finish the records
getting to any centre point in the suitable arrange. In bitcoin blockchain, each trade
could be followed to past trades iteratively. It improves the perceptibility and the
straightforwardness of the data set aside in the blockchain.

6 Consensus Calculation

With the agreeing of the various partners included or the excavators in the chains,
the agreement calculation is a trustable also in the ramifications of the circulated
record-based frameworks. The hidden conventions help assemble an organization of
hubs with no focal hub except for appropriated frameworks.

Utilizing systems of verification of work which reference can be involved from
the bitcoin network that was made in 2008. The legitimate age of squares added to
the organization with the hashing procedures [18, 19].

The agreement calculation has a more noteworthy method for a productive chain
framework guaranteeing better security and accommodation.

7 Consensus Methodology

The regular gathering of issues that look like that of the byzantine General issues has
a basic idea of agreeing before arriving at a choice is like the agreement calculation.
Agreeing to a commonality, i.e. agreement. A few stages are followed to agree
likewise in the blockchain.

PoW—the Proof of Work dimes as a technique in the cryptographic money orga-
nization of bitcoins, the intention is to give a vehicle of arrangement dependent on
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the recorded exhibit of the decentralized record of exchanges that are likewise put
away in the framework which we call the blockchain. The permitting of any of the
exchanges to be avoided by the BC network requires a ton of approval on some
portion of each digger to approve for agreeing to prohibit the square there. With
each purpose of the chain under the perception of the excavators computing the hash
estimation of the squares in line alongside the header. Hence, during this cycle of
mining the nonce, the focussed on the estimation of the square header is gotten by
the significant figuring that are approved by different hubs by affirming the mined
hashing values. On crucial occasions a few squares may produce comparative deter-
mined nonce esteems by then the standard of the longest chain is followed to let the
progression of the exchange records to the organization [20–22].

Additionally, the proof of stake (PoS) serves as a royal option in contrast to the
above procedure to arrive at the shared concurring of the legitimacy of exchanges,
there are plentiful opportunities for diggers of all sort to be in an organization whose
primary point is to control the header of the chain for affecting the progression of
the information on his made line of the stream of the chain along these lines to
keep away from this widespread peril the conceivable organization centres around
permitting the excavators just to get to dependent on their capital or records; however,
a one-sided framework comes up yet the best way to limit the danger of fabrication
the means have been taken up by various digital money utilizing motors like the
Peercoin. The more coins partner mines and expanding his benefits online gives him
a more prominent likelihood to impact the mining of the following greater square
and adding to the organization alongside peer agreement of the distinctive nonce
[23, 24].

8 Decentralized Record in the Construction Business

The most isolated industry ever that reaches to bring various segments like the devel-
opment of the board, gracefully chain contribution, hazard the executives is all under
one shade of the development business. The mix of the record-based innovation has
incited progress in weaving an organization of dealing with the entire framework has
influenced decidedly through the employments of brilliant agreement-based frame-
works and the IoT [5, 25]. Helpful in following standards of segments from the
distribution centre to the site has demonstrated to dodge duplication of passages. The
record framework gets refreshed by the bit by bit passage. The appropriated record
framework likewise benefits the BIM framework to determine issues concerning the
restricted cooperation and the information share. With the communitarian utilization
of conveyed record framework in the BIM, the factor of trust among the various
levels are to increment numerous folds regarding the development of a straightfor-
ward media including the task parties [26, 27]. This chronicle of the exchanges has
prompted the affirmation of the reliable passage for instalments. The graceful chain
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acquisition utilizing the keen agreements has started the robotized instalments, prove-
nance following, contract organization, and a few others encouraging the contractual
workers to build the degree of trust among the holders.

The significant issues that are confronted while actualizing the blockchain culture
in the businesses are the sole function of the cost of establishment and execution
utilizing IoT empowered gadgets; the other significant test is of the mindfulness
and utilizing the framework by the various specialists in a venture that requires
somewhat more opportunity to take up the cycle to learn. Even though the positive
side of huge execution will prompt a superior framework yet will be a war-saw over
the business that is managing the legally binding practices in the corporate field.
The major influence will be the outsiders cause the blockchains target checking the
inclusion of outsider intermediation [10, 28–31].

9 Research Method and Results

Developing a blockchain can be a brainchild to the thought or idea of introducing the
blockchain advances in the fragmental construction industry, working on the process
by developing it in the Remix environment and with the motto of mining the test
ether coins having counted in terms that prove its validity, expiry terms the particular
designed smart contract has in store the saved information that is necessary for a
mutual agreement among the different stakeholders (Figs. 1, 2, 3 and 4).

The included inventory includes the different terms like the gas limit that indicates
the range of the mining in the chain lying on the contract.

Fig. 1 Remix platform with code for starting smart contract
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Fig. 2 Specifying the values for the contract

Fig. 3 Execution of the inventory mentioned

10 Conclusion

Through studying the various fronts of inculcating the blockchain technology in the
construction industry has the potential to open a canopy to the biggest fragmented
industry yet the major role is to let the professionals in the field understand and legit-
imize that the before stated adversaries are an escape route to the easy maintenance
that only requires the knowledge of the different levels of the construction industry to
be familiar and also willing to let share the network among the levels of the manage-
ment at different steps. Thus, allowing the industry to minimize costs, reduce project
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Fig. 4 Mining ether coins for the dry run of the contract

durations due to the correct estimation, and also quality assurance with blockchain in
the supply chain procurement system settling payment disputes as well. Thus, with
the view that the adoption of this technology will be beneficial with the advent of
blockchain in the construction industry to gape the link between the customers and
the stakeholders without the involvement of the third-party involvement will play a
bigger role.
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Abstract The mainstream use of the Internet and mobile technology has made
it easier to reach a wide range of globalized resources. By having the numerous
lawful design principles offered by Internet merchants, unregulated cyber terrorist
and hackingmarkets by intruders activelyworking at online platform. Illicitweb store
andmarkets are capitalizing on the privacy and at globalized existence on the Internet,
posing problems, hidden unsecure environment and obstacles for policing and secu-
rity agencies. The proposed work offers a summary of the anonymous crime favored
place at Dark Web and recent research on illegal Internet drug trafficking, human
trafficking, terrorist funding and recruitment, money laundering, contract hacking,
organ trafficking, cracked key distribution, killing contracts, forged passport, illegal
post sharing and forum discussion, fraud and credit card selling, weapons order, and
cybercrime and child sexual abuse markets in the Dark Web. The work presented
here outlines the Tor network crawling procedure and evaluation of hidden links for
analysis with the crawling of drug trafficking, Criminal activity-related signatures
and posts put light on the negative side of the Dark Web platform and their services,
techniques and methods use for data crawling, pattern recognition and behavior
understanding of criminals followed by terrorist organizations, campaigning on
social network platform using hidden identities for recruitment, fundraising and
radicalization.
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1 Introduction

In the open access environment ofweb and anonymity provided at darkweb, it became
easy for terrorists and criminals to share their propaganda using messages, videos,
discussion forums, blogs, post, tweet, photos, code words to influence and lure the
Internet users by showing opportunities, growth, money, success, short cut to make
money, agents, recruiters, followers to manage the functioning of these online activ-
ities by channeling the events and connections, sometimes by continuous mind wash
or by currency transfer for involvement in illicit activities. The money laundering,
cyptocurrency is used to circulate the money around the criminal gangs and terrorist
groups. The popularity of Internet is grown to high extent, and some countries fail
to control the illicit media usage for criminal and terrorist activities.

Dark web is the hidden portion of Internet that is not indexed with any search
engines and could only be accessed by URL address, having the length of 16 char-
acters. The identifier accommodates the very first 80 bits of Public Key (RSA), and
encoding is code in base32 value using SHA-1 Digest [1] and uses the top-level
service of domain called Onion. The address keeps on changing that’s why difficult
for security agencies to track the onlinemarket, business, services and involved crim-
inals. Mostly, illicit activities are done at unused IP address and traffic is diverted
there. Around 60% information found on darkweb is illegal, and more than 3000
live online service [2] websites are working for dark web criminal business offering
guns, pornography [3], drug, killing contract, organ trafficking, credit card, hacked
movie service accounts and generating huge illegal revenue traveling across theworld
using cryptocurrency and money laundering [4] procedures in the form of donations,
charity, trust, funds, etc.

Dark web platforms contain the same features and functionality as any online
retail operation, adding ratings and reviews, shopping wallet carts [5], forums and
carts but major variations remain. One is regulation of consistency. When buyers
and sellers are private, every ranking system’s integrity is questionable. Ratings are
quickly distorted, and even long-track record dealers were reported to unexpectedly
vanish with the cryptocoins of their clients.

Many e-Business and commerce companies provide screening services that
containing the consumer funds and transactions information on hold until the ordered
packets and product has been shipped. In the process do not expect a provider with
a smile in the case of a disagreement. It is the understanding of the business persons
and owners to draw it back. Each correspondence is encrypted and converted using
secure algorithms, and PGP key [6] involves in whole process.

There is not the surety of product timely delivery at darkweb. The product needs
to cross international boundaries by escaping from security agencies, and border
security officials are cracking illicit imports. DeepDot darkWeb’s platform [7] is full
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of shops about customers convicted or imprisoned for attempted sales. There’s even
information youwouldn’t be amazed to discover on the open platform, such as access
to hard-to-find book full-text editions, political [8] news collections from popular
blogs, and a Virginia Tech campus steam tunnel map. Intel Exchange will conduct
anonymous exchanges on public affairs. There’s a number of informant pages, like
WikiLeaks’ [9] dark network edition. Pirate Bay, BitTorrent’s den, frequently shut
down [10, 11] by law enforcement, is alive andwell. And Facebook’s online footprint
is dark. Increasing numbers of cyber hackers, terrorist and criminals use the dark web
platform using TOR which could not be accessed using normal search engines [12,
13]—like Bing, Yahoo, Google, like Tor browsers.

The web structure and their structure have been shown consisting markets and
sites access information in Fig. 1.

It becomes difficult for cyber police to identify the crime committed on dark web
platform, and continuous incidents have been registered like malware hacked system
information containing financial audits. But still police designing cyber operations,
where official’s works in covert mode at dark web and deals like criminals to track
the illegal activities, but it may take years to found the origin and sources of illicit
activities.

Psychological warfare informatics is alluded to as the use of cutting edge
data combination, examination strategies and systems to gain measure, coordinate,
oversee and dissect the variety of the data identified with illegal intimidation for

Fig. 1 Internet classification into different web platforms—surface web, dark web, deep web [25,
26]
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global/public security applications. The strategy is obtained from the trains, for
example, informatics, arithmetic, science, insights, sociologies, public approach, and
etymology. The exploration shows illegal intimidation includes a colossal measure of
data from various sources, dialects, information types, data combination and inves-
tigation, for example, text mining, information mining [7], language interpretation,
information mix, video and picture preparing assists with recognizing and forestall
illegal intimidation.

The purpose of cyber criminals at darkweb of misrepresentation and robbery is
applicable at both the public and global levels, since crooks may escape by utilizing
bogus characters, and the dealers can likewise enter the nation by holding counter-
feit visas or travel papers. Web misrepresentation, network hacking, interruption,
unlawful exchanging, scorn wrongdoings, infection spreading, digital sexual enter-
tainment, digital security, robbery of the classified data what’s more, digital illegal
intimidation, opiates dealing and psychological oppression have no limits what’s
more, are a security concern around the world.

With the advances in data innovation hoodlums are utilizing the internet to submit
various digital violations, developing patterns of complex dispersed and Internet
processing raise significant inquiries regarding data security and protection. Digital
foundations are profoundly defenseless against interruptions and different dangers.
Actual gadgets, for example, sensors and finders, are most certainly not adequate for
checking and insurance [12] of these foundations; henceforth, there is a requirement
for additional advanced IT that can show ordinary practices and distinguish unusual
ones. These digital guard frameworks should be adaptable, versatile and hearty, and
ready to recognize a wide assortment of dangers and settle on clever continuous
choices.

With the movement and measure of digital assaults, human intercession is basi-
cally not adequate for ideal assault investigation and suitable reaction. The truth
of the matter is that the most organization-driven digital assaults are done by keen
specialists, for example, PC worms and infections; thus, battling them with clever
semi-independent specialists that can identify, assess, and react to digital assaults has
become a prerequisite. These purported PC-produced powers should have the option
to dealwith thewhole cycle of assault reaction in an idealway, for example tofinish up
what kind of besides digital interruptions [3] are not confined. They are a worldwide
danger that presents danger to any PC framework on the planet at a developing rate.
There were times when just instructed subject matter expert could perpetrate digital
violations; however, today with the development of the Internet, nearly anybody has
admittance to the information and instruments for perpetrating these wrongdoings.
Regular fixed calculations (hard-wired rationale on dynamic level) have been inef-
fectual against battling progressively developing digital assaults. This is the reason
we need imaginative methodologies, for example, applying techniques for artificial
intelligence (AI) that give adaptability and learning capacity to programming which
will help people in battling digital violations [4, 5] Man-made intelligence offers
this and different conceivable outcomes. Various nature-motivated registering strate-
gies for AI (e.g., computational intelligence, neural networks, intelligent agents,
artificial immune frameworks, machine learning, data mining, pattern recognition,



Dark Web—Onion Hidden Service Discovery and Crawling … 721

fuzzy logic, heuristics, and so forth) have been progressively assuming a signifi-
cant part in digital wrongdoing discovery and counteraction. Man-made intelligence
empowers us to plan autonomic figuring arrangements fit for adjusting to their setting
of utilization, utilizing the techniques for self-administration, self-tuning, self-setup,
self-conclusion, and self healing. With regard to the fate of data security, AI proce-
dures appear to be exceptionally encouraging territory of exploration that centers on
improving the safety efforts for the Internet.

1.1 Research Groups Continues Working Toward Advance
Technology for Generating the Protective Shield Against
Cyber Crime

1. Advanced securing feature enabling in operating system and distributed
environment.

2. Data structure and algorithms analysis to forecast loop holes.
3. Use of machine learning, artificial intelligence, deep learning, big data for

analysis of content and working procedures of criminals.
4. Strong analysis and model designing for software engineering, business data

analytics, digital marketing.
5. Guiding and educating police, security agencies toward advanced tactics of

cyber security and crime, cyber terrorism, forensic, online social network
security.

6. Removing of malfunctioned and generating of best design for computer
architecture, parallel processing and organization.

7. Development of strong security rules in theory of computation, compiler, logical
mathematics, and discrete structure.

8. Compulsory and automatic enabling of security algorithm when any malicious
signature appears in embedded system, IoT, hardware programming, robotics.

The rest of the paper is organized as follows. Section 2 covers illegal activities
conduction at TOR network. Anonymous structure of data transfer at darkWeb [Tor-
The Onion Router] will be carried out presented in Sect. 3, Sect. 4 describes terrorist
funding, process and source, Sect. 5 gives detail about positive side of darkweb,
Sect. 6works for organization of theweb, Sect. 7 provides relatedwork, Sect. 8 shows
Dark web service architectures, Sect. 9 concludes the paper with future directions.

2 Illegal Activities Conduction at TOR Network

Cyber criminals have created dark web online stores andmarket [14] for the purchase
of illegal products named as: Astrid, Avengers, Backopy, Cirrus, Defcon, Digitalink,
Dread Pirate Roberts (Ross William Ulbricht), Flush (Curtis Green), Silk Road,
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Libertas, Lucyskyhigher, Tony76, Dreammarket, Empiremarket, Nightmaremarket,
agarthamarket, coremarket, Cryptoniamarket, cannazon, CGMC,AlphaBayMarket

The list is not exhaustive but selected based on the availability and popularity.
Security agencies and police tried to trace the illegal dark web market and

succeeded several times, but new vendor site with different name appears on darkweb
and the information is secretly transformed to clients for business.

2.1 Dark Web Crimes

1. Drugs Trafficking

Different flavors of drug are available at online store and could be accessible
throughout the world working anonymously, most famous one the Silk Road market.

2. Illegal Business of Looted Antiquities and Artifacts (Digital and Ancient)
on the Dark Web

Illegally stolen antiquities and artifacts are made available on the darknet platform
and once buyer shows interest, the business starts and the artifacts need to travel
across border.

3. Human Trafficking

Number of incidents happen when human goes on missing, some cases were regis-
tered toward investigation by security agencies and but others goes unnoticed and
that is how human trafficking business works, they searches for lone, poor, needy
people shows perks and makes them invisible for pornography, illegal activity
conduction-type activities, and Fig. 2 displays the purpose.

4. Organ Trafficking

The organ could not be stored for longer time and has limitation of same genetic
order for transmission, the needy have to wait for longer time to get it legally by
government hospitals that’s why the organ trafficking business came the agents,
donor, needy person, receiver, surgery doctor create communication channels by
sharing secret techniques, so that only person involved in the business can work
secretly, but every illegal activities comewith fraud, the donor and racier has to travel
to multiple countries to make the deal, supply amount in the form for cryptocurrency
and other ways, so that it could not be noticed by security agencies.

1. Contract hacking, Illegal weapon selling Market and attack generation

The contract cyber criminals and tools are available for conducting malicious activ-
ities. The all weapons are made to sell at the darkweb platform, but the issues faced
by criminals are at delivery, because escaping at multiple layer by security personal
is difficult.
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Fig. 2 Human trafficking market [27]

2. Credit card information sale

The credit card and debit card information is made to sell at dark web platforms
which is hacked by cyber criminals and stored in data store.

3. Passport Designing and availability

The forged passport of countries is also made to be found on darkweb market, and
the most popular online destinations are: Berlusconi Market, Tochka Free Market,
Dream Market, Wall Street Market.

The dark web environment is very dangerous zone and if working there keeps
security and confidentiality. Uncounted criminal and malicious activities are done at
dark web platform and the some other list is:

Spying, Forums to discuss Violent and illegal data, Illegal data positing, Secret
and confidential documents leakages, Extremist Communication, Cyber Terrorism
activities, Criminal and terrorist recruitment, Online Gambling, Money laundering,
Animals cruelty, Business and Violence Market.

Dark net criminal market works by transaction using cryptocurrency, due to its
safe procedure for business process and so used by criminals.
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Fig. 3 Onion routing architecture [23]

3 Anonymous Structure of Data Transfer at DarkWeb
[TOR—The Onion Router]

Once downloading and installing of the TOR browser is done, Tor directory searches
for three anonymous nodes (router) for traffic routing called as entry node, relay
node and exit node. Each node contains the specific key for opening the packet, and
after that, it processes the information and passes to next node, just like Onion layers.
Even the consecutive node does not have address of each other, and the process keeps
the secure transmission. Figure 3 shows the layer architecture with a key for opening
the packet.

4 Terrorist Funding, Process and Source

The terrorism has moved toward cyber platform and achieved the global recognition,
they aremost active in social network and at hidden platform, they are recruiting crim-
inals and cyber hackers or computer operators to design and share their propaganda,
through which fund can be generated and transferred using money laundering to
intended location. The below diagram depicts the process followed by criminals and
terrorist for rounding the money and generating fund. The recruitment for terrorist
shown in Fig. 4.
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Fig. 4 Terrorist recruitment activities

5 Positive Side of Darkweb

Although having several criminals activities, darkweb could also be used useful and
safe works.

1. It is used by journalists, whistle blowers to show and publish the negative and
conspiracy-related information about government, organization and politician,
which should be known by people, but have threat of life for the publishers.

2. Lots of free books and digital libraries are there for study.
3. Survivors put their stories about uncomfortable experiences.
4. Dark web market products like weapon could also be sued for personal safety.
5. It shows access to outer world by dark web Internet, when any country imposes

restriction for their citizens or blocks the Internet contents.
6. Some drugs used for medicinal purpose and could be purchased for the

treatment.
7. Users are anonymous at darkweb, if system security is enabled, could be safe

place for internet browsing by having unnoticed.
8. Darkweb provides freedom of expression and privacy, when counted for good.
9. Free from unnecessary advertisement an pop-ups.
10. Police and security agencies work as undercover agents to track criminal

activities
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6 Organization of the Web

Surface web is called as public data, and only around 4% pages are linked to popular
and normal search engines [15, 16] like Twitter, Facebook, Reddit, Wikipedia,
Instagram, news sites, educational sites, etc.

Deep Web is called as private data, and around 90% data contain private mails,
chats, video, photos, bank accounts details, cloud personal data and could be accessed
by authorized login and password.

Dark web is called as anonymous data, and around 6% data live here, nobody is
allowed to access it by normal procedures, here special consideration and browser
is required. All website extensions are marked as Onion. Even Facebook having
the Onion—the darknet version—facebookcore wwwi.onion [17]. The most popular
threat among business rivals are the risk variables devaluating a company that may
involve deteriorating brand image, reputational conspiracy, damage and loss by
competitor ruining a business thatmay include RDoS,DDoS [18, 19] attacks, ransom
ware, malware impacting business services and operations. Frauding a corporation
thatmay include IP fraud, virus [20] transfer or spying that brings effect on company’s
capacity to perform or direct and huge financial losses. Figure 5 shows the types of
activities done at different architectures.

Fig. 5 Web activities [28]
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7 Related Work

Kaur et al. [2] an summary of numerous forms of threats, vulnerabilities, and
ransomware is also presented. Different forms of illegal acts and events are addressed
at the dark web platform and defined the preventive measures.

Godawatte et al. [4] deep-end study would explore the dark network connectivity
anonymously and how law enforcement authorities exponentially monitor people
with terror habits and actions. The paper also addresses dark websites where people
may snatch dark network jihadist resources and anonymous markets, including
security measures.

Zulkarnine et al. [5] shown the frequent websites working at dark web and acting
as catalyst agent by offering the knowledge base, support and utilities required to
create Tor secret services and onion websites.

Akyildiz et al. [6] Deep Web and Dark Web definitions and partnerships were
analyzed. Deep Web and Dark Web’s operating processes investigated, the data
collected by these media analyzed, and the data collected assessed in terms of infor-
mation protection. Deep Network and Dark Web worlds in cyber actions’ illegal
material are graded.

Nazah et al. [7] this SLRprovide a detailed overviewofDarkNet crime risks, tech-
nological and investigative problems of anonymous network systems, identification
mechanisms, techniques, resources and tactics used to identify crimes and offenders
on the Dark Web. Cyber offenders become quicker toward enforced methods of
identifying them inside.

Dark Web, Park [8] propose a main concept focused on the present state of those
crimes and theDeepNetwork CrimeKnowledgeVisual System.Deep network status
is evaluated and Java visualizes details. The software is intended to enable more
effective crimemanagement and tracking in unknown network like deepweb, torrent,
etc.

Proposed the advance system (advance terrorist detection system) for detecting the
terrorist activities [5] ismuch better than the previous one called TDS (terrorist detec-
tion system) and has achieved best score in illicit activity detection by automatically
tuned tracking of terrorist recruitment and radicalization activities.

The approach for tracing the techniques of catching the online markets offering
illegal services like drug supply, arms trafficking, pornographic contents, human
trafficking, organ trafficking [15], etc.

The identification, tracing and searching of terrorist activities [12] includesmoney
laundering, cyptocurrency operations, fund raising, and terrorist-related content
sharing.
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Fig. 6 Methodology of dark web mining

8 DarkWeb Service Architectures

8.1 DarkWeb Mining

The mining of darkweb platform is required to find the patterns and crawl data for
the purpose of analysis. Figure 6 depicts the process of drug trafficking and terrorist
recruitment activities competence. Each block represents the process and node for
further data processing.

8.2 The Tasks and Interaction of Tools in the Process
of Hidden Service Discovery

The Onion link extractions are done to identify the hidden contents of dark web as
depicted in Fig. 7. The node represented by numbering represents the algorithm steps
and task for processing by preceding data transfer.

8.3 DarkWeb Tools and Threats

The services and communities using the darkweb tools for criminals activities shown
in Fig. 8. The main purpose of cyber criminals to scan login credentials, credit card
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Fig. 7 Hidden service discovery

Fig. 8 Dark web tools and services that present enterprise risk [27]

numbers, IP addresses, open ports, security patches in system so that malicious
threat could be easily triggered. Security agencies and organizations are continuously
working to find the vulnerabilities and illegal activities, and it is done by darkweb
scanners, site monitors, web scrappers.
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Fig. 9 Dark web monitoring tools [29]

8.4 Darkweb Scanners

See Fig. 9.

8.5 Dark Web Data Searching Platforms and Engines

The darkweb content could be explored using several special search engines with
their applications presented in Fig. 10.

8.6 Dark Web Warning

It is likely good to secure the system before accessing the dark web, install antimal-
ware, antispyware, antivirus software and use of darkweb vulnerability security tools
[21–24] like ExpressVPN, NordVPN, Surfshark, and IPVanish so that your presence
could go unidentifiable and not traced by attackers of darkweb environment and
several web browsers are there for darkweb surfing anonymously presented here in
Fig. 11.



Dark Web—Onion Hidden Service Discovery and Crawling … 731

Fig. 10 Dark web data searching platforms and engines [14, 30]

Fig. 11 Web browsers for anonymous web surfing [31, 32]

9 Conclusions

Darkweb is also called Invisible Internet Project (I2P), and theOnionRouting Project
(TOR) is a portion of theweb environment designed inUSAnaval science secret labo-
ratory by DARPA-Defense Advanced Research Project Agency for the anonymous
transfer of military information but later it is open for all now the darkweb became
hub for criminal and terrorist activities, because the very less fear to be identified
by the security agencies due to the features of unavailability of indexing contents,
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it makes dedicated space. The criminals mostly use unused IP address and duns the
network traffic for business operations. The policing and cyber security agencies
having the only chance to be covert and the part of cyber criminals process until they
identified the authentic source, name, place and information based on which they can
capture the criminals. In the proposed work, a framework of darkweb environment
and criminals activities is presented. The series and range of attacks are working on
the platform and even created as per need, if one is traced by police other comes in
existence.

Future Directions
The MEMEX project has been launched and still in progress to index all. Onion
websites, so that it could be listed at the search and analyzed by security forces
and action against cruel and money-minded criminal communities business could be
traced and stopped.
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Suspicious Big Text Data Analysis
for Prediction—On Darkweb User
Activity Using Computational
Intelligence Model

Anand Singh Rajawat, Romil Rawat, Vinod Mahor, Rabindra Nath Shaw,
and Ankush Ghosh

Abstract In this paper, we work on suspicious big text data analysis technique for
prediction of terrorism activity like financial fraud, money laundering, recruitment,
radicalization, fundraising, violent and illegal post and video sharing on darkweb
environment also called as cosmic web due to hidden content attributes. The conse-
quent activity prognosis (CAP) is required for minimizing the risk associated with
cyber information and personal security compromise for collectively data analysis
referred as big data. The cyberterrorist and criminal hackers generated denial of
service attack (DoS), distributed DoS attack (DDoS) and ransom-related DoS attack
(RDoS) attack thereby overloading the server and increasing and blocking the server
execution. The cyber threats and activities could only be reducing the execution
time of activities marked suspicious and not safe. The propose model is based on
computational intelligence technique using MapReduce technique, by classifying
the malicious patterns found in big data sets collected from authentic channels and
designed using machine learning supporting languages to implement the enhanced
model and magnify the existing Intelligent techniques of computation with evalu-
ated parameters. The work is highly adaptable for analysis and outline terrorist and
criminal activities and would be beneficial for cyber police and security agencies.
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1 Introduction

Computational intelligence (CI) is covenanted by construction of classifications
which is analyzed by information deprived from the essential of unambiguous
programming. The computational intelligence (CI) algorithms can be categorized
into support vector machine and semi-supervise support vector machine. Algorithms
are expressed by new framework for substantial improvement in performance by
using non-iterative algorithms. Semi-supervised support vector machine (S3VM) is
optimization technique proposed by Olivier Chapelle et al. [1]. It is a method of
support vector machines (SVMs) that can grip moderately labeled data sets which
have logically remained energetically active subject. S3VM ismajorly used for deter-
mining the difficulties in normal SVM, difficulty here is to add on unrecognized
labels in a best way in the form of source as well changing values. It has to be
accomplished by destroying the limit of unidentified (tagged) text data in any of the
terrorismactivity—ondarkweb, althoughvery specific studies have come to a conclu-
sion that boundary which navigates thoroughly completing the compact text data
density and elevating the taking part of the recognized labels in the given space. The
complete objective of computational intelligence is to repeatedly construct models
from information deprived and which need full monotonous and time unbearable
hominid contribution. However, this objective has not been accomplished. One of
the problems is that learning algorithms require parameter tuning in instruction to
acclimatize them to the specifics of a training set. The machine learning community
regulates how to improve hyperparameters professionally and deprive in overfitting.
For example, S3VM classification necessitates an initial learning phase in which the
training data are used to regulate the classification parameters.

There are numerous nearby S3VM algorithms and active learning approaches,
which is insufficient to address the limitation in modification phase of learning
which is life-threatening to accomplish high-quality consequences. Since exertion
of the modification parameters is optimally, through the accumulative obtainability
of inexpensive big amount of text (suspicious or terrorism activity—on darkweb)
this has become additional practical. Cloud computing made enormous parameter
investigation so easy that a novel problem may arise. The ultimate accuracy of the
model on assessment data can be reduced by consecutively applying too numerous
tests and over fitting to the validation data. In this research work, the design new
MapReduce model is derived using computational intelligence (CI) for proficiently
perform search for discovering thousands of groupings of parameter values. Here,
we have proposed a fusion approach that can be used to correct parameters in S3VM
algorithms.

It can be controlled by a single node in the cluster; it moreover works when
multiple processors are required for running the training. For single node running
the training, the node loads the training and justification data from the distributed file
system of the cluster and studies a model on the training data and intelligences the
justification text scraping data. The foremost benefit of the MapReduce model for
parameter change is that it can be used for identical big optimizations at small cost.
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Fig. 1 Big web mining technique

Big web mining technique structures the web document or contents that have
extensively disseminated, dynamic and heterogeneous data. This helps creation of
multiple domains for information suspicious big text data analysis for prediction
terrorism- event classification on the darkweb.Webmining is a datamining technique
that helps divide the web mining in different category (as shown in Fig. 1). The
different categories of web mining use dissimilar types of properties and behavior
for big text data extraction in large amount of data set. It is used for allocating the
foremost data, processing approaches and application areas.

The rest of the paper is organized as follows. Section 2 covers the related work.
Big text data analysis for prediction terrorism activity using information extraction
(IE) and challenges of big darkweb data extraction (WDE) is presented in Sects. 3
and 4, Sect. 5 describes the working of feature selection process, and Sect. 6 presents
the result analysis on the finding. Finally, Sect. 7 concludes this paper with future
work.

2 Related Work

In this paper, we study the number of CI technique, computational intelligence is
the accommodating behavior of distributed, self-organized systems, normal or simu-
lated. The appearance was presented by computational intelligence is that arrange-
ments through customary and artificial systems composed of numerous individuals
that coordinate using decentralized mechanism and self-organization. In specific,
the discipline efforts on the mutual behaviors that are produced after the local
communications of the entities with every additional and through their environment.
Instances of schemes studied by computational intelligence are colonies of ants and
termites. Selected human objects similarly fall into the domain of computational
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intelligence, particularly multi-robot systems, and similarly convinced computer
programs that are inscribed to challenge optimization and data investigation diffi-
culties. The training data set is collected from Tumbler social site for assessing
the efficacy of methods. Elovici et al. [2] proposed the advance system (advance
terrorist detection system) for detecting the terrorist activities is much better than
the previous one called terrorist detection system (TDS) and has achieved best score
in illicit activity detection. Scanlon [3] proposed the automatically tuned tracking of
terrorist recruitment and radicalization activities [4]. Godawatte et al. [5] proposed
the identification of ISIS and other terrorist organizations activities working anony-
mously on darkweb platform. Das Bhattacharjee et al. [6] designed the approach
for tracing the techniques of catching the online markets offering illegal services
like drug supply, arms trafficking, pornographic contents, human trafficking, organ
trafficking. Sachan [7] worked on the identification, tracing and searching of terrorist
activities include money laundering, cyptocurrency operations, fundraising, and
terrorist-related content sharing [8]. Kaehler et al. [9], Gao and Lopez [10] tech-
niques highlighted the cosmic nature of hidden criminal network for visualizing
malicious activities by security agencies.

Bhuyan et al. [11] proposed the taxonomy and comparative structure for cyber
scanning and some of the existing detection techniques. Threshold random walk
(TRW) presented the network traffic scanning detection model by Jung et al. in [12],
presented the well-known algorithm which was designed as part of the Bro [13] IDS.
Sridharan et al. in [14] analyzed the efficacy of available techniques and methods
such as TRW and Snort and introduced new techniques dubbed as time-based access
pattern sequential hypothesis testing (TAPS).

3 Big Text Data Analysis for Prediction Terrorism Activity
Using Information Extraction (IE)

Big text data extraction is a technique for classification of a raw data [terrorism
activity (usage data)] set in proper manner. In the recent year, number of algorithm
work for big text data extraction [15–17]. But they have multiple problems because
the data ismultidimensional. A number of techniques have been developed for extrac-
tion of information forweb data set but that algorithm can be used to solve a particular
problem. Recent approach can be to solve the data extraction problem but that cannot
work for all types of data set. In that case, more number of algorithmswill be required
for extraction in an intelligent way. In the domain of suspicious big text data analysis
for prediction terrorism activity and classification, there are a number of programs
that have been classified and extract information from web data set [18, 19].

Big text data analysis for information extraction process performs the post-
processing task. The post-processing task is used for all the processing and extraction
of information. In the information extraction process, there are a number of packages
for classification of the web usage data, email data business enterprise data, criminal
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data, etc. These classifications can be as follows: text data, newspaper data, YouTube
data, social website data, medical field data, online shopping data, denial of service
attack (DoS), distributed DoS attack (DDoS), ransom-related DoS attack (RDoS)
attack and so on. The information extraction technique process has been specified in
a real-time data that is set for classification during information extraction has been
classified the quality of data set that is used for online data extraction [20].

Data information extraction process is simply away to classify the personalization
of data that is used in the near feature. Theweb information extraction process has the
capability for evaluation of different types of data set just like denial of service attack
(DoS), distributed DoS attack (DDoS) and ransom-related DoS attack (RDoS) that
determine the financial fraud [21]. Using the web data, classification and extraction
process will predict the user’s behavior in various areas like—denial of service attack
(DoS), distributed DoS attack (DDoS) and ransom-related DoS attack (RDoS). The
information extraction is a broad domain. It will have a number of algorithms that can
be used to solve easy and effectively real-time problems. We also apply the machine
learning algorithm in the field of information extraction.

We can divide web data extraction approach into two parts:

1. Offline phased data extraction.
2. Online phased data extraction.

This phase contains two foremost components: data preprocessing and knowledge
discovering. Initial log preprocessing extracts user’s session and identification and
will put the essential information into the database. Usually, numerous predefine
techniques like data cleaning, session identification and user discrepancy will be
essential to complete previous executions for classifications of a web log data using
the web mining process.

Knowledge discovered after the data preprocessing step can be incorporated into
semantic features of the crops with the mined user session information from the
server and user web log. To use RDF model constructed on the JENA framework,
RDF is an underpinning for processing metadata. This provides the interoperability
among solicitationswhen conversationmachine understands information on theweb.

In the online phase of classification, the useful information of the darkweb
user reaches the server, the computational intelligence techniques. It associates
the semantic knowledge base to distinguish the darkweb user aforementioned
transactions.

4 Challenges of Big DarkWeb Data Extraction (WDE)

Big darkweb data extraction is a process of classification of the huge amount of
data set, which is called the big data set. This data grows continuously in different
formations and number of computational intelligence algorithms that are used for
classification of the big darkwebusage data in differentmanner.Data representation is
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also very complicated to understand. Numerous features are essential to be occupied
into darkweb usage information classification [22].

In its furthermost well-known process, the problem of extracting or classification
of information from the darkweb usage mining subsequently threatens its numerous
requirements. The major challenge is to find out the information extraction process
(Fig. 2).

• The classification process or algorithm is used for improving the accuracy and
quality of data set. To ascertain reasonable trade inedible between building
extremely intelligent darkweb data extraction classification technique and the
requirement of achieving accurate performance.

• Information extraction process can be classified into huge amount of data called
the big data can be classified in less time and efficient manner.

• Using the computational intelligence for information extraction product, the
privacy preservation process performs the very effectively consequent proficiency
tries to violate user privacy essential to be well timed and suitably diagnosed and
counteracted.

• Using the computational intelligence technique performs the training and testing
task simply to classify the labeled data set, generated error free, noise-free data
for using the behavior predicted by the user.

• Darkweb sources are constantly evolving and structural adjustments occurwithout
a forewarning consequently is unpredictable. Ultimately, in real-global eventu-
alities darkweb information continuously changes and updated data format also

Fig. 2 Flowchart of darkweb data crawling and suspicious user activity determination
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changes. No specific algorithm for classifying the particular data set, information
source is dynamic.

5 Working of Feature Selection Process

On the basis of selection approach, Feature selection process is extensively character-
ized into three classes particularly collection, filter and fusion technique. Collection
technique calls for a predetermined set of rules to decide the superlative feature
subset. Predictive accuracy of the algorithm is used for evaluation. This technique
assures higher outcomes, though it is computationally expensive for big data set.
For this reason, the collection technique is not frequently preferred. Filter tech-
nique selects the feature subset on the premise of intrinsic characters of the facts,
self-determining of mining set of rules. It can be carried owing to the availability
of statistics with high dimensionality. This recommendation of filter technique is
its simplification and high computation performance. Fusion technique combines
collector and filter to comprehensive value of each of the techniques. In this method,
filter technique is primary instigated to reduce the search space, and then, a collector
is simulated to improve the finest feature subset. Our feature selection process works
on algorithm necessitates training data for learning purposes. The training data can
be whichever, labeled or unlabeled. From the observation of exploiting label infor-
mation, feature selection algorithms are classified into supervised, unsupervised and
semi-supervised algorithms. Supervised feature selection routines labeled data for
learning purposes while unsupervised feature selection using unlabeled data.

Algorithm 1: Mapper Function (MF) 1
We applying binary neural network (BNN) based on deep learning concept)
performing the training and testing operation usingHadoop tool to implementmapper
function

Input: V1, V2, W1, W2

Output: parsing value O1, O2

Step 1: We implement the binary tree
Step 2: Applying the training and testing operation
Step 3: Compute the weight (W1, W2)
Step 4: According to training sample (classified) the crawling data (Labeled
sample)
Step 5: For performing the testing operation

Algorithm 1: Mapper Function (MF) 2

Step 1: In the second phase, labeled and unlabeled samples determine the error
Step 2: If we get the error, then again apply ordinary least squares regression
(OLSR) and complete the testing process
Step 3: Control all operation
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Step 4: Performing the testing operation
Step 5: Checked the sample stage if not present unlabeled sample
Step 6: Stop condition

Algorithm 2: Infiltrate Function
Applying backpropagation with learning vector quantization (LVQ). We apply
infiltrate function on middle operational data set

Input: O1, O2, V1, Vn

Output: O2, O2

Step 1: Applying the LVQ approach on testing sample
Step 2: For (Select appropriate range)
Step 3: Compute the minimum distance (Using Euclidean distance)
Step 5: For (wait for process completion)
Step 6: Terminated the condition
Step 7: Return O2, O2 as a pairs

Algorithm 3: Reducer Function
We combine all output generated infiltrate

Input: O2, V2

O2: This is key generated by the Infiltrate function
V2: This is value generated by the Infiltrate function
Output: O2, V2

Step 1: Preforming the sorting operation (on the key value pair)
Step 2: If (check the correct pair)
Step 3: Determine the proper classified data (using testing algorithm)
Step 4: Return the correct output
Step 6: Terminated the condition
Return O2, V2 (Fig. 3).

Darkweb classification is used for the online modeling and offline modeling
constructing the user profile model since relations are the offline quantity of
modeling. For novel users and different activity intensification, the present users’
attentionmodification over time and consequently user’s determination prepare novel
transactions with the darkweb application, to use a method to increase data classi-
fication by changing model complete different transactions. Through this technique
deliberate, the behavior of user meanwhile creates the offline model and computes
the probability of passing on a user to additional constellations. At the major, stim-
ulating of every constellation nearby every class in a predefined interval is designed
by counting the amount of request sent to every class from all constellations. Then, to
compute the probability of interest of every user about every grouping by including
the amount of demand subsequently, a user is concerning the probability of constella-
tions interesting and lastly to allocate a user to a constellation that has concentrated
probability. The phase of attributing groups to constellations can be complete by
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Fig. 3 Suspicious big text data analysis for prediction using computational ıntelligence model

since the initial constellations accomplished to complete the Deep learning and by
the number of transactions completed by the users of every constellation through a
group domain subsequently producing the static model in offline mode.

Every group is connected to the constellations through a probability value contem-
poraries the percentage of the number of requirements sent to the groupings users of
the patterns overall constellations. Though this type of construction, association is
not entirely precise, and then, if the duration of time be extended and the number of
transactions is huge sufficient, this can be consistent. Additionally, there are partic-
ular methods for discovery constellations; this is deliberate the satisfied types of data.
The frequent item set is an instance of discovery relation amongst user constellations
and content groups.

For computer elative among constellations and groupGl in ontology domain,Dl is
definite as the creation of showed users andCi as initial part created by a deep learning
algorithm. Specified the complete amount of users fitting to every part subsequently
the part Ol, the complete quantity of requirements of Dq in constellation I l for every
category the requirements of constellation I l for every group is the entire amount of
requirements since the constellation separated by an entire number of users inside
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the cluster. It is standardized necessities sent for each group over complete quantity
of users privileged each constellation.

H Ilm =
n∑

Dq∈Il
H Dqm

/
Ol (1)

A matrix of constellation group signifies connection amongst constellation and
groups. Every cell characterizes probability PIlm that is comparative among group
Pm, and constellation I l is considered:

P Ilm = H Ilm

/
∑n

l=0
H Ilm

∫
Ol (2)

Before, to discover the alteration of users’ benefits by since transactions completed
subsequently constellation. If the requirements that user has directed complete trans-
actions for satisfied classes are dissimilar through the classes that his constellation
fits, the constellation of user determination modification. In the additional expres-
sion, the probability that a user goes to a constellation multiplied by including the
number of times every user directs demand for each group after building the offline
model.

PDIql =
∑
Dq∈Il

H Ilm ∗ P Ilm
/

Ol

∫
Ol (3)

Process transfer each user to the constellation that user has determined probability
that is fit to that. Consequently, if the common of a user’s demand is aim at the class
that has not a high association through her constellation, user determination drops in
an additional constellation. It deliberates the deviations in the performance of users
subsequently offline exhibiting and not essential to put on deep learning algorithm
on complete data. Consequently, the model used for active modeling deprived of
scalability deficiencies in customary online models.

Classification of Semi-supervise Learning

We analyze specific of the modern process for semi-supervised learning. While
cannot designate completely accessible approaches, instead of emphasis on three
classes of process in graph-based process, modification of illustration process and
margin created regularization-basedprocess. Eachof these process (moreover implic-
itly or explicitly) are different belongings to a regularization process of semi-
supervised learning. In supervised learning, a regularization process indications one
to optimize the observed risk (training error) plus a further term that limits the
complexity of the decision rule:
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min
α

L∑

i=1

l
(
f
(
xi,α

)
yi

) + γ�

i = 1
(α) (4)

where ι(·) is a loss meaning training the consequence for erroneously labeling a
training instance, and α encodes the parameters of the resolution function. In semi-
supervised learning, unique technique is to do precisely the similar as in super-
vised learning, but enhance one further term that encodes the hypothesis one has
complete about the data using unlabeled samples. One might wish to encode the
cluster hypothesis. This leads one to minimize:

min
α

L∑

i=1

l
(
f
(
xi,α

)
yi

) + γ�

i = 1
(α) + λ

�

A
(
x∗, α

)
(5)
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A(x∗, α) regularization point wise
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(
x∗, α

) =
U∑

i=1

l∗
(
f
(
x∗
i

)
, α

)
(6)

where ι(·) is a function that encodes the assumption of excellent. To currently
deliberate particular precise semi-supervised learning algorithms, semi-supervised
learning approaches can be separated in classes of algorithms, considering the used
approach.

Combinative Optimization on Darkweb User Activity Using Computational
Intelligence Techniques

Unsupervised support vector machine created on completely pointed sets to make it
learn following freedom, since, in actual-world problems for pointing the data can
be spendthrift as well as time captivating. Following are the given details, plane data
is supposed to be reserved again and again but in case of unobserved learning, it is
not accurate always. Hence, in today’s time, classifiers have adopted a new policy of
learning by manipulating the partially training cases collaborating with well pointed
and plane data as well. So here we deliberate the semi-supervised support vector
machine cases association labeled and unlabeled data in the proposed of learning
classifiers.

Define a parameter
−
T = training set now, consistent to the training set

−
T well defined by

∼
T = specified a data set
xp = the labeled input
y+
p = positive class with probability

y−
p = negative class with probability

∼
xp = the label of input is unidentified
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∼
x j = unknown label of input
i = 1, …, p
For j = 1, …, q, an added doublet parameter.

Supposing we are a particular data set
−
T having P well pointed data (the making

to learn set) along with freedom and Q plane data (the examining set)

T = {
(xp y

+
p , y−

p ) . . . (xp y
+
p , y−

p )
}
υ
{
x̃ p, . . . , x̃q

}
(7)

y+
i , y−

i Greeter than equal to zero and y+
i + y−

i less than equal to one.

The ambiguity is similarly labeled precisely by probability. Additional precisely,

for each coupling the data set
∼
T having instruction giving set

−
T , the most initiatively

made change is to have plane data in operating pair mood in
∼
T .

∼
x j = Unknown label of input where y+

j , y
−
j and y+

j + y−
j .

In the similar indication, to articulate the S3VM along possibility for making the
continuous plane.

f (x) = 〈w.x〉 + b (8)

As follows:
Increasing the boundary is same however to squeeze ||w||/2 in specific smartness,

that is very vital duration of the transparent working.

6 Results Analysis

Number of steps to perform pre-processing data set:

1. Here, with this approach, the redundant data is removed, and data is stored in a
proper mode.

2. To format data sets, its arrangement is in a proper way is highly required.
3. If the information is not according to the user knowledge, then thewhole process

will be repeated.
4. Now, it is needed to remove the unwanted information.
5. Here, we can identify the missing values and note them to remember them for

further usage.
6. There are some transactions performed by the user that are ambiguous in nature

so we will try to determine them.
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Steps for working of algorithms are as follows:

• Firstly, we have to choose a training sample and then perform the training task
using parameters and related kernel function. The algorithm used here is S3VM.

• Now, we are selecting both the data sets that are labeled and unlabeled. Here, we
are using active learning technique.

• We combine all the samples of data sets to generate a new data sets for training
sets.

• We are having the training sets through which we will generate new classifiers.
• If there are unlabeled sample in label sample, then we will classify them again.
• If we are not getting the desired results in this process, then we have to do repeat

all the processes.
• If we are getting the desired results, then stop training process and exit.

Identification of the Non-determine sample

• HADOOP is a common data analytics framework based on distributed execution
of cluster. It executes for increased speed and data progression completed by
MapReduce. HADOOP cluster runs on the top and access HADOOP distributed
file systems and can progress structured data in hive and streaming data from,
Kafka, flume, HDFS, Twitter dissimilar executions as well.

• The collected complete transitional values are connected with the parallel middle
key, and MapReduce library groups are permitted. User can write the reducer
function according to our requirement and a set of values for that key to use the
lesser value for integration. Reducer can produce the zero and one output. The
middle value helps the reducer in completing the iteration. MapReduce measure-
ment object comprises of labels of input–output files and possible alteration of
value. Our proposed approach can be used to develop the intelligent map reducing
model for classification of the information at proper level (Figs. 4 and 5; Tables 1
and 2).

Complexity Evaluation: After simulation of our proposed algorithm system, the
performance of the classification in terms of accuracy, error rate, space complexity

Fig. 4 HADOOP spark
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Fig. 5 Result evaluation

Table 1 Dark web data set using CIM

Cyber terrorist attack
(Darkweb data set)

Parameter Computational intelligence algorithm
(attacking data classification accuracy in %)

Existing algorithms Proposed algorithm

Crawled data set 1 FreeBay,
Havana/Absolem,
Haven, Horizon,
Hydra, Ironclad, Kiss,
cannabis, cocaine,
darknet, drug markets,
opioids, stimulants

91.80 92.33

Crawled data set 2 1776, Abraxas, Agape,
Agora, Alpaca, cocaine

85.00 92.83

Crawled data set 3 Middle Earth, Mr Nice
guy 2, Nucleus,
Onionshop, Outlaw
Market, Oxygen,
Panacea

86.97 88.58

Crawled data set 4 Sheep, Silk Road 1,
Silk Road 2, Silk Road
Reloaded (I2P),
Silkstreet

83.93 91.53

Crawled data set 5 Doge Road, Dream
Market, Drugslist, East
India Company,
Evolution

92.91 94.61
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Table 2 Experiment results

Parameter Level 1 Level 2 Level 3

Number of test samples 1000 500 300

Accuracy rate (%) 87.8 90.8 94.8

False accept rate (FAR) (%) 5.1 8.1 5.1

False reject rate (FRR) (%) 9.2 4.3 3.2

Total correct classification rate (%) 91.7

Table 3 Performance summary

S. No. Parameters SVM SVMG-RBF TSVM S3VM Fusion S3VM

1 Accuracy High Low High High High

2 Error rate Low High Low Low Very low

3 Memory
consumption

Low High High High High

4 Time
consumption

High Low Low Low Very low

and time complexity is assessed and related with SVM, SVMG-RBF, TSVM and
S3VM. The comparative performances of all the algorithms are summarized in Table
3.

• Agreeing to the comparative performance, proposed algorithm performed profi-
ciently and accurately due to high training and testing rate and improving the
error rate throughout the prediction. Furthermore, the space complexity of the
proposed is less, however, the performance of the system leaked in positions of
time complexity. That requires more time for accurate learning.

• Time Complexity: The proposed model is assessed in relation to the time
complexity. In addition, we analyzed computation time of the classificationmodel
through the current classification deprived of MapReduce methods and proposed
a technique with mapper reduce proposed based classification. It is separate, as
the time and accuracy for the classification process in comprehensive data with the
present methods is associated with the mapper reduce-based grouping technique.

7 Conclusıons and Future Work

Using our proposed model improving the information extraction process and find
out the user unauthorized activity according to search behavior, for improving the
prediction accuracy. Our model is also using neural network and AI concept to
improve the search perfection to apply the S3VM with the suing of deep learning
algorithm using probability distribution technique for increasing the search behavior
accuracy. Proposed model is improved and modified the search space, which has
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increased the domain knowledge search behavior. Read the user preference, create
the model for analysis of the click stream, browsing history. We find out the numeric
data performs the machine learning technique that create the model. Suspicious
big text data analysis for prediction—on darkweb user activity using computational
intelligence techniques. We try to implement in real-time environment in the near
future.
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Development of Prediction Models
to Determine Compressive Strength
and Workability of Sustainable Concrete
with ANN

Priyanka Singh , Saurav Bhardwaj, Saurav Dixit, Rabindra Nath Shaw,
and Ankush Ghosh

Abstract Concrete is thewidely used compositematerial to build infrastructures that
should remain durable and serviceable. This study focuses on sustainable concrete
produced by replacing cement with waste products (fly ash and slag) to obtain good
mechanical long-term and desirable durability. The use of fly ash and slag in concrete
in place of cement lowers global energy demand and saves money on the verge of
depletion. Fly ash provides increased workability, mechanical and durability proper-
ties and a wide range of advantages, including decreased strain on natural resources
and a lower CO2 footprint. Fly ash in concrete structures is used as a partial substitute
for Ordinary Portland Cement. Experimental work about concrete contributes to a
waste of resources, time and money. Nominal concrete is a heterogeneous mixture
of cement, water, coarse and fine aggregates. Therefore, for efficient use of such
materials in various engineered structures, a clear understanding of such complex
behavior is important. In this paper, the ANN is used to execute and provide output
for compressive strength and workability of concrete, which we are predicting by
use of 103 datasets obtained from available technical literatures. The focus is to find
out the ideal equation for workability and compressive strength for concrete with the
help of ANN.

Keywords Artificial neural network (ANN) · Green concrete · Sustainable
concrete · Compressive strength ·Workability · Regression model

P. Singh (B) · S. Bhardwaj
Department of Civil Engineering, Amity School of Engineering & Technology, Amity University
Uttar Pradesh, Noida, Uttar Pradesh, India

S. Dixit
Pioneer Research and Consultancy Service, Gautam Buddha Nagar, Uttar Pradesh, India

R. N. Shaw
School of Electrical, Communication & Electronics Engineering, Galgotias University, Greater
Noida, Uttar Pradesh, India

A. Ghosh
School of Engineering and Applied Sciences, The Neotia University, Sarisha, West Bengal, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. Mekhilef et al. (eds.), Innovations in Electrical and Electronic Engineering,
Lecture Notes in Electrical Engineering 756,
https://doi.org/10.1007/978-981-16-0749-3_59

753

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0749-3_59&domain=pdf
https://orcid.org/0000-0003-0841-1544
https://doi.org/10.1007/978-981-16-0749-3_59


754 P. Singh et al.

1 Introduction

Concrete is one of the world’s widely utilized engineering construction materials.
Its distinctly compressive strength is generally recognized as the primary indicator
of concrete quality performance. The blending of cement, water, fine aggregates
and coarse aggregates is used to attain concrete strength. Sustainable concrete is the
composite material composed of cement and other kinds of binding agent, which is
used to improve the mechanical characteristics along with fine aggregates (FA),
coarse aggregates (CA) and admixtures like fly ash, silica fume, rice husk ash,
marble dust, metakaolin, etc. [1–3] Concrete blends of various combinations must
be formulated by using different proportions.

Recent developments in environmental waste treatment regulations such as fly
ash and slag have caused concerns about using waste as building materials to replace
Portland concrete cement partially. The substitution percentage varies from roughly
20% (low volume FA) of the overall cementmaterials tomore than 50% (high volume
FA) [4–6]. FA and slag were widely used for cement replacement with concrete.
Furthermore, FA may be substituted by up to 60% if the early intensity is not a
necessary element. It is well established that fly asheswere usually counterproductive
to concrete capacity.

Ash is precipitated by the exhaust pollution of coal-fired power stations electro-
statically or mechanically and used in the early stages of mass concrete to reduce
hydration. FAmay have more power and longevity when it is made with lower water-
to-binding ratios. There is a nonlinear correlation between ingredients of concrete and
its compressive resulting strength. In this situation, traditional compressive strength
assessment strategies require the development of several concrete samples for each
concrete grade; then, the samples are cured for 28 days under normal circumstances
[7–9]. Using non-destructive techniques to calculate and identify concrete compres-
sive strength can contribute to tremendous savings in time, material costs and labor.
The quest for a simple, effective and non-destructive solution offers an alternative
to laborious destructive tests. It provides an efficient method that is non-destructive
and forecasts the compressive strength of concrete as an alternative to laborious
destructive testing. Concrete should be workable well as it should possess desir-
able compressive strength. The workability and compressive strength of concrete are
inversely proportional to each other. If the workability of concrete is more (water
content is high), it will drastically reduce its compressive strength (CS). Hence, in this
research, predictive models have been developed to optimize concrete compressive
strength with good workability through the slump and flow value of concrete.

Nonlinear regression is not used for prediction because they determine the bond
b/w independent and dependent variable by fitting a linear equation. Multiple regres-
sion analysis is a process to analyze the dependent variable by the associated
dependent variable.

A usual equation for multiple linear regression is

N = A0 + A1Y1 + A2Y2 + · · ·
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when there are some multiple nonlinear dependencies, the logarithmic function is
used, where A0, A1, A2,… are the coefficients, and Y 1, Y 2, Y 3,… are the independent
variables.

In our hypothesis, these aspects have a nonlinear association with the compressive
strength of concrete.

2 Artificial Neural Network

To imitate the human brain, artificial neural networks (ANN) have been created. In
contrast to the human brain, an ANN that is basic and limited in size has certain
powerful characteristics in the transmission of awareness and information due to its
resemblance to the human brain. Therefore, for engineering purposes, ANN may be
an effective method. It is assumed that the first work on ANN began in 1943. Then,
as a second strike, a computer named the perceptron was designed in 1958, and it
worked just like the human mind [10, 11].

An artificial neuron comprises five main components: inputs, weights, sums, acti-
vation functions and outputs. The biological nervous system inspires these compo-
nents. The links between components primarily define the network structure. By
changing the correlations (weights) between components, neural networks can be
trained to perform a specific role.

Usually, neural networks are trained to generate a given goal output. Neural
networks were qualified to carry out complex functions that are difficult for tradi-
tional computers or humans in different areas [12, 13]. ANN has been trained in
recent years to overcome challenges challenging for traditional machines or human
brains. During the past three decades, ANN implementations have been used inmany
different fields of research successfully.WemaybuildANNmodelswith innumerable
combinations with related parameters [14].

The basic methodology for developing models on ANN is to train and test the
datasets. The pattern of material behavior is applied in the eligible ANN structures
classified as a material model. In addition to being able to replicate the experimental
results, the trained ANN structures would also be able to use their generalization
ability to approximate the results in other experiments [15, 16]. The purpose of
this analysis is to propose ANN models for the prediction of concrete compressive
strength with its workability.

The concretewith admixtures has a remarkable tolerance to segregation and defor-
mation. The combination of concrete compositions should be so that the composi-
tion does not segregate or bleed [17, 18]. The remarkable segregation resistance and
deformation property are found in nominal concrete. The proper mixing of concrete
provides preventative steps against bleeding and segregation as it fills the voids to
a densely compact structure. So, to predict the behavior of concrete, ANN models
are prepared. The ANN models are assisted by computational elements connected
to predicting and optimizing their constituents’ strength and proportion. Fundamen-
tally,ANNcomponents are like the brain neurons,which comprise various computing
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components in layers. ANN operations, as seen in construction technology to assess
drying shrinkage of concrete during transportation of ready-mixed concrete, are seen
as recent advances. The workability of concrete can be increased with the addition
of the materials like fly ash, slag, metakaolin rice husk ash and many other materials.
Further, it increases the CS of concrete in the long run. The mixture of concrete
designs created from the artificial neural network ought to be optimal with cement
and water, leading to higher strength and a relatively better economy and ecology
[19, 20].

3 Experimental Setup

The ANN model is an efficient methodology that offers feasible solutions to prob-
lems that traditional strategies, such as multiple regression models, do not address
and may not invalidate current techniques. Preliminary models were created by the
data of several mixed design proportions of concrete based on the experimental
observations. 30% of data was arbitrarily used for training out of the whole data to
predict the compressive strength of concrete and its workability. In the development
of models throughANN, nine inputs and one output were finalized. The input param-
eters constituted cement, coarse aggregate, fine aggregate, fly ash, slag, plasticizers,
slump value, water content and flow value. The prediction obtained by the generated
model provides 28 days compressive strength of concrete and its workability. The
aim of this study is to explore the artificial neural networks with large volumes of
experimental literary data and to predict the compressive strength and workability
of concrete with fly ash and slag.

4 Artificial Neural Network Model Design

A comprehensive model is framed to predict the 28 days compressive strength
of concrete and its workability, dependent on the different proportions of design
mixes. One set of data (30%) is taken for training and the remaining for testing.
Artificial neural network (ANN) is implemented in two steps: training and testing.
During training time, the input parameters are put in an ANN input layer, while the
corresponding value is given as a target for desired output at the output layer.

We used the dataset of concrete to determine the regression model through
commercial software named MINITAB (Tables 1 and 2).
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Table 1 Composition of
concrete

Denotations Compound Min. Max.

A Cement (kg/m3) 137 149

B Slag (kg/m3) 0 193

C Fly ash (kg/m3) 0 260

D Water (kg/m3) 166 240

E Super plasticizer (kg/m3) 0 19

F Coarse aggregate (kg/m3) 735 1049.9

G Fine aggregate (kg/m3) 640.6 902

H Slump (in cm) 0 29

J Flow (in cm) 20 78

Table 2 Details of input and output parameters
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5 Result and Discussion

The prediction value of compressive strength and workability of concrete was deter-
mined with ANN. The value that we are predicting is termed as dependent value, and
the input parameter to find the prediction of dependent value is termed as an inde-
pendent value. In this model, the dependent variable is workability and compressive
strength.

First, we are checking all the fitted line plotted graphs for each compound to
compression strength. A normal probability plot of residuals is plotted to validate
normally distributed assumptions. Residuals versus fits plot verifies that residuals
have a constant variance. The residual histogram is used to assess data skew and
outlier presence in the data. Residual versus data order verifies presumption of uncor-
related residuals. The compressive strength values expected after model analysis are
checked for accuracy to assess errors (Figs. 1, 2, 3, 4, 5, 6 and 7; Table 3).

These are a fewcoefficients value obtained fromdataset. It is ameasure of specified
characteristics for a component used to obtain ideal concrete.

In this Table 4, the model summary has been shown, in which the value of predic-
tion is according to theR-squaredmethod.R-squaredmethods are staticallymeasured
in which they state how many values are closed to the fitted regression line. The R-
squared prediction value coming out is 88.45%, which seems a good prediction value
(Figs. 8 and 9).

Fig. 1 Fitted line plot between compressive strength (MPa) versus cement content
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Fig. 2 Fitted line plot between compressive strength (MPa) versus slag

Fig. 3 Fitted line plot between compressive strength (MPa) versus fly ash

The value was plotted in a graph according to the instances given to forecasting
the response value. The residual and percentage of the normal probability plot are on
the fitted line in the residual graph. The line has been drawn according to the given
instance, which is interpreted through software used. Pareto chart is also giving the
value that mainly affects the compressive strength through the response of every
instance used to prediction, that is, which ingredient is very prominent for compres-
sive strength and which compound presence does not affect the compressive strength
of concrete.
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Fig. 4 Fitted line plot between compressive strength (MPa) versus superplasticizer

Fig. 5 Fitted line plot between compressive strength (MPa) versus coarse aggregate

Regression equation:

Compressive strength(28 days) = 140.3+ 0.0593Cement− 0.0323 Slag

+ 0.0468 Fly ash− 0.02336Water+ 0.034 SP

− 0.0548Coarse Aggregate− 0.0379 Fine aggregate

−0.2361 Slump(cm)+ 0.0848 Flow(cm)
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Fig. 6 Fitted line plot between compressive strength (MPa) versus fine aggregate

Fig. 7 Fitted line plot between compressive strength (MPa) versus slump
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Table 3 Coefficient for every component

Coefficients

Term Coef SE Coef T-Value P-Value VIF

Constant 140.3 67.5 2.08 0.040

Cement 0.0593 0.0216 2.74 0.007 48.88

Slag −0.0323 0.0300 −1.08 0.285 55.31

Fly ash 0.0468 0.0220 2.13 0.036 59.29

Water −0.2336 0.0698 −3.34 0.001 33.44

SP 0.034 0.130 0.27 0.792 2.23

Coarse aggregate −0.0548 0.0260 −2.11 0.037 88.50

Fine aggregate −0.0379 0.0273 −1.39 0.168 50.23

Slump (cm) −0.2361 0.0759 −3.11 0.002 7.41

Flow (cm) 0.0848 0.0441 1.92 0.058 10.07

Table 4 Model summary and analysis of variance

Model summary

S R-sq R-sq (adj) R-sq (pred)

2.46533 90.98% 90.11% 88.45%

Analysis of variance

Source DF Adj SS Adj MS F-Value P-Value

Regression 9 5701.42 633.492 104.23 0.000

Cement 1 45.62 45.624 7.51 0.007

Slag 1 7.03 7.027 1.16 0.285

Fly ash 1 27.49 27.492 4.52 0.036

Water 1 67.98 67.978 11.18 0.001

SP 1 0.43 0.427 0.07 0.792

Coarse aggregate. 1 27.09 27.087 4.46 0.037

Fine aggregate 1 11.73 11.730 1.93 0.168

Slump (cm) 1 58.75 58.747 9.67 0.002

Flow (cm) 1 22.46 22.463 3.70 0.058

Error 93 565.24 6.078

Total 102 6266.66

After using the available data, we have got the prediction value for compressive
strength and got a regression equation to produce the ideal composition of concrete
to achieve great strength. Simultaneously, regression analysis for slump and flow
value was performed to determine the ideal equation to make concrete compact
and durable. Regression analysis for slump value versus all other parameters was
performed with same dataset (Tables 5 and 6; Figs. 10 and 11).



Development of Prediction Models to Determine Compressive … 763

Fig. 8 Pareto chart of the standardized effects

Fig. 9 Residual plots for compressive strength (28 day)



764 P. Singh et al.

Table 5 Coefficients value for the slump

Coefficients

Term Coef SE Coef T-Value P-Value VIF

Constant 94.8 89.2 1.06 0.290

Cement 0.0076 0.0292 0.26 0.794 52.78

Slag −0.0219 0.0392 −0.56 0.577 55.81

Fly ash −0.0045 0.0293 −0.15 0.878 62.16

Water −0.2030 0.0938 −2.17 0.033 35.66

SP −0.293 0.166 −1.77 0.081 2.16

Coarse aggregate −0.0296 0.0344 −0.86 0.392 92.01

Fine aggregate −0.0244 0.0358 −0.68 0.496 51.02

Flow (cm) 0.5045 0.0261 19.36 0.000 2.08

Compressive strength (28 day) (M) −0.399 0.128 −3.11 0.002 10.04

Table 6 Model summary and analysis of variance

Model summary

S R-sq R-sq (adj) R-sq (pred)

3.20442 87.77% 86.59% 84.94%

Analysis of variance

Source DF Adj SS Adj MS F-Value P-Value

Regression 9 6855.93 761.77 74.19 0.000

Cement 1 0.70 0.70 0.07 0.794

Slag 1 3.22 3.22 0.31 0.577

Fly ash 1 0.25 0.25 0.02 0.878

Water 1 48.15 48.15 4.69 0.033

SP 1 32.00 32.00 3.12 0.081

Coarse aggregate 1 7.59 7.59 0.74 0.392

Fine aggregate 1 4.79 4.79 0.47 0.496

Flow (cm) 1 3850.01 3850.01 374.94 0.000

Compressive strength (28 day) (M) 1 99.25 99.25 9.67 0.002

Error 93 954.95 10.27

Total 102 7810.88

Regression equation for slump value:
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Fig. 10 Pareto chart for slump value

Fig. 11 Residual plots for slump value
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Slump(cm) = 94.8+ 0.0076 cement− 0.0219−0.0045 fly ash− 0.2030water

−0.23 SP− 0.0296Coarse Aggr.− 0.0244 Fine Aggr.

+ 0.5045 FLOW(cm)

− 0.399Compressive Strength(28-day)

After training and testing the dataset, we got the ideal composition for slump
value using regression method analysis and prediction for slump value. Regression
analysis was performed for flow value to predict the best equation for flow value
(Tables 7 and 8; Figs. 12 and 13).

Regression equation for flow value of concrete:

FLOW(cm) = −175+ 0.0097Cement+ 0.0283 Slag+ 0.0286 Fly ash

+ 0.425Water+ 0.544 SP+ 0.0515Coarse Aggr.

+ 0.0504 Fine Aggr.+ 1.5882 SLUMP(cm)

+ 0.451Compressive Strength(28-day)

Hence, the prediction for the ideal composition for flow value by using regression
analysis was obtained.

Table 7 Coefficient for flow value

Coefficients

Term Coefficient SE Coefficient T-Value P-Value VIF

Constant −175 158 −1.11 0.270

Cement 0.0097 0.0519 0.19 0.852 52.80

Slag 0.0283 0.0696 0.41 0.685 55.90

Fly ash 0.0286 0.0519 0.55 0.583 61.97

Water 0.425 0.165 2.58 0.011 34.95

SP 0.544 0.294 1.85 0.068 2.15

Coarse aggregate 0.0515 0.0611 0.84 0.401 92.04

Fine aggregate 0.0504 0.0634 0.79 0.429 50.93

Slump (cm) 1.5882 0.0820 19.36 0.000 1.63

Compressive strength (28 day) (M) 0.451 0.235 1.92 0.058 10.66
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Table 8 Model summary and analysis of variance

Model summary

S R-sq R-sq (adj) R-sq (pred)

5.68545 90.45% 89.53% 88.42%

Analysis of variance

Source DF Adj SS Adj MS F-Value P-Value

Regression 9 28,476.8 3164.1 97.89 0.000

Cement 1 1.1 1.1 0.04 0.852

Slag 1 5.3 5.3 0.17 0.685

Fly ash 1 9.8 9.8 0.30 0.583

Water 1 215.7 215.7 6.67 0.011

SP 1 110.4 110.4 3.42 0.068

Coarse aggregate 1 23.0 23.0 0.71 0.401

Fine aggregate 1 20.4 20.4 0.63 0.429

Slump (cm) 1 12,119.7 12,119.7 374.94 0.000

Compressive strength (28 day) (M) 1 119.5 119.5 3.70 0.058

Error 93 3006.2 32.3

Total 102 31,482.9

Fig. 12 Pareto chart for flow value
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Fig. 13 Residual plots for flow value

6 Conclusion

The models were developed utilizing ANN and linear regression models from a
reference dataset in this empirical analysis. The model with its respective inputs has
been checked for its output with the regression equation to forecast the compressive
intensity for 28 days and its workability. The plot of residual data for compressive
strength is built to evaluate the fitness level after regression for various sets of input
parameters, deciding whether the ordinary least square assumptions are satisfied if
presumptions are met, ordinary lowest square regression results unbiased coefficient
estimates with the least variance. In machine learning, the ideal value of RMSE is
0 and that of the R-squared method is 1. This model, which is about 80% accurate,
can predict concrete workability and compressive strength precisely in short time.
The ANN models developed will contribute to timesaving, reducing waste material
and decreasing the project’s overall cost. The early determination of CS of concrete
and slump or flow values plays a very important role in construction.
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Smart Attendance and Progress
Management System

Lathika Krishnapillai, Sangavi Veluppillai, Adonija Akilan,
V. Naomi Saumika, K. P. Dhammika H. De Silva, and M. P. A. W. Gamage

Abstract Management of attendance may be a great burden on lecturers if done
manually. This study focuses on finding an automated solution for taking attendance
and keeping track of progress of a student in a smart way. The smart attendance
system is generally using biometrics for identifying individuals. In this study, face
recognition was considered for identification. The student’s face is recognized and
attendance is taken using face biometrics based on high-definition monitor camera.
The images of the student are given as an input and image classification was done
using CNN algorithm preventing duplicate entries for attendance. For tracking the
progress of the student, the factors affecting the GPA are trained using Machine
Learning algorithms. This research also aims to examine the effective progress of
undergraduate students by taking past year records and find out the factors for their
high and low output which will be helpful to improve their performance.
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1 Introduction

Machine Learning (ML) is one of the essential technologies used in implementing
intelligent computer applications. Based on Jeff Dean’s Research, computers are now
better at recognizing and analyzing images than humans. Also, it says the fault rate in
humans is just 3% in computer vision [1]. So, every organization should be aware of
technology and be ready to compete and sustain in the industry with better products
and services provided through intelligent systems. Nowadays computers control the
data and the processes better than humans and humans have to become very much
depended on the accuracy of the outputs provided by such systems.

In this technological era, educational institutions are adopting to smart systems
in doing their day-to-day processes and also looking at productive outputs in their
activities. Traditional tasks such as marking attendance, sharing course materials,
and conducting examinations have now become automated. Due to COVID-19, the
latest addition to this is online delivery of lectures. Therefore, certain administrative
tasks in education are now looking at better ways of improvement by using latest
innovations in Information Technology.

The main aim of this paper is to investigate a possible and accurate solution for
smart student attendance and also to keep track of the progress of students using the
Machine Learning (ML) algorithms.

This research is an investigation of the use of face detection for attendancemarking
to avoid errors that occur in traditional manual attendance taking such as signing for
someone else or forgetting to sign. Students’ progress prediction is handled using the
decision tree algorithm mainly focused on j48 to provide students with the progress
information to improve their performances to get a better result.

2 Literature Review

In recent years, a number of faces recognition-based attendancemanagement systems
have been introduced in order to improve the performance of students. Jomon and
Zacharia [2] havementioned in their research paper, a systemusing image processing,
eigenfaces, PCA, and microcontroller, based on MATLAB. This system works only
with front face images but there is no suitable methods proposed for different
orientations of face.

For recording the attendance through webcam, we are using the face recogni-
tion algorithms, and it helps to identify the faces of the students and compares the
recognized face with database images. Once the system identifies the student, the
attendance is stored in the database for further calculation, if not the system stores
the captured image as a new image for future use. Also, there might be a situation
where the camera may have missed any faces or captured blurry images. A 3D face
recognition approach for attendance management system was proposed by Muthu
Kalyani andVeeraMuthu [3]. Theymarked attendancewithmonthly progress of each
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student. There is need for an alternative algorithmwhich can enhance the recognition
on oriented faces.

According to the literature, internal and external classroom factors affect students’
academic performance. Internal factors can include the student’s competence in
language, class schedules, class size, textbooks, class test results, learning facili-
ties, homework, the environment of the class, the complexity of the course material,
teacher’s role in the class, the technology used in the class and exams systems.
External classroom factors include family problems, work, financial status, social
and other problems that might affect the student’s academic progress.

Research studies done by Naqvi [4] show that students’ performance depends on
many factors such as learning facilities, gender and age differences, etc., that can
affect student performance. Harb and El-Shaarawi [5] found that the most important
factor with a positive effect on students’ performance is the student’s competence in
English.Many researchers have already discussed this topic in their research articles.
Elton and Laurillard [6] explained that structures formed by individual lectures will
affect the students. Biggs [7] argued that learning strategies differ among individuals
and learning situations.

Noble et al. [8] discuss that, students’ academic achievements and activities,
perceptions of their coping strategies, and positive attributions, plus background
characteristics are indirectly linked to composite scores of the students, through
academic achievement in high school.

There have been a few relevant research papers that come close to this problem.
As cited in [9], the research compares the accuracies of various Machine Learning
algorithms using true positive rates, false-positive rates and thereby computing the
precision and recall. The root-means-square error gives a direct way of getting accu-
racy. Moreover, it relayed for the classification of various modules which are being
conducted in the universities.

Belachew and Gobena [10] stated in a paper that feed-forward neural networks,
Bayesian classifier and Support Vector Machines were used for comparison. But
throughout our research, we are going to compare the active modules along with
the expected revised modules with the use of ML algorithms. Several other types of
research cited in [11] and [12] use classification techniques such as decision trees and
other regression techniques to predict student performance throughout the modules.
Therefore, we can find the predictive results and the performance level of the students
according to the modules they selected and, they can follow up the related modules
with the guidance of an academic advisor.
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3 Methodology

3.1 Face Detection and Attendance Update

All students must register themselves by entering the required relevant data, and then
capture and store their images in the database. Faces will be identified fromWebcam
during each session. The identified faces will be compared to images present in the
dataset. If a match is found, attendance for the respective student is marked (Fig. 1).

At the beginning of every session, an image of each student is captured using
a webcam. Multiple images of an individual student will be acquired with varied
gestures and angles. OpenCV is used for face detection. The imported image is
transformed from RGB to grayscale because it is easy to detect a face in grayscale.
After that, the trace elements were used, whereby the images were resized, clipped,
blurred and sharpened if necessary. The next level is image segmentation, which is
used to identify edges or segment the various items in a single image such that the
classifier can identify the features and faces in the picture easily.

Face detection—For face detection Haar-like features’ algorithmwas used. Voila-
Jones algorithm is used for finding the location of a human face in the frame before
it detects the face. This is called Feature Extraction (Fig. 2).

Face recognition—The method of facial recognition can be divided into three
stages-planning training data, train face recognizer, and prediction. Once the identi-
fication and preparation of the face have been done, updating the student’s presence
is correlated with the faces currently in the students’ database. Face authentication
requires a one-to-one match that matches a face image of the user against a face
image of the prototype (model) whose identity is asserted. Face recognition involves
a one-to-many match which compares an image of a query face again.

Fig. 1 System overview diagram
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Fig. 2 Haar-like features for face detection

Attendance updating—Once the face identifies with the image that is stored in the
database, it generates roll numbers of present students and returns with the system
generated attendance table with the name, roll number, date, day and time with the
corresponding subject id. And then passes the data into Python to automatically store
the table in an Excel sheet (Figs. 3 and 4).

3.2 Face Recognition Using CNN Algorithm and Preventing
the Duplicate Entry

CNN is an extremely effective methods in image classification and pattern recogni-
tion that has achieved great success. Multiple images per person are often available
for training and real-time recognition is required [13]. Our strategies take advantage
of the inherent correlation between face identity, smile, gender, and other face char-
acteristics to alleviate the problem of over fitting the small training set and improve
the performance of the classification [1].

The primary task of classifying images is to recognize the input image and its
class description below. In this function, we need to input images which are already
captured and recognized using the webcam. Here the computer sees the images quite
differently. The machine sees an array of pixels instead of the images. The computer
is looking for the characteristics of the base level to solve this problem. In human
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Fig. 3 Rectangular Haar-like features

Fig. 4 Detection of the position of eyebrows, nose, and mouth
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Fig. 5 Set of six images per class

comprehension, such features include, for example, eyes or ears. For the computer,
boundaries or curvatures are these features. And then the computer constructs more
abstract concepts through the groups of convolutional layers. A series of pooling
layers and fully connected layers is passed through the image, and the output is
then generated. Although we frequently believe that data points within a dataset
are independent and distributed identically, this is rarely (if ever) the case when
dealing with a real-world dataset. For this, we need to analyze the images and prevent
duplicate entry in the database. A deep learning model requires a large amount of
data, which is considered. It needs approximately 100 photographs per class for
training (Fig. 5).

3.3 GPA Prediction and the Factors that Affect the GPA
of a Student

Data of undergraduate students have been collected by an online survey form based
on the research questions and a sample semester grade point average (GPA) and
cumulative grade point average (CGPA) excel sheet was created randomly. On the
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survey, student id, university, native language, study program, current semester year,
advanced level scheme and results, CGP, cumulative credits, CGPA and attendance
in a percentage format were collected [14, 15] (Figs. 6, 7 and 8).

To implement the classification algorithm to the collected dataset, WEKA toolkit
has been used which was developed by the University of Waikato in New Zealand
using JAVA [16]. It gives a collection of data mining machine learning algorithms
and processing tool to do data mining and classification (Fig. 9).

To attain the principal factors which are affecting the grade point average and the
relationship between the eight Semesters GPA and CGPA, we applied classification
for datamining.As a classification algorithmweusedC4.5(J48) algorithm indecision

Fig. 6 Survey outcome—results of advanced level

Fig. 7 Survey outcome—general English result in advanced level examination

Fig. 8 Survey outcome—what are the factors affecting the GPA
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Fig. 9 WEKA toolkit UI

tree which was developed by Ross Quinlan and this represents the results in a tree
form and J48 is an open-source implemented in WEKA tool kit (Fig. 10).

Fig. 10 WEKA classification process
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Table 1 Students’ level
based on their GPA

0.0–2.30 Poor

2.31–2.69 Average

2.70–3.69 Good

3.70–4.00 Very good

We processed the collected data into data mining classification algorithm, after
making some alteration to the dataset. First some unwanted data were removed
and incorrect information such as the university, GPA importance, timestamp, and
calculated an average attendance percentage based on the survey details. And to
implement the J48 classification, we divided the GPA into four categories based on
the GPA float value [14] (Table 1).

4 Result and Discussion

Manual performance monitoring analysis is extremely time-consuming and less
accurate. This also needs expert quality, so it becomes a very costly operation. So, the
purpose of this study is to concentrate on specific targets which helps to analyze and
to know how students’ performance levels can be changed for the specific modules
by revising them using the data mining techniques after predicting and analyzing
their future performance.

This researchwas composed of three phases namely experimentation, preparation,
and testing. A number of attributes during these stages were increased step by step,
for example, when only demographic information was included in the first step. In
the next step, performance attributes were introduced. For each of these subsequent
steps, algorithmswere checked and then compared. This comparative research helped
to narrow down our own application candidates. Classification of the data into binary
classes, however, seems inadequate. The study’s primary objective was to identify
at-risk students, rather than to evaluate student performance rates. This may be more
helpful to identify students in various classes according to their results (e.g., bad,
average, decent, excellent, etc.). In this way, the instructors can provide each student
with more adaptive feedback.

These study measurements include the gain data, gain ratio, and gain index. Algo-
rithms used for the studies includes common decision trees (DT) (C4.5) algorithm,
Naive Bayes (Bayesian networks), and fuzzy genetic algorithm (FGA). FG has two
computational elements that work together: the genetic algorithm (GA) and fuzzy
fitness finder (FFF).

InDT, predefined strict decisions are followed, so students at the barrier of success
will be identified as a risk. So, in lecturer’s point of view average-level student will
also be under the care of experts. So, in final exams, a good result can be expected.
In FGA, a student having a low score in some attributes has a chance to be safe due
the high score attained from other attributes which make students comfortable.
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4.1 Face Detection and Attendance Update

Image captured data are converted into a grayscale image to detect and recognize
the face, and for the task of face detection, the initial rectangle features selected by
AdaBoost are easily interpreted. The camera is fixed at a specific distance inside a
classroom to capture an image of the student. The 200-feature classifier presents
primary data that a boosted classifier constructed from rectangle features is an
adequate technique for face detection. For the final results, the captured images need
to convert into frames per second detection and recognition of the students by face
images. Haar Cascade classifier is used for face detection, also LBPH algorithm was
implemented for face recognition. Even though these results are compelling, still it
is not sufficient for many real-world tasks. In terms of computation, this classifier is
very fast. Unfortunately, the most straightforward technique for improving detection
performance, adding features to the classifier, directly increases computation time.

4.2 Face Recognition Using CNN Algorithm and Prevent
the Duplicate Entry

In fault face detection, the expectation was the result for the recognition of face and
removing the duplicate entry. Typically, duplicate images were removed from the
dataset to ensure each data point (image) is represented only a single time. If there
are multiple identical images in the dataset, it is difficult to calculate the attendance.

This has been tested and found that a small number of photographs work really
well with this model. In order to identify potential over fitting problem, we measured
how the precision depends on the number of epochs. We determined that 10 epochs
are enough for successful training of the model (Table 2).

Table 2 Accuracy of the data Student Accuracy (%)

Student 1 75

Student 2 79

Student 3 84
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4.3 GPA Prediction and the Factors that Affect the Grade
Point Average of a Student

To acknowledge the research question, the relationship between semester GPA and
final cumulative GPA, also the factors that affect the final grade point average of
the students are archived by implementing the collected dataset into WEKA toolkit
which we used for classification and data mining.

For instance, we used the graduated students’ final year CGPAand did datamining
and found that the 2nd year 1st semester GPA is in the root node. If a student has
a GOOD GPA in 2nd-year 1st semester, he will graduate with the GOOD CGPA
(Figs. 11 and 12).

As the factors that affect the GPA of the student, factors such as native language,
average attendance, advanced level result in selected schemes, English result in

Fig. 11 J48 classification outcome—relationship between semester GPA and cumulative GPA
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Fig. 12 J48 classification outcome of relationship between semester GPA and cumulative GPA—
tree view

advanced level, and the advanced level scheme were used. Here, the English results
in advanced level are taken as the root node (Figs. 13 and 14).

Fig. 13 J48 classification outcome of which factor if affecting the cumulative GPA
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Fig. 14 J48 classification outcome of which factor if affecting the Cumulative GPA—tree view

Fig. 15 Computer
networking marks

Along the graph the list of students and their status will be displayed. Following
Fig. 15 shows the resulting graphs obtained after applying DT algorithm and FGA
for module “Computer Networks” and big data for bachelor’s degree, respectively.

The findings of this study suggest that function engineering gives outcomes
of prediction more benefit than process selection. Although feature engineering
was done in a limited capacity, it made a bigger difference in the performance of
predictions.

5 Conclusion

This paper presents a deep analysis and an implementation of techniques and algo-
rithms to create a proper system that can collect student attendance and improve
the academic progress of the students. CNN was used mainly to collect attendance
through face recognition and making it easier to collect attendance through a web
camera stationed at the entrance to a lecture hall. This will eliminate the hassle of
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collection attendance manually and also avoid mistakes that happen intentionally
or unintentionally. It will also save lot of time in maintaining and keeping track of
the attendance. The data collected will help to analyze the student’s performances
through a predication system which combines more attributes which will determine
the students’ GPA.
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Performance and Parametric Analysis
of IoT’s Motes with Different Network
Topologies

Rajkumar Gaur and Shiva Prakash

Abstract Nowadays, IoT applications provide the effortless application by connect-
ingmore physical devices to the Internet.However, it ismore newchallenges as power
consumption, low energy, the transmission of data rate, motes’ capacity. So, IoT is
more suitable in different areas like e-health, e-cash, e-hospital, and e-commerce et al.
This paper analyzes and calculates motes power consumption in different topological
based, which show the base of the different comparison onmotes parameters. The sky
motes deploy in different scenarios as statics and dynamics. These scenarios create
the networks and evaluate improvement network performance in a different applica-
tion of other papers—the performance count as sky motes power, duty cycle, energy
efficiency, and security of applications. IoT application evaluations’ performance
clearly shows our analysis’s effectiveness in improving fast response and decreased
energy consumptions of applications. Then, discuss and evaluate the strategies used
to decrease energy consumptions. In Contiki and Cooja, the motes are the wireless
sensor network. The motes are using in the Contiki and Cooja simulator as a sensor,
which is deployed in the testing of different applications of IoT because the Internet
of things (IoT) denotes the static and dynamic connectivity of physical devices with
limited resources that support of Internet in different types of infrastructure.

Keywords Internet of things · Wireless sensor networks · Motes · Energy
efficiency · Duty cycles

1 Introduction

In this time, the network wirelessly connected to devices with the help of the sensor.
The structure is the sensor, machine, terminals, mobile devices, laptops, etc. That
communicates with each other, so they generate data according to your requirements,
used by the wireless sensor network. The powerful main idea is the high impact on
a different aspect of user’s per day life and behavior, in this context, e-health, e-
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ticketing, e-business, etc. [11]. In everyday things, for example, in food packages,
furniture, paper documents, and more; however, the IoT idea poses different new
problems concerning the networking aspects. Low resources will characterize the
things composing the IoT in both computation and energy capacity [19]. This work
focuses on implementing and analyzing motes with different topology types and
various types of motes in a simulator [14, 16]. The research and the challenges
are coming from implementing the network and computation of motes [34]. They
propose an implementation, extending the standardContiki’s network stack, rime that
allows an efficient realization of motes operation while maintaining a limited impact
on data communications[30]. Finally, they validate our implementation, utilizing a
set of experiments running on a real Contiki and Cooja simulator [20].

The motes design based on the following low duty cycle principle: the node is
asleep for most of the time, wakes up quickly on an event, processes, and returns to
sleep. For the lowest power consumption [18], the standby current and wake-up time
takeminimal, since the active portion of a sensor network application is typically tiny.
Motes offer more than just low power operation through its integrated design. The
integration of programming, communication, storage, and sensing allows researchers
to utilize more functionality and develop more robust systems. So, the types of motes
behaving as a sensor, each sensor performs some tasks implemented in this paper.
In IoT, the protocol is chosen based on low power and lossy network as RPL and
6LoWPAN [27, 33]. With the help of motes used in Contiki and Cooja, we will try
to make the best possible network planning or topology and maximum throughput
of sensors for establishing communication with each other [14].

The rest of the paper is organized as follows: In section second, highlight the
main feature of IoT protocols used in IoT applications. In the third section, detail
the motes (nodes or sensors) of applications and properties of motes. Section fourth
describes the simulation results and analysis. Finally, section fifth is of conclusions
with references.

2 IoT Protocols

Most IoT devices connect to the Internet via IP, non-IP, RFID, Bluetooth. When
devices to device communicate with each other, they are connected to locally or
globally. If the motes connect globally, use the Internet IP address mode via a router
or other devices because these devices take more power, memory but the non-IP
addressing takes less power and memory because every device is a limitation. As
far as the IoT communication protocols concerned, a mix of both IP and non-IP net-
works. The motes depend on different applications like hospital, industries, railway,
Indian force services, road light automation, agriculture, and mostly used in disaster
management today to save life animals and humans [2].

IoT communication protocols aremodes of communication that protect and ensure
minimum security transferring to the data between connected devices. In our paper,
use Routing Protocol for Low Power and Lossy Networks (RPL) and IPv6 over



Performance and Parametric Analysis of IoT’s Motes … 789

Low-power Wireless Personal Area Networks (6LoWPAN) protocols which use in
devices communications such as the RPL which makes connectivity of upper layers
and 6LoWPANadaption layer used the IEEE802.15.4MAC, IEEE802.15.4 physical
layers for connection establishment and IPv6 over Low Power and Wireless Private
Area Network (6LoWPAN)[3, 10]. So, now describe, first, the RPL protocol after
that some 6LoWPAN protocol functionalities essential for IoT application [26].

2.1 Routing Protocol for Low Power and Lossy
Network(RPL)

RPL is the IPv6 type of protocol that comes under the low power and lossy network,
this protocol some limitations as terms of energy, processing, and memory commu-
nicate with different nodes [2, 16, 17]. This protocol creates a multi-hop hierarchical
topology for nodes. Each node can send data to its central node, which puts it for-
wards upward until it reaches the communicates or gateway node. Similarly, the
sender node can send a unicast message to target a specific node in its network. RPL
successfully and efficiently manages data routing for nodes with restricted resources;
it provides an operational framework that ensures directional connectivity, reliability,
flexibility, robustness, and scalability [21]. The key features of RPL come from its
efficient hierarchy, the use of timers to minimize control messages, and the flexibility
of the objective function [19]. This protocol communicates for three types to cluster
nodes which aremotes and organized as a destination-oriented directed acyclic graph
(DODAG) which shown in Fig. 1 RPL corresponds to the motes control messages
are four types and follow as [1, 18]:

Fig. 1 Routing protocol information flow
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Table 1 RPL control messages and their code message type and this will change

S. No. Code Description

1 0x00 DODAG information
solicitation

2 0x01 DODAG information object

3 0x02 Destination advertisement
object

4 0x03 Destination advertisement
object acknowledgement

1. DODAG information object (DIO)
2. Destination advertisement object (DAO)
3. DODAG information solicitation (DIS)
4. DAO-ACK.

All these are communication types of motes show in Fig. 1, and the traffic pattern
could be point to point (P2P), point 2 many points (P2MP), many points 2 points
(MP2P). In RPL protocol, some useful codes follow in transmitting times to motes,
as shown in Table 1 as an example. These codes do not fix; they always change
according to communication [17, 25].

So RPL protocol, Low Power and Lossy Networks (LLN) that take fewer
resources. The RPL protocols different types use a technique like processing power,
battery life, memoryless, interconnect is characterized by unstable links with high
loss rates, low data rate, and low packet delivery rates [4, 24]. Table1 shows the
running code which communicates motes to motes to display the information result
is shown in Fig. 2 in the mote output window [10, 15].

2.2 IPv6 Over Low Power and Wireless Private Area Network
(6LoWPAN)

6LoWPAN is a standard protocol imperious for the efficient usage of IPV6 over low
power low rate wireless sensor networks via an adaption layer [1, 5, 13]. Therefore,
the name 6LoWPAN has been derived by the combination of IPV6 and low power
sensor networks [34]. The IEEE 802.15.4 standard offers the solution by introducing
data rates of 20 to 250 kb/s depending on which frequency channel is using. Dur-
ing communications, specific protocols lay much overhead IPV6, which has much
longer headers that can lodge the rest of the available bandwidth, which turns out to
be a real setback while imposing Internet protocol (IP) to wireless sensor network
(WSN)[20]. To resolve this problem, 6LoWPAN launched in which, with the help
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Fig. 2 Sky motes communication and desired output in different windows

Table 2 6LoWPAN dispatch code which change, its does not fix

S. No Bit pattern Short code Description

1 00 xxxxxx NALP Not a LoWPAN Packet

2 01 000001 IPv6 Uncompressed IPv6
Addresss

3 01 000010 LoWPAN HC1 HC1 Compressed IPv6
Header

4 01 010000 LoWPAN BC0 BC0 Broadcast Header

5 01 111111 ECS Additional Dispatch
Octets follow

6 10 xxxxxx Mesh Mesh Routing Header

7 11 000xxx FRAG1 Fragmentation Header
(First)

8 11 100xxx FRAGN Fragmentation Header
(Subsequent)

of an adaption layer [8, 9], header compression and fragmentation made possible,
making the IPV6 overhead reduced. The 6LoWPAN protocol uses some dispatch
code when transferring the data into the network to communicate the mote to motes
[8, 9, 11]. Table 2 shows the codes. This code does not fix for each communication.

Table2 shows the bit pattern with shortcodes when communicating layers to lay-
ers. Each bit code some short information; this information is showing in detail by
description. Sniffer tools likeWireshark also analyze these. To review the goals of our
monitoring system, our aim to maintaining a highly reliable IoT network structure
via Contiki and Cooja by with different scenarios [12, 20, 32]:
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1. All the motes are the statics.
2. A sink mote is static, and other motes are dynamics.
3. All the sensors and sink are dynamics.

So, all the above using the techniques found the different results according to the
deployment of nodes in networks.

• Proactively and proficiently validating the correct operation of motes and relations
concerning energy, temperature, ETX, and average radio duty cycle.

• Collecting, aggregating, and filtering real-time data from motes to motes beacon
interval.

• We are detecting and localizing abnormal events or faults.

We are adapting to dynamic and real-time changes in the network state by network
graph and network map.

3 Features of Mote’s

Our analysis of themotes focuses on theContiki platform, thismotes power consump-
tion, andmotes’ features describe further research on sensor networks [3, 7, 29]. The
power consumption like radio traffic, motes position, and radio environment module
is just analyzing different features. The power consumption of the sky mote for vari-
ous operations compared to the existing additional motes [6, 16, 31]. The sky motes
are automatically put to sleep when there is no active processing entering the lowest
power mode when the system idles. Each mote has different features like mote IDs,
addresses, radio traffic, positions, and radio environment, as shown in Table 3.

Our experiment focuses on the sky motes, which have different characteristics.
These use the cc2420RF chip, MSP430F1611 model no, and microcontroller. These
motes work on the IEEE802.15.4 WSN. Sky motes memory size is 48kb ROM and
integrated with chips that convert the analog signal to digital and digital to analog
and measure humidity and temperature light via sensors. Its interoperability with
many different ieee802.15.4 devices and sky motes also used low power and fast
wake-up from sleep devices. Sky motes follow the mesh, tree, and star topology. The
node type may be shared between other nodes and determines features common to
all these sky motes. For example, the same type’s mote runs the same program code
on the same simulated hardware peripherals. The same kind of motes are initializing
with the same data memory, except for the mote ID. However, during execution, the
motes’ data memories will eventually differ after reacting to external stimuli. Table3
shows the description of the motes output information with different features.
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Table 3 Sky mote’s features

Fields Features

Topological graphs Sensor Map, Network Graph,

Sensor-Related Plots Humidity Sensor—Relative Humidity.
Temperature Sensor—Average Temperature
and Temperature. Battery Sensor—Battery
Indicator and Battery Voltage Light
Sensor—Light 1 and Light 2

Network Metrics Related Plots Neighbors, Beacon Interval, Network Hops,
Router Metric (Over Time) Over Time,
Instantaneous, Per Node, Average

ETX (Over Time) Expected number of transmissions

Next Hop (Over Time) Mechanism of adding next nodes after time out

Latency Calculate the latency (the round-trip time from
motes to motes) of a packet in a wireless link.
[Latency = Data received time at sink
node—Data send time from any node]

Lost Packets (Over Time) Every network will encounter like packet loss,
from time to time

Received Packets Over Time, Per Node, Every 5min

Over Related Plots Average Power, Instantaneous Power, Power
History, Radio Duty Cycle

3.1 Topology of Motes

The analysis of motes based on different features which system is the work on
the other way as the Contiki and Cooja emulator with the various models used,
which are design for the IoT environment. The sensor node is a small device used
to capture sensory information, processing, and communicating this information to
the node. It supports both multicast and unicast messages. According to the motes,
there are currently many numbers of devices connected to the IoT environment. The
IoT protocol stack supports the communication between the devices connected to
the system. According to the emulator that provides many types of radio medium
with start-up delay as 1000 for each medium and random no of seeds are also the
same as 123,456. So, every mote’s have a different radio medium as unit disk graph
medium(UDGN): distance loss, UDGN content loss, directed graph radio medium,
no radio traffics and multi-path ray-tracer medium. So, Table 4 shows the different
topology construction via Contiki and Cooja.
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Table 4 Create motes type: Compiler Contiki for sky (topology construction)

S. no No of motes Positioning Position interval

1 10 Random positioning X 0 100

Y 0 100

Z 0 0

2 10 Linear positioning X 0 100

Y 0 100

Z 0 0

3 10 Ellipse positioning X 0 100

Y 0 100

Z 0 0

4 10 Manual positioning X 0 100

Y 0 100

Z 0 0

4 Simulation Results and Analysis

During simulating various networks’ performance, the Cooja simulator runs over
Contiki OS. Evaluate protocols work Cooja, which is a Java-based simulator. Cooja
also operates as an emulator, where code directly be installed on sensor nodes (for
example, Sky mote), supporting both Windows and Linux platforms. The topology
node arrangements are considering testing the detection capability of IoTs [17]. The
simulation performs to analyzes the performance of the IoT various motes with
different network topology and what the effect arises during communicating with
each other, the communication tomotes tomotes via protocols, the protocol RPLwith
6LowPAN [15]. In the simulation times, different scenarios construct to perform the
protocol assessment. As a result, the procedures involved a different number ofmotes
for each simulation. Themotes numbers vary as 10, 20,with is othermediums of radio
andmotes positioning. Thesemotes were static and nomobility implementation. The
following section builds up the result and analysis performed from the simulation.
The different parameters like sensor temperature, network graph, the average power
consumption of sensors concerning CPU, radio transmit, radio listing and low power
mode (LPM), real-time (RT) metric, expected transmission count (ETX), and power
values are analyzed [18, 19].

4.1 Network Topology Construction

Figure2 shows the Contiki 2.7 and Cooja emulator to implement the IoT applica-
tion for various networks scenarios. In the upper left corner window show network,
another no. of motes deployed with many types topology. The right side window
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Table 5 Simulation parameters of motes

Num. of motes 10

Node type Sky

Operating system Contiki 2.7

Simulator Contiki-Cooja

Routing protocol RPL and 6LoWPAN

Traffic generated UDP

Radio medium Unit Disk Graph Medium: Distance Loss

Transmission range 25 m

Interference range 50 m

Simulation duration 1–20 min

Number of simulations 4 times

Confidence interval 95

Legitimate VN updates 5 updates per simulation

Per node traffic rate 1 packet per minute

Topology dimensions 20 × 20 m

shows the simulation control, the next right, the notes of algorithms, or introductory
notes, and just the middle window shows the motes output. The last lower part of
the window shows a timeline of motes with various colors concerning motes. In the
timeline of ten motes in blue color indicates transmitting, greenmeans receiving, and
red indicates collision. The color length shows the data packet transmission time,
the space between two color shows turnaround times, the blue color length shows
ACK transmission times, blue and green color space known as wait times. After
the simulation, more results were found via collect view only random positioning
topology, and other topology results show in Tables6, 7, 8, and 9. These results are
based on various parameters, which shown in Table 5.

4.2 Network Average Power Consumption

The power of some period usually intensity varies in some way that repeats itself
over time then need the average power one single period. In the above figure, three
present simulation results were obtained as the CPU, radio listen, radio transmit,
and low power mode (LPM) average power consumption of motes. The simulation
parameters were used for topology construction as random positioning and Table5
as simulation parameters. In the simulation, each moderate node power consumes to
communicate with each other’s [20, 21]. The colors combined as red show the CPU
power, blue radio listens, green radio transmit, yellow show LPM, and all these data
values are shown in Table 6, which as for random positioning topology (Fig. 3).
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Table 6 Power consumption of Sky motes to deploy in random positioning
Nodes Hops Rtmetric ETX CPU

power
LPM Listen

power
T.power Power LDC TDC

1.0 1.000 8.000 1.000 0.385 0.152 0.486 0.108 1.131 0.801 0.201

2.0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

3.0 1.000 8.273 1.034 0.390 0.482 0.482 0.082 1.105 0.812 0.142

4.0 1.000 18.909 2.364 0.365 0.409 0.409 0.092 1.018 0.621 0.174

5.0 2.000 61.000 0.909 0.377 0.454 0.454 0.100 1.082 0.703 0.187

6.0 2.455 30.545 2.364 0.369 0.418 0.418 0.095 1.034 0.623 0.178

7.0 3.000 45.818 2.364 0.372 0.431 0.431 0.094 1.049 0.702 0.171

8.0 2.000 28.636 2.580 0.375 0.413 0.413 0.080 1.020 0.654 0.150

9.0 2.000 61.000 0.909 0.362 0.411 0.411 0.090 1.016 0.613 0.170

10.0 1.000 18.909 2.364 0.378 0.439 0.439 0.067 1.036 0.710 0.119

Average 1.546 28.109 1.589 0.337 0.361 0.394 0.081 0.949 0.624 0.149

Fig. 3 Sky motes average power consumption

4.3 Network Instantaneous Power Consumption

Instantaneous power would be the amount of power delivered or required for a short
time, not a big-time, as motes take instance power when they are going to sleep
to active mode. Figure4 presents an instance power consumption of motes the CPU
power, radio listen, radio transmit, and LPM. In the topology construction, as random
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Fig. 4 Sky motes instantaneous power consumption

positioning and parameters take Table 5. In the simulation, each node communicates
with each other how much instantaneous power consumption, which shows various
colors combination red low power, blue CPU power, green radio listen, yellow radio
transmit, and respectively data values in Table 6.

4.4 Network Graph and Sensor Map

The network graph of different topology construction shows the visualization of
devices on a network, their interrelationship, and the simulator’s transport layer.

Figure5 presents a network map of devices that random topology construction in
the figure. If the topology changed the node’s communication and data transfer, all
information would adjust according to the network. In this, simulation is each node
how to communicate with each other. In Fig. 6, the current sensor map of the IoT
network. The map shows the motes 2 has more nodes connect for communication in
the system, so they are following DODAG and full duty cycle, max CPU processing,
etc., to calculated by the average for each node by table 6 [22, 25]. Table6 shows all
the information about each mote. Each mote how many average radios duty cycles
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Fig. 5 Sky motes network graph

for motes with radio listeners and radio transmit and the sensor’s temperature is
constant. The simulation results show in Table 6 [30].

The simulation parameters are used in Table5 and random topology construc-
tion is shown in Fig. 6. In the simulation, each node communicates with each other
concerning various fields like nodes, received times, lost packet, hops, routing met-
ric (Rtmetric), EXT, Beacon interval, reboots, and others view in Table 6 (details
description of all nodes). The measured performance metrics are packet delivery
ratio (PDR), power consumption, percentage of duty cycle, etc. Tables7, 8, 9 are
using in various topologies like linear, ellipse, and manual positioning. These tables
show the information of motes all types of topology construction of IoT networks.

4.5 Average Radio Duty Cycle

The average duty cycle is the proportion of times during which motes, devices, or
network components operate. In Fig. 7, the bar chart shows radio listening values,
which is indicated by the red colors and blue colors of all motes show the radio
transmits. Each mote’s values are shown in Table 6 as random positioning, and other
tables like 7,8,9 offer different topology construction data of motes.
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Fig. 6 Sky motes sensors map

Table 7 Details transmission and power consumption of Sky motes to deploy in linear positioning
Nodes Hops Rtmetric ETX CPU

power
LPM Listen

power
T.power Power LDC TDC

1.0 1.000 8.000 1.000 0.365 0.142 0.476 0.106 1.130 0.803 0.200

2.0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

3.0 1.000 8.173 1.030 0.380 0.470 0.478 0.081 1.104 0.815 0.145

4.0 1.000 18.509 2.264 0.335 0.410 0.405 0.090 1.016 0.620 0.172

5.0 2.462 60.000 0.709 0.357 0.435 0.445 0.101 1.084 0.708 0.185

6.0 2.000 31.245 2.264 0.358 0.411 0.415 0.098 1.037 0.620 0.175

7.0 3.000 46.818 2.354 0.369 0.429 0.429 0.096 1.050 0.705 0.170

8.0 2.000 23.636 2.570 0.368 0.418 0.420 0.082 1.022 0.652 0.152

9.0 2.000 59.000 0.908 0.356 0.416 0.415 0.089 1.019 0.611 0.172

10.0 1.000 17.900 2.344 0.388 0.437 0.440 0.065 1.035 0.714 0.117

Average 1.717 27.328 1.544 0.328 0.357 0.392 0.081 0.950 0.625 0.149
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Table 8 Details transmission and power consumption of Sky motes to deploy in ellipse positioning
Nodes Hops Rtmetric ETX CPU

power
LPM Listen

power
T.power Power LDC TDC

1.0 1.000 8.001 1.000 0.384 0.150 0.484 0.106 1.130 0.803 0.200

2.0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

3.0 1.000 8.272 1.033 0.391 0.480 0.483 0.083 1.103 0.815 0.141

4.0 1.000 18.908 2.362 0.364 0.404 0.410 0.094 1.016 0.620 0.173

5.0 2.000 61.001 0.907 0.376 0.452 0.452 0.101 1.083 0.704 0.188

6.0 2.455 30.544 2.363 0.368 0.420 0.419 0.096 1.034 0.625 0.179

7.0 3.000 45.819 2.363 0.370 0.435 0.433 0.095 1.047 0.705 0.170

8.0 2.000 28.637 2.582 0.372 0.415 0.415 0.081 1.021 0.655 0.151

9.0 2.000 61.001 0.908 0.360 0.414 0.413 0.092 1.015 0.614 0.173

10.0 1.000 18.905 2.363 0.376 0.440 0.440 0.065 1.034 0.711 0.120

Average 1.546 28.109 1.588 0.336 0.361 0.395 0.081 0.948 0.625 0.150

Table 9 Details transmission and power consumption of Skymotes to deploy inmanual positioning
Nodes Hops Rtmetric ETX CPU

power
LPM Listen

power
T.power Power LDC TDC

1.0 1.000 8.000 1.000 0.387 0.154 0.485 0.109 1.132 0.805 0.200

2.0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

3.0 1.000 8.272 1.035 0.392 0.484 0.481 0.083 1.104 0.815 0.143

4.0 1.001 18.906 2.362 0.367 0.406 0.409 0.093 1.016 0.620 0.175

5.0 2.000 61.001 0.910 0.378 0.452 0.452 0.101 1.081 0.705 0.188

6.0 2.454 30.544 2.366 0.372 0.416 0.416 0.094 1.035 0.625 0.179

7.0 3.000 45.816 2.365 0.375 0.430 0.430 0.095 1.050 0.705 0.172

8.0 2.002 28.637 2.581 0.378 0.411 0.412 0.081 1.022 0.655 0.152

9.0 2.000 61.005 0.910 0.364 0.409 0.412 0.092 1.018 0.618 0.172

10.0 1.000 18.910 2.366 0.379 0.438 0.438 0.068 1.034 0.711 0.120

Average 1.546 28.109 1.590 0.339 0.360 0.394 0.082 0.949 0.626 0.150

The simulation results in details have shown in Tables 6, 7, 8, and 9 correspond-
ing random, linear, ellipse, andmanual positioning system of motes. The simulations
have taken 10, 20, and 30 motes, when the numbers of motes increase to communi-
cate, then more power consumption is required than a small number of motes share
in the networks.

All these practical information based on RPL and 6LoWPAN protocols. This
detailed analysis of RPL and 6LoWPAN protocols will help explore more options
to develop new protocols and enhance these existing protocols like mobile motes in
real-time development of IoT networks. Also, we simulate the case of static motes
with various types of real motes and various network topology by Eq.1 and 2.

Power Consumption& = Energest_Value ∗ Current ∗ Voltage

RT I MER_SECOND ∗ Runtime
(1)
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Fig. 7 Average radio duty cycle

Duty Cycle(%)& = Energest_T X + Engergest_RX

Energest_CPU + Engergest_LPM
(2)

So, all the program used in Contiki 2.7 with “powertrace.h” files and “make files”.
Include powertrace application in our application by adding the Makefile.
APP+ = powertrace
# include “powertrace.h”
Add to source file to print power profile every 5 s:
powertrace_ start(CLOCK_ SECOND*5)

4.6 Observation of Mote’s Lifetime

The results comparing motes in the Internet of things with various types of topology
configurations show the graph from Figs. 5 and 6 from the experiments. We have
obtained that motes times with different values, which guide in Table 6. Our analysis
is the motes duty cycle, power consumption, CPU power, EXT of each mote. In the
IoT system,wewill try to findout the failure ofmotes power, duty cycle, transmission,
etc., and calculate the power and duty cycle percentage from Eqs. 1 and 2. Table6
shows all types of values of each node or notes information. Figure12 shows are the
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mote’s CPU power, motes power consumption, the low duty cycle ofmote’s and EXT
concerningmotes. And other values you can calculate by tables as your requirements;
in our application, we calculate the CPU power of motes in like random positioning
(RP), linear positioning (LP), ellipse positioning (EP), andmanual positioning (MP).
Themotes howmuch consume power. The data shown in the same tableswith various
type topology, expected transmission count (EXT) form the same tables, and lowduty
cycle calculated in IoT. In any topology construction, not more value changes could
calculate values from questions 1,2 and other things of motes calculated by Tables
6, 7, 8, and 9.

5 Research Challenges of IoT

IoT brings various challenges ranging after the simulation. We find out different
research challenges which come under to customization and some improvement
of results after implementation. These beneficial in home automation, industrial,
security, dynamic changing the network, power, reduce duty cycle after changing
the protocol services, address compression, dynamic address changes according to
devices to devices [28, 30]. Like device integration, heterogeneity, scalability to
mobility, routing, security, and other specific challenges. It is clear from the above
that IoT security is an aspect that requires in-depth research work as the need to
secure networks today has become imperative [22, 23].

6 Conclusions

In this work, we have measured the performance of motes in different scenarios of
topology constructions and for many matrices. The experimental results illustrate
the more values of sky motes. Furthermore, the motes’ performance, not more, is
changing when they are any topology in networks. In this paper, comparisons have
made using different matrices: number of hops, low power mode (LPM), EXT, and
many types of power consumption of motes like CPU power, average power, listen
to authenticity, duty cycle power. The simulations have 10, 20, and 30 motes; when
the number of motes increases to communicate, more power consumption requires
than a small number of motes share in the networks. These detailed analysis of motes
based on RPL and 6LoWPAN protocols will help explore more options to develop
new protocols and enhance these existing protocols like mobile motes in real-time
development of IoT networks. Also, we will investigate the case of static motes with
various types of the entire network. All the programs used in Contiki 2.7 with power
trace.h files and make files. Include power trace application in our application by
adding the Makefile.

Observation of mote’s lifetime: The results comparing motes in the Internet of
things with various types of topology configurations and the graph Figs. 5 and 6
from the experiments. We have obtained that motes times with different values,
which guide in Table 6. Our analysis is base on the motes duty cycle, power con-
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Fig. 8 Relation between CPU power, motes power, EXT, and duty cycle with different topology
constructions

sumption, CPU power, and EXT. In the IoT system, we will determine the failure
of motes power, duty cycle, transmission, and calculate the power and duty cycle
percentage from Eqs. 1 and 2. Table6 shows the various values of each mote when
they communicate with others. Figure8 shows the mote’s CPU power, motes power
consumption, the low duty cycle of mote’s, and EXT concerning motes. Moreover,
other values can calculate by tables as various topology; in our application, we calcu-
late the values in many positing as random positioning (RP), linear positioning (LP),
ellipse positioning (EP), and manual positioning (MP). The motes data show in the
tables with various topologies and different values calculate in IoT applications. So,
the results of our simulations show in Tables 6, 7, 8, and 9.

Abbrevation
The following abbreviations are used in this manuscript:

LP Listen power
LPM Low power mode
TP Transmission power
AIPT Avg. inter-packet time (min-sec)
MIPT Min. inter-packet time (sec)
MAIPT Max. inter-packet time
LDC Listen duty cycle
TDC Transmission duty cycle
LP Linear positioning
RP Random positioning
EP Ellipse positioning
MP Manual positioning
EXT Expected transmission count
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Fruit Classification Using Deep Learning

Jinu Lilly Joseph, Veena A. Kumar, and Santhosh P. Mathew

Abstract Fruit classification plays an important role in many industrial applications
including factories, supermarkets and other fields. The importance of fruit classifi-
cation can also be seen among people with dietary requirements to assist them in
selecting the correct categories of fruits. Manual sorting method for fruit classi-
fication was used earlier which is time consuming and involves human presence
always. Many machine learning approaches for fruit classification were proposed in
the past. Deep learning can be a powerful engine for producing actionable results in
today’s world with its abilities of recognition and classification. Thus, an efficient
model for fruit classification was developed using convolutional neural network in
deep learning. It uses fruits 360 dataset containing 131 different classes of fruits and
vegetables that can classify images into different categories. The model was devel-
oped using TensorFlow backend. It was trained using 50 epochs, and it obtained an
accuracy of 94.35%.

Keywords Fruit classification · TensorFlow · Convolutional neural network ·
Deep learning

1 Introduction

In artificial intelligence, deep learning and machine learning are closely related. In
other words, deep learning can be viewed as a subset of machine learning. It is based
on artificial neural networks, and it tries tomimic the human brain in various activities
like pattern recognition, image classification, speech recognition, game playing, text
classification and so on. We can see tremendous potential of deep learning in many
areas like education, medicine, business and so on. In deep learning, the system tries
to learn from examples rather than being explicitly programmed.

Image classification can be seen as an important application of deep learning.
It becomes necessary to classify images in many applications. One among them is
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fruit classification. Automatic fruit classification has its importance, especially in
industries. It is used to help the cashiers in supermarkets to identify various fruits
with the intention of minimal wastage of time and energy. It is also important for
people with dietary requirements and health issues to identify various species of
fruits that suit their health requirements.

We propose a deep learning model using convolutional neural network for classi-
fying various images of fruits accurately. The proposed model for performing clas-
sification is defined based on the sequential model of keras, and it consists of a set of
five convolutional layers, five pooling layers, flattened matrix, fully connected layers
and finally a softmax layer. The model was trained using 50 epochs on Fruits 360
dataset available on kaggle, and it classifies the images of fruits into 131 different
categories. The model obtained an accuracy of 94.35%.

The rest of the paper is arranged as follows: Sect. 2 explains the related works in
fruit classification from the literature; Sect. 3 contains the problem definition; Sect. 4
explains our approach along with the results; Sect. 5 contains the conclusions.

2 Literature Overview

In the work done by M. S. Hossain and his colleagues [1], the importance of fruit
classification in today’s world is depicted by proposing efficient frameworks using
two different datasets. Two different models are proposed for the same. The first
model is a proposed lightmodel and the secondmodel is a pre-trained visual geometry
group-16 model. Using dataset 1, the accuracies obtained were 99.49% and 99.75%,
and using dataset 2, the accuracies were 85.43% and 96.75% for the two models.
It also describes the implementation of the fruit classification system as a mobile
application for the ease of use, especially among customerswith dietary requirements
in identifying the necessary fruit species. The application has the ability of identifying
the different fruit species along with the necessary details.

In thework done bySakib S and the other authors [2], the recognition of fruits from
images using convolutional neural network is depicted. The model used consists of
two convolutional layers. They are followed by the pooling layers and fully connected
layers. 64 kernels were used, and the rectified linear unit was the activation function
used. The images of Fruits 360 dataset were used in the model.

Y.-D. Zhang and his colleagues [3] proposed a 13-layer convolutional neural
network for performing the classification of fruits. The fruit dataset was developed
through on-site collecting using digital camera, downloading the images fromGoogle
and so on. Finally, a dataset containing 3600 images was obtained. The convolutional
layer performs the convolution operation between input images and filters. Using the
data augmentation on the image dataset, the training data was expanded from 1800
to 63,000. The proposed convolutional neural network (CNN) model was able to
obtain an accuracy of 94.94%.

In the work done by S.R. Dubey and the other authors [4], a framework for
recognizing fruits and vegetables is proposed. The model takes the images of fruits
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and vegetables as input, and the species and variety will be given as the output.
The problem of classifying fruits and vegetables can be seen in mostly among the
supermarkets. Thus, this problem is solved by identifying various fruits purchased
by the customers easily.

In the work done by Zhang Y. and the other authors [5], a multi-class kernel
support vector machine (kSVM) is incorporated for the purpose of classifying the
fruits with very good accuracy. The image segmentation is performed before the
actual classification. The color distribution in the image is performed with the help
of color histogram. The dimensionality reduction is performed using the principal
component analysis technique. The results show that the Max-Wins-Voting Support
Vector Machine (MWV-SVM) with Gaussian Radial Basis(GRB) kernel obtained
the best classification accuracy of 88.2%.

In the work done by A. Rocha and the other authors [6], a unified approach which
combinedmany features and classifiers is used. The classification problemcontaining
multiple classes is approached as a set of binary problems. This method also requires
less training.

3 Problem Definition

The importance of fruit classification can be seen in many fields such as industries
and also among people with dietary requirements and health issues [7–9]. The tradi-
tional method of fruit classification which is the manual sorting is a daunting task
due to the chances for errors and reduced human performance. In order to avoid
these drawbacks of manual sorting and machine learning methods, a deep learning
approach is proposed in this paper for automatic fruit classification [10, 11].

The Fruits 360 dataset containing high-quality images of fruits and vegetables
is the dataset used for both the training and the testing purpose. The convolutional
neural network which belongs to the class of deep neural networks is used based on
the sequential model of keras and TensorFlow [12, 13].

4 Proposed Work

Hereinafter, we describe the dataset in Sect. 4.1. Section 4.2 describes the details
of dataset augmentation. Section 4.3 explains the proposed convolutional neural
network architecture. Section 4.4 deals with the tools and frameworks employed in
this classification. Section 4.5 includes the results obtained from experiments and
discussions.

The main steps of this fruit classification system are:

1. Data loading,
2. Model creation,
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3. Training of the model,
4. Testing of the model.

The dataset used was Fruits 360 dataset available on kaggle. It is organized as
training and test folders of high-quality images of fruits and vegetables. The images
were subjected to data augmentation during the pre-processing step to avoid the
problem of overfitting.

The proposed model was defined based on sequential model of keras. The model
was composed of a set of five convolutional layers. A pooling layer follows every
convolutional layer. The convolution operation is performed between each input
fruit image and the filters to extract various features from the fruit image. After every
convolution layer, the number of filters was increased with the purpose of extracting
more and more features from the input image.

The pooling operation is done after each convolution layer in order to reduce the
size of the image which in turn reduces the number of nodes for flattening and to the
fully connected network. The activation function used in the model was the rectified
linear unit in order to eliminate the negative values in the feature vector and to retain
only the positive values. This is followed by flattening of the resulting matrix into a
single vector, and it is passed to the fully connected layers. In addition to the flattened
input matrix, the fully connected layers also have the hidden layers and output layers.

Finally. a softmax layer containing a softmax function is added which computes
the probabilities of various classes and assigns each input image to the class with the
highest probability.

Then, the convolutional neural networkmodelwas fitted to the dataset for enabling
it to fit to the training and test image datasets. Themodel was trained using 50 epochs,
and it achieved a training accuracy of 99.32%, and the testing was performed, and
the test accuracy was found to be 94.35%.

4.1 Fruits 360 Dataset

TheFruits 360 dataset containing high-quality images of fruits organized into training
and testing folders is used as the dataset for the model. This is again sub-divided into
various folders of fruit classes. This structure is required for importing images using
keras.

The images from the dataset are subjected to data augmentation during the pre-
processing stage in order to avoid the problem of overfitting. The dataset contains a
total of 90,483 images of fruits and vegetables. It includes 131 categories of different
fruits and vegetables (Fig. 1).
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Fig. 1 Sample of Fruits 360 dataset

4.2 Dataset Augmentation

In order to reduce the problem of overfittingwhere amodel workswell on the training
set than on the test set, dataset augmentation is performedwhich applies various trans-
formations on the existing Fruits 360 training dataset. The transformations include
flipping, rotating, zooming, shearing, rescaling and so on. The ImageDataGenerator
function of keras is used to perform the dataset augmentation.

4.3 Convolutional Neural Network (CNN) Architecture

Thedeep learning approach for fruit classificationwas performedusing the sequential
model of keras to initialize the convolutional neural network. The convolutional
neural network for fruit classification consists of five convolutional layers. Every
convolutional layer is followed by a pooling layer which performs max pooling
(Figs. 2 and 3).

Each convolutional layer performs the convolution operation between the input
fruit image and the filters resulting in the production of feature maps. The number
of kernels or filters was increased after each convolution layer with the purpose of
extracting more and more features from the images. The number of kernels of the
five convolutional layers is in the order of 16, 32, 48, 64 and 128.

The activation function used was the rectifier linear unit (ReLU) which removes
all the negative values from the network since negative values do not contribute much
to the network. ReLU activation function is used in every convolutional layer.
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Fig. 2 Proposed CNN architecture

For an input value x, the ReLU activation function can be defined mathematically
as:

f (x) = max(0, x).
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Fig. 3 Summary of model

There is a pooling layer after each convolution layer. The max pooling is used
which chooses the maximum value from the window in the feature maps. Thus,
pooling helps in reducing the size of the feature maps produced as a result of the
convolution of input fruit images and kernels. The stride is defined as the number of
pixels shifted over the input matrix. The stride for pooling operation is 2.

After the fifth pooling layer, the resultingmatrixwas flattened. Then, it was passed
through the fully connected layers. Finally, a softmax layer was used which assigns
each of the given image to the corresponding class. The softmax layer contains a
softmax function which computes the probabilities of each class for a given image
and assigns the image to the class with the highest probability.

Then, themodelwas compiled using adamoptimizerwhich is a stochastic gradient
algorithm, and the loss was given as categorical cross-entropy since the classifica-
tion problem comprised of more than two categories. The performance metric was
assigned with accuracy (Table 1).



814 J. L. Joseph et al.

Table 1 Hyperparameters of
the model

Loss function Categorical cross-entropy

Batch size 128

Epochs 50

Optimizer Adam

Activation functions ReLU and softmax

4.4 Tools and Frameworks

Google colaboratory

Google colaboratory (colab) is a Jupyter-based notebook which helps in running
machine learning and deep learning projects, and it runs on cloud. It provides support
for graphics processing unit (GPU) in addition to tensor processing units (TPU) and
central processing unit (CPU). It is free and easy to use since it avoids the complex
installations unlike other tools.

Python

Python language which is a simple and common language is used. It is simple and
easy to understand, and hence, it is used for building models easily in deep learning.
It does not have any confusing syntax, and hence, it saves a lot of time in project
development.

TensorFlow

It is a library of symbolic computation developed by Google, and it is used in many
machine learning applications. It is open source, and it provides a platform for
creating various machine learning models as well as deep learning models. It is
a library for fast numerical computing, and it is easy to understand.

Keras

It is a free and open-source library written in Python, and it provides models like
sequential model and so on. It is an API, and it is possible to import images with
keras.

It runs on the top of TensorFlow. It is a popular and commonly used deep learning
framework.

4.5 Experimental Results and Discussions

Deep learning has tremendous potential in almost all areas. The fruit classification
system using convolutional neural network can be adapted to suit many applications
which require the identification of specific fruits.
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The proposed using convolutional neural network (CNN) model is composed of
five convolutional layers. A pooling layer follows every convolutional layer. The
ReLU was used as the activation function in each convolution layer. Following the
convolutional layers and the pooling layers, the model also has flattened matrix, fully
connected layers and a softmax layer. The model was trained using 50 epochs on the
Fruits 360 dataset. The model obtained an accuracy of 99.32% on training dataset
and 94.35% on testing (Table 2; Figs. 4 and 5).

Table 2 Comparison table based on the experiments conducted by Muresan et al. [14]

Configuration Accuracy (%)

Convolutional neural network with four convolution layers (16, 32, 32 and 128
kernels) and two fully connected layers (1024 and 256 nodes)

92.30

Convolutional neural network with four convolution layers (16, 16, 64 and 128
kernels) and two fully connected layers (1024 and 256 nodes)

93.13

Convolutional neural network with four convolution layers (16, 32, 64 and 128
kernels) and two fully connected layers (512 and 256 nodes)

93.26

Convolutional neural network with four convolution layers (16, 32, 64 and 128
kernels) and two fully connected layers (1024 and 512 nodes)

94.16

Proposed system 94.35

Fig. 4 Curve of model accuracy
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Fig. 5 Curve of model loss

5 Conclusions

The deep learning approach for fruit classification is suitable for many useful appli-
cations like industry, education and so on. The model was developed using convolu-
tional neural network in deep learning. The model was trained using 50 epochs on
Fruits 360 dataset, and it obtained an accuracy of 94.35%. The tremendous impact
of deep learning in today’s world and its ability to process more and more features
help in solving the drawbacks of the traditional methods.
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Abstract Novel coronavirus-19 (COVID-19) is almost affected all over the world,
and daily, thousands of peoples are getting infected and died due to this virus. All
the existing methods to test coronavirus infections are taking a long time to give
results and giving low sensitivity and specificity. This necessitates artificial intelli-
gence (AI) in the detection of COVID-19 infected patients. Various deep learning and
image processing techniques are available to recognize patterns from the X-ray and
the computed tomography (CT) image and giving higher testing accuracy, sensitivity,
and specificity on a large dataset. In this research, we adapted the Bayesian inference
approach and proposed a Bayesian convolutional neural network (BCNN) with an
orthogonal normalization technique (ONT) for automatic detection of the COVID-
19, pneumonia, and no-infection (Normal) from CT images. To verify the strength of
the model, the data is randomly split up into different training, validation, and testing
set combinations. With the proposed model on (training%_validation%_testing%)
70_10_20 split up, we achieved 99.91% testing accuracy with 99.91% F1 score
and 100% area under the receiver operating characteristic curve (AUC). We also
achieved 100% sensitivity, 100% specificity on COVID-19 prediction, 100% sensi-
tivity, 99.97% specificity on normal prediction, and 100% sensitivity, 99.91% speci-
ficity on the pneumonia prediction. The higher accuracy, sensitivity, and specificity
of this model would be extremely useful for the accurate and rapid screening of the
COVID-19 and pneumonia.
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1 Introduction

COVID-19 was first identified in China’s Wuhan City, in December 2019, and it was
caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [1]. This
outbreak was declared a pandemic by the World Health Organization (WHO) on
March 11, 2020 [2]. As of October 18, 2020, this virus has spread to 215 countries
with a total of 40,023,720 cases, 1,115,601 total deaths, and 29,935,273 recovered
cases [3]. If we check statistics for each country, the USA is on the topwith 8,343,244
cases, and India is in the second place with 7,494,551 cases [3]. Generally, this virus
is spread through contact and respiratory droplets, and less immune people are most
affected by this virus. Since no vaccine is available to date October 18, 2020, it is
very difficult to deal with this situation.

Currently, four medical tests are available to detect the SARS-CoV-2 virus. The
frequently used test is the reverse transcription—polymerase chain reaction (RT-
PCR) test [4], which uses nasal and throat swabs to detect the presence of the virus
in the human body. RT-PCR test is used for early detection of the SARS-CoV-2 virus
since it is detecting the ribonucleic acid (RNA) of the virus, and this test takes 4
to 5 h to get results with 60–80% sensitivity and 90–95% specificity. RT-PCR test
is more accurate, and we can test 90 samples at the same time [4]. Another test is
TrueNat and cartridge-based nucleic acid amplification test (CBNAAT), its working
principle is the same as the RT-PCR test, and it is giving results in 60 min, with
50–80% sensitivity and 90–95% specificity. Only one to four samples can be tested
at a time with this method [5]. To detect antigen, new method was approved by the
Indian Council of Medical Research (ICMR), called the rapid point-of-care (PoC)
antigen detection test which is useful for diagnosis with RT-PCR test. This test is
taking 15 to 30 min to give a result with, 50.6—84% sensitivity and 93.3—100%
specificity [6]. For surveillance purposes, the immunoglobulin G (IgG) antibody test
is used. This method is used to find whether previously this individual is infected
with SARS-CoV-2 or not. This method is taking 20 to 30 min to produce results
with 92.7% sensitivity and 97.9% specificity [7]. All these four techniques require a
long process, less accurate, and takes a long time to generate results. The COVID-19
infection is also detected by computed tomography (CT) scans and X-ray images to
increase sensitivity and reduce time. According to the study [8], a chest CT scan is
more sensitive than a radiograph. Because of the more sensitivity, CT scan images
are more likely to use detect COVID-19 infection. Since the COVID-19 disease is
one type of pneumonia, it is a challenging task to differentiate between pneumonia
and COVID-19. Mostly, ground-class opacification pattern (GGO) is used to find
COVID-19 infections in CT images which is most commonly located in the inferior
lobe of the right lung, and it is presented as a unifocal lesion in the early stage of the
disease [9].

In this paper, we proposed the deep learning method to classify COVID-19, pneu-
monia, and normal using CT images. COVID-19 is another type of pneumonia only
so, efficient classification of COVID-19 and pneumonia is very helpful to speedup
tests and enhances the sensitivity of detection. To preprocess images, we introduce
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a new pipeline that contains an image enhancement technique based on histogram
equalization and gamma transform. Furthermore, we also applied image augmenta-
tion techniques to introduce more randomization in training data. For the classifica-
tion of the images, we proposed a Bayesian convolutional neural network (BCNN)
with an orthogonal normalization technique (ONT) and show howONT is increasing
the performance of the network and giving higher testing accuracy, sensitivity, speci-
ficity, F1 score, and receiver operating characteristic curve (AUC). Using an orthog-
onal weight matrix, we normalized the learned weights to optimize and improve
the performance of the model [10]. For faster learning of the network, the RMSprop
optimizer is used to train the model. The proposed approach does not only give better
performance than all existing methods [4–7], but it is also converging faster. So, it is
very helpful for a quick diagnosis of the COVID-19 and pneumonia.

Main technical contributions of this paper are

1. The preprocessing pipeline, which contains image enhancement and image
augmentation techniques to efficiently detect COVID-19 from CT images.

2. Modified AlexNet architecture with Bayesian orthogonal normalized layers.

The rest of the paper is structured as follows: The work in literature is explained
in Sect. 2, The proposed methodology is explained in Sect. 3, which contains an
in-depth explanation of the preprocessing pipeline and proposed modified AlexNet
architecture with Bayesian orthogonal normalized layer, The dataset information and
the entire details of the training process are explained in Sect. 4. Best outcome and
some experimental results are explained in Sect. 5, and in Sect. 6, we conclude this
work.

2 Literature Survey

To diagnose lung disease efficiently in less amount of time, it is a challenging task
in medical science. Sometimes visual examination of the CT or X-ray images leads
to an inefficient result. To overcome this issue, automated disease detection tech-
niques are developed with the latest advancement in medical image processing and
innovative deep learning architectural designs. Many new techniques come up to
diagnose lung diseases such as Xiaosong et al. [11] proposed a method to classify
thorax diseases using X-ray images, Stephen et al. [12] proposed a method to detect
emphysema pattern in lungs, Carolina et al. [13] proposed a method for asthma
detection using CT images, Lisa et al. [14] proposed an approach to detect chronic
obstructive pulmonary disease (COPD) in lungs using low dose CT images, Qin et al.
[15] proposed tuberculosis detectionmethod, and Senthil et al. [16] proposed various
evolutionary algorithms to detect lung cancer. To diagnose disease other than lungs,
Poorna et al. [17] proposedmelanoma detection using deep learning, Saiprasath et al.
[18] comparemalaria detection algorithms usingmicroscopic images,Kiruthika et al.
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[19] proposed the artery and vein classification for retinopathy and to detect microa-
neurysm in fundus images, and Kumar et al. [20] proposed the feature selection
techniques using particle swarm optimization.

COVID-19 andpneumonia classification is a challenging task because in the initial
phase theCOVID-19 symptoms are the same as pneumonia. So, ifwe can detect pneu-
monia in early stage and scan out those infected people, then it will be very helpful
to overcome the spread of the virus. To detect pneumonia in the early stage, many
kinds of research come out. Hashmi et al. [21] proposed a novel approach to combine
weighted predictions from the ResNet18, Xception, InceptionV3, DensNet121, and
MobileNetV3 models. They achieved 98.43% test accuracy and 99.76 AUC score.
A transfer learning-based approach for pneumonia detection is proposed by Vikash
et al. [22]. They applied transfer learning using AlexNet, DensNet121, InceptionV3,
ResNet18, and GoogLeNet neural networks. On the ensemble model, they achieved
96.4% accuracy and 99.62% recall. Without preparation of the group, Garima et al.
[23] proposed a CNN model to classify pneumonia. They achieved 92.89% testing
accuracy. Praveen et al. [24] used an unsupervised fuzzy c-means algorithm for
the classification of pneumonia, and they used discrete wavelet transform (DWT),
wavelet frame transform (WFT), and wavelet packet transform (WPT) for feature
extraction. They analyze the efficiency of their approach using the count of pixels
in each cluster. Khalid et al. [25] use the intensity normalization, contrast limited
adaptive histogram equalization (CLAHE) as an image preprocessing technique and
for classification, they used three-layer CNN. They achieved 96.64% testing accu-
racy with the MobileNet_v2 model. Dimpy et al. [26] used DensNets-based feature
extraction technique and supervised classifier algorithm. They achieved the highest
AUC score which is 0.8002.

Recently many researchers came out to detect COVID-19 infection, Dilbag et al.
[27] developed amulti-objective differential evolution-based CNN algorithm to clas-
sify CT images of COVID-19. Their proposed method outperforms existing tech-
niques with 1.9789% of accuracy, 2.0928% of F-measure, 1.8262% of sensitivity,
1.6827% of specificity, and 1.9276% of kappa statistics. Halgurd et al. [28] devel-
oped deep learning techniques using CNN to diagnose COVID-19 using CT and
X-ray images. They collected CT and X-ray images from different sources such
as GitHub, Redopedia, Kaggle, and BSTI. They used a transfer learning-based
approach to train CNN with 16 filters. They achieved 98% accuracy using a pre-
trained network and 94.1% accuracy by using their modified network. To classify
COVID-19, pneumonia, and normal lungs fromCT scan images, Ali et al. [29] devel-
oped long short-termmemory (LSTM)-based classifier, and they used entropy feature
extraction. They got the highest accuracy of 99.68% with Q-deformed entropy with
LSTM. Chowdhury et al. [30] perform different experiments on existing models
such as SqueezeNet, MobileNetv2, ResNet18, Inceptionv3, ResNet101, ChexNet,
DensNet201, and VGG16 with augmented data and non-augmented data. They
achieved 99.70% accuracy using DensNet201 with image augmentation techniques.
So, they proved that image augmentation plays a major role in the preprocessing
phase. Yifan et al. [31] proposed the new domain adaption technique called COVID-
DA to classify pneumonia and COVID-19 from X-ray images. This method uses
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very limited samples in the target domain. They achieved a 92.98% F1 score, 88.33%
recall, 98.15% precision, and 0.985 AUC. Mohammad et al. [32] concatenated the
Xception network and ResNet50V2 for parallel deep feature extraction tasks and
apply convolutional layers to classify the images in three classes such as pneumonia,
COVID-19, and normal. They achieved 99.50% accuracy to detect COVID-19 cases.
Linda et al. [33] proposed the novel technique called COVID-Net to classify the
COVID-19 cases from the chest X-ray images. They used a projection–expansion–
projection design pattern to develop COVID-Net architecture. They achieved 93.3%
accuracy, 91% sensitivity, and 98.9% specificity for COVID-19 prediction using their
proposed architecture. Li [34] proposed a deep learning technique called COVNet
based on ResNet50 architecture. They used a shared weight mechanism to develop
their CNNmodel. They achieved 90% sensitivity, 96% specificity, and 0.96 AUC for
COVID-19 detection.

All existing deep learning methods to detect COVID-19 are giving good results,
but it is not reaching the best extent. COVID-19 is spreading quickly via air and
physical touches, so only a 1% error in the screening of COVID-19 can ignore the
infected person and that person can infect thousands of other people. To stop this
infection chain, a higher accurate approach with very high sensitivity and specificity
is required.

3 Methodology

In this section, we introduce the new preprocessing pipeline containing image
enhancement and augmentation techniques. For classification, deep convolutional
neural networks perform very well with the stable dataset, but sometimes due to an
unstable dataset, the deep convolutional neural network cannot learn efficiently and
failed to express uncertainty, and the model gets overfit. To solve this issue, Shridhar
et al. [35] proposed the Bayesian approach in the convolutional neural network
since the Bayesian network is very useful to capture more uncertainty in data. We
adapted the Bayesian convolutional neural network (BCNN) technique given in [35]
and proposed the modified version of the AlexNet architecture with the orthogonal
normalization technique (ONT) in Bayesian layers. ONT is very helpful to capture
more uncertainty and faster convergence. The RMSprop optimizer was used to train
the model, and we found that the RMSprop optimizer is working better than Adam
with the proposed model. We show how the Bayesian layer with ONT improves the
performance of the model. The full analysis of the results is mentioned in Sect. 5. In
Sect. 3.1, we explained the dataset preprocessing pipeline, in Sect. 3.2, we show the
design of the modified AlexNet architecture and, and in Sect. 3.3, we describe the
whole architecture of the Bayesian orthogonal normalized layer.
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3.1 Dataset Preprocessing

Data preprocessing is an essential part of any deep learning algorithms. The proposed
preprocessing pipeline is shown in Fig. 1. The original images in all used datasets
[36–39] are of variable size, three channels, and low contrast images. Histogram
equalization [40] was applied to improves contrast in the image, which is helpful
to find better GGO patterns to detect COVID-19. First, we convert the image from
RGB (Red, Green, Blue) to HSV (Hue, Saturation, Value/Brightness) and perform
histogram equalization only on the V channel. After that, we combine the H and
S channels of the original image with the V channel of the processed image. The
luminance encoding technique called the gamma transform [41] with constant C =
1 and gamma γ = 2 is also applied to enhance the dynamic range of the image.

y = 10
2.4065−2log

⎡
⎣ Round

(
cd f (Vi )−cd fmin

p−cd fmin

)

255 (L−1)

⎤
⎦

(1)

Equation (1) indicates the image enhancement pipeline of the proposed method,
where p indicates the total number of pixels in the image, Vi indicates each pixel
coming from the V channel of the image, L indicates the gray levels of the image,
cd f indicates the cumulative distribution function, and y indicates the final output
of the image enhancement techniques. Grayscale transformation is also applied to
the y to bring simplicity to the image. To get more randomization in the data, we

Fig. 1 Dataset preprocessing pipeline
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proposed another continuous pipeline called image augmentation techniques. The
image is cropped into 224 × 224 and applied random flipping on all input images.
Furthermore, the randomized saturation and hue with 0.2 brightness and 0.2 contrast
were also applied to bring more randomization in the inputs. After completion of
both image enhancement and augmentation techniques, the generated image can be
used for the training and testing of the model.

3.2 Modified AlexNet Architecture with Bayesian Orthogonal
Normalized Layers

Figure 2 indicates the proposed modified AlexNet architecture with the Bayesian
orthogonal normalized layer. The preprocessed image with size 224 × 224 is given
to this architecture to classify it in COVID-19, pneumonia, or normal. To introduce
the Bayesian inference approach in the convolutional neural network (CNN), the
convolutional layer and the fully connected layer are replaced with the Bayesian
orthogonal normalized layers. The whole layer architecture of the Bayesian layers
with ONT is given in Sect. 3.3. We design the number of neurons in each layer and
used the same dropout rate of 0.5 in the model to prevent overfitting. The softmax
activation is used at the end of the model to classify the image into three classes.

Fig. 2 Modified AlexNet architecture with Bayesian orthogonal normalized layers



826 R. C. Jariwala and M. R. Nalluri

3.3 Bayesian Orthogonal Normalized Layer

Simple convolutional layers can learn only a weightW and bias B. So, when the data
is limited in a certain region, then the model is got overfitted. Bayesian networks
[42] is a probabilistic graphical model, which is taking probabilistic decisions using
conditional dependencies and capturemore uncertainty. A simple Bayesian approach
in CNN is proposed in [35], so we adopted their technique to create basic Bayesian
layers on our proposed modified AlexNet architecture. The simple Bayesian layer in
the model is not giving a stable output in all scenarios. So, we replaced all convo-
lutional layers with the Bayesian orthogonal normalized convolutional layer, and
all fully connected layers are replaced with Bayesian orthogonal normalized fully
connected layer.

Wσ = Loge
(
eWρ + 1

)
(2)

Bσ = Loge
(
eBρ + 1

)
(3)

In Fig. 3, proposed Bayesian orthogonal normalized layer is given. The single
weight and bias are replaced with some random mean μ and standard deviations σ

using the normal distribution. So now, the weight is converted to the two weights
called weight meanWμ and weight standard deviationsWρ , and the bias is converted
to the two bias called the bias mean Bμ and bias standard deviations Bρ . So, the
learning parameters of the model get doubled. The Wρ is converted to Wσ , and Bρ

is converted to Bσ using Eqs. (2) and (3), respectively, where Wσ called normalized

Fig. 3 Bayesian orthogonal normalized layer
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weight standard deviations and Bσ called normalized bias standard deviations. So
now Wμ,Wσ , Bμ, and Bσ parameters are available to learn in the model. Also, for
Bayesian approximation, the target mean Targetμ is set to 0, and the target standard
deviation Targetσ is set to 0.1 to approximate learned distribution.

Since the same operations are performed for both weight and bias, here we used
common notations mean μ and standard deviation σ . To reduce the complexity of
the model, the dropout layers with a 0.5 uniform probability is used in the model.
If the current layer type is convolutional, then we used two convolutional layers to
learn μ and σ for both weight and bias. The first convolutional layer will take the
image Ix and the learned mean Learnedμ from the previous layer as input and give
the newly learned mean NLearnedμ. The second convolutional layer will take the
image Ix and the learned standard deviation Learnedσ from the previous layer as
input and give the newly learned standard deviation NLearnedσ for each feature of
the input image. If the current layer type is fully connected, then we used two linear
layers instead of convolutional layers to learn μ and σ for both weight and bias. To
evaluate this NLearnedμ and NLearnedσ for each feature, the Kullback–Leibler
divergence (KL divergence) [43] was used as a loss function.

KL = 0.5
∑ {

2log

(
Targetσ

NLearnedσ

)
− 1 +

(
NLearnedσ

Targetσ

)2

+
(
Targetμ − NLearnedμ

Targetσ

)2
}

(4)

KL divergence for this model is calculated using Eq. (4). After learning for a
single layer, learned mean matrix Mx and a learned sigma matrix σx are generated
as output for a single input image. The summation of Mx and σx to create the final
normal distribution can be directly used for the input to the next layer. But for faster
convergence, more optimization, and to improve the performance of the model, we
introduce theONTon the learnedweightmatrix. TheONT is based on the orthogonal
initialization of the weights [44]. The QR decomposition technique [45] is used to
initialize the orthogonal matrix.

Q, R = QRdecomp (N (0, 1)) (5)

NI = Sof tplus([Mx + σx ]*[Q*S[diag(R)]]) (6)

Equation (5) is used to find Q and R matrix using QR decomposition technique.
We performed QR decomposition on a normally distributed matrix with the 0 mean
and 1 standard deviation denoted by N (0, 1). Equation (6) is used to find the final
output of the ONT approach. In Eq. (6),Mx and σx denote the “learned mean matrix”
and “learned sigma matrix” coming from the learned weights, diag indicates the
diagonal values of R matrix, S creates the matrix with the sign of diag(R), and NI

indicates the input for the next layer. To initialize the matrix with semi-orthogonal
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Table 1 Pseudocode for Bayesian layer with ONT

Targetμ = 0 and Targetσ = 0.1

Foreachlayer :
W → Wμ, Wρ and B → Bμ, Bρ

Wσ = Loge
(
eWρ + 1

)
and Bσ = Loge

(
eBρ + 1

)
(
Notation : Wμ, Bμ → μ and Wσ , Bσ → σ

)

I f layer == convolutional :

Mx , σx ←

⎧⎪⎪⎨
⎪⎪⎩

NLearnedμ = conv1(Ix , Learnedμ)

NLearnedσ = conv2(Ix , Learnedσ )

K L
(
Targetμ, Targetσ , NLearnedμ, NLearnedσ

)

NI = so f tplus(Orthogonal Normali zation(Mx + σx )

I f layer == Fully connected :

Mx , σx ←

⎧⎪⎪⎨
⎪⎪⎩

NLearnedμ = linear1(Ix , Learnedμ)

NLearnedσ = linear2(Ix , Learnedσ )

K L
(
Targetμ, Targetσ , NLearnedμ, NLearnedσ

)

NI = so f tplus(Orthogonal Normali zation(Mx + σx )

property [46], we make matrix Q as a uniform matrix using diagonal signs of the R
matrix. This orthogonal matrix is used for normalizing the weight matrix [Mx + σx ].
After orthogonal weight normalization, the softplus activation function is applied
to ensure that σ will not become zero. If σ will become zero, then the proposed
approach is the same as single weight learning. This orthogonal normalized image
can be used for the input to the next layer. The whole pseudocode for the proposed
Bayesian layer is given in Table 1.

4 Training Details

To perform experiments on themodel, we used these [36–39] all datasets. In Sect. 4.1,
a brief description of all datasets is given. In Sect. 4.2, we describe all training
information such as dataset split-ups for training, loss function, optimizer, different
activation function for layers, the learning rate of the model, batch size, and epochs
information along with architectural detail of the training platform.
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4.1 Datasets

In the initial phase of this work, we used the small CT dataset (Xingyi et al. 2020)
[36] for the experiment. This dataset contains 349 COVID images and 397 non-
COVID images, so it is only used for two-class classification. Since COVID-19 is
a variant of pneumonia, the identification of pneumonia and COVID-19 both as a
different disease would be very useful to perform the diagnosis and treatment of
a large number of COVID-19 patients during the pandemic. As per our three-class
classification requirements, we used the publicly available data provided by theChina
National Center for Bioinformation (CNCB) (Kang et al. 2020) [38]. This dataset
size is nearly 14 GB, and it contains 21,395 COVID images, 36,856 pneumonia
images, and 45,758 normal images.

To verify model performance on different datasets, we merge datasets from
multiple sources contains X-ray and CT images. Joseph et al. [37] provide a combi-
nation of X-ray and CT images contains 856 images of COVID-19 positive patients.
To add more data, [36] is also merged. To add pneumonia images, the chest X-ray
dataset from Kaggle [39] is also merged, which contains 7495 pneumonia images
and 1583 non-pneumonia (Normal) images. To stabilize the number of images in
each class, 1589 random pneumonia images were taken from the Kaggle dataset. To
add CT images for the pneumonia class, 1272 random pneumonia images were taken
fromCNCB [38] dataset. The final combined dataset contains 1205COVID-19, 1980
normal, and 2861 pneumonia images.

4.2 Training Phase

Due to computation limitations, first, the model is trained on 18,000 random images
from the CNCB [39] dataset. To verify the strength of themodel, the data is randomly
split up into different training, testing, and validation set combinations. All split-up
combinations are given in Table 2. To test the effectiveness of the ONT approach,
we trained the model on “without ONT” and “with ONT” approaches [47, 48]. The
KL divergence is used as a loss function and RMSprop as an optimizer to train the

Table 2 Data split-ups

Cases Training % Training
images count

Validation % Validation
images count

Testing % Testing
images count

1 50 9000 5 900 45 8100

2 50 9000 10 1800 40 7200

3 70 12,600 10 1800 20 3600

4 75 13,500 5 900 20 3600

5 75 13,500 10 1800 15 2700
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model. Softplus activation is used in orthonormal Bayesian layers to make sure that
sigma will never become zero at the time of the training. To perform three-class
classification, softmax activation is also used in the last layer of the network. The
learning rate is set to 0.0001, the batch size is 50, and every model is trained on
32 epochs for better result analysis. To load data quickly, four workers are used.
The normalization of the image is also performed with the 0.485 mean and 0.229
standard deviations before giving it in the training. For the Bayesian approximation,
Targetμ is 0, and Targetσ is 0.1 for the training phase. We initialize theμ and σ for
both weight and bias using the normal distribution, and it will learn in the training
process. A similar configuration as above was also used to perform the training on a
combined CT and X-ray images dataset.

All experiments are performed on Google Colaboratory Notebooks, which
contains an Intel(R) Xeon(R) CPU @ 2.30 GHz and Tesla K80 GPU with 13 GB
RAM.

5 Results and Discussion

As discussed in Sect. 4.2, first, the model is trained on 18,000 random images from
CNCB [39] dataset for all split-ups given in Table 2. All the splits-ups are trained on
the 32 number of epochs. To test the effectiveness of the ONT, themodel is trained on
“Without ONT” and “With ONT” approaches. The evaluation results of all split-ups
for both approaches are given in Table 3.

Sensitivity, specificity, F1 score, and AUC score are used as an evaluation matrix,
and to find these, the confusion matrix for three-class classifications is used. From
the confusion matrix, the correctly classify and misclassified images are mentioned
in Table 3, and we analyzed that using less training data “With ONT” approach is
giving fewer (238 for “Without ONT” and 9 for “With ONT”—for case1) numbers of
miss classified images. So, it indicates that the “With ONT” approach is very useful
when the dataset size is small. We also analyzed that “With ONT” approach is giving
a significant improvement in sensitivity, specificity, F1 score, and AUC. From the
analysis of Table 3, case 3 is giving the best results using the “With ONT” approach.
The deviation in the best case (case 3) in testing accuracy of COVID-19 sensitivity,
normal sensitivity, pneumonia sensitivity, COVID-19 specificity, normal specificity,
pneumonia specificity, F1, AUC, misclassified images is 0.82%, 0%, 0.2%, 2.6%,
0.3%, 1.02%, 0.076%,0.82%, 5.07%, 62, and 0.05%, 0%, 0%, 0%, 0.01%, 0.05%,
0.01%, 0.05%, 0.085%, 4 while comparing with an average of all “Without ONT”
and “WithONT,” respectively.Confusionmatrix and receiver operating characteristic
(ROC) curve for the best case (case 3) are shown in Figs. 4 and 5, respectively.

Using case 3, we achieved 99.91% testing accuracy, 99.91% F1 score, and 100%
AUC, 3597 correctly classified, and threemisclassified images using the “WithONT”
approach. Furthermore, we achieved 100% sensitivity, 100% specificity on COVID-
19 prediction, 100% sensitivity, 99.97% specificity on normal prediction, and 100%
specificity, 99.91% specificity on the pneumonia prediction.
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Table 3 Obtained results for all split-up cases

Case 1 2 3 4 5

Tech W/o W W/o W W/o W W/o W W/o W

TrAc 98.4 99.45 98.68 99.52 98.67 99.58 99.14 99.59 99 99.59

VAC 97.4 99.67 99.39 99.61 99.06 99.89 99.44 99.44 99.5 99.67

TeAc 97 99.88 99.11 99.87 99.80 99.91 99.66 99.88 99.8 99.81

Csen 100 100 100 100 100 100 100 100 100 100

Nsen 100 100 99 100 100 100 100 100 100 100

Psen 91 100 98 100 99 100 99 100 100 100

Cspe 99.9 100 98.83 99.95 100 100 99.87 100 99.8 100

Nspe 95.6 99.94 99.83 99.97 99.70 99.97 99.66 99.97 99.8 99.77

Pspe 100 99.88 100 99.87 100 99.91 99.96 99.87 99.9 99.97

F1 97 99.88 99.11 99.87 99.80 99.91 99.66 99.88 99.8 99.81

AUC 90.3 99.66 98.66 100 97.66 100 93 100 95 100

MC 238 9 64 9 7 3 12 4 5 5

(Tech—Technique, TrAc—Training accuracy, VAC—Validation accuracy, TeAc—Testing
accuracy, Csen—COVID-19 sensitivity, Nsen—Normal sensitivity, Psen—Pneumonia sensitivity,
Cspe—COVID-19 specificity, Nspe—Normal specificity, Pspe—Pneumonia specificity, MC—
Misclassified images, W/o— “Without ONT”, and W— “With ONT”, Bold columns indicates
the improved results in the “With ONT” (W) approach compared to the “Without ONT” (W/o)
approach. )

Fig. 4 Confusion matrix for case 3 (“With ONT”)
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Fig. 5 ROC curve for case 3
(“With ONT”)

As discussed in Sect. 4.2, to check the efficiency of the model on other datasets,
experiments with a combined (X-ray + CT) dataset is also performed, which is
collected from different sources. The result analysis of this dataset is given in Table
4. From the results, we analyzed that the proposed model is giving less accuracy,
sensitivity, specificity, and AUC on combined X-ray and CT images because features
are in different locations for the X-ray and CT images. From 1209 testing images,
85 images are misclassified on the combined dataset. But still, it works better than
existing approaches [4–7, 30]. So, we conclude that our proposed model works best
with CT scan images and giving 99.91% the highest testing accuracy.

Table 4 Experimental results on combined X-ray and CT dataset on case 3 (Best case) using “With
ONT”

Dataset Combined (CT + X-ray)

TrAc 97.00

VAC 93.21

TeAc 92.96

Csen 91

Nsen 86

Psen 99

Cspe 95.96

Nspe 97.89

Pspe 94.91

F1 91.74

AUC 98.33

MC 85

(TrAc—Training accuracy, VAC—Validation accuracy, TeAc—Testing accuracy, Csen—COVID-
19 sensitivity, Nsen—Normal sensitivity, Psen—Pneumonia sensitivity, Cspe—COVID-19
specificity, Nspe—Normal specificity, Pspe—Pneumonia specificity, MC—Misclassified images)
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6 Conclusions

In this paper, we introduce a Bayesian convolutional neural network (BCNN)
with an orthogonal normalization technique (ONT) for classification of the CT
scan images in three classes of the COVID-19, normal, and pneumonia. The new
pipeline is also introduced to preprocess the dataset, which consists of image
enhancement techniques to improve GGO patterns and augmentation techniques.
The CNCB dataset is used for the experiment, and it contains 21,395 COVID
images, 36,856 pneumonia images, and 45,758 normal images. Dataset is split
into train, valid, and test set in different ratios to verify the strength of the model.
With less training data, the proposed approach is giving significant improvements in
testing accuracy, AUC, and the number of misclassified images when compared
to the other approaches. The proposed technique is giving promising results on
(training%_validation%_testing%) 70_10_20 split-up with 99.91% testing accuracy
with 99.91 F1 scores, 100% sensitivity, 100% specificity on COVID-19 prediction,
100% sensitivity, 99.97% specificity on normal prediction, and 100% sensitivity,
99.91% specificity on the pneumonia prediction. To verify the performance of the
model on different datasets, we merged different datasets frommany sources. On the
combined (X-ray + CT) dataset, the proposed model is giving 92.96% testing accu-
racy with 91.74 F1 scores, 91% sensitivity, 95.96% specificity on COVID-19 predic-
tion, 86% sensitivity, 97.87% specificity on normal prediction, and 99% sensitivity,
94.91% specificity on the pneumonia prediction.

The proposed model converging faster but it is taking a long time for training. So,
future direction includes a reduction in training time of the proposed model using
parallel processing and transfer learning approach. To diagnose COVID-19 using
both X-ray and CT images, a stable combined dataset is required. Furthermore,
this study can extend to find the severity of the COVID-19 disease and predict the
survival time and recovery time of the patients. This will be helpful to prioritize the
patients for medical treatment to save more lives. We hope that our proposed model
can be helpful for a real-time quick and accurate diagnosis of the COVID-19 and
pneumonia, and it will save as many lives as possible.
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Classification of Chest Diseases
from X-ray Images on the CheXpert
Dataset

Hasan Nabeel Saleem, Usman Ullah Sheikh, and Saifulnizam Abd. Khalid

Abstract This work proposes a method to classify tuberculosis (TB) disease in a
chest radiograph using convolutional neural network (CNN) algorithms. The main
contribution of this work is to detect and classify TB disease in addition to the other
five different diseases. This is achieved by using a transfer learning technique that
utilizes a pre-trained CNN network to classify the TB disease. A comprehensive
verification using TensorFlow is carried out to train and validate the proposed tech-
nique. This work aimed to use different pre-trained models on the CheXpert dataset
and compare the area under the curve (AUC) between the CNN models. From the
simulations, it was found that it is possible to classify the TB disease in addition
to the other five diseases without having a degradation in the accuracy. The results
confirm that transfer learning technique is superior to other methods, which exhibits
less time for training and validating the datasets, and has good performance. This
work achieved excellent performance in classifying three different diseases (atelec-
tasis, edema, and tuberculosis) with AUC of 0.912, 0.945, and 0.954, respectively.
Also, this work achieved second-best performance for classifying pleural effusion
and consolidation diseases with AUC of 0.928 and 0.917, respectively. The method
proposed in this work can be used for classification of diseases in chest radiograph
as an early diagnosis tool in a clinical environment.

Keywords Deep Learning · Convolutional Neural Network · Tuberculosis ·
Transfer Learning · CheXpert

1 Introduction

Tuberculosis (TB) is a common disease that is caused by a specific bacteria knows
as bacillus Mycobacterium tuberculosis. In 2015, theWorld Health Organization has
reported that around 9.6 million people were infected with TB, leading in 1.5 million
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deaths [1]. The percentage of infected individuals increased dramatically by 2016:
10.4 million confirmed cases of the illness and 1.8 million deaths were recorded [2].
Most of these deaths might have been avoided if the disease was identified in earlier
phases.

Chest radiographs seem to be the most popular radiological examinations. They
are important for the management of different pathologies related to high death rates
and present a large variety of potential knowledge, many of which is overt. The
most popular studies in chest x-rays involve about the lung and heart. Thus, most
research in computer-aided detection and diagnosis of chest x-rays has concentrated
on these pathologies [3]. Automated thoracic radiography interpretation at the stage
of performing clinicians can provide significant benefits in several clinical settings,
from enhanced workflow prioritization and clinical decision-making support.

In past years, deep learning strategies have accomplished excellent results in a
wide range ofmachine learning activities [4]. Convolutional neural networks (CNNs)
have confirmed to be particularly strong for image classification tasks and have
been successfully applied in galaxy morphology estimation [5], the advancement
of photo-guided autonomous cars [6], face detection [7, 8], huge-scale video clas-
sification [9], and many others [10–12]. There are already several computer-aided
diagnostic (CAD) systems that use CNNs to detect diseases [13–20]. However, its
implementation of tuberculosis (TB) detection stays limited.

In theUSA, the percentage of pathologists as the number of themedical workforce
is declining [21], and the geographical distribution of pathologists favors wider, more
urban counties [22]. Delays and backlogs in the timely interpretation of radiography
have shownadecreasedquality of healthcare in this kindofmassive health institutions
such as in the UK [23] and the USA [24]. The scenario is much worse in countries
with low income where radiological facilities are limited for example such in some
African countries [25, 26]. Precise automated radiographic analysis has the potential
to increase the efficiency of the pathologist workflow and widen expert knowledge
to underserved countries.

It has been recorded that there is a proportional lack of expertise in the assessment
of radiology in several common locations of TB, which may minimize screening
effectiveness and work-up initiatives [27, 28]. Recently, the interest in the use of
computer-aided diagnosis for the detection of TB has increased [27, 29, 30].

These days, there are several extremely accurate diagnostic techniques but unfor-
tunately, most of them are costly. The lowest cost and most common diagnostic
methods, such as sputum smearmicroscopy, are recorded to have sensitivity problems
[31]. Another common diagnostic method uses frontal chest radiographic images,
but is restricted by the need for skilled staff to independently monitor every radiog-
raphy that is not present in developing countries. An effective automated technique
can be used as a large-scale detection tool to screen large populations efficiently [32],
potentially saving many lives.

Hence, this work proposes an enhanced deep learning convolutional neural
network (CNN) model with transfer learning to improve classification accuracy
for TB, lung infiltrates, catheters, pneumothorax, pleural effusion, edema, and
cardiomegaly diseases.
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The main contributions of this work are the classification on CheXpert dataset
for different pathologies using different pre-trained CNN models (DenseNet [33],
GoogleNet [34], AlexNet [35], VGGNet [36], ResNet [37], and SequeezeNet [38])
by applying transfer learning technique and the classification for the newly combined
dataset that contains TB disease.

2 Related Works

The first work [39] is related to CheXpert dataset, and the researchers investigate
different CNNapproaches to handle the uncertainty (whether the patient has a disease
or not). Also, they design a labeler to automatically detect 12 different chest diseases
in addition to no findings and support devices observations by using theDenseNet121
CNN architecture. The best area under the curve (AUC) was on edema= 0.941, and
the worst was on cardiomegaly = 0.854 and the other observations it was at least
0.90.

The work in [40] proposed a classification approach by converting the generative
adversarial network (GAN) to a semi-supervised classifier, and the researchers found
that when the labeled data is limited, the GAN achieved higher accuracy compared
to CNN. For example, when the labeled data was ten, the accuracy was 51.27% and
73.08%, and when the labeled data was 100, the accuracy was 57.81% and 79.58%
for the CNN and GAN, respectively. But the main limitation of the GAN method is
that it cannot handle classification of multi-label chest x-ray.

In the third work [41], to handle multi-label classification for 14 different chest x-
ray diseases, the researchers used cascading multiple predictions using a binary rele-
vance approach, and they found it will improve the accuracy of deep learning modes
such as (DenseNet161). They also solved the problem of binary relevance (BN)
approach by using pairwise error (PWE) loss approach. They used the ChestX-ray14
dataset to train their model. The best AUC that they achieved was on cardiomegaly
= 0.9133, and the worst was on atelectasis = 0.7618.

The next work [42] also used the ChestX-ray14 dataset to train their model. They
used a long short-termmemory (LSTM)-based approach to replace the need of using
pre-trained models, and they found that by designing a baseline model that ignores
the label dependencies, and they can significantly outperform existing pre-trained
methods. Their approach has some difficulties in learning from a labelled dataset
that has an unrealistic distribution of pathologies (number of normal and abnormal
cases). The best AUC that they achieved was on cardiomegaly= 0.904, and the worst
was on atelectasis = 0.772, which is almost similar to the previous work [41].

Attention guided convolution neural network (AG-CNN) approach was proposed
in [43]. They used pre-trained CNNmodels (DenseNet121 and ResNet50) as a back-
bone, then combined it with the local cues. By doing this, they solved the problem of
the poor alignment of some CXR images. One problem with their approach is that
it cannot tackle the difficulties in sample collection and annotation. The best AUC
that they achieved was on cardiomegaly = 0.939 which it is one of the highest AUC
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to classify this disease, and the worst was on atelectasis= 0.853, this work achieved
greater AUC compared with the previous works that using the same dataset with
different approaches [41, 42].

Next, in [44], they used the transfer learning technique as weights initializer on
the pre-trained CNNmodel (DenseNet121) on the ChestX-ray14 dataset. They found
that one of the limitations of theChestX-ray14 dataset is it has only a frontal view, and
it has shown that up to 15% of accurate diagnoses demand lateral view. The best AUC
that they achievedwas on cardiomegaly= 0.9248, and theworstwas on consolidation
= 0.7901. Classification using a multi-label DCNN model to detect one or multiple
pathologies in X-ray image was presented in [45]. The researchers found that it can
be easy to detect eight common chest diseases by using unified weakly supervised
multi-label image classification. They also produced a large dataset (ChestX-ray8).
This dataset contains 108,948 frontal view X-ray images taken from 32,717 patients.
The best AUC was on cardiomegaly with 0.8141, and the worst was on mass and
nodule with 0.5609, and that is because diseases such as mass and nodule have a
small object to detect. Therefore, the ratio was the lowest. The main limitation of
this work is it cannot develop a fully automated deep learning system.

Lastly, inwork [46], the researchers found that byusing transfer learning technique
which uses a CNN pre-trained model that is trained from a non-medical dataset such
as ImageNet will lead to better performance and it can be achieved by ensemble of the
activation layer decaf5, fully connected layer decaf6, and the GIST descriptor. The
AUC for the different diseases were between 0.87 and 0.94. In [47], the researchers
found that by using an ensemble of DCNN models such as GoogLeNet [34] and
AlexNet [35] will lead to the best performance to detect the TB disease with AUC
0.99. The main limitation is it cannot detect other diseases.

In [48], they found that the ensemble of DCNN models will lead to a notice-
able improvement compared with a single DCNN model, they achieved a very high
performance of detecting TB with AUC of 0.94, in addition to three other diseases.
Lastly, in [49], the detection ofTBusing transfer learning technique for three different
pre-trained CNNs which are GoogLeNet, ResNet and VggNet, learned from a non-
medical dataset (ImageNet) was done. The researchers tackled the problem of losing
important information for identifying TB when resizing the chest X-ray images by
using a sliding window approach, which converts the images into subregions. They
achieved the best accuracy on Shenzhen and Montgomery datasets with 0.847 and
0.826, respectively.

3 Dataset and Methodology

In the following sections, the datasets, the method, and the assessment metrics to
classify and detect five different diseases in addition to TB are described.
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3.1 Datasets

In this work, the datasets that are used for experiments are the CheXpert, Shenzhen
andMontgomery datasets. CheXpert dataset has been downloaded from the Stanford
ML Group. Shenzhen and Montgomery datasets have been downloaded from the
Open-i service of the National Library of Medicine that provides a different kind of
chest X-ray datasets.

CheXpert dataset: CheXpert dataset consists of 224,316 chest radiographs
(frontal and lateral views) of 65,240 patients with their label to show whether the
patient is normal or abnormal (having different types of chest diseases) [39]. CheX-
pert dataset is divided into training and validation sets. The training set consists
of 64,540 patients, and the validation set consists of 200 randomly sampled patients
from the full dataset. Each patient may havemore than one study, and each studymay
have two different views (frontal and lateral). The training and validation sets consist
of 14 labels, 12 different diseases in addition to no finding and support devices. The
12 diseases that are in the CheXpert dataset with their distribution are shown in Table
1.

Guangdong Medical College, Shenzhen, China dataset and Montgomery
County, MD, USA dataset: Shenzhen and Montgomery datasets contain only the
tuberculosis (TB) disease and consist of 662 and 138 chest radiographs (frontal view)
respectively, with the description including normal and abnormal [50].

Table 1 Number of studies which contain the 12 diseases in the training set

Disease Positive (%) Uncertain (%) Negative (%)

No Findings 16,627 (8.86) 0 (0.00) 171,014 (91.14)

Enlarged Cardiom 9020 (4.81) 10,148 (5.41) 168,473 (89.78)

Cardiomegaly 23,002 (12.26) 6597 (3.52) 158,042 (84.23)

Lung Lesion 6856 (3.65) 1071 (0.57) 179,714 (95.78)

Lung Opacity 92,669 (49.39) 4341 (2.31) 90,631 (48.30)

Edema 48,905 (26.06) 111,571 (6.17) 127,165 (67.77)

Consolidation 12,730 (6.78) 23,976 (12.78) 150,935 (80.44)

Pneumonia 4576 (2.44) 15,658 (8.34) 167,407 (89.22)

Atelectasis 29,333 (15.63) 29,377 (15.63) 128,831 (68.71)

Pneumothorax 17,313 (9.23) 2663 (1.42) 167,665 (89.35)

Pleural Effusion 75,696 (40.34) 9419 (5.02) 102,526 (54.64)

Pleural Other 2441 (1.30) 1771 (0.94) 183,429 (97.76)

Fracture 7270 (3.87) 484 (0.26) 179,887 (95.87)

Support Devices 105,831 (56.4) 898 (0.48) 80,912 (43.12)
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3.2 Pre-processing

First, all the images in Shenzhen and Montgomery datasets are resized to 320× 320
without losing any important features of the X-ray images. Next, the images in the
Shenzhen and Montgomery datasets are divided into training and validation sets
to make it exactly like CheXpert dataset. For Shenzhen dataset, out of 662 X-ray
images, 98 images that contain normal and abnormal labels for validation set are
randomly chosen, the remaining images (564) are considered as a training set. For
Montgomery dataset, out of 138 X-ray images, 33 images that contain normal and
abnormal labels for validation set are randomly chosen, and the rest of the images
(105) are considered as a training set. After combining the three datasets, the new
dataset will consist of the 13 diseases (12 diseases from CheXpert and TB disease
from Shenzhen and Montgomery).

In this work, from the CheXpert dataset, five kinds of chest illnesses have been
taken into account: atelectasis, cardiomegaly, consolidation, edema, and pleural
effusion. That is in addition to the TB disease from Shenzhen and Montgomery
datasets.

3.3 Convolutional Neural Networks

In this work, we utilize various CNNs for the purpose of classification. The CheXpert
dataset contains uncertainty labels; therefore, we used a binary mapping approach
(U-Ones and U-Zeros) for the five different diseases to handle the uncertainty in
the dataset. We explored several CNNmodels, e.g., DenseNet [33], GoogleNet [34],
AlexNet [35], VGGNet [36], ResNet [37], and SequeezeNet [38]. All the CNN
models were implemented in TensorFlow and have been fine-tuned using three
different learning rates of 1.00E-03, 1.00E-02, and 5.00E-03.

3.4 Evaluation Metrics

The assessment metric that has been used in this work is the area under the ROC
curves (AUC) which is similar to [39, 41–46, 48]. AUC-ROC curve is a performance
measurement for classification problem. The AUC describes four quantities, true-
positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN). The
following are the evaluation metrics.

Sensitivity is computed as the true-positive rate that measures the success of
identifying abnormal cases, as shown in Eq. (1).

TPR = TP

TP+ FN
(1)
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Specificity is computed as true-negative rate, which measures the success of not
flagging normal cases as abnormal, as shown in Eq. (2).

TNR = TN

TN+ FP
(2)

False-positive rate is computed as 1 – Specificity, as shown in Eq. (3).

FPR = FP

TN+ FP
(3)

4 Results

In this work, we first trained and validated the CheXpert dataset using different CNN
models, and then we trained and validated the new combined dataset. First, we used
different VGGpre-trainedmodels as follows (with andwithout batch normalization);

VGG11 VGG16

VGG11_BN VGG16_BN

VGG13 VGG19

VGG13_BN VGG19_BN

Next, we used the pre-trained AlexNet, GoogleNet and SequeezeNet for training
and validation. Finally, we also experimented with DensNet and ResNet pre-trained
CNN models with different number of layers, (DensNet 161-169-201, ResNet 50-
101-152). All the networks were trained with a learning rate of 5.00E-03. Figure 1
shows the average AUC for all the different pre-trained models that have been used
in this work.

The newly combined dataset is then split into training set and validation set.
224,084 chest radiographs of the newly combined dataset are applied to train the
whole layers of the pre-trained models. Another 366 x-ray images of the new
dataset are used as the validation set. The combined dataset consists of the five
different diseases from CheXpert dataset (atelectasis, cardiomegaly, consolidation,
edema and pleural effusion), in addition to the new disease (TB) from Shenzhen and
Montgomery datasets.

We chose the best three pre-trained CNN models that have been obtained previ-
ously in Fig. 1 (VGG19_BN, DenseNet201, and ResNet152) to be trained using the
newly combined dataset. Figure 2 shows the difference between the average AUC
of the said three CNN models of DenseNet201, VGG19_BN, and ResNet152 with
three different learning rates.
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Fig. 1 Average AUC for the different pre-trained models used in this work

Fig. 2 Average AUCs of ResNet152, DenseNet201, and VGG19_BN pre-trained models on the
newly combined dataset with three different learning rates of 1.00E-03, 1.00E-02, and 5.00E-03

5 Discussion

First, we trained and validated the different CNNmodels on CheXPert dataset. From
Fig. 1, we can see that GoogleNet achieved the highest AUC, while the SqueezeNet
CNN model achieved better performance than AlexNet model with 50 × fewer
parameters. Then, we did the training and the validation using DensNet and ResNet
CNN models with different layers. DensNet model surpasses ResNet model with
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the same learning rate. Next, we did the training and the validation on the newly
combined dataset with three CNN models that achieved the best results in Fig. 1.
From the average AUCs of the three pre-trained models in Fig. 2, it is easy to see
that the highest AUC for the different learning rates was achieved by ResNet152. It
is important to mention that the comparison of the average AUCs was between five
diseases from the CheXpert dataset and six diseases (including TB disease) from
the combined dataset. From Fig. 2, it is clear to conclude that the ResNet152 model
outperformed the two other models.

6 Benchmarking with Existing Works

AUC of existing transfer learning CNN models in classifying different diseases is
shown in Table 2. This work computes the AUC of each class across the six diseases
with three different learning rates (lr) for the three different models that have been
used in this work. The best results of each column are highlighted in bold. Table 3
shows the mean of the various methods.

This work achieved an average AUC = 0.908 for classifying six diseases
(includingTB)which is the highest reported and an averageAUC= 0.9082 for classi-
fyingfivediseases (withoutTB).Thiswork applied transfer learning and exceeded the
previous state-of-the-art results from the work proposed in CheXpert [39] by 0.0026
for the average AUC for five diseases (without including TB disease). AUC scores
for atelectasis and cardiomegaly surpass [39] by about 0.054 and 0.03, respectively.
AUC scores of edema is higher than [39] by 0.004.

When compared to [44], our work achieved better AUC scores for atelectasis,
pleural effusion, consolidation and edema by about 0.1, 0.064, 0.127, and 0.066,
respectively. Except for cardiomegaly, [44] reported higher AUC scores by about
0.04. Same goes for the works in [41–43], whereby our work is better for four
diseases (atelectasis, pleural effusion, consolidation, and edema) with AUC scores
between 0.15 and 0.021 for the different pathologies, only for cardiomegaly [41–
43] achieved higher AUC scores by about 0.02, 0.03, and 0.055, respectively. When
compared to [45], our work achieved better results for all five diseases (atelectasis,
cardiomegaly, pleural effusion, consolidation and edema) with AUC scores of 0.196,
0.077, 0.144, 0.209, and 0.11, respectively.

For classifying TB comparing this work with [48] that had classification for
four different diseases including TB (atelectasis, cardiomegaly, pleural effusion, and
TB), this work got achieved higher AUC scores for (atelectasis, pleural effusion and
tuberculosis) by about 0.042, 0.038, and 0.014, respectively.

Overall, this work achieved the highest performance for classifying atelectasis and
edema and achieved a new state-of-the-art performance for classifying TB and at the
same time achieved the second-best performance for classifying pleural effusion and
consolidation.
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Table 3 Average AUC of each method across the six diseases

Method Mean/2
diseases
(Cardiomegaly,
Pleural
Effusion)

Mean/4
diseases
Atelectasis,
Cardiomegaly,
Pleural
Effusion and
TB

Mean/5
diseases All
five diseases
without TB

Mean/6
diseases All
five diseases
with TB

Irvin et al. [39] 0.895 – 0.905 –

Rajpurkar et al. [44] 0.894 – 0.855 –

Yao et al. [42] 0.881 – 0.814 –

Wang et al. [45] 0.795 – 0.770 –

Islam et al. [48] 0.915 0.910 – –

Kumar et al. [41] 0.888 – 0.842 –

Guan et al. [43] 0.920 – 0.892 –

Bar et al. [46] 0.930 – – –

This work R-152 lr =
1E-3

0.884
0.906
0.865

0.908
0.898
0.880

0.898
0.908
0.887

0.908
0.905
0.892R-152 lr =

1E-2

R-152 lr =
5E-3

D-201 lr =
1E-3

0.851
0.872
0.886

0.869
0.871
0.882

0.873
0.872
0.885

0.878
0.873
0.884D-201 lr =

1E-2

D-201 lr =
5E-3

V-19 lr =
1E-3

0.848
0.843

0.856
0.860

0.864
0.891

0.866
0.883

V-19BN lr =
1E-2

V-19BN lr =
5E-3

0.844 0.844 0.881 0.867

7 Conclusions

In this work, a newly combined dataset was created based on three chest X-ray
datasets which includes all the chest diseases and also TB.We have demonstrated the
performance of various pre-trainedCNNswith different learning rates, batch normal-
ization, and various network layers. The highest average AUC that has been achieved
in this work is 0.875 and 0.874 using VGGNet and DensNet models, respectively.
This work achieved excellent performance in classifying three different diseases
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(atelectasis, edema, and tuberculosis) with AUC 0.912, 0.945, and 0.954, respec-
tively, and second-best performance for classifying pleural effusion and consolida-
tion with AUC 0.928 and 0.917, respectively. This work can further be improved by
trying with other CNNs such as SE-ResNet and also by increasing the types of chest
diseases it can classify.
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Abstract The increasing accessibility and prevalence of opinion-rich tools, such
as the review sites for the healthcare products offered online, render it impossible
for consumers to select the best product from a vast range of items. The amount of
consumer opinions accessible for fashionable items can be thousands. Both reviews
are challenging for consumers to interpret, and if they read just a handful of these
reviews, they will have a selective perception of the product. Product manufacturers
may often have trouble maintaining, monitoring, and recognizing the consumers’
opinions on the goods. Several study works have in the past been suggested for
solving these problems, but they have several limitations: the structures introduced
are entirely invisible and the feedback are not so easy to perceive and require longer
to evaluate since, aside from individual feature opinions, the function-based descrip-
tion system applied is broader than those used for examination. Here, we suggested a
dynamic framework for the summary of consumer views on online healthcare prod-
ucts centered on functionality that works according to the product domain. Each
period after extraction, we conduct the following work: Initially, the recognition of
the characteristics of the product from the views of customers is carried out. Their
respective views are then derived for each feature and their alignment or (nega-
tive/positive) polarity is identified. Finally, feature-based analytics were summarized
by taking the corresponding extracts from each feature opinion and putting them in
their respective cluster-based features. These type of feature-based extracts shall be
absorbed easily by the end user.

Keywords Sentiment classification · Summarization · Opinion mining

S. Kushwah (B) · B. Kalra
Noida International University, Noida, India

B. Kalra
e-mail: bharti.kalra@niu.edu.in

S. Das
Indira Gandhi National Tribal University-RCM, Imphal, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. Mekhilef et al. (eds.), Innovations in Electrical and Electronic Engineering,
Lecture Notes in Electrical Engineering 756,
https://doi.org/10.1007/978-981-16-0749-3_65

851

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0749-3_65&domain=pdf
mailto:bharti.kalra@niu.edu.in
https://doi.org/10.1007/978-981-16-0749-3_65


852 S. Kushwah et al.

1 Introduction

The exponential growth of e-commerce sites has greatly expanded the online
purchasing of goods. Because of the broad selection of items and the ease of shopping
with enticing offerings, these sites are common with consumers and even manufac-
turers. Around the same period, though, it is impossible for consumers to get the
support of experts offering the healthcare product to purchase. One strategy used to
overcome these issues is to include merchant metadata for the healthcare product
offered online. And the issue with the metadata is that by only understanding the
functionality of the healthcare product, the buyer considers it impossible to deter-
mine on the product, contributing to consumer insecurity and having a detrimental
impact on their online e-commerce sales.

To a certain degree, the scientific group is discussing themethod used to tackle this
issue. Amazon, Flipkart, and Netflix, for example, use recommendation framework
[1, 2]. The issue with this recommended method is that it is fully invisible, which
makes it impossible for consumers to trust in the recommended goods (healthcare
products). This is because there are no available information about how a customer
can buy an object. The consumer should assume the algorithm below the prescribed
system blindly.

1.1 Analysis Section

The analysis is done as follows: The user feedback of the commodity are originally
derived from the Internet. These customer reviews shall be evaluated semantically
as follows (1) Domain features of the online product are derived from customer
reviews. Until removing the functions, all domain synonyms are combined into the
same role category, terms, and phrases. (2) Sentences of opinion shall be defined and
corresponding terms of opinion extracted. Eachword of sentiments is evaluated for its
positive or negative orientation [3]. As a statement may include more than one words
of sentiments, current strategies have neglected to answer them properly. We created
a novel method of solving this problem by taking into account any word’s distance
from the product function and measuring the phrase’s overall opinion. This appears
to be incredibly valuable. Finally, summarize the feedback by collecting extracts
for each pair of feature opinions and putting them in their respective feature-based
clusters. The consumer can quickly consume these feature-based extracts. Here the
method deployed would be interactive, i.e., all user ratings introduced during that
time are retrieved from the Internet for each period (daily or hourly), and a modified
feature-based overview is created [4].
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Table 1 Top seven encouraging features-based cluster for healthcare contraceptive product

Infection 250+

Effectiveness 143+

Size 130+

Cost 90+

Weight 85+

Time duration 120+

Maintenance 139+

Table 2 Top five depressing features which based cluster for healthcare contraceptive product

Cost 130−
Size 30−
Maintenance 82−
Infection 27−
Effectiveness 67−

Illustration

An illustration shows below the domain-specific feature-based overview method.
Take healthcare contraceptive product example. The summary produced for contra-
ceptive is as follows:

As seen in Table 1, the contraceptive product and scale features more favorable
feedback, respectively, 250, 143, 130, 90, 85, 120, and 139positive views of infection,
effectiveness, size, cost, weight, time duration, and maintenance, respectively, and
every other feature can be seen by tapping on their own features. Likewise, cost and
maintenance have the most negative feedback with 130 and 82 as seen in Table 2.

However, collecting excerpts of positive and poor points from feedback is not a
trivial job. We suggest in this research a method that automatically collects function-
based opinions and summarizes positive and negative feature components.

We suggested a range of approaches for generating feature-based opinion
overview reports for the product utilizing the knowledge available in the natural
language analysis, artificial intelligence, and the opinion mining [5]. We would use
the user feedback from the Amazon, Flipkart, Snapdeal healthcare product plat-
form to test our suggested approach. Our findings indicate that these approaches are
extremely successful.

2 Literature Review

Our study is closely aligned with [6, 7] in which the scholars propose that a sentence-
based analysis takes the most typical features from relation rules [8]. The idea
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behind this technique is that in a market study of a commodity (co-occurrence-based
approach), the product characteristics more frequently exist than other meanings
or words phrases. And association rules mining has many significant downsides,
and association rule mining provides [9] different features that do not mirror the
commodity property, but rather a variety of phrases sometimes occurring like, say,
“comments” or “problems” [10]. We have therefore formed a paradigm which repre-
sents the synthesis of association law and probabilistic process. This is primarily
because each product region (e.g., the contraceptive area of the features like “Infec-
tion” or “Effectiveness”) has its own language, i.e., in a document that belongs to
this field, signs or nouns describing features (features are typically nouns[11]) are
more likely to appear than in documents belonging to some other commodity field.
Therefore, during the development process we will remove all standard descriptive
phrases using the above probabilistic model.

In [12], the student used a tool for obtaining information that is the central mech-
anism for opinion. Device form for query answers was built with a summary opinion
representation. The author recommends “picture templates” to be used as a summary
illustration for the views expressed in the user analysis. This is a different mission.
We cannot use a generation style definition. We aim to extract the domain features
and their associated opinions so as to automatically generate a definition.

In this paper [13], authors concentrate on feature focused mining opinion and
this paper mainly studies product categorization based on user numbers—review
created available on the various Web sites. The first is the suggested multifunction
segmentation process, which incorporates themultifunction analysis sentences in the
single device. Sections of the speech and meaning details shall be utilized to judge
the recognition of irrelevant feature, feeling terms are used to define the polarity of
the item and eventually a K-medoid clustering shall be used for the categorization
of product features.

In this study [14], authors address basic problem review classification, detection,
and emotion analysis as a rather difficult challenge in several various applications
and areas, while there is also been studies in this field in the past decade for review
analysis, more remains to be achieved to build a method that can be successful and
reliable for true existence. A shortage of tools and corpus needs to be dealt with
multiple languages used in other fields than Chinese or English.

In this article [15], the author suggested an online consumer review feature-based
overview in order to generate a relevant domain-specific product summary. They use
the stopping and stemming approach and the fuzzy computer methodology to opti-
mize accurateness and improve storage space as well as a high quality of knowledge
with an improved precision for the retrieval of features and polarity detection.

This paper [16] addresses numerous problems and difficulties that data scientists
have to address as lack of knowledge, access to the consistency and quantities of data,
cleanups of dirty data processes, data protection and security issues…, separated into
work descriptions. Other data scientist can build adaptations, clusters and charts,
implement them unregulated on multiple datasets and data styles as well as create
the meta-algorithms that support data from different related datasets.
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In this paper [17], authors suggested HAC methodology to categorize the field of
contraceptive medicine to create a more comprehensive and appropriate overview.
Theyhaveused theFPgrowth algorithm to classify the frequent function.Theplanned
paper utilizes an online text dictionary, thesaurus, andWordNet to classify the opinion
analyses and uses the hierarchical clustering approach to enhance the efficiency of
the scheme.

3 Methodologies

In this report, we will update the work [18], which implemented a general definition
opinion dependent on features.We have howevermodified our approach dramatically
tomake the framework function in linewith the healthcare product area. This iswhere
the deployed method is interactive, i.e., after any cycle (hourly or daily), all updated
user input is taken from the Web.

3.1 Data Preprocessing and Extraction of Feature

Before the frequent features are discovered, all consumer reports are preprocessed
in the following manner. (1) Fuzzy parallels the removal/replacement of miswords
in the text. (2) Alliance of domain synonyms with the usage of the semi-supervised
learning dilemma in [19], like, for the use of noun phrases or nouns are the domain
synonyms (Fig. 1).

The feature extraction contains of two different phases: a) Speech component
labeling all documentation that reflect a product’s consumer feedback. b) Extraction
of unique domain attributes. The term in the records is labeled with the respective
speaking portion of POS marking. We used the Stanford NLP Parser [20] for the
POS tagging of records, which tags all documentation and produces XML tagged
POS doc. As a consequence paper.

The next step is to define unique domain characteristics. In this method, not only
common features but also healthcare product-specific features are extracted. Previous
opinion polling suggests that a product characteristics are typically expressed by
nouns [21]. Almost every attribute is described with nouns, although not all nouns
may be features with regard to the area of the device, for example, my feedback on
healthcare product reviews are often correct. Comments reflect nouns here, but for
the contraceptive product analysis they are not.
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Fig. 1 A flowchart of the feature-based healthcare product summarization (FBHPS)

3.2 Extraction of Opinion Word

Extraction of opinions is done in a fewdifferent steps. (a) Extraction of all the terms of
opinion and identification of polarity (positive/negative) of a single word of opinion.
(b) The creation of feature opinion pairs by assigning the nearest feature to the word
of opinion. (c) Ultimately, it shall be performed to evaluate the word negation near
the opinion word and to detect the final polarity for all the pairs of features.

The closest attribute of the sentence is allocated to the viewpoint described in the
above process. The simple reason for granting opinion to the nearest feature is that
the feature’s opinion term is often the closest around it.

Although a sentence may involve more than one opinion term, current strategies
have struggled to cope well with them. We created a novel method of solving this
problem by taking into account any word’s distance from the product function and
measuring the phrase’s overall opinion. This is quite helpful relative to the one in
[22].
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First, we strive to locate negation in any adjective’s neighborhood. If a negative
term is detected, next the pair of feature opinions is inverted and a final polarity
is produced of each pair of feature opinions. Here are both negative polarities for
each attribute in consumer feedback of a single product, once each feature’s polarity
profile is determined.

4 Classification (Feature-Based)

During this time, 2n clusters are generated to contain n functions extracted by the
above-mentioned extraction process, each with two positive as (1) more favorable
or less favorable and one negative (unfavorable) clusters by the use of classification
approaches such as (1) association mining, (2) probabilistic, and (3)combination
of probabilistic and association mining approaches. The helping cluster stores all
healthcare products feature reviews and all unfavorable feature reviews in the bad
cluster by comparing the three different classification approaches. The following
is the extract of related user input extracts completed and positioned in the same
application-based community of each feature opinion pair. Excerpts are applied to
the clusters based on the healthcare product’s function in the excerpt and on the
polarity of the pair of opinions (as found in the opinion extract step above), i.e., if the
excerpt is either positive or negative. Opinion extracts from each of the feature-based
cluster provide a very simple and efficient overview of the features concerned.

5 Experiments

In Java, a system, known as dynamic FBS, was implemented which works in accor-
dance with the product domain. Our consumer response tests have been carried out
on three healthcare products: contraceptive products, energy products, and fitness
products. Feedback from product customers was obtained from the Amazon Web
site [23], Flipkart, and Snapdeal. The IDE used is the Maven Eclipse Plug-in.

Themethod is as below: the identical characteristics for each and every healthcare
product are collected. Subsequently, their corresponding user ratings are picked for
each feature with the term opinion. Texts are then derived from each of the selected
function reviews (a term that basically includes the review pair). The extracts are then
put on a positive or negative basis in their respective clusters. The top five extracts of
the positive or negative functional cluster are checked manually in order to find that
the functional analysis approach is right. The results indicate that 94% of all excerpts
are accurately labeled on the contraceptive, as the other 8% are inaccurate. However,
using the method of [24] quotes for correctly categorized just 89 percent. Second,
the move is due to a revised process by which different competing points of view are
allocated to each aspect of the product reviews. Secondly, domain feature extraction
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Table 3 Feature extraction accuracy of the system

Products Feature Extraction
Accuracy (Association
Mining) (%)

Feature Extraction
Accuracy
(Probabilistic) (%)

Feature Extraction
Accuracy (Association
Mining and
Probabilistic
Approach) (%)

Contraceptive Product 84 89 94

Energy product 86 91 96

Fitness product 78 85 90

Table 4 Opinion sentence polarity—detection accuracy of the system

Products Opinion sentence polarity
detection accuracy [13] (%)

Opinion sentence polarity
detection accuracy (%)

Contraceptive product 80 82

Energy product 83 87

Fitness product 75 76

in relation to is delegated. The extracted attribute wasmanually checked for its exact-
ness and the extracted feature was correct 96%, compared with 91% [25] and 86%.
Accuracy development is attributed to (1) the probabilistic method used in word
processing. (2) In order to extract a special domain function, we used a mixture of
relationship mining and probabilistic method [26]. The initial processing [3] of type
nouns or noun phrases that are the domain synonyms that must be classified within
one noun community utilizing the semi-controlled learning problem was conducted
before the extraction of features [27, 28]. For contraceptive, energy and fitness prod-
ucts, Tables 3 and 4 display the results for correct removal and polarity detection.
The here embraced methodology is digital, i.e., any new customers introduced over
the period are obtained from the AmazonWeb site after some length of time (daily or
hourly) and an updated functional overview is produced. It shows regular customer
input improvements in the consistency of our operational extraction method. It also
indicates changes to the quality of our opinion word polarity recognition through
daily consumer feedback [29]. Our FBHPS architecture (shown in Fig. 2) can be
considered to be fairly robust for regular user input updates.

The online survey performed by [30] assessed consumer interaction with the
FBHPS framework. The ultimate objective was to evaluate the efficacy of analyzing
the whole customer feedback with the overview created by the feature-based
resuming framework. Our approach to summary generation based on features is
highly powerful. In general, the precision of our feature extraction polarity detection
and sentence opinion method is satisfactory.
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6 Conclusion

Here, we suggested a novel methodology for the summarization of consumer feed-
back focused on complex characteristics that function according to the healthcare
product domain. It was focused on the production of natural languages and opinion
mining. The findings suggest that the strategies suggested are extremely useful and
successful in carrying out their assignments. It has now become much simpler for
consumers to absorb details in various healthcare product reviews by enabling users
to skim in fast and productive ways across the product reviews. We would strive
in future to boost the accuracy of our opinion identification polarity and the extrac-
tion algorithms. In addition to function to explore, communicate thoughts with verbs,
adverbs, and substantives. The evaluations conducted in this research article present a
strong foundation to build a feature-based summary frameworkmuchmore effective.
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Abstract Vehicle-to-grid (V2G) technology expedites the electric vehicles to dis-
tribute additional electricity into the grid systems as well as it helps to get back from
the power grid through charging. An efficient key framework is very important for the
initiation of a bi-directional supply of electricity into and out of the device. In order
to effectively introduce V2G communication, the key agreement and authentication
frameworkmust be spared from cybersecurity attacks. Safe and effective key settings
are surely an essential issue for Internet-based smart grid system. An authentication
protocol gives secure communication among clients and specialist organizations for
security and assurance reasons. A couple of authentication protocols are open in the
literature. Be that as it might, they are engaged to acknowledge security assaults
effectively, or on the other hand, they are not computationally efficient. In our pro-
tocol, we structure an ECC-based regular confirmation protocol for vehicle to grid
communication utilizing password change approach. The proposed protocol secure
against many security attributes. In addition, the proposed framework takes consider-
ably less communication and computational costs than other V2G implementations,
which are beneficial for practice.
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1 Introduction

The prototype of the combination of advanced power and electronics technology
which refers to a single term called Energy Internet model(EI model), aims at
resemblance of various technologies of Information andCommunications technology
methods, different contemporary computerized networks and the electric-powered
capacity of the present-day systems that could be helpful in developing smart next-
generation systems tremendous grids [1]. The idea of EI makes it possible for energy
to similar data being exchanged on the conventional Internet where it can be shared.
This EI model decides to incorporate the various aspects of Economics, knowledge
on data and energy that depends on power-grid build network, which finally results
in an unfolded structure for sharing power grid-based network, which finally results
in an open structure for sharing energy and the corresponding data. It allows the
integration of different SG energy sources and leads to a comprehensive productiv-
ity in energy generation, delivery, customers energy generation, intended operations
and provision of services. Both of these bestowing variables are focused on the safe
contact between the participating organizations. The technology of the V2G makes
bidirectional movements of energies between the power grid and the electric grid
control electric vehicles. It is possible to transfer electricity whenever the later needs
to get recharged from the power grid to the EV and in case of extra power it’s got
battery from the EV to power grid produced. Therefore, as a result, in the V2G sys-
tem, vehicles can operate as an energy forte for the smart-grid and hence, this type
of bidirectional charging will make a major contribution to the generation of energy.
Due to this V2G technique, an individual owner or a single household of the Energy
Internet (EI) can engage in the sale and purchase of energy from an EVwithout even a
traditional power generation and its distribution system. ISO/IEC/IEEE 18880 [2] is
the standard dealingwith EI-based different protocols and architectures. For different
protocols, this specification specifies the data storage, architecture and application
services. In the subsequent standards such as ISO/IEC/IEEE 18881-3, the security
weaknesses have been resolved and also the functionality has been improved. The
V2G network framework focuses on merely charging a vehicle, a grid-based charg-
ing station and a grid power supply system. Hence, subsequently many users can
share their charging stations at the same time. Different grid protocols are used at
different charging speeds. The IEC 15118 standard is used for the charging purposes
to create contact between electric vehicles [EV] and electric vehicles charger [3]
protocol. The EV delivery services also use the Open Charge Point Protocol (OCPP)
to communicate with the energy control systems given in [4]. The protection of
the Energy Internet-based Vehicle-to-grid systems is one of the crucial distresses as
the vehicle may get targeted by any attacker that effects not only its operations but
also its privacy. This privacy concern may be the revealing off the identity of the
client, the location and the driving path of the vehicle etc. As a part of the vehicle
mobility, safety protocols are becoming increasingly difficult to enforce in the V2G
infrastructure-based world. A few other researches, recently, can be seen to ensure
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generally positive key agreement for Energy Internet-based vehicle-to-grid systems
[1, 2].

1.1 Related Work

To establish secure data sharing all the times, secure data communication is one of
the most analytical basis for the energy-Internet framework. To ensure a safe and
efficient exchange of data between components, high security and performance pro-
tocols are required. To deal with this issue, A number of researchers have suggested
a number of shared authenticated protocols and key establishment schemes, which
is best suited for the Advanced Metering Infrastructure (AMI) with different safety
requirements and objectives. Two major identity-based approaches for the establish-
ment of the ECC are suggested by Mohammadali et al. [5]. Protocols minimize the
computational overhead of the SM side of the AMI, they are immune to replay and
attacks on desynchronizing. Be that as it may, they are susceptible to impersonation
assaults, man-in-the-middle assaults, reply assaults and incur high computational
costs during key times establishing. Two key interchange protocols, based on the use
of symmetric-key algorithm and elliptic curve cryptography, implemented by Nican-
far et al. [6]. Wu and Zhou [7] put forward an authentication and key distribution
protocol by enhancing the addition of two major keys of cryptography scheme such
as public key and symmetric key, and on this study, they proclaim that these schemes
will debar reply andman-in-the-middle assaults which usually happens. On the other
hand, Xia and Wang [8] have proved with their theory that Nicanfar et al. [6] cannot
promise protection against man-in-the-middle attacks and further they proposed a
new data aggregation scheme [8]. However, Park et al. [9] verified that the scheme
presented by Xia andWang [8] is not safe against on impersonation assaults [9]. Fur-
thermore, the privacy conditions of the consumer cannot be addressed. Tsai et al. [10]
setup an identity-based signature scheme and ID encryption scheme [10] for smart
grid key distribution. Odelu et al. [11] researched and demonstrated the protocol out-
lined [10], that it cannot guarantee the privacy of the smart meters and the security
of the session key [11]. They argued a new protocol that could reduce overheads for
computing. However, Chen et al. demonstrated that the protocol introduced in [11] is
powerless against a few assaults, and it has huge computational and communication
costs. In addition to this, the experiment reveals that the protocol in [11] become inef-
fective against the man-in-the-middle assaults which may sometimes produce Dos
attack at the server end. In [12], the researchers considered the physical protection
and suggested a protocol using the idea of physical unlovable functions. Few privacy
concerns in V2G communications have appeared in literature [13–18] and [19]. In
these protocols, protection of the vehicle proprietor is considered as a significant
concern. Additionally, the vast majority of these protocols cannot grantee the area
security of the electric vehicle user, which is fundamental for safely observing the
status of the EV and efficiently offering types of assistance of the EV user.
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1.2 Contribution

The proposed paper has the following features:

• The proposed protocol has key agreement between particular vehicle user and grid
server.

• Theproposedprotocolmaintainsmany cryptographic properties and secure against
many attacks in authentication protocols.

• The proposed protocol is much appropriate for practical applications in V2G com-
munication as it provided extra security features along with the lower communi-
cation and computation costs.

1.3 Organization of the Paper

The rest of paper as follows:
Section2, givesmathematical preliminaries. Section3, the proposedprotocol. Section4,
security analysis. Further, performance analysis are given in Sect. 5. Finally, we con-
clude the results in last Section.

2 Preliminaries

Preliminaries given in this section.

2.1 Notations

Following useful notations throughout the paper are listed in below (Table1).

2.2 Elliptic Curve Cryptography

E be an elliptic curve over a real prime finite field describe as Ep(a, b) : v2 = u3 +
au + bmodq,wherea, b ∈ Z∗

p and4a
3 + 27b2 non singular elliptic curvemodq �= 0,

defined as G = {(u, v) : u, v ∈ Z∗
p , (u, v) ∈ E} ∪ {�}, where the point � known as

identity of G under addition.
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Table 1 Notations

Notations Description

G Elliptic curve group under addition

E Elliptic curve

V2G Vehicle to grid

IDV The unique Identity of vehicle Vi

IDS The unique Identity of server Si
p and q Large prime numbers

Ep(, ) Elliptic curve over a real prime finite field

Z∗
q Finite field of integer of order q − 1

SG Smart grid

g The base point on G

V Vehicle user

SKij Session key agreement between participants i
and j

‖ The concatenation operator

h(.) Hash function

⊕ Bitwise XOR operation

A An Adversary
?= Whether equal or not

1. If M = (u1, v1) ∈ G and N = (u2, v2) ∈ G, then M + N = (u3, v3), where
u3 = λ2 − u1 − u2 mod p, v3 = (λ(u1 − u3) − v1) mod q and

λ =

⎧
⎪⎨

⎪⎩

v2−v1
u2−u1

mod q if M �= N

3u21+a
2v1

mod q if M = N

2.The scalar multiplication on G defined as kM = M + M + M + M + ..........

M (k − times). Additional information are given in [19–22].

3 The Proposed Scheme

This section contains following phases:
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3.1 Initialization Phase

In initialization phase

Step 1. Selects p, Ep(a, b) : v2 = u3 + au + bmod p. where P ∈ E(Fp), a, b ∈ Fp

with 4a3 + 27b2 mod p �= 0.
Step 2. Chooses h(.).
Step 3. Generates its private key as s ∈ Z∗

q and public key as Ppub = sP.
Step 4. Disclose {Ep(a, b), p, q,Pub, h(.)} and keep s secretly.

3.2 Registration Phase

In this phase, V and SG registration as follows.

Step 1. To register with smart grid server, V selects his or her IDV and generates
v ∈ Z∗

q , forwards {IDV ⊕ v, IDV } toward smart grid server though secure
medium.

Step 2. On obtaining {IDV ⊕ v, IDV }. Verify IDV . If it is not exit then provide
password PWV and counter CV . If verification is successfully then server
computesHS1 = h(IDV ⊕ v‖s‖CV )where, s is the private key of smart grid
server andCV is counter. Further, server computesHS2 = HS1 ⊕ h(IDV ⊕
PWV ) and store {HS2,CV ,PWV } in database and send to entity V .

Step 3. On getting {HS2,CV ,PWV } after that , vehicle compute HS = HS2 ⊕
h(IDV ‖PWV ), compute PWV = h(PWV ‖HS‖IDV ) and store {PWV ,CV }
in database of V (Table2).

Table 2 Registration of vehicle

V SG

Inputs IDv

Selects v ∈ Z∗
q

Sends {IDV ⊕ v, IDV }
· · · · · · · · · · · · ·· =⇒ Verify IDV in database. If it is not exist then

provide password PWV and counter CV .

Computes HS1 = h(IDV ⊕ v‖s‖CV )

Computes HS2 = HS1 ⊕ h(IDV ⊕ PWV )

Sends {HS2,CV ,PWV }
⇐= · · · · · · · · · · · · ··

Computes HS = HS2 ⊕ h(IDV ‖PWV )

Computes PWV = h(PWV ‖HS‖IDV )

Store {PWV ,CV } in its database
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3.3 Login and Authentication Phase

The explanation of authentication phase are also shown in Table3 and given as
follows:

Step 1. Vehicle user login with his/her ID∗
V and password PW

′
V . Further, vehi-

cle user computes PW
′
V = h(PW

′
V ‖HS‖ID′

V ) and verifies PW
′
V

?= PWV .
If yes then, Generates x ∈ Z∗

q , Computes A=x.g, H1 = h(PWV ‖CV ‖IDV ),
IDV1 = IDV1 ⊕ h(HS‖CV ) and send M1 = {A,H1, IDV1, t1} toward
through a reliable medium.

Step 2. On getting M1, smart grid server verifies t4 − t3 ≤ �t, if verification is
successfully done then, smart grid compute ID∗

V = IDV1 ⊕ h(HS1‖CV ),

H ∗
1

?= H1. After that, generates a random number y ∈ Z∗
q , computesB =

y.g,computes H2 = h(ID∗
V ‖IDS‖A‖H ∗

1 ‖t1) computes session key SKS =
h(H2‖ID∗

V‖IDS‖y.A‖t3) and computes IDS1 = IDS ⊕ h(H ∗
1 ‖CV ‖A) fur-

ther, smart grid server M2 = {IDS1,B,H , t3}.
Step 3. On receiving M2, vehicle verifies t4 − t3 ≤ �t if yes then, V computes

ID∗
S = IDS1 ⊕ h(H1‖CV ‖A), computes H ∗

2 = h(IDV ‖ID∗
S‖A‖H1‖t1) and

verifies H ∗
2

?= H2, V computes SKV = h(H ∗
2 ‖IDV ‖ID∗

S‖x.B‖t3) Thus ses-
sion key SKV = SKS = SK .

3.4 Password Change Phase

Step 1. Input IDV and PWV then computes PW
′
V = h(PWV ‖HS‖ID′

V ).

Step 2. V verifies PW
′
V

?= PWV if not terminate the process otherwise select
new identity IDNEW

V and password PWNEW
V and computes PWNEW

V =
h(PWNEW

V ‖HS‖IDNEW
V ).

Step 3. V replaces PWV by PWNEW
V and IDV by IDNEW

V .

4 Security Analysis

Here, we describe the analysis of proposed protocol. We first demonstrate that our
proposed scheme is secure.
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Table 3 Authentication phase

V SG

Inputs ID
′
V and PW

′
V

Computes PW
′
V = h(PW

′
V ‖HS‖ID′

V )

Verifies PW
′
V

?= PWV

Generates x ∈ Z∗
q

Computes A = x.g

Computes H1 = h(PWV ‖CV ‖IDV )

Computes IDV1 = IDV ⊕ h(HS‖CV )

Sends {A,H1, IDV1, t1}
· · · · · · · · · · · · ·· →

Verifies t2 − t1 ≤ �t

Computes ID∗
V = IDV1 ⊕ h(HS1‖CV )

Computes H∗
1

?= H1

Generates y ∈ z∗q
Computes B = y.g

Computes H2 = h(ID∗
V ‖IDS‖A‖H∗

1 ‖t1)
Computes SKS = h(H2‖ID∗

V ‖IDS‖y.A‖t3)
Computes IDS1 = IDS ⊕ h(H∗

1 ‖CV ‖A)

Sends M2 = {IDS1,B,H , t3}
← · · · · · · · · · · · · ··

Verifies t3 − t4 ≤ �t

Computes ID∗
S = IDS1 ⊕ h(H1‖CV ‖A)

Computes H∗
2 = h(IDV ‖ID∗

S‖A‖H1‖t1)
Verifies H∗

2
?= H2

Computes SKV = h(H∗
2 ‖IDV ‖ID∗

S‖x.B‖t3)
hence session key SKV = SKS = SK

4.1 Replay Attack

Any session is refreshed by the time stamps tj − ti ≤ �t, where �T is the valid time
period which are verified respectively by vehicle and server. In addition, vehicle and
server generate random numbers x ∈ Z∗

q and y ∈ Z∗
q . Hence, the adversary cannot

replay a message from a session.

4.2 User Anonymity

V send its IDV1 = IDV ⊕ h(HS‖CV ) to the smart grid then, smart grid compute
anonymous identity ID∗

V = IDV1 ⊕ h(HS1‖CV ) of V. SG sends its partial identity
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IDS1 = IDS ⊕ h(H ∗
1 ‖‖CV ‖A) to the vehicle V then , V compute anonymous identity

IDS1 = ⊕h(H1‖CV ‖A). Hence, the proposed scheme maintain said property.

4.3 Message Authentication

Smart grid receives the messageM1 = {A,H1, IDV1, t1}. Now check the authenticity
by validating the time-stamp condition t2 − t1 ≤ �t and checks the validity by hash

function H ∗
1

?= H1. Vehicle gets the message M2 = {IDS1,B,H2, t3}. Verifies the

authenticity by validating t4 − t3 ≤ �t andH ∗
2

?= H2 . Thusmessage acquired within
verifying conditions and hash functions, which is hard to obtained forA. Therefore,
scheme withstand the message authenticity.

4.4 Key Freshness Property

In this proposed protocol we used fresh random number and fresh time stamp at each
step of our protocol to maintain keep freshness property of cryptography.

4.5 Man-in-the-Middle Attack

Step 1. A may used the past information to enter in the server. A replay M1 =
{A,H1, IDV1, t1} where H1 = h(PWV ‖CV ‖IDV ), fresh number x ∈ Z∗

q .

Step 2. Upon obtainM1,H1 or verifies ti − tj ≤ �t andH ∗
i

?= Hi. The private keys
of smart grid and vehicle cannot be accessed byA.A is not able to calculate
a real verifier. Therefore, A cannot adjust a parameter as a result of the
verifiers should be changed appropriately. Hence, the proposed scheme
withstands with man-in-the-middle assaults.

4.6 Security Against Impersonation Attack

Any attacker A can try as a V to login the SG server. A get the information M1 =
{A,H1, IDV1, t1} and try to compute {A,H1} where A = x.g is an elliptic curve point
which is not easy for any adversary to compute A and H1 is the hash value which
contain password and counter of vehicle user which is not easy to guess is our
proposed protocol. Hence, any A cannot impersonate message M1 similarly any
adversary cannot impersonate server sight. Hence, the proposed protocol maintain
impersonation from any adversary.
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4.7 Session Key Agreement

In the proposed protocol, vehicle and smart grid both computes SKV = h(H ∗
2 ‖ IDV ‖

ID∗
S‖x.B‖t3) and SKS = h(H2‖ID∗

V ‖y.A‖t3), respectively. It is clear that SKV = SKS .
Hence, the communication between them is secure.

5 Performance Analysis

We explain the detail description of performance analysis with related schemes [5–7,
10, 11]. That are completed in three stages as follows:

5.1 Security-Based Comparison

In Table 4, we draw the comparison with [5–7, 10, 11].

5.2 Computation Cost Comparison

In section, we compute the computational overhead of the proposed scheme and
comparewith related framework. The operations used in computation cost performed
on HTC One smartphone cortex A9, MPcore processor operating at 890MHz and
a personal computer, virtual machine Core i5 4300, dual core 2.60GHz processor
using Ubuntu 12.04 operating system [12].

Table 4 Security features comparison

Scheme R2 R1 R4 R3 R5 R6

[5] Yes Yes No No Yes No

[6] No No No No No No

[7] No No No No No No

[10] Yes Yes Yes Yes No No

[11] Yes Yes Yes Yes Yes No

Proposed Yes Yes Yes Yes Yes Yes

R2: Customer privacy; R1: Protection against eavesdropper; R4: Resist against man-in-the-middle
assaults; R3: Forward secrecy; R5: Session key security; R6: Resist against DoS assaults
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Table 5 Execution time of various cryptographic operations

Operation V (ms) SG (ms)

Multiplication operation 21.86 14.5

Hash operation 0.0186 0.011

Modular exponential operation 7.23 2.34

Symmetric encryption/decryption operation 0.0584 0.41

Bilinear pairing 8.67 3.78

Multiplication point operation 5.12 2.6

Certificate generation/Verification operation 55.946 2.6

Table 6 Computation cost comparison

Scheme Users device CS Total cost (ms)

[5] 3TMP + TM +
TCERTgen + 3TH ≈
88.15

3TMP + TM +
TCERTver + 4TH ≈
57.87

146.02

[10] 4TMP + TE + 5TH ≈
27.85

4TMP + TE + 5TH ≈
23.22

51.37

[6] 3TMP + TM +
TCERTgen + TH ≈
93.24

4TMP + TM +
TCERTver + 4TH +
TS ≈ 63.77

157.01

[7] 2TMP + TM +
TCERTgen + TH +
TS ≈ 92.38

3TMP + TM +
TCERTver + 3TH +
TS ≈ 57.88

150.26

[11] 3TMP + TE + 6TH ≈
22.74

2TMP + TE + 2TB +
6TH ≈ 15.32

38.06

Proposed TMP + 3TH ≈ 5.1758 TMP + 2TH ≈ 2.622 7.7987

TM : Multiplication operation; TS : Symmetric encryption/decryption operation;
TE :Modular exponential operation; TMP :Multiplication point operation; TB: Bilinear
pairing; TH : Hash operation; TCERTgen/ver : Certificate generation/Verification operation
(Tables5 and 6).

5.3 Communication Cost Comparison

Table7 shows the communication comparison cost with related frameworks
[5–7, 10, 11]. We have taken time stamp to be 32, 160 for random number, 256
for symmetric encryption/decryption, 60 for identifier, output of hash function 160,
bilinear pairing takes and elliptic curve point 320 and digital signature takes 1024
are in bits [12].
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Table 7 Communication cost comparison

Scheme Number of messages Communication costs in bits

[5] 4 2340

[10] 4 6880

[6] 4 2176

[7] 5 4064

[11] 7 2912

Proposed 2 1152

6 Conclusion

Vehicle to grid is a framework for our increasingly linked Internet society and ensure
reliability and stability. Vehicle to grid protection is a topic of greater concern to
government in business, academia and so on. To guarantee secure and efficient com-
munication between vehicle user and grid server, we presented an ECC-based key
agreement and authentication framework for V2G environment. We have shown that
our protocol manages different security attacks. We have also compared the crypto-
graphic security attacks and with other protocols. In addition, the proposed protocol
has far fewer cost of computational and communication as compared with other pro-
tocols already in existence. Our results confirm that the proposed scheme is efficient
for interacting with V2G.
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Fire Detection and Real Time Monitoring
Systems Through IoT Sensors

Sudip Suklabaidya and Indrani Das

Abstract The Internet of Things (IoT) has become the new area of research and
development for variety of applications in industrial and domestic areas. The model
proposed in the paper consists of a built-in Wifi module Node MCU, an open source
IoT platform, Arduino UNO controller, and programming languages along with
sensor devices and network. The proposedmodel translates, verifies data and commu-
nicates to the server based on working principles and framework. It also develops
IPv6 network environment which is capable of receiving and responding to different
formats of data received from the sensors given in different formats and assess their
relevance and accuracy with the help of appropriate coding and forward them to the
server in a graphical format. It is assumed that the systemwill be used for highly emer-
gency situation to make decisions regarding response to the fire in adverse state. The
experimental results show the effectiveness and reliability of our proposed system
and are illustrated with the graph where data are inserted into the ThingSpeak.com
server.

Keywords IoT · Node-MCU · Arduino UNO · Sensor · ThingSpeak IoT Cloud

1 Introduction

The Internet ofThings (IoT) has revolutionized human living. It spans between virtual
and physical domains andmake use of tools such as simulators and test-beds to frame
the initial proof-of-concepts and subsequent prototypes [1]. IoT is a physical network
of objects where various sensors are being monitored and controlled remotely using
existing network infrastructure. It can incorporate several techniques andmechanism
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for better accuracy and operation. The sensor can sense rise in temperature, flame
and send these data to amonitoring station to generate needful instructions or execute
appropriate decision [2].

Since millions of smart devices are connected to the internet and they have to be
communicate through a unique address space, addressing and identification is amajor
weaknesses in IoT. Also communication of data between smart objects especially
through wireless mode is a power consuming task as IoT devices are battery powered
havingminimum computation capability and storage capacity. These leads to various
constraints and issues on IP enabledwireless sensor network. Toovercome the current
weaknesses and fragmentation of the internet of things, the usage of IPv6 and other
standards protocols were used [3]. The main challenges are:

(a) Investigate the strength of IPv6 extended features and interrelated standards
for analyzing the facts of IoT and its overheads.

(b) Build a prototype to provide amechanism for analysis, search for an integration
of services with the help of IoT enabled keen objects to connect clients, servers
and various other devices through IPv6 [3].

(c) To parallel the device mobility along with mobile phone network integration
based on the programming methodology and the prototype used.

The Internet protocol is a sole requirement for any connection over internet. The
limited size and space of IPv4 has led to the transition to IPv6. As IPv6 provides
a highly scalable address scheme of 2128 unique addresses over IPv4 232 unique
addresses.IPv6 also provides end to end connectivity in a secured and dispersed
routing mechanism.

Now-a-days homes and commercial buildings are equipped with various kinds
of sensors and controlled by many latest technologies. In addition to fire detec-
tors, sensors are fixed dedicated to monitoring its internal environment, security and
integrity. Apart from these they monitored factors like smoke, temperature, acceler-
ation, gases, humidity, pressure, security images (CCTV), intrusion etc. The output
from each of these sensors is capable of providing system with valuable data for use
in forecasting the progression and the response of the building and its occupants to
the fire. The sensors provide only a simple digital (on/off) signal, while others may
provide a −5 V to +5 V equivalent signal or a signal of a few milli volts.

Fire response System is increasingly providing design solutions for such homes
and commercial buildings that facilitate function while providing a first line of
defense against the occurrence and propagation of fire. This system aims to give
people a low cost and efficient way to fireproof their homes, offices, storage units.The
temperature module also allows users to monitor the temperature and humidity thus
never allowing users to compromise their cold storages, green house etc. and all
such infrastructure which require a certain range of temperature to be maintained.
The components required are very much affordable and readily available in the
market. Moreover the installation procedure is quite easy which requires program-
ming knowledge in NodeMCU and Arduino as if in some case the user requires
customization. A strong network must be in place to collect data from the various
sensors. It is also anticipated that sensors can continuously send data to the server for
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as long as possible during a fire, though it is expected that in the course of a signifi-
cant fire many sensors, and the sections of network to which they are connected, will
be demolished.

In this paper we have developed a model fire detection system using sensor like
LM35 (Temperature Sensor), MQ-2(Smoke Sensor), YL-44(Buzzer Module) and
Flame sensor. All these sensors along with WiFi module Node-MCU are connected
through Arduino Board, an 8-bit microcontroller which generates an Integrated
control System. The system on receiving input are analyzed and produces real time
output through Thingspeak Server in graphical format. The main objective of this
paper is to build a system through which information can be send remotely to the
user or to the competent authority when the fire is being detected.

The paper is synchronized as follows: Sect. 2 in the paper highlights review of
the previous related works done to solve the stated problem, Sect. 3 describe the
proposed approach with flowchart, Sect. 4 elaborates the experimental setup and
working mechanism of the proposed system. The Sect. 5 present the results and
findings and finally Sect. 6 concludes the paper.

2 Related Work

In [4] the author have proposed an IoT based Theft Pre-emption and Security System.
The security system proposed here is based on IoT, in order to prevent risk and theft in
home, bank etc. The paper also highlights to reduce human work through automation
as it is an important aspect for security system.

Multi-sensor and information fusion technology based on Dempster-Shafer
evidence theory is applied in the system of a building fire alarm to realize early
detecting and alarming [5]. The paper uses various sensors to examine the param-
eters of the fire process in space and time which are then expanded and compared
with a single-sensor system.

IoT-based Intelligent for Fire Emergency Response Systems [6, 7].The paper
proposes to reduce casualties by determining the point of occurrence of a disaster in
a building to prevent directional confusion of the emergency lights and inappropriate
evacuation guidance.

Here in this paper “Microcontroller ATMega 328P and GSM Based Advanced
Home Security System” [8], the author provides higher security to homes. They
have used both fingerprint and password for authentication and hence reduce the
probability of hacking.

In [9] they proposes a model that include PIR sensor, temperature sensor, heat
sensor and gas sensor. On top of these sensors, the footage from the camera is also
used to detect the fire through image processing. The main advantage of this system
is that it has a very high accuracy. If the fire has been detected a mail is sent to the
security and the nearest fire department with an attachment of the photo.

The Paper “Development of Fire Alarm System using Raspberry Pi and Arduino
Uno” [10] proposes a fire alert system in a real-time monitoring system that detects
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the presence of smoke in the air due to fire and captures images via a camera installed
inside a roomwhen a fire occurs. The systemwill display an image of the roomwhen
the smoke is detected.

In this paper [11], Remote Household Appliance Control SystemUsing GSM, the
author build a system through GSM technology. The system will facilitate the user
or the owner to monitor and control his household appliances through handheld set
by sending messages.

3 Proposed Model and Architecture

3.1 Working Mechanism

The working methodology of the proposed fire detection system has been depicted in
the Fig. 1. The figure shows that how the components are integrated in a breadboard.
The temperature sensor LM35 alongwith smoke sensorMQ-2 and flame sensor used
in the system are connected to a WiFi module Node MCU and the buzzer sensor is
connected with the Arduino UNO board. Having being connected in their respective
places the Arduino UNO now loads its library which is shown with the sketch option
inside the IDE and is regulated with all library for proper functioning. Parallely, an
account is created with Channel ID and password in the ThingSpeak server which
is an IoT operation platform. An application program interface (API) present in the
channel acts as data read and write using the respective API key [12]. The write API
key are then inserted along with other network credentials such as SSID (Service
Set Identifier) network name, password and server address into the Arduino UNO
IDE. The Arduino UNO in-turn unites itself with the Wi-Fi module Node-MCU and
creates a connection to the said network. It then executes the source code, establishes

Fig. 1 Mechanism for fire detection system in simulator
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communication with the Thing speak server to represent the analog data. The serial
monitor present in the Arduino UNO board captures various analog data received
from sensors used in the system and produces graphical format based on the input,
if the said network executes properly. The graphical format is generated from the
analog data, received from the sensors are later described with accurate values.

The proposed smart fire detection response system is aimed to provide the evac-
uation protection and dependability shown in Fig. 2 with the flowchart. It basically
describes the integration of various sensors which generates a framework called

Fig. 2 Flowchart for fire
detection Module
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Integrated Control System. The control system when generates events will produce
output values in the server.

4 Experimental Setup

4.1 Hardware and Software Components

The following are the hardware and software components used in the proposed
framework.

I. NodeMCU: The Node MCU an open source platform is programmed using
Arduino-Uno [13] Integrated Development Environment. It has a built in WiFi
module that runs on ESP8266 WiFi and can simply connect it to WiFi with design
and programming.

II. Arduino Board: The Arduino board is an 8-bit microcontroller consisting of
14 digital I/O pins that are used as either input or output in the board which are
been connected with wires to various external devices and components. It consist
of board voltage regulator and crystal oscillator and USB serial adapter with which
the Arduino board can be design and programmed in a very effective way. The
programming is prepared by means of Arduino coding or programming language
(APL) that tenders ‘wiring’ and the Arduino Development environment (ADE)
that tenders ‘processing’ [12]. The Arduino UNO boards are available in various
sizes, system aspects, having various number of input-output pins , as for different
power supply necessities, connectivity and various other applications. Arduino UNO
board is a popular and reasonable of all the Arduino board based on ATmega328P
microcontroller.

III. LM35 Temperature Sensor: The LM35 sensor is precision integrated-circuit
devices which have an output voltage proportional to the temperature in degree
Celsius [13]. It does not require any external adjustment circuitry. It is a three-
terminal sensor used to measure nearby temperature ranging from−55 °C to 150 °C.
The output voltages raises as the temperature increases.

IV. MQ Sensor -2 Smoke: The MQ-2 smoke sensor has high response time and is
susceptible to smoke and to the inflammable gases such as LPG,Methane, Hydrogen
etc. [13]. The sensor reads the analog signal from the Arduino and generates analog
output signal. There are various types of gas sensors available based on gas type and
ranges.

V. Flame sensor: The flame sensor is very sensitive and is used to detect fire source
and other related fire causes. It outputs the result in the binary form 0 and 1. It is
basically used for short range fire detection and is mostly accurate up to about 3 feet.
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VI. Buzzer module YL-44: The YL-44 is a buzzer module which operates at 2 kHz
frequency audible range. It is an active buzzer, which means that it produces sound
by itself and does not need any external frequency generator. The buzzer will turn
on when the I/O is kept as low and taking will turn off when the pin is kept as high.
The buzzer module can be measured by Pulse width modulation.

VIIThingSpeakGraphic Interface:Thing speakgraphic interface is aweb-basedopen
Application Interface (API) IoT source information platform that basically performs
storing of sensed data and in turn computes those data in graphical form at the web
level. It works with internet connection, as it acts as data packet carrier between the
connected things. Thing speak cloud also stores, retrieves, saves, analyse, observes
and work on the sensed data from the connected sensor to the host microcontroller
such as Ardunio. The IoT runs on comprehensive range of embedded devices and
web services. The IoT can also create sensor-logging requests, location-tracking
applications, and a social network of things with status updates, so that the home
can be managed centrally with correct location.The main element of ThingSpeak
activity is the channel, which contains data fields, location fields, and a status field.
The ThingSpeak send data to the cloud where the channel stored data in the form
of either private or public channel. We can write data to the channel, process and
view the data with MATLAB code, and react to the data with tweets and other alerts
[14, 15].

4.2 Implementing Fire Response System (Physical Structure)

The System is divided into three different modules (Fig. 3):

1. Temperature Module

Fig. 3 Connection of Node-MCU, Arduino UNO Board, sensors with wires and cables
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Fig. 4 Normal temperature of room with time and date

The First module is based on LM35 temperature sensor which has a detection range
of −55 °C to +150 ° C. The sensor will detect rapid rise in temperature in case of
fire i.e. when the temperature exceeds the fixed threshold value. Node MCU sends a
message “Temperature rising” and trigger a primary alarm that will notify any person
present near the target area by beeping simultaneously with a delay of 3–4 s.

Figure 4 Depicts the reading of normal temperature in a room. With the help
of appropriate algorithm and respective source code the LM35 Temperature Sensor
senses the normal temperature from the Arduino UNO board using wifi module
Node-MCU and puts the data on the serial monitor of Arduino UNO board.The
Serial monitor connects the server and place the data in the channel which reflects
in the ThingSpeak server as graphical format. The temperature changes with the
increase in temperature which is been implemented and verified.

1. Smoke Module

The smoke module is based on the MQ-2 Smoke sensor which detects the smoke
preceding the fire; this triggers a higher magnitude of alarm with a lesser delay also
relaying another message (“Smoke Detected”) via Node MCU.

In this module smoke is being detected by the MQ-2 Smoke sensor when any
sort of smoke is present in the surroundings. TheMQ2 is a sensor that allows gas or
smoke detector at concentrations of 300 ppm to 10,000 ppm. After calibration, the
MQ-2 can detect various gases such as LPG, i-butane, propane, methane, hydrogen
and fumes. It is designed for indoor use at room temperature.When the sensor detects
the smoke, it becomes equals to one (smoke == 1) and the updated Twitter Status
shows the message that “Smoke is Detected”.

2. Flame Module

The third and final module is based on the IR Flame sensor; it detects IR (Infra-Red)
light wavelengths between 760 nm and 1100 nm (nano meter) that is emitted from
fire/flames from an approximate distance of 2 m [6]. If flames are detected by the
module then an even higher pitched alarm is activated with an even lesser delay of
20 ms along with the undesirable (“Fire Detected”) message.
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Fig. 5 Sensitivity of MQ2 sensor

In this module, the Arduino automatically turns on LED and Buzzer when
we place a flame near the flame Sensor. In the Fig. 5 it is shown that the flame
remains at one (Flame= 1) when it detects any kind of spark in its surroundings and
comes down to Zero (Flame = 0), when the flame is removed. The Arduino UNO
automatically turns off LED and buzzer.

5 Results and Discussion

The graphical analysis of temperature, smoke and flame detection has been described
with proper readings based on the data inputs and the overall outputs is shown
with different graphs as mentioned in the above figures, stating how the module
accepts various inputs. The various sensors along with wifi module Node MCU and
Arduino Board are embedded in a bread board and are integrated with the software
that regulates the entire module and helps to process the input data supplied as
temperature, smoke and flame detector which in turn responds to system. Themodule
interacts with the data feed into the system as inputs through end-users in theArduino
Board are then send via serial monitor to the ThingSpeak Server which are then
represented as outputs in different graphical forms and states the current status of the
environment based on the inputs. The abovemodule illustrates the implementation of
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fire response emergency system based on the sensors range and capacity. The same
module can cover large environment if the ranges of the sensors are increased to a
larger strength. Themodule illustrates the implementation of fire response emergency
system using IoT as one of the platform, which is a new area of research in terms of
Security measures implemented in the field of IoT assisting various commercial and
domestic purposes,meeting the requirements in today’s era of science and technology
through IoT enabled devices.

6 Conclusions

With the advanced and extended features of IPv6, internet of things can easily accom-
modate increasing number of sensors connecting to the internet. In this paper we
have design a prototype for fire response system with the help of various sensors
and programming features. The fire detection system use sensors like tempera-
ture,flame and smoke and these sensors behaviours to environmental inputs and
are then analyzed via Thingspeak server.Several analog data are taken from the local
environment in various forms and is being represented in graphical format through
ThingSpeak cloud via internet. Due to scalability and addressing space in IPv6,these
extended features also helps a great in carrying out the proposed fire response system
in a better way keeping in mind it’s security measures.The system thus tries to bring
forward the application of IoT using IPv6 protocol for a fire response system.As
IPv6 has a vast address space and scalability, research in IoT has a great impact in
today’s domestic and industrial area.
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Intelligent Physical Access Control
System Through Three-Stage Verification
Using IoT

Rohit Tripathi, Manoj K. Shukla, and Yogesh Kumar

Abstract In present communication, an intelligent physical access control system is
using IoT platform, where there are three different verification stages. The hardware
is designed on proteus and then fabricated on PCB board. The major part of this
system is Arduino Uno, fingerprint scanner-R305, 4 × 4 keypad module, GSM
module-900 A, 5 pin relay-5 V, and solenoid lock. Arduino IDE software is used
to operate the hardware. Five steps have been accounted, first: enable the system,
second: put finger on scanner, if it matches, third: asking to enter password or code
for second verification then fourth: one enters the password and access or lock is
opened. In meanwhile, one SMS delivers on owner/authorized person. Fifth: after
certain delay (5 s), it locked, automatically and again one more SMS delivers on
owner/authorized person. Such systems are designed and applied for higher security
purpose for highly restricted areas for common public or hotels, classrooms of school
and colleges, offices, bank lockers where unauthorized person is not permitted to
access the place. The total cost of this hardware is approximately Rs. 2700.

Keywords Smart lock · Arduino · IoT · Three protocols

1 Introduction

Security systems are essentials, which provide privacy at their own point of require-
ment. It can be simple like a secured access system or a complex one like: smart
home automation system, which takes a large no. of different security parameters
over continuous changing technology. Security is the biggest issue in any individual
and industrial whether it is in the personal or social way. Security of human life
and property is one of the paramount challenges facing any nation or any corpo-
rate organization. Security systems are necessary everywhere especially in banks,
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houses, offices etc. Now, security systems are essentials which lead optimum use
of the resources and safety in society. A security system must lead to different step
of authentication, only a door lock cannot provide us security at its most, so some
other features like biometric-based and many more approaches are highly required
for smart security systems. As the technology is evolving every second, intelligent
security systems have been developed and implemented to prevent illegal invasion.

The aim of this study is to present most secure access systemwith having multiple
verification stages for genuine person access only. Before gaining access, it is cate-
gorized into single and multiple protocol system depending on the security huddle.
First step toward security was lock and key system. And security protocol followed
in this system was “single key for a single lock”. But after that many new featured
security or access control systems have been introduced as per literature.

The circuit has been designed for intelligent door lock where this equipment was
designed as an intelligent door which locked the access easier than earlier existing
models. It could set user cards for the door lock, synchronize the door lock time, read
the door-open record, and search the door-open record according to the door-open
time or the card number [1]. GUI-based face recognition system for door lock control
using microcontroller was developed [2]. It showed that system was developed to
become fully automatic face recognition system by adding another feature that auto-
matically captures image with a sensor when there is human presence at the entrance
area. The new design through smartphone NFC door lock control system was devel-
oped which provided a low power, secure, convenient way both to open and to lock
a door [3]. One access control system was developed based on e-mail alert along
with a sophisticated design which provided the flexibility of remote access control
while ensuring security. In one other research, RFID-based automatic door locking
and unlocking system has been designed where Arduino was used as microcontroller
which given the user data in real-time system [4, 5]. Motion and image capturing-
based smart access control on Android phone was also developed [6]. Utilizing of
both input parameters achieved another advantages to build the proficiency regarding
unique identification in premises.

Smart door lock system based on blockchain was also developed where the
blockchain was applied to the smart access control system which also guaranteed
authentication, non-repudiation, and data integrity. It prevented an unauthenticated
user from participating in the blockchain network [7]. A design of lock system was
developed for operating door, and it used Bluetooth technology with low power and
is available on almost all gadgets [8, 9]. Raspberry Pi 3-based vehicle door locking
system was powerful system with high security. This designed system could not
be cracked by unauthorized persons. Car locking was only done by genuine finger
identification only [10]. A safe door lock system based on Raspberry Pi was devel-
oped where cameras, keypad, and Pi-lids were being utilized to provide an alarming
system that had the ability to notify the owner, as well as, recognizing guests by
giving them a user id [11, 12].

One other system was also designed as door lock system which was combined
with augmented reality technology (AR) and mobile phone remote control system.
But the demerits of using AR technology were that the speed of opening the door was
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slower than using the real lock key [13]. Smart lock system using crypto-algorithms
was also presented where a complete system was developed with an Android app,
using cryptographic algorithms for secure transmission and hardware with actuators
in order to control unauthorized access [14, 15]. One latest smart lock system was
presentedwhere a voice of humanwas detected byFETand then this voices processed
by combining MATLAB and Arduino. Through this, this voice was being processed
and a door lock system was operated through Arduino [16].

Password-based security system and fingerprint-based security system are some
of the examples of single protocol system. A multiprotocol system is also made with
incorporation of more than one level of protocol system. The protocol system solely
represents the advanced locking system, and it can be two factors-based or may be
three factor-based security system, depending upon the requirement of the individual.

At present study, the designed system provides multilevels authentication in the
real time, and with the real time which makes the highest secure system. A combi-
nation of fingerprint and password-based locking features on a single GSM module
produces opening and closing of the lock as output on the valid input, and the GSM
module provides messages to owner/authorized person.

2 Internet of Things (IoT)

Internet of things (IoT) is an advanced automation and analytics system which
exploits networking, sensing, big data, and artificial intelligence technology to deliver
complete systems for a product or service. These systems allow greater transparency,
control, and performance when applied to any system. The most important features
of IoT include connectivity, sensors, active engagement, and small device use. The
main components of IoT-based system are microcontroller like: Arduino or Resberry
Pi, sensors and actuators which help the designed system to operate wirelessly with
the availability of Internet only. The application of IoT exits across all smart lifestyle
and businesses or industries. IoT involvement offers improved customer engagement,
technology optimization, reducedwaste, enhanced data collection, remote operation,
and real-time monitoring. In this system, Arduino has been taken as microcontroller
due to wide availability and low cost.

3 System Description and Principal

In this study, a multipurpose and multilevel verification-based access control system
has been designed. Before designing the present system, the detailed review has also
been carried out. It is found that Arduino is best microcontroller for IoT application
and it is widely available and having low cost. After that, Arduino has been taken.
Here, three-level verification protocol has been adopted, where first verification stage
is fingerprint through fingerprint scanner, second one is password through keypad
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Fig. 1 Block diagram of proposed multipurpose door locking system through Arduino

and if access is allowed after both verification stages, sms has been delivered to
owner or authorized person as alert in both access on as well as access off stage. The
block diagram of the system has been shown in Fig. 1.

The locking system setup mainly consists of Arduino UNO. It also contains of
4 × 4 keypad, fingerprint sensor (R305), GSM module (900 A), solenoid lock,
jumper wires, etc. The Arduino IDE has been used as software and uses code in C++
language. Arduino Uno H/W board has been connected to PC through connecting
cable. The circuit diagram of the designed system has been shown in Fig. 2.

Once the hardware and software is connected, the “enroll” code is uploaded
and then the fingerprints for the input purpose are taken from human finger with
commands on the serial monitor and stored for the further verification purpose.

After the installation of all the components, the enroll code is entered and uploaded
to theArduinoUno board and then the fingerprints have been taken and enrolled from
multiple users. Then after the final code is uploaded to the board as a password/key
code to be entered and function code for the process, the hardware is ready forworking
in proper manner with accessible only for authorized persons who can get access in
particular location or area. Such systems can be implemented, where restricted areas
are unsafe for general public like: bank lockers, confidential cupboards or rooms,
VIP areas, or any highly restricted areas.

Now, process starts as any human put his/her selected finger onfingerprint scanner,
if it is correct then green LED glows and next verification enables after that enters the
predecided code or pass word through keypad, if it matched the code, access is ON
state and at the same time, sms is delivered to owner/authorized person’s mobile as
alert only. After 5 s, automatically this access has been OFF and sms is delivered to
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Fig. 2 Circuit diagram of proposed multipurpose door locking system through Arduino

the same person as alert. At any stage, fingerprint or code does not meet the precodes,
the system does not allow to go forward and lock will not be opened.

Following above methodology, it is called three-stage verification access control
system which gives higher level of security and alert system. The flowchart of the
process and the picture of hardware circuit have also been shown in Figs. 3 and 4.
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(2020)

(a) 

(b)

Fig. 3 a,bActual hardware picture of proposedmultipurpose door locking system throughArduino
Uno
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4 Methodology

See Fig. 4.

5 Results and Discussion

After fabricating the system, there are five steps in the process. First: enable the
system, second: put finger on scanner, if it matches, third: asking to enter password
or code for second verification then fourth: one enters the password and access
or lock is opened. In meanwhile, one sms delivers on owner/authorized person as
“YOUR LOCK IS OPENEDONDD-MM-YYYYATHH:MM”. Fifth: after certain
delay (5 s.), it again locked, automatically and again one more sms delivers on
owner/authorized person as “YOUR LOCK IS CLOSED ON DD-MM-YYYY AT
HH:MM” and process completes. The pictures of all five steps of hardware have
been shown in Figs. 5a–e.

These three levels provide us with the security feature we can demand for
prevailing in the current, security conditions around us. It is easy to design and
easily accessible for all type of users.

6 Conclusions

An intelligent locking system is presented here, which gives us clear-cut informa-
tion about the different approaches which is required to take in consideration about
the different aspects of security systems. With the increasing threat and burglary
through advanced techniques, now is the time to adapt for modern solutions, the
modern solutions list different approaches of protocol system like password-based,
face detection, and biometric-based security systems.

The approach is combining with password and fingerprint-based security system,
with a GSM module in combination, which gives us messages on our phone when
the system is being locked or unlocked. It can be easily applicable to get access of
our home lock security system, being on a far remote place too. The message feature
provides an alert on instant basis and we can stop the authorized person through
mobile app with NO command or DND command through mobile also.
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(a) 

(b)

(c) 

Fig. 5 a–e Complete hardware connected with PC
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(d)

(e)

Fig. 5 (continued)
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Descriptive Indic Answer Script
Evaluation Using Deep Learning

Deepak Senapati , Abinash Panda , Siddhant Mund ,
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Abstract The evaluation of descriptive answer scripts is a monotonous, time-
intensive process and is prone to human errors and sometimes bias. As a result,
a student’s career can be at stake. Hence, in order to mitigate the errors and efforts
during answer script evaluation, an automated evaluation system is proposed to
assign marks to the answer scripts correctly. Our proposed system, ‘Descriptive
Indic Answer Script Evaluation using Deep Learning’ will provide the marks to an
answer based on its content and correctness depending upon the model trained using
natural language processing and deep learning techniques on the dataset containing
some of the manually evaluated sample answers. In the proposed sequential model,
the learning is done by the convolutional and LSTM cells. The input to the system
is the extracted text from the answer script which after preprocessing was fed to the
model for training. As there was no significant system available for Indic languages,
the system will be very helpful for the education boards conducting examinations in
Indic languages. In this paper, among the different Indic languages, we have focussed
on Odia language as very minuscule amount of work has been done in this language
with regard to any NLP task.

Keywords Convolution neural networks (CNN) ·Deep learning · Indic languages ·
Long short-term memory (LSTM) · Natural language processing (NLP)

1 Introduction

In every educational institution, examination is done to assess what students have
learned with regard to particular subjects. The evaluation of answer sheets is a very
important task because a student’s ability is judged by the marks obtained by him/her
in the exam.Manual answer sheet evaluation requires a lot of time and concentration.
Sometimes, there can be mistakes as the evaluator has to evaluate heaps of answer
sheets. Therefore, we proposed ‘Descriptive Indic Answer Script Evaluation using
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Deep Learning,’ to automatically evaluate answer sheets in very less time based on
the model trained upon some of the manually evaluated sample answers. We mainly
focussed on Indic languages as almost negligible work has been done in this field.
Automatic answer sheet evaluation in Indic language is a very new task that has been
discussed in this paper. The model will evaluate the answer automatically; only, one
has to provide a scanned image of the answer then the system will extract the text
from the image using Optical Character Recognition (OCR), and then, after text
preprocessing, the model will evaluate the answer and provide the score. As we have
mainly focussed on Indic Language, this model can be implemented in various state
government schools and colleges for answer sheet evaluation. The model that has
been implemented is a combination of Natural Language Processing (NLP) and deep
learning. Deep neural networks are able to capture semantics of text in order to detect
the similarity between texts. Two models were implemented using convolutional
neural network (CNN) and long short-term memory (LSTM), and based upon their
performance, LSTM model was finalized.

The trained model predicts the mark of the input answer with a decent accuracy.
The proposed model helps in easy evaluation of bulk answer sheets in less time. The
proposed algorithm can be implemented by state government-run schoolswhich have
Indic language in their curriculum.

2 Literature Review

The field of automatic answer sheet evaluation evolved in the early 1990s. Recently,
it involved natural language processing in its domain for achieving the purpose.
Ellis Batten Page developed an automated evaluation system (AES) as Project Essay
Grader based upon a request from the American College Board which is basically
used for essay analysis. Later on, many more systems were developed which are
currently in use at different educational institutions. Landauer [1], in 2003, devel-
oped a system named Intelligent Essay Evaluator where latent semantic analysis
(LSA) was used for evaluation. Then Kakkonen [2] used the probabilistic LSA in
his automatic answer evaluator tool in 2005. Along with LSA, other classification
methods like naive Bayes theorem, maximum entropy, K-nearest neighbour had also
been experimented in different works. A competition was hosted by Hewlett foun-
dation on the Kaggle platform as the Automated Student Assessment Prize in 2012
for automated essay scoring. Naive Bayes theorem was used in 2018 by Piyush Patil
[3] in his proposed system—subjective answer sheet evaluation. According to this
system, the answer is evaluated in three phases as keyword matching followed by a
grammatical check and then comparingwith the question-specific things.Here,Bayes
classifier classifies the answers among ten classes(0–9). For grading, it considered
the output class along with the probability of its occurrence from Bayes classifica-
tion. For example, in a marking scheme of 10, the grade will be—(obtained class
+ probability of class occurred/100). Similarly, Prayag Singh [4] used Boruta algo-
rithm, random forest alongwith gradient boosting in his proposedmodel. The system



Descriptive Indic Answer Script Evaluation … 903

Table 1 Attributes in training dataset

Name Type Description

img_id string Unique identification for each individual answer

ans string The actual answer of the student

marks float The corresponding score

indicates usage of Boruta algorithm for an upside-down search of features for feature
selection under categories of ‘Important,’ ‘Confirmed,’ ‘Rejected,’ ‘Tentative’ and
the training of these subsets using the random forest for increased performance and
decreased training time. Then, gradient boosting is used to develop the model from
the decided features. Later in 2019,NeethuGeorge [5] insisted on using deep learning
for a better and effective result in regard to automated answer sheet evaluation. The
system works with an recurrent neural network (LSTM RNN), where inputs will
be temporal data from embedding layers and embedding vectors correspond to the
final glove vector where the glove vector is the semantic representation of the whole
answer with the use of the respective embedding layer. According to the system, the
dropout layer will access the input and then will relate it to a fully connected neural
network where the activation function is Softmax. The system was named as deep
descriptive answer scoring model (D-DAS).

3 Dataset

Dataset plays a crucial role while assigning a score to an answer using the developed
model evolved from the relation between the answers and their corresponding scores.
So, we collected 100 images of a pre-evaluated handwritten answer. On performing
some basic image processing operations, we got 84 effective images for considera-
tion.We used optical character recognition (OCR) for the extraction of answers from
the images. Then, the answers and their respective marks were accumulated into a
CSV-formatted file structure for designing the training dataset. The CSV-formatted
attributes were (Table 1):

A sample of the dataset is given in Fig. 1.

4 Preprocessing

Text preprocessing [6] is the first step in any natural language processing tasks.
Strings cannot be fed into machine learning algorithms for learning purposes. Hence,
the answers in our dataset need to be represented in the form of numerical features
after being cleaned for any irregularities. For the text preprocessing task in the project,
a library Indic natural language processing toolkit (iNLTK) was used. It is modelled
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Fig. 1 Dataset

on the lines of NLTK library, but on a much smaller scale, and has support for
12 Indic languages in addition to English. Herewith are the steps undertaken for
text preprocessing—removal of NaN (not a number) values from ‘ans’ column, the
number of words feature extraction, vectorization, padding and trimming of the
vectors.

As stated, the first step in preprocessing is the NaN (not a number) value removal.
The NaN values cannot be fed into the deep learning models and also do not have
any significance; thus, they were removed. On checking the ‘ans’ column, it was
found that there were some NaN entries. After removing the NaN entries, it resulted
in a reorganisation of the dataset index; hence, in order to get an easy working
environment, the dataset index was reset. After the NaN values were removed from
the ‘ans’ column, the total number of entries was reduced to 67.

Next, we move on to feature extraction, a process of creating a new feature from
existing attributes. We extract the ‘number_of_words’ feature from the dataset by
finding the length of the tokenize list which is obtained by splitting the sentences
about a space. It was found that the number of words do not have a direct relationship
with the marks secured, but it can be used to standardize the vector length after the
vectorization process before being fed into the training cycles.

Coming to vectorization, it is the most important step in preprocessing. Vectoriza-
tion is transforming or converting text into corresponding meaningful vectors of real
numbers that a machine can understand. For carrying out the vectorization process,
Indic natural language toolkit (iNLTK) library was used. iNLTK library uses transfer
learning technique [7] and universal language model fine-tuning (ULMFiT) algo-
rithm [8] for vectorization. Transfer learning is the process of using any pre-trained
model and tweaking them for the problem at hand. ULMFiT is a prominent transfer
learning technique implemented in the natural language processing space. ULMFiT
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is trained on the Wikitext-103 corpus and uses an AWD-LSTM (ASGD weight-
dropped LSTM) for its language modelling tasks. Using the ULMFiT pre-trained
model and transfer learning, the iNLTK library retrained it on the Odia Wikipedia
corpus for the embedding vectors. The iNLTK vectorization method generates an
output of 1 × 400 vector for each token. Vectorization for the entire dataset gener-
ates a 3D vector of shape (67, no_of_tokens, 400). The first dimension is the number
of samples in the data frame, second dimension is the number of tokens in each
sample, and the third dimension is the vector length. Thus, for each sample, a 2D
vector is generated given by (no_of_tokens, 400).

Given that the no_of_tokens is variable from sample to sample, thus, it cannot
be directly fed into the neural network for training. This brings us to the final step
in preprocessing—padding and trimming of the vectors. For padding, the vectors
were post-appended with 1 × 400 zero vectors, and for trimming, the vectors were
trimmed from the left end. To decide upon the final length of the vectors, the feature
‘number_of_words’ was used which was extracted earlier. To decide upon the vector
length, the statistical distribution of the number_of_words feature was computed. It
was observed that the max length was 211 and the median length was 124 with the
75 percentile mark at 156 words. For padding, the median length of the vectors was
considered to avoid outliers. Padding was done using the pad_sequence() fromKeras
library. This function pads a vector with the given series to get the specified length
and trims the vectors in case it is longer than the specified length. This resulted in
a NumPy array of shape (67, 124, 400) which would be fed into the deep learning
models for training.

5 Deep Learning Models

Two deep learning models were proposed—CNN and LSTM—with a convolution
layer. Training was done for both the networks, and based upon performance, the
best among them was selected.

CNN Model

Convolutional neural network or ConvNets (CNN) is a popular deep learning model
used to perform classification tasks from images, text, videos or sound [9, 10]. We
proposed a CNN model with the vectorized Odia text tensor as input and multiple
hidden layers. The output of the model was an array of length 6.

The layers used in the sequential model are:

• Input layer—1D convolution layer
• Hidden layer—MaxPooling1D layer, flattening layer, dense layer
• Output layer—fully connected dense layer.

Conv1D. The Conv1D creates a convolutional layer. A dropout of 0.2 was added to
the sequential model which helps in preventing overfitting of the data by randomly
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switching off some of the nodes. Sixty-four nodes were created in the convolution
layer of the sequential model. Input_shape of [124, 400] was used; as mentioned
earlier, the padded length of the vectors is 124 where each token’s vector length is
400. We use ReLu nonlinearity as activation, and stride was set to 1.

MaxPooling1D. The MaxPooling1D creates a max pooling layer, the only argument
is the pool size [11]. The pool size of 2 was used as it is the most common. As it is
known that the stride length and window size are the same by default, thus it was 2.

Flatten. After the convolution + pooling layers, we flatten their output to feed into
the fully connected layers.

Dense Layers. The dense function in Keras constructs a fully connected neural
network layer, automatically initializing the weights as biases [12]. The number of
nodes in the hidden dense layer is 60, and the activation function that we used for
non-linearity is ReLu. The unit size of the output dense layer is 6, and as discussed
in data preprocessing, there are six unique values of marks in the dataset.

The sequential model was compiled using the Keras API compile function with
Adam optimizer as the optimizer function, sparse categorical cross-entropy for loss
computation and accuracy as the evaluation metric of the model (Fig. 2).

LSTM Model

LSTMs or Long short-term memory networks are a special type of recurrent neural
networks (RNNs) [13] and are capable of learning long-term dependencies. We
proposed an LSTM model [14] with a convolution layer in the beginning which
would help in reducing the dimensions of our input data and thus also reduce the
cost of training.

A sequential model was proposed with the following layers:

• Input layer—1D convolution layer
• Hidden layer—one LSTM layer and one fully connected dense layer
• Output layer—fully connected dense layer

1-D Convolutional layer. The filters are the number of simultaneous filter convolu-
tions carried out. It specifies the dimensionality of the output space. The number of
filters used were equal to pad_length which is 124. The output of this layer is a 2D
vector of shape— (85, 124).

LSTM Layer. LSTM layer is the most important layer of the model. This layer
consists of 96 nodes, and a dropout of 0.2 was added. In this case, 20% of the total
nodes were switched off in each training cycle. The output of the LSTM is a 1D
vector with shape (96).

Hidden Dense layer. A fully connected dense layer was used to accept the output
of the LSTM layer. This layer has 24 nodes, and a ‘ReLu’ activation function was
applied. ReLU stands for rectified linear unit, and mathematically, it is defined as y
= max(0, x). This is used as it is proven to be a really fast function as it converges
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Fig. 2 CNN model architecture

faster in the absence of any negative values. The output vector shape of this layer is
(24). It serves as an input to our output layer.

OutputDenseLayer. For our output layer also,weused a fully connected dense layer
with six nodes, with softmax activation function, which provides an output vector
representing the probability likelihood of each of our six marks labels. Hence, while
predicting, we can tell the marks as the one with the highest degree of probability.
This layer generates an output vector of size (6).

The model was compiled using the Keras API compile function with the
Adam optimizer as the optimizer function, sparse categorical cross-entropy for loss
computation and accuracy as the evaluation metric of the model (Fig. 3).
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Fig. 3 LSTM model
architecture

6 Result and Analysis

Random forest classifier was used as a baseline reference model for the proposed
deep learning models. The proposed prediction-based system gives us a predicted
mark for a corresponding answer, derived from neural networks. The model was
trained over 10 and 15 epochs for CNN and LSTM, respectively.

Cross-validation is a resampling procedure to validate the effectiveness of a devel-
oped model if a limited data source is available. We used cross-validation for testing
the accuracy of the model by varying the training fraction from 0.2 to 0.8. Accuracy
metric of Keras library was used for calculating the accuracy of the model. There
is a list of Keras classification accuracy metrics like binary accuracy, categorical
accuracy, sparse categorical accuracy, etc.; regardless of whether the problem is a
binary or multi-class classification problem, we can specify the metric as ‘accuracy’
to report on accuracy. Total and count are two local variables created by accuracy
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metric where total and count here represent the number of predicted marks that
matched with the actual mark and total number of samples, respectively. Accuracy
is finally calculated as the frequency of total by count.

For training purposes, we have used 10 epochs for CNN and 15 for LSTM. The
accuracy rate per epoch is ascending along with the descending nature of epoch loss
for both of them. The graphs of epoch accuracy and epoch loss for both CNN and
LSTM are given in Figs. 4 and 5, respectively.

Fig. 4 CNN loss and accuracy graph

Fig. 5 LSTM loss and accuracy graph
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Table 2 Accuracy of various implemented models at different training fractions

Training fraction RFC CNN LSTM

0.2 35.185185 35.185185 45.185186

0.3 44.680851 44.822695 52.907801

0.4 39.024390 49.756098 51.951221

0.5 52.941176 56.274511 54.803923

0.6 51.851852 53.703705 54.444446

0.7 57.142857 54.285716 63.174605

0.8 42.857143 62.142858 74.761905

Themodels were trained and tested over 30 iterations to obtain a normalized accu-
racy. Table 2 depicts the comparison of the normalized accuracy levels at different
train-test splits of the dataset.

The accuracy of the model at 80% of training data is 42.85% for the random
forest classifier (RFC), while convolutional neural network (CNN) and long short-
term memory (LSTM) show an accuracy of 62.14% and 74.76%, respectively. The
corresponding graph for a better representation, understanding and easy comparison
of accuracies is given in Fig. 6.

Clearly, the LSTM model has outperformed both the baseline RFC model and
CNNmodel. Therefore, the LSTMmodel was chosen for ‘Descriptive Indic Answer
Script Evaluation using Deep Learning.’

Fig. 6 Training fraction versus accuracy
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7 Conclusions

A lot of time and concentration is required during manual answer sheet evalua-
tion. The evaluator can commit mistakes as there are heaps of answer sheets to be
evaluated. To mitigate these problems, ‘Descriptive Indic Answer Script Evaluation
using Deep Learning’ was proposed. In this proposed system, we mainly focussed
on Indic languages as almost negligible work has been done in these languages. For
this system, both classical machine learning model and deep learning models were
implemented. The highest accuracy was obtained from the LSTM model which was
74.76%. As there was no precedenting work exist in this field, thus the accuracy of
74.76% is quite acceptable. The accuracy obtained in the model has been compared
with the existing works in English language. From the findings, it is evident that the
proposedmodel works quite comparable to the existing systems in English language.
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Blockchain Aided Predictive Time Series
Analysis in Supply Chain System

G. A. Dhanush, Kiran S. Raj, and Priyanka Kumar

Abstract In themodern digital era,Artificial Intelligence (AI) andBlockchainTech-
nology are the two most popular and promising research areas. AI helps in making
intelligent decisions whereas blockchain technology automates the payment pro-
cess by making it more secure, trusted and decentralized. Smart contracts help with
interactions among participants over the network with no intermediate or a trusted
third-party involvement. In this paper, we have considered a real-time application
of tracking crops produced by farmers across different stages of the crops supply
chain. We have proposed a secure and trusted supply chain model using blockchain
technology and have done time series analysis for future prediction for the quantity
of production of each crop in a season.

Keywords Supply chain · AI · Time series analysis · Prediction · Blockchain
technology

1 Introduction

Supply chain is one of the well-known application areas of blockchain technology. It
ensures end-to-end information flows, products, services and money. It also records
each and every single asset throughout its flow on the supply chain, track the orders,
receipts, and payments in a secured and transparent manner. In past few years, we
have seen blockchain as an promising research area and its significant applications in
healthcare, in financial services such as digital assets and payment systems [8, 12],
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Fig. 1 Imagining blockchain (Decentralized, consensus controlled, tamper-proof, trustless public
ledger of assets and transactions)

smart contracts [13], logistics [11] Internet of Things (IoT) [9, 16], and reputation
systems [5, 10]. All this data resulting from supply chain is stored as raw data in the
Blockchain. We can perform a variety of analysis on data of this magnitude to make
predictions and aid the growth of companies participating in supply chain.

We live in India which is also called agricultural country. Lot of agriculture lands
are there which is the largest sector for employment. India ranks second worldwide
in farm outputs. As per 2016, agriculture employed 49.9% of the Indian workforce
and contributed 16.9–17.9% to country’s GDP [14, 15]. It would be of huge help to
them if we are able to track their produce by storing the crop data in Blockchain.
Since the data is recorded in Blockchain, the data becomes easier to track. At the
end, we would like to fetch the data recorded in the blockchain and make useful time
series analysis to know how much crop can be produced in a given season (Fig. 1).

Road map. The paper is organized as follows. We describe literature survey on
impact of blockchain in supply chain system in Sect. 2. In Sect. 3, we formally show
the implementations of our proposed CropPrediChain model and have shown user
validation and successfully tracking of crops at every stage of supply chain net-
work. Section4 describes time series analysis for future prediction for the quantity
of production each crop in a season. Finally, we conclude in Sect. 5 (Fig. 2).

2 Background

2.1 Blockchain Technology and Smart Contract

Blockchain Technology has great impact across industries in 5–10years. It is one of
themost demanding technology for security, transparency and immutability purposes
in every aspects of modern research domain. The following Hype Cycle provides an
overview of howblockchain capabilities are evolving from a business perspective and
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Fig. 2 Blockchain
Technology

maturity across different industries [14]. Blockchain is also called distributed ledger.
A ledger is a system of records for a business that records asset transfer between
participants. It is immutable in nature which is achieved by hashing technique. Hash
functions take an electronic record (such as a PDF file, a video, and an email) and
produce a fixed-length output. If the information is changed in anyway even a comma
is changed in a 3000-page document, a different output value is produced. Hash is
irreversible. An input gives a hash, but a hash cannot give the input (Fig. 3).

Fig. 3 Gartner Hype Cycle for Blockchain (September 2019) [4]
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Fig. 4 Smart contract

Smart Contract is the digital agreement between transacting parties. This is a
computer protocol intended to digitally facilitate, verify, or enforce the negotiation
or performance of a contract. Smart contracts allow the performance of credible
transactions without third parties. Contract is the part of public blockchain and is
written in the form of code into this blockchain as depicted in the figure. Parties
involved in the contract are anonymous. Contract execute itself when predefined
condition is met (Fig. 4).

2.2 Limitations and Research Challenges in Supply Chain

Traditionally, supply chain was a linear process as seen in Fig. 5 starting from Tier
N supplier, the product passes through different stages and reaches the dealer. A
company starts with a small supply chain and as the business grows, many partners
performing the same process come into the picture. It becomes difficult to keep track
of the flow of product as many companies with similar roles come into the picture.
Also, the communication between companies in one stage the supply chain to another
company in another stage the supply chain becomes difficult as the chains become
longer. All this could be mitigated with the use of blockchain. Blockchain helps in
keeping track of all the processes that take place in the supply chain (Fig. 5).
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Fig. 5 Supply chain without Blockchain

2.3 Impact of Blockchain in Supply Chain

Latest blockchain technologies help to feed the data into the blockchain in real-time.
Once fed, the data in the blockchain cannot be mutated. Hence, the integrity of the
data is always preserved. Also, the origin of the data can be easily traced as all
the record from the beginning of the process in the supply chain can be stored and
retrieved. This makes blockchain the central mode of sharing and retrieving data for
the companies involved in supply chain as shown in Fig. 7.When a company needs to
remove redundant participants of its supply chain, it can easily query the blockchain
to find out what companies work at a stage and filter out necessary companies. This
reduces the cost incurred to the business in supply chain and makes it easier for
companies to manage supply chain as it grows (Fig. 6).

Fig. 6 Supply chain with
Blockchain
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2.4 Technology Stack

To store crop details in Blockchain, we have used Ethereum [1] platform. This plat-
form also provides support to write smart contracts. Hence, it becomes easier to
model data and data structures and store the changes of these details and immutable
transaction records in the blockchain. Solidity is the programming language used to
write smart contracts and it is a language similar to JavaScript.

To bootstrap the process of setting up a development environment for writing
smart contracts, we use Truffle [7] framework. This framework gives us a template
to write smart contract and helps to deploy code in an Ethereum network. To test
the smart contract code, we use a tool called Ganache [3]. It simulates Ethereum
blockchain and helps us debug the smart contract that we have written.

Once the smart contract is deployed, it can be interfaced in JavaScript with the
help of Web3js library. To build our frontend for our mobile application, we have
used React Native [6] to create a functional interface. Using Web3 APIs, we interact
with the smart contract deployed in Ethereum.

The data stored in blockchain is then fetched by a Flask [2] server written in
Python. It pulls the data from blockchain periodically usingWeb3 library for Python.
Entire time series algorithm is written in Python without use of any framework. The
data fetched is fed into this time series algorithm and the predicted result is plotted
as a graph as shown in Fig. 11.

3 A Blockchain Framework: CropPrediChain

Blockchain can be used to track the status of the crop produced by the farmer. By
using blockchain, we ensure that the integrity of the data is not lost while remaining
transparent to its stakeholders. The supply chain of the food product starts with raw
material (crop) being produced by farmers. To store the information related to the
crop produced by farmers, we create a ‘Farmer” data structure with fields related
to a crop. An application used by the farmer generates a unique ID for a crop. The
farmer would enter the details of following fields along with this unique ID in the
data structure:

• FoodId: Unique ID generated for a crop.
• FarmerName: Name of the farmer or the farm in which the crop is produced.
• Location: Location of the farmland.
• CropName: Name of the crop.
• Quantity: Weight of the crop produced (in kilograms).
• Season: Season in which the crop is grown.
• FarmPrice: Price at which the crop is sold (Fig. 7).

Once the farmer sells his product to an intermediary, he enters the selling price
into the data structure. Now, depending on the crop and its utility, there could be
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Fig. 7 A blockchain framework: CropPrediChain

different intermediaries in the supply chain. To be flexible in accommodating all the
intermediaries, an ‘Intermediary’ data structure is created. It contains a stage and
intermediary-type fields that tell in which stage of the supply chain the product is
and what intermediary is handling the product, respectively. Crop’s unique ID is used
to track a farmer’s produce. Following are the fields of intermediary data structure:

• FoodId: Unique IDs used to identify a crop used by the product.
• Stage: A number which tells at what stage of the supply chain the product is in.
• IntermedType: This field denotes the type of intermediary using the product.
• IntermedName: Name of the company or person handling the product.
• ProdId: If the raw material is transformed into a product, it gets a new unique
product ID; Else, the field is left blank.

• FoodProd: Name of the product produced. If no product is produced, the field is
left blank.

• FoodProcQuantity: Quantity of food procured from the previous stage.
• FoodDistQuantity: Quantity of food supplied to the next stage.
• IntermedPrice: Price at which the product is sold to the next stage.

After the food passes through a chain of intermediaries, it reaches the consumer
through the retail store. At this stage, purchase made by each customer is kept track
of. A data structure called ’consumer’ is used to keep track of the data collected.
Each transaction is given unique customer ID and the corresponding product id of
the product purchased is recorded in this data structure. Following are the set of fields
used in the data structure:
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Fig. 8 Screenshot of application storing details in blockchain

• CustomerId: Unique ID is given to each transaction made by the customer.
• ProdId: Unique ID that denotes a product.
• FoodQuantity: Quantity of the product purchased.
• RetailerName: Name of the retailer selling the product to the consumer.
• Location: Location of the retailer.
• ConsumerPrice: Price at which the consumer purchases the product.

A unique ID for a consumer is generated for each transaction so that the user is
not tracked by the products that he purchases. This way, we ensure that the product
is tracked while ensuring the privacy of the customer.

After storing the data in the blockchain, important fields such as location, crop
name, quantity, season, the price at which the crop is sold, the price at which the
final product is retailed and where the product gets retailed are fetched and feed into
the time series analysis algorithm to predict the price of the crop at different times
in a year. With these predictions, a farmer could understand how his crop as a raw
material gets distributed, find out potential regions where his crop can get sold and
predict how much profit he could earn from selling the crops at these regions in
advance (Fig. 8).

4 Time Series Analysis

4.1 Why Time Series?

To understand this, one must go to the roots of the problem that is currently being
addressed. The farmers in India are being blinded by the fact of the price of the crops
sold in the markets. They are given a mere penny amount compared to the colossal
amounts by which they are sold at the market. The farmers are blinded and in turn,
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end up in the darkest of ways to live. The main factor behind this is transparency, the
farmers are not aware of the prices being sold in the end-markets and how much the
middleman profit out of this.

There are many factors that affect the price of the crop. Since all the crops are
seasonal in nature and are time dependent. The price of the crop in each month
would fluctuate depending on the time of year. With the help of time series, one can
predict what would be the price in the upcoming months depending on the data from
previous months. This prediction can be used to alert the farmer regarding the sale of
his crop in the end markets. Once the farmer is made aware, he can make necessary
decisions regarding the same.

4.2 Recommendation System

With the power of Machine Learning and Associative-Based Learning, farmers can
be given recommendations about what crops could be planted or sold at what point
of time for better profits and efficiency. Taken into crop all the parameters needed
for the growth of crops and the seasonality, once can give suitable recommendations
regarding what crop would be suitable at what point of time.

4.3 Analysis

Auto-correlations are used to calculate the relations between observations as a func-
tion of time. Then statistical analysis such as the Dickey-Fuller test is used to test for
the stationarity of the data. Stationarity is done to check whether the mean and vari-
ance of the distribution remain constant over a period. Such analysis if true is easy
to model as the point of fluctuations happen over a pair of parameters such as mean
and variance. Extrapolations and model smoothening is easier hence. The observa-
tions are decomposed preferably using seasonal decomposition to find out the trend,
periodicity, and residue. With the help of smoothing techniques such as Exponential
Smoothing, a priority weightage can be given to extract the trends for the future.
The seasonality is deduced with a given window time frame and rolling window
calculation. With the help of algorithms like Seasonal Auto-Regressive Integrated
Moving Average, the expected extrapolation can be estimated. Using Reinforcement
learning initiation, the best possible bound for each situation can be calculated and
simultaneously updated.

4.3.1 Analysis of Time Series

The analysis of time series revolves around the concept of the correlations between
the data points and the rate of change of the influx data. Time series is composed of
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components through which the visualization of the information carried by the time
series is inferred. When the time series is decomposed, we can infer the components
as Cyclic, Trends, Cyclical and Irregularity.

4.3.2 Component Analysis

• Secular Trends—The skeleton report generates the increase and decrease in the
flow of the time series graph. It generalizes whether the pattern of the series
increases or decreases.

• Seasonal Variations—The influx of time series data is affected by certain factors
that could change the course of the flow of the series data.

• Cyclical Variations—These types of variations usually refer to the periodicity of
the data, how frequent the data repeats in cycle is usually covered by the Cyclical
Variations.

• Irregularity—Certain variations in the time series data are influenced by unpre-
dictable influences, there usually does not exist techniques to analyze the same.
Could also mean as error or the delta variations.

4.3.3 Time Series Data Decomposition

timeseries(t) → seasonal(t) × trends(t)

×cyclical(t) × irregulari t y(t)

4.3.4 Stationarity of Time Series

An essential component which comes into play when using time series analysis is
stationarity of the process. Stationarity is reached when the mean and variance of
the functions remain is not subject to change with respect to time. Being stationary
reduces the mathematical complexity, makes it easier to predict and analyze the data
points. Hence a time series data f (t) is said to be strongly stationary when the data
points remain independent of time for the whole set. A time series data f (t) is said
to be weakly stationary when the moments of data depend on the difference of time
and not the actual time itself.

{x(t) → x1, x2, x3, · · · , xn}
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4.3.5 Trend Analysis

m(t) =
y∑

x=−y

xt+y

1 + 2t

In the above equation, spatial invariance is given consideration here. The formula
is used to decompose the given time series graph into a skeleton trend graph depicting
the rise and falls in the graph.Herem(t) is the trend analysis function, t is the temporal
variable (time),−yto + y refers to thewindowsize of analysis, x(t)denotes the given
time series graph.

After analyzing the data, the models can be trained using a LSTM or other RNN’s
which hold transition pattern memory, in order to get appropriate results for the same
(Fig. 9).

1. X-axis: The temporal quantity (time in months).
2. Y-axis: The quantity of crops produced in the specific months (Fig. 10).

1. X-axis: The temporal quantity (time in months).
2. Y-axis: The quantity of crops produced in the specific months.
3. Predicted quantity (orange line), Actual quantity (blue line).
4. From the graph one can infer that, the prediction incorporates most of the

attributes represented by the ground truth data. Hence, we can conclude that
even for a small dataset, the accuracy is in par with the ground truth analysis,
there adhering to the change/ fluctuations within the patterns of the time series
(Fig. 11).

Fig. 9 Analysis of amount of crops produced over an year
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Fig. 10 Prediction of what the crops would be in upcoming months

Fig. 11 Prediction of data points from time series

From the first row, we see the values of:

1. predicted = 302.688680
2. expected = 273.300.

These values denote the prediction values for the given dataset. The expected value
is the actual value and the predicted is the predicted value from the model. Even for
a very small dataset, the model accommodates most of the variations described the
data in the trends.



Blockchain Aided Predictive Time Series Analysis … 925

5 Conclusion and Future Work

In this paper, we had explored the advantages of using block-chain in supply chain
management. Additionally, we have taken a scenario of crop prediction and seen of
data collected from different stages of crop supply chain can be stored in blockchain
and later retrieved to perform analysis and make prediction on how much crop can
be produced in a given season. This indicates that blockchain can be used as a central
piece in supply chain to process data. Also, the data stored in the blockchain is also
suitable to be processed by machine learning and deep learning algorithms and gain
key insights from them. In future, we would like to focus and improve the security
of the data stored, improve the performance of the analysis algorithm, increase the
throughput of data and find other analysis techniques that might benefit from the data
stored in the blockchain.
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Regional Language Code-Switching
for Natural Language Understanding
and Intelligent Digital Assistants

S. B. Rajeshwari and Jagadish S. Kallimani

Abstract Due to their widespread use around the globe, especially in a multilingual
country like India, digital assistants are programmed to be capable of understanding
speech and conversing for an array of languages. The objective is to understand user
intent and respond with human expression, achieving a great degree of accuracy and
efficiency. However, amultilingual society such as India has grown quite comfortable
using a combination of two or more languages while communicating, commonly
referenced as code-switching. Code-switching is not inherently taken care of by
today’s intelligent assistants. Due to the lack of standardized dataset, the presented
work includes corpus generation of code-switching frequently asked queries was
generated. It includes a study of intent classification of code-switching queries with
various vectorizers and classifier combinations. This work also comprises a pipeline
to identify the user intent and provide a desired response using keyword extraction
and named entity recognition models on code-switching queries. Standardized code-
switching metrics applied on the generated corpus to estimate the strength of code-
switching yielded high intensity. The results of the intent classification study on code-
switching queries obtained by evaluating the models on standardized classification
metrics have yielded high accuracy. Named entity recognition in code-switching
queries also have yielded high precision and recall scores.

Keywords Named entity recognition · Code-switching · Evaluation metrics ·
Intelligent assistants · Spoken dialects · Hinglish corpus
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1 Introduction

In this epoch of digital technology, the rise of intelligent assistants is eminent as they
are powered by advancements in domains of artificial intelligence, machine language
and natural language understanding. Individuals find using assistants convenient
as all they have to do is make a query while the assistant undergoes the process
of understanding the user intention and providing desired responses to the user.
Currently, intelligent assistants are capable of handling varied languages and are
very effective in providing services to users.

Considering linguistically diverse countries like India, Russia, Switzerland and
many others that havemultilingual speakers that converse in second language or third
language too as a part of everyday life, it is natural for such speakers to have a tendency
to switch languages or usemultiple elements from different languages to convey their
thoughts in a single context of conversation, which is called code-switching.

Therefore, though intelligent assistants are programmed to be capable of under-
standing human speech and conversing in an array of languages, code-switching
is not inherently taken care of by today’s intelligent assistants. Hence, speakers
that replace certain subsets of a language’s vocabulary with another language when
conversing end up being misinterpreted by the assistant and hence fail to achieve
desired response. Therefore, this project aims at providing facilitation to Indianmulti-
lingual speakers that query in code-switching requests of Hindi-English(Hinglish)
and achieving desired response from the intelligent assistant.

2 Related Works

Aabi [1] presented his study on defining code-switching in the syntax of Arabic and
French code-switching in Morocco. This paper provided a general introduction to
code-switching, explains the need and scope of the topic which provided insights
that code-switching was a trending topic in NLP research domains. Sarah Schulz
et al. [2] also presented the various challenges of computational processing of code-
switching, mentioning issues of language identification in code-switching texts, and
also stating automatic language identification for the codemixed social media texts is
a challenging task. A word level language identification experiment was performed
by them using a trigram-based and conditional random field (CRF)-based model.

Pratik et al. [3] made use of a skip gram vectorizer and recurrent neural network
to perform intent classification for task-oriented dialogue systems, over a corpus of
code mixed Hindi-English queries, translated from the SNIPS NLU dataset. While
this work is code-switching in nature, the corpus developed is not benchmarked over
a valid set of metrics, as stated by Khanuja et al. [4]. It is also observed that the
corpus consists solely of Hindi-English code-switching queries.

Simran Khanuja et al. presented an evaluation benchmark, GLUECoS, for code-
switching languages, that spans several NLP tasks in English-Hindi including
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language identification from text, POS tagging, MNER, sentiment analysis, question
answering and a new task for code-switching, natural language interface. This paper
was considered as the base paper for code-switching corpus generation and validating
the corpus on the standardized code switch metrics mentioned. The datasets used in
this project are benchmarked by the GLUCoS metrics and also incorporate both of
Hindi-English and Kannada-English queries.

Lyu et al. [5] presented theirwork on speech recognition on code-switching among
the Chinese dialects were an integrated approach was proposed to do automatic
speech recognition on code-switching utterances, where speakers switch back and
forth between at least two languages. Similar work was presented by Chan et al. [6]
on automatic speech recognition of Cantonese-English code mixing utterances that
described recent work on the development of a large vocabulary, speak-independent,
continuous speech recognition system for Cantonese-English code mixing utter-
ances. Further, Chen et al. [7] presented multi-task learning in deep neural networks
for Mandarin-English code mixing speech recognition that proposed a multi-task
learning deep neural networks approach that has been proven to be effective for
acoustic modeling in speech recognition which is applied to Mandarin-English code
mixing speech recognition. Long et al. [8] have also presented work in the same
domain focusing on acoustic data augmentation for the Mandarin-English code-
switching speech recognition task by proposing a code-switching acoustic event
detection system based on the deep neural network to extract real code-switching
speech segments automatically.

Mahata et al. [9] analyzed code-switching rules for English-Hindi code mixed
text. They proposed an efficient and less resource intensive strategy for parsing and
analyzing switching points in codemixed data. It explores the rules of code-switching
in Hindi-English code mixed data. The work involves code mixed text extraction,
translation of the extracted texts to its pure form, forming word pairs, annotation of
these using parts of speech tags.

Jamatia et al. [10] presented work on POS tagging for code mixed English-Hindi
Twitter and Facebook chat messages where the paper reports work on collecting and
annotating codemixedEnglish-Hindi socialmedia text and experiments on automatic
tagging of these corpora, using both a coarse-grained and a fine-grained POS tag set.

Bhargava et al. [11] show work on NER for code mixing in Indian languages
using hybrid approach proposing an optimistic exponential type of ordered weighted
averaging (OWA) operator as a hybrid recommender system.

Intent detection for code mix utterances in task-oriented dialogue systems was
presented by Pratik Jayarao and Aman Srivastava which proposes an intent detection
approach using supervised classifier models for code-switching data. They provided
an extensive comparison between various vector models, encodings and classifiers
based on their performance on code-switching data.

The textbook [12] is considered as a base for understanding various NLP tasks
and it provided an insight into basics of POS tagging, context-free grammar, and
sentence construction rues for imperative and interrogative sentences.
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3 Considered Constraints

3.1 Identifying the Code-switching Regions

There are no fixed regions where code-switching tends to occur. Certain speakers
have a tendency to code mix while conversing where they replace certain subsets
of a language’s vocabulary with another language in a single sentence while other
speakers code switch languages after a few sentences or a paragraph. The speakers
code switch according to their comfort, consciously or unconsciously, or to express
particular ideas clearly and hence the switch can happen any time during the
conversation [13].

3.2 Ambiguity in Dialects

Different dialects within the same language can lead to ambiguities in identifying
regions of code-switching.

3.3 Unavailability of Code-switching FAQ Dataset

Non-availability of open-sourced code-switching FAQ datasets with labeled intents.
Code-switching dataset for the purpose of intent classification and querying is not
generalized; hence, it is not available for this application.

3.4 Utterance and Pronunciation of Non-english Words
in Code-switching Text

The words in English are defined and are strictly followed in case of text and speech,
while the same is not expected in regional languages which varies from dialect and
utterance. These ambiguities also contribute to spelling errors when considered in
the form of text.

With the above considerations, the presented work aims at providing facilita-
tion to Indian multilingual speakers by handling vernacular code-switching requests
made by users while conversing with intelligent assistants and providing desired
responses to the users [14]. Additionally, it throws insights on performance studies
of cross-lingual models used in the pipeline and includes generation of corpus of
code-switching Hinglish frequently asked questions and its statistics.
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4 Proposed Model

Due to the lack of standardized code-switching frequently asked question datasets
involving Hindi-English switches, the project involves the creation of such a corpus.
A corpus of about 1000 code-switching frequently asked questions was created that
included code-switching queries on various domains such as:

• Delivery querieswith queries on order delivery details, payment details and refund
details.

• Insurance queries with queries related to health, travel and motor insurance.
• Aadhaar queries with queries related to E-aadhaar, updation of aadhaar card and

other general queries.
• Medical queries with queries on symptoms, treatment and prevention of diseases.
• Find nearest queries with queries to find the nearest location.
• Booking queries which include queries for booking a hotel, flight, bus, train or a

table at a restaurant and enquiry queries on vacation details.
• Reminder queries to note, set an alarm or reserve calendar slots (Table 1).

Since a new corpus was generated, code-switching statistics of the data in terms
of standardized metrics for code-switching are used to validate code-switching in
the corpus. Some of the standardized code-switching metrics used are:

• Multilingual Index (M-index): A word-count-based measure quantifying the
inequality of distribution of language tags in a corpus of at least two languages.
TheM-index is calculated as follows, where k > 1 is the total number of languages
represented in the corpus, pj is the total number of words in the language j over
the total number of words in the corpus, and j ranges over the languages present
in the corpus. The index is bounded between 0 (monolingual corpus) and 1 (each
language in the corpus is represented by an equal number of tokens).

M-Index = 1 − � p j
2/ (k − 1) · p j

2

Table 1 Details of Hinglish corpus collection

Class Number of samples Number of unique tokens
in Hindi

Number of unique tokens
in English

Delivery queries 170 101 118

Insurance queries 155 74 181

Aadhaar queries 155 109 161

Medical queries 175 111 156

Find nearest queries 100 55 107

Reminder queries 100 84 138

Booking queries 150 160 199
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Fig. 1 Overview of the
proposed model

• Language Entropy (LE): The bits of information needed to describe the
distribution of language tags. Language entropy is calculated as

LE = −
∑

p j log
2
(
p j

)

and is bounded from below by 0 (representing a completely monolingual text) and
bounded from above by log2(k) which is the maximum entropy for a corpus with k
languages (and, in such a case, each language is represented equally). In the case of
two languages, the M-index and LE can be derived from one another (Fig. 1).

5 Implementation

The user provides a code-switching input either in the form of speech or text. If the
query is in speech form, it is converted to text. If the query is in text form, the script
of the text is checked. The entire text is to be transliterated to Roman script. This
preprocessed text query is then passed to a supervised classifier to identify the type
of intent. If the intent requires an action to be taken, then the query is passed to
the code-switching named entity recognition model to identify entities such as date,
location, restaurant names, cuisines, contact details, and then accordingly an action
is performed by the assistant, whereas if an intent is one that requires information
to be retrieved based on an user text input, it is passed through a sequence of steps
that includes stop word removal, keyword extraction based on POS tags, language
identification and translation to target language (English) and the reordering process
to identity the words that contribute toward interpreting the intent of the user. Once
the intent is identified from the search based code-switching query, a query is passed
to Google and the relevant results are Web scraped and provided to the user (Table
2).
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Table 2 Corpus statistics on
code-switching metrics

Intent class Multilingual index
(M-index)

Language entropy
(LE)

Delivery queries 0.926 0.972

Insurance queries 0.680 0.858

Aadhaar queries 0.988 0.995

Medical queries 0.979 0.992

Find nearest queries 0.984 0.994

Reminder queries 0.975 0.991

Booking queries 0.873 0.950

5.1 Intent Classification

The user can interact with a virtual assistant to perform a variety of different tasks,
like querying for information, querying for local details, playing media, planning
the day and many more. The act of correctly identifying what it is user wishes to
accomplish with the help of a virtual assistant is defined as intent classification, with
the action that the user wants the virtual assistant to perform being the intent.

It is essential to identify the type of the intent, so that the required action can be
performed by the virtual assistant. A study was made on code-switching intent clas-
sification by using various supervised classification models with various vectorizing
techniques to identify the efficient classification model. The different vectorizers
used were the following:

Count vectorizer—The most straightforward vectorization method counts the
number of times a token shows up in the document and uses this value as its weight.
Since only the occurrence of the tokenmatters, the language of theword and semantic
meanings does not hold weightage in this technique.

TF-IDF—TF-IDF stands for “term frequency-inverse document frequency,”
meaning the weight assigned to each token not only depends on its frequency in
a document but also how recurrent that term is in the entire corpora. Again, neither
the language of the word nor semantic meanings hold any weightage.

Word2Vec—Word2Vec is based on a distributional hypothesis where the context
for each word is in its nearby words. Hence, by looking at its neighboring words,
it can attempt to predict the target word. The skip gram architecture to generate
Word2Vec was implemented where skip gram learns to predict the context words
from a given word, in case where two words (one appearing infrequently and the
other more frequently) are placed side-by-side, both will have the same treatment
when it comes to minimizing loss since each word will be treated as both the target
word and context word.

The various supervised classifier models implemented include Naive Bayes clas-
sification model, k-nearest neighbor classification model, random forest classifier,
linear support vector classifier model, logistic classifier model and decision tree
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classifier model. A statistical approach was preferred according to the availability
of dataset size, since a smaller size of data could lead to over fitting during training
neural networks like RNN, the results of BiLSTM were also compared with statis-
tical models which provided proof to the assumption. Among various statistical
models tested, the one with prominent results was given by the “linear support vector
classifier.”

5.2 Linear Support Vector Classifier

A support vector machine (SVM) is a discriminative classifier formally defined by
a separating hyperplane. In other words, given labeled training data (supervised
learning), the algorithm outputs an optimal hyperplane which categorizes new exam-
ples into various classes. In two-dimensional space, this hyperplane is a line dividing
a plane in two parts where in each class lay in either side.

An SVMmodel is a representation of the examples as points in space, mapped so
that the examples of the separate categories are divided by a clear gap that is aswide as
possible. In addition to performing linear classification, SVMscan efficiently perform
a non-linear classification, implicitly mapping their inputs into high-dimensional
feature spaces. The support vector machine searches for the closest points as shown
in Fig. 3, which are considered as the “support vectors” (Fig. 2).

According to the SVM algorithm, it finds the points closest to the line from both
the classes. These points are called support vectors. Now, it computes the distance
between the line and the support vectors. This distance is called the margin. The goal
is to maximize the margin. The hyperplane for which the margin is maximum is the
optimal hyperplane.

Fig. 2 Support vector
classifier—hyperplane and
support vectors
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Fig. 3 Epoch versus loss in Word2Vec skip gram model

5.3 Stop Word Removal

Stop words are words in any language’s vocabulary that are commonly used and
provide little to no value to the meaning of a sentence. The removal of stop words is
preferred as it allows models to be trained on words that are truly contributive to the
meaning of the sentence and also reduce dimensional space of the feature vectors
generated from the count vectorizer. A stop word list is generated by sorting the
frequency of words occurring in a given corpus in descending order, and deciding
upon a cutoff below which words are not considered to be frequent. Different appli-
cations may or may not require the use of a stop list, and this dependency stems from
a chance that a word or words in the list may provide some meaning to the target
sentence or corpora. This project implements a stop word list consisting of Hindi,
Kannada, and English words all transliterated to the Devanagari script.

5.4 Keyword Extraction Based on POS Tagging

Parts of speech (POS) tagging is the process of assigning a word class, such as a
noun, verb, pronoun, etc., to a target word in a given sentence. These word classes,
also called POS tags, give insight into the expected neighbors of a target word, and
also relationships between words in the same sentence. They also act as features for
a task called named entity extraction, which will be extrapolated upon in the coming
sections.

There are three ways to train a POS tagger:

1. Using a HMM
2. Using a maximum entropy Markov model
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3. Using a CRF.

The task in this project for code mixed POS tagging, the paper by Singh et al. is
considered, who concluded that the CRF model provided the best results for POS
tagging of short code mixed Hindi-English social media tweets. The advantage of bi-
directionality is present in the CRF while absent in the rest of the proposed models.
Thus, the same is implemented for POS tagging code mixed queries. In the task of
intent classification, nouns, verbs, adjectives, and pronouns contribute the maximum
meaning to a given sentence. Thus, words are extracted with these specific POS tags
and discard the rest.

5.5 Language Identification

Language identification at the word level involves the tagging of each word in the
input code mixed sentence with the language it belongs to. This is important as it
helps to identify if the code mixed query is code mixed in the first place and also acts
as a feature in assigning POS tags to each of the words in the input query. During
the reordering of keywords obtained, it is required that every word in the code mixed
query be in the same language. Thus, it is imperative that non-English words be
translated to English, where in language identification identifies each word as an
English, Hindi or Kannada word. This subtask also gives insight into the languages
that are involved in the code mixed query, usually a combination English and Hindi,
but can also be a combination of English and Kannada. Bhat et al. as a part of FIRE
2014 developed a language identification tool called lit_cm that could identify one
of 7 different languages a word could belong to. The system made use of letter-
based language models to classify a series of letters into one of 7 different labels,
effectively becoming a sequence classification task. Google’s language detects API,
while patented has proved to have shown great accuracy in detecting the language of
each word, and also has a well maintained open-source community. After comparing
the pros and cons of the above two solutions, Google’s language detect API was
decided upon.

5.6 Translating Keywords to Target Language

For external search engines like Google, Bing, Microsoft, etc., it is observed that
monolingual queries, English in particular, tend to give better search results, in terms
of relevance to the query, as compared to code-switching queries. Along the same
lines, there exist variousmonolingual task-oriented dialogue systems that understand
monolingual queries much more accurately than code-switching ones. Word level
translationwas performed using theGoogle Translate API that has support for almost
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all common vernacular languages. It was decided against training an in-house trans-
lator due to the lack of gold standard parallel data. The target language was chosen
as English, due to its widespread understanding and data abundance for tackling
further downstream tasks if needed, like sentence level machine translation, next
word prediction, etc.

5.7 Reordering the Keywords

The extracted monolingual keywords, while capturing a majority of the information
conveyed by the original code mixed query, does not retain order and consequently
the relationships between each of the keywords. An imperative sentence is a sentence
that resembles a request, or an order, or an intent to request something from someone
or something.

Eg: Show me last week’s homework.
An interrogative sentence is a sentence that resembles a question to something or

someone.
Eg: What is the weather in Bangalore?
Based on the POS tags obtained for each of the keywords, rearrangement of list

of keywords into one of the above sentence structures was constructed. This is done
by making use of the sentence level construction rules for each of the above sentence
structures, and expanding them till a single expression is obtained for both types of
sentences, that retained the maximum information, had a grammatical structure, and
was as simple as possible to attain the previous objectives. It then becomes a task of
placing tag specific words into tag specific regions.

The expressions so obtained were:

Interrogative Sentences ⇒ pron_wh (pron)(adj)+ (noun)+

Imperative Sentences ⇒ verb (pron)(adj) ∗ (noun)∗
Pron_wh : Pronoun (Who,what,where,when,why, how)

Adj : Adjective

Verb : verb

Noun : noun

Pron : pronoun

+ : Regular Expression Semantic for 1 or more than 1 matches
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5.8 Web Scraping Queries

Web scraping is a term used to describe the use of a program or algorithm to extract
and process large amounts of data from the Web. Web scraping using Python is used
to extract the data into a useful form that can be imported. After performing the above
tasks that are translating entities to target language and reordering the keywords, the
final query is passed to a Web scraping algorithm where it has the ability to scrape
the Google search results for particular queries.

Web scraping algorithm uses Python beautiful soup module and requests library.

• Beautiful soup is used for pulling data out of HTML and XML files. It works with
the parser to provide idiomatic ways of navigating, searching, and modifying the
parse tree.

• Requests are used to send HTTP/1.1 requests extremely easily.

Using requests library, it is able to send HTTP request for Google search engine
by using final query and get the search results in an object, then obtained result object
is passed into beautiful soup object where it converts the HTML or XML parse tree,
and from the pares tree, it is able to get the search data and use it for further tasks.

5.9 Named Entity Recognition

Named entity recognition is the task of assigning substrings of a given string into one
of different predefined categories, like person names, organizations, locations, time
expressions, quantities, monetary values, percentages, etc. NER systems allow the
extraction of application/domain-specific keywords and values that can later be used
as parameters for API and function calls. For example, if one wanted to lookup an
individual in a database, based on the query provided to the bot, a “person” tag would
have to be assigned to a word or series of words in the query. Then, the word/words
that belong to the “person” category are parameters to a function that lookup a given
name in the database.

NER systems can be built in one of three different ways:

• Pattern-Based NER’s: Here, the entities to be extracted almost definitely have
some sort of a structure that can be used to isolate certain parts of the query.
Regular expressions and suffix/prefix-based heuristics are developed to capture
these entities.
Eg: Dates, Phone Numbers, and Email IDs etc.
With more complicated named entities, regexes end up becoming very difficult to
develop, as it is almost impossible to predict each and every variation in which a
query can be asked by a user.

• Dictionary-Based NER’s: named entities of the type Person Name, Restaurant
Name, Location, etc., are easily detected with the help of an external lookup,
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usually to a database or an API connected to a database. This is also referred to
as ontology, or lexicon search.
The downfall of this approach lies in the fact that an absence of a named entity in
an entity-specific lexicon can lead to misclassifications.

• Context-Based NER’s: ML systems for NER can be developed with a bidirec-
tional sequence classifier such as a CRF or HMM, that can use words around a
target word, to determine if it belongs to one of the many named entities.

These models require the use of annotated data, with entities if present in a query,
being correctly labeled.

Bi-directionality in this case allows the model to learn what comes before and
after a given target entity word or string.

Open-source ML-based named entity extractors include Stanford Named Entity
Recognizer (SNER), Spacy, NLTK, etc. The work heavily makes use of pattern and
dictionary-based NER systems, with the addition of word/character level heuristics
for dealing with code mixed queries. The NER system developed for this project is
one of the first for code mixed queries, capable of identifying over 7 different named
entities namely Location, Hotel Name, Number of People, Restaurant Name, Date,
Time, Phone Number, Email ID and Activity.

6 Testing

6.1 Word2Vec Skip Gram Model Loss Per Epochs

The overall loss of Word2Vec skip gram model was computed after finishing each
training sample according to the loss function. The loss function comprises two parts.
The first part is the negative of the sum for all the elements in the output layer (before
softmax). The second part takes the number of the context words and multiplies the
log of sum for all elements (after exponential) in the output layer (Table 3).

6.2 Eyeball Method of Testing for Word2Vec Skip Gram
Model

One way to evaluate the word2vec model is to develop a “ground truth” set of words.
Ground truth will represent words that should ideally be closest together in vector
space. For example, if the corpus is related to code-switching medical queries, the
vectors for “treatment” and “ilaaj” should have the smallest Euclidean distance or
largest cosine similarity. Few test cases using eyeball methods are shown in Table 4.
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Table 3 Loss versus epoch
of Word2Vec model

Epoch Loss

0 74,823.01

100 42,615.75

200 40,661.27

300 39,915.00

400 39,466.18

500 39,160.74

600 38,939.38

700 38,776.58

800 38,652.04

900 38,552.62

1000 38,471.69

Table 4 Test cases for
Word2Vec skip gram model
validation

Word 1 Word 2 Cosine similarity index Hit

Vehicles Gaadi 0.940 HIT

Treatment Ilaaj 0.950 HIT

Food Khaana 0.880 HIT

Health Svaasthy 0.724 MISS

Insurance Beema 0.884 HIT

Effects Asar 0.945 HIT

Symptoms Lakshan 0.919 HIT

Fees Shulk 0.935 HIT

Letter Patr 0.948 HIT

Nearest Paas 0.761 MISS

6.3 Classification Metrics of Intent Classification

Astudywasmade on code-switching intent classification by using various supervised
classification models with various vectorizing techniques to identify the efficient
classificationmodel. The studywas validated on standard classifiermetrics including
accuracy, precision, recall, F1-score and support.

Accuracy

Accuracy in classification problems is the number of correct predictions made by the
model over all kinds of predictions made (Table 5).

Accuracy = (TP + FP) / (TP + FP + FN + PN)
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Table 5 Comparison of accuracy of the classifier models

Classifier Count vectorizer TF-IDF Word2Vec

Naive Bayes classifier 0.91265 0.88253 0.85240

K-nearest neighbor classifier 0.84036 0.85240 0.65060

C-support vector classifier 0.09036 0.09036 0.09036

Random forest classifier 0.89759 0.84939 0.89457

Linear support vector classifier 0.95180 0.93975 0.84638

Logistic regression classifier 0.94879 0.92771 0.44879

Decision tree 0.90662 0.82831 0.91265

Precision
Precision is the fraction of predicted positive events that are actually positive

(Table 6).

Precision = (TP) / (TP + FP)

Recall

Recall (also known as sensitivity) is the fraction of positive events that are predicted
correctly (Table 7).

Recall = (TP) / (TP + FN)

F1-score

The F1-score is the harmonic mean of recall and precision, with a higher score as a
better model (Table 8).

F1-Score = (2 ∗ Precision ∗ Recall) / (Precision + Recall)

Support

Table 6 Comparison of precision of the classifier models

Classifier Count vectorizer TF-IDF Word2Vec

Naive Bayes classifier 0.92 0.88 0.87

K-nearest neighbor classifier 0.88 0.86 0.77

C-support vector classifier 0.01 0.01 0.01

Random forest classifier 0.91 0.87 0.91

Linear support vector classifier 0.96 0.95 0.87

Logistic regression classifier 0.95 0.93 0.67

Decision tree 0.92 0.84 0.93
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Table 7 Comparison of recall of the classifier models

Classifier Count vectorizer TF-IDF Word2Vec

Naive Bayes classifier 0.91 0.88 0.85

K-nearest neighbor classifier 0.84 0.85 0.65

C-support vector classifier 0.09 0.09 0.09

Random forest classifier 0.90 0.85 0.89

Linear support vector classifier 0.95 0.94 0.85

Logistic regression classifier 0.95 0.93 0.45

Decision tree 0.91 0.83 0.91

Table 8 Comparison of F1-score of the classifier models

Classifier Count vectorizer TF-IDF Word2Vec

Naive Bayes classifier 0.91 0.88 0.85

K-nearest neighbor classifier 0.84 0.85 0.67

C-support vector classifier 0.01 0.01 0.01

Random forest classifier 0.90 0.85 0.89

Linear support vector classifier 0.95 0.94 0.85

Logistic regression classifier 0.95 0.93 0.44

Decision tree 0.91 0.83 0.91

Table 9 Comparison of support of the classifier models

Classifier Count vectorizer TF-IDF Word2Vec

Naive Bayes classifier 332 332 332

K-nearest neighbor classifier 332 332 332

C-support vector classifier 30 332 30

Random forest classifier 298 332 332

Linear support vector classifier 316 332 332

Logistic regression classifier 315 332 332

Decision tree 332 332 303

The support is the number of samples of the true response that lie in that class
(Table 9).

6.4 Classification Metrics for NER

Performance of NER for each action-based intent, calculated by counting the total
number of true positives and negatives, false positives and negatives for each entity
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Table 10 NER metrics with
respect to intent

Intent Precision Recall F1-score

Hotel booking 96 71.2 83.177

Restaurant booking 100 60 75

Travel booking 100 88.88 94.12

Reminder 91 82 86.15

Table 11 NER metrics with
respect to entity

Entity Precision Recall F1-score

Date 100 87 93

Time 100 84 91.52

Hotel name 96 55 70

Location 100 88.88 94.12

Restaurant name 100 65.1 78

Activity 91 87.5 89.21

Number of people 100 100 100

associated with each intent, on a token basis. Precision and recall are calculated on
the number of false/true positives and negatives. This is done on each and every
intent that makes use of the NER workflow and is calculated on the basis of only
intent specific entities, rather than all of the entities (Table 10).

Performance of NER, calculated by counting the total number of false positives
and negatives and true positives and negatives, over each and every query that makes
use of a given entity, on a token basis (Table 11).

Samples of test case queries in code-switchingmade by the user and the assistant’s
responses are shared (Figs. 4, 5, 6, 7 and 8).

• Currently, the corpus generated has a high multilingual index for all the classes
except booking and insurance classeswhile language entropy is high for all classes
other than insurance class.

• The study on intent classification shows that linear support vector classification
performs better than all the other classifiers when used along with either of count
vectors or TF_IDF vectors with accuracy of 95% and 93%, respectively. The
precision score and recall score when linear support vector classifier was used
with count vector and TF_IDF was 96% and 95%.

• The responses provided by the assistant to the code-switching queries were
observed to be relevant and pertinent.

7 Conclusion

This work created a robust interacting intelligent assistant which could respond to
Hindi and English code-switching input queries from the user. The pipeline therefore
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Fig. 4 Test case of
code-switching query 1

involved working with various natural language processing tasks on code-switching
data including speech to text translation, intent classification, parts of speech tagging,
named entity recognition, keyword extraction, and reordering words to meaningful
sentences. A code-switching corpus was also generated with code-switching queries
of frequently asked questions which had high strength when tested on standard code-
switching metrics.

8 Future Tasks

The use of a speech to text SDK for automatic speech recognition tasks while conve-
nient, does not incorporate strategies to enhance code mixed speech transcription.
Therefore, a speech to text pipeline is currently being developed to accommodate
for English-Hindi and English-Kannada code mixed speech input. Due to monolin-
gual speech to text models being available for all three of the above languages, a
custom speech to text architecture that can make use of these monolingual speech
to text models at a word level will allow us to build robust English-Hindi and
English-Kannada speech recognition systems.
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Fig. 5 Test case of
code-switching query 2

Pretrained multilingual supervised word embeddings (MUSE) published Face-
book can represent words of two or more than two different languages in the same
embedding space. That is, words that have some sort of connection or similarity in
different languages are present near one and other. Along the same lines, multilin-
gual bidirectional encoder representations from transformers (mBERT) published by
Google also possess the same capabilities but have pretrained models that are used
extensively in both industry and research. Making use of these pretrained models
and fine-tuning with our dataset can boost accuracies and at the same time extend to
other regional languages like Tamil and Telugu.
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Fig. 6 Test case of
code-switching query 3

Fig. 7 Test case of
code-switching query 4
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Fig. 8 Test case of
code-switching query 5
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Dimensionality Reduction for Face
Recognition Using Principal Component
Analysis Based Big Bang–Big Crunch
Optimization Algorithm

Supreet Grewal and C. Rama Krishna

Abstract Dimensionality reduction is a significant step for various multimedia-
based applications, where transmission bandwidth and storage space requirements
are prodigious. In this paper, a new hybrid principal component analysis (PCA) based
technique in combinationwith big bang–big crunch (BB-BC) optimization algorithm
has been proposed. In this approach, PCA method is used for feature extraction
and subsequently BB-BC algorithm performs feature selection. The purpose of this
hybrid approach is to investigate the potential of dimensionality reduction, while
retaining the maximum information. The recognition rate is considered to be the
key performance indicator. The implementation of this method has been carried out
using Olivetti Research Laboratory (ORL) face database. In the analysed scenario,
this approach outperforms solely applied PCA technique with identical number of
features selected.

Keywords Principal component analysis · Big bang–big crunch optimization
algorithm · Soft computing

1 Introduction

With the surge in the use of the multimedia-based applications, high-speed Internet
connectivity is imperative. Consequently, it results in the hike of bandwidth as well
as capacity of server storage systems. It is evident from recent studies that approx-
imately 90% of the Internet’s traffic is occupied by multimedia-based data [1]. In
pursuit to fulfil such obligations, dimensionality reduction becomes a critical phase.
Its utilization is in the areas of distributed and network-based pattern recognition,
multimedia processing and data mining applications. Many researches are dedicated
in the direction to optimize dimensionality reduction of multimedia-based data. It
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has provided an aid in storage capacity of server systems as well as higher Internet
speed.

For dimensionality reduction, PCA is one of the prominent candidate. It is a
statistical method which is widely used for data analysis, especially in the field of
digital signal processing and neural computing. It aims to reduce dimensions of
the input data by retaining relevant principal components in such a way that the
maximum variance can be preserved. The literature includes application of PCA for
image processing and face recognition. In a study, image compressionwas performed
using neural networks and PCA method. Then, results based on total sum square
error (TSSE) showed that PCA is preferable statistical tool than neural network
technique to produce reduced dimensions to a diagnostic network [2]. Addition-
ally, PCA is also deployed in joint photographic experts group 2000 (JPEG2000)
to provide spectral decorrelation as well as spectral dimensionality reduction. The
author realizedPCA-based coder scheme,which is compared to JPEG2000 approach.
The results suggested that PCA-based coder scheme performs the best [3]. In another
study, PCA outruns the JPEG compression standard technique for compressing the
medical images [4]. A newly suggested self-organizing map (SOM)-based technique
was applied for dimensionality reduction in face recognition. It also uses PCA subse-
quently [5]. Out of all statistical and soft computing tools, PCA had proven to be the
best resulting method for dimensionality reduction of image-type data.

PCA has been developed based on Eigen decomposition (ED) method, matrix
theory of singular decompositionmethod (SVD) andHebbian neural networks. These
methods for dimensionality reduction had been used in face recognition as an area
of application. ED and SVD are known as batch computing methods, while Hebbian
neural network is adaptive soft computingmethod. The threemethodswere compared
in terms of mean square error (MSE). In the literature, the performance of ED and
Hebbian neural network have been identical and SVD has been the worst performer
when only one image per class has considered. However, when the number of images
per class was incremented, ED performed better than the other two [6].

The novelty of this paper is based on the improvements in recognition rate, when
the hybrid method, namely PCA-based BB-BC optimization algorithm, is applied to
ORL face database. It also provides a comparison between solely applied PCA and
this hybrid method. Moreover, maximum recognition rate is achieved by including
less number of features as compared to PCA single-handedly.

Hereinafter, the paper is organized as follows: in Sect. 2, themethodology to apply
this hybrid approach is put forward, where PCA by ED and BB-BC algorithm are
described. Afterwards, the results are computed and compared with hybrid approach
and single-handedly applied PCA technique in Sect. 3. Ultimately, the conclusion
remarks are presented in Sect. 4.
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2 Methodology

Dimensionality reduction aims to reduce the dimensions without causing major
degradation to the quality of images in the database. This involves two sequen-
tial steps, which are feature extraction and, subsequently, feature selection. Feature
extraction is the process of transforming data from one coordinate system to another
coordinate system. There are linear and nonlinear transformation techniques for
feature extraction. In this paper, a linear transformation technique PCA is applied
for feature extraction. EDmethod is used to perform PCA as it has been proved to be
advantageous for dimensionality reduction. Afterwards, the feature selection aims
to select an optimal subset of features from an extracted set of features. It helps to
reduce the feature space, while retaining maximum information to reproduce orig-
inal data. Optimal subset of features can be attained by using statistical tools [7, 8]
as well as soft computing optimization techniques. In this work, BB-BC algorithm
is proposed for feature selection. Finally, the comparison of two techniques would
measure the performance.

In this work, the proposed hybrid approach makes application of PCA-based BB-
BC algorithm for dimensionality reduction on ORL face image database. First step
involves the division of input face image data into two data sets, which are training
data set and testing data set. Afterwards, principal components are computed using
PCA as per algorithm discussed in Sect. 2.1. To prioritize significant features, the
computed principal components are arranged in decreasing order. All the features
are extracted till the above step. Threshold value decides the point above which all
the features are to be retained. The calculated value of threshold is thirty percent.
BB-BC algorithm, as discussed in Sect. 2.2, is applied for selection of a subset of
features from the set of extracted features aiming to maximize recognition rate. The
testing set images and reconstructed images are compared on the basis of recognition
rate. Image classification is realized using Euclidean norm as a distance measure.

2.1 PCA by Eigen Decomposition

PCA is optimal linear transformation method, used for feature extraction [9]. It
transforms a number of correlated variables into a smaller number of uncorrelated
variables. It aims to reducemean square error in order to have candidate placed at first
position with maximum variance count, and last position is taken by the candidate
withminimum variance. For face recognition, Eigen face techniquewas presented by
Turk and Pentland [10], which was based on ED for PCA. It is the standard and most
extensively used appearance-based method that is used to implement PCA. The set
of relevant features of face images are the principal components (PC) or Eigen faces.
The procedure of proposed approach operates with the help of Eigen face technique,
which is illustrated below:
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Step 1 Get input data as face images.
Read the input face images as a matrix. Considering p as the number of images
in a set and xi represents an image, where i = [1, 2, 3…p].
Step 2 Subtract the mean.

Subtract the mean
−
x from each of data dimension to obtain xi− −

x.
Step 3 Calculation of covariance matrix.
Covariance matrix Ci is computed, which characterizes the relationship between
variables of input matrix. It is given by

Ci = (xi − x)(xi − x)T , (1)

where T represents the transpose of the matrix.
Step 4 Compute the eigenvalues and corresponding eigenvectors of covariance
matrix.
Eigenvectors and corresponding eigenvalues (features) of covariance matrix Ci is
calculated in such a way that.

C iV = AV . (2)

where A = diag(λ1, λ2, λ3,…,λp), a diagonal matrix defined by eigenvalues, λi of
matrix Ci and V = (V 1, V 2, V 3,…,Vp) are associated eigenvectors.
Step 5 Choosing components and forming feature vectors.
The eigenvalues and their corresponding eigenvectors are arranged in descending
order. PCs are ordered according to their significance. Subsequently, first k number
of eigenvectors is selected such that k ≤ p and discard left p–k eigenvectors to
find data in new directions. Here, k is known as knee point or threshold value.
Step 6 Deriving the new data set.
Finally, transpose of the formed feature vector is multiplied by left of the original
data set transposed.

F = M × N, (3)

where M is the transposed eigenvector matrix and N is the transposed mean
adjusted data. The threshold value, also known as knee point, is the spot above
which all the values are considered to be significant, as the maximum variance
lies in those values. It is calculated to extract the relevant features from complete
set of features or eigenvectors. It can be calculated by plotting the graph between
eigenvalues and the number of eigenvectors. The point where curve starts to
saturate is considered to be the knee point.
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2.2 Big Bang–Big Crunch Algorithm

The BB-BC algorithm, proposed by Erol and Eksin, is an evolutionary optimization
method, inspired from one of the cosmological theories of universe [11]. This algo-
rithm can be utilized for various applications to solve nondeterministic polynomial
hard problems as it is capable of quick convergence. Here, extracted feature set from
PCA method is input to BB-BC algorithm. The algorithm is as follows:

1. Initialize by including features from search space, into a set randomly. Popula-
tion is the total number of features taken from the input extracted feature set,
which is analogues to search space.

2. Calculate the recognition rate for all candidate solutions.
3. The best solution for the new search, which is centre of mass, is calculated

using below equation. Best solution is a set of random features givingmaximum
recognition rate.

XCM =
∑N

i=0

((
1
f (i)

)
yc

)

∑N
i=0

(
1
f (i)

) , (4)

where XCM is the index of the single representative point attained and yc is the
distance of point from the centre. The fitness function value is denoted by f (i),
which is recognition rate of feature i and N is the feature space size.

4. Calculate new feature set around the best fit candidate by adding or subtracting
a normal random vector, whose value decreases as the iterations elapse. It can be
formulated as:

Xn = XCM + LR

k
(5)

where XCMis best fit candidate, L represents parameter’s upper bound, R is the
normally distributed random number and k is iteration index. Then, the new point
Xn which is upper and lower bounded, is calculated using the above equation.

5. Loop to Step 2 until maximum recognition rate reached to its convergence
point.

3 Results

ORL face database constitutes 40 classes, where each class has 10 images. Each
image has 92 × 112 resolution. For computational simplicity, only 20 classes with
10 different images of a person are considered. The resolution of these images is set
to be 60 × 60. From the face image matrix of 200 images, 40 images are included
in training set that is 2 images per class. The rest 160 images are included in testing
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Table 1 Recognition rate for the different numbers of selected features using two methods

Number of selected features Recognition rate (%)

PCA PCA-based BB-BC

4 78.75 87.520

5 78.75 90.625

6 81.87 91.875

7 83.75 91.875

8 86.25 91.875

9 83.75 91.875

set, i.e. 8 images per class. PCA is applied to the training set, and knee point is
computed to be 30%. Hence, first 12 features out of 40 are retained. Afterwards,
BB-BC algorithm is applied to select an optimal subset of features from total set of
12 features. The testing set is used to calculate recognition rate.

Recognition rate for the varied number of features included in the subset, for both
PCA and BB-BC algorithm, is shown in Table 1. Recognition rate is plotted against
the number of features for both PCA and PCA-based BB-BC technique as shown
in Fig. 1 It is clear from the figure that recognition rate is directly proportional to
the number of features. It is evident that PCA-based BB-BC algorithm outperforms
single-handed PCA technique. It is worth noting that this hybrid approach quickly
converges to maximum rate with less number of features. It is observed that the
recognition rate saturates to its maximum from 6 features and onwards. It implies
that less number of features targets to maximum recognition rate resulting in better
performance.

Fig. 1 Recognition rate depending on the number of selected features using a solely implemented
PCA and hybrid PCA-based BB-BC algorithm
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The improved performance of the hybrid approach is justified by the selection
criteria of features. In the single-handed PCA technique, the features are selected
in a consecutive manner. However, the hybrid approach follows distinct criteria for
feature selection. For instance, when both techniques were allowed to choose four
features, single-handed PCA techniques selected 1, 2, 3 and 4, and hybrid techniques
picked 2, 4, 6 and 7. This process resulted in a higher recognition rate of the hybrid
technique by approximately 9%.

4 Conclusion

In this work, hybrid approach, namely PCA-based BB-BC algorithm, is elaborated.
It is applied on ORL face database. The results are motivating as it concludes that
the application of BB-BC algorithm for feature selection gives best recognition rate
compared to PCA method for the same number of features in subset. It also signifies
that the image can be reconstructed by lesser number of features using this hybrid
approach. It gives rise to the possibility that better results could be achieved solely
using soft computing tools, which is yet to be investigated.
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OntoVidRec: A Staged Knowledge
Aggregation Scheme
for Annotations-Based Video Retrieval
Using Ontology Matching

Gerard Deepak and A. Santhanavijayan

Abstract The amounts of multimedia data on the Web have increased in recent
times and there are very few approaches for video recommendations. There is a need
for a semantically driven video recommendation system as the current structure of
the Web is progressing into a rational Semantic Web. The increase in the number of
videos has also enhanced the annotations and the metadata associated with the video
recommendation system. Due to the luxury of the availability of an increase in the
amounts of metadata on the Web specifically for the video contents, an annotations-
based video retrieval scheme by aggregating the meta information of the video is a
mandated requirement as it can reduce the computational complexity in video recom-
mendation than the traditional content-based video recommendation systems. In this
paper, an OntoVidRec framework which aggregated video-related meta information
from the query, user profiles, and the dataset has been proposed. The approach builds
formal ontologies from the individual sources and encompasses a strategic model for
Ontology Matching to yield the most appropriate Query relevant Ontological Enti-
ties that are semantically matched with the video annotations and are recommended
based on the semantic similarity and the Kullback-Leibler divergence measure. An
overall F-Measure of 95.37% has been achieved by the OntoVidRec which is the
best in class performance for such systems.

Keywords Annotations-based video retrieval · Ontologies · Recommendation
systems · Semantic similarity · Video mining

1 Introduction

Video Recommendation from the World Wide Web in the era of Semantic Web is
required owing to the exponential increase in the multimedia contents on the Web.
TheVideo contents tend to increase the complexity than any othermultimedia content
owing to their large frame size and incorporation of audio into them. Video Analysis
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is computationally expensive, and the recommendation of videos based on the video
descriptions and annotations can reduce the complexity of the recommendation and
yield satisfactory results. Most of the existing video recommendation systems are
either content-based video recommendation systems with a very high computational
complexity or consider only the titles of the video or the annotations of the video or
descriptions. The latter which are text-driven do not perform well and usually end
up being polysemous or have a low coverage without addressing the issues of ambi-
guity. The Learning-Based Approaches which select text features alone do not tackle
the problem of ambiguity and still have a low coverage rate. The Hybrid Learning
Approaches which consider the textual and the content features also lag in their
performance owing to the fact that the video contents are a collection of frames that
are in constant motion and learning from them does not yield results that are correct
or satisfactory. Due to all these reasons a text-driven video recommendation approach
but that considers every possibility of the text sources as indicator or clue terms is
the solution. The best in class solution is to build an ontology from various sources
to capture the relevance of recommendation from different perspectives. A Query
Sourced Ontology, a user information ontology, and the source data-driven ontology
can be modeled and recommendations can be done using some semantic strategies
which will transform the problem of Video Recommendation into a paradigm of
Ontology-Driven Semantic Search for the Videos which ensures it as an inferential
scheme over a learning-driven paradigm.

Motivation: Video Recommendation has emerged to be necessitated in the current
times where the multimedia contents of the Web is exponentially expanding. With
several video recommendation platforms competing against each other, a compu-
tationally less expensive and yet a full cover video recommendation framework
which tackles the problems of polysemy, cold start, and ambiguity is the need. Due
to the complexity involved in the content-based video recommendation techniques
and their lag in performing effectively, an annotation-based video recommendation
approach that takes into consideration, the textual contents from several sources and
perspectives is required, such that the recommendations are non-ambiguous with a
contextual semantic search and performs efficiently.

Contribution: A strategic approach for an annotations-based video retrieval, the
OntoVidRec has been proposed. OntoVidRec is a full cover search that tackles the
problem of ambiguity, polysemy, cold -start and serendipity in semantic search.
The approach makes use of the Query and formulates an ontology by aggregating
Lexical and Auxiliary Knowledge to yield a Query Sourced Ontology. Similarly, a
User Profile-based Ontology and the Dataset-Derived Ontology is formalized. The
approach encompasses the SemantoSim measure and the Kullback-Leibler Diver-
gence for Ontology Matching of the Query Sourced Ontology with the other ontolo-
gies in a systematic manner to yield the most recommendable tags which are used for
recommending the videos to the user. An F-Measure of 95.18% has been achieved
with a coverage of 0.98 which makes it a full cover search.
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Organization: This paper is organized as follows. Section 2 provides an overview
of the related research work. Section 3 presents the Proposed System Architec-
ture. Implementation is discussed in Sect. 4. Performance Evaluation and Results is
discussed in Sect. 5. This paper is concluded in Sect. 6.

2 Related Work

Yashar et al. [1] have put forth a strategy for recommending videos focusing on the
stylistic features from the video. This approach not only facilitates content-based
extraction of videos from full-length videos, but the approach is capable to extract
features from an abstractive form of videos like the trailer of the full video. Diaz
et al. [2] have proposed a cognitive approach for video recommendations based on
the emotional reactions of the viewer. Shang et al. [3] have devised an approach
that recommends a micro-video based on inferences made from Big Data using
parallel computing as a scheme. The parallel computing is achieved using Hadoop
and MapReduce frameworks and based on the inferences made from the analysis of
the big data, the videos are recommended. Checkley et al. [4] have devised a scheme
where videos are recommended in a dynamic environment involving video sharing
by extracting the keywords from the title of the video and compares with the words
in the target video by computing its similarity score and ranking it. Gao et al. [5]
have proposed a dynamic RNN model to capture the changing user interests over
time and yield a personalized video recommendation framework. Liu et al. [6] have
proposed the multi-info-based fusion model for video recommendation based on the
integration of the user rating and the textual data of the video names the description
and the genre. The approach uses the Jaccard Similarity Measure for comparing
the similarity between the items. Zhou et al. [7] have improvised the performance
of video recommendations by encompassing the usage of social interactions of the
user. Cai et al. [8] have proposed a multi-view learning framework for the recom-
mendation of videos that focuses on class label querying. The approach proposes an
MVAL algorithm for cutting down the annotation cost, and also encompass infor-
mative scenarios into the approach. Wei et al. [9] have proposed a mixed model for a
collaborative filtering-driven video recommendation system by making use of user
information and similarity, K-means clustering, video genetic structure for yielding
style and regional preferences. Yongxia et al. [10] have proposed a relative algorithm
for recommending videos which integrates a user-based collaborative filtering, item-
based collaborative filtering, and amodel-based collaborative filtering for an efficient
recommendation of videos. Nitin et al. [11] have proposed a mechanism of concept-
based recommendation of videos by combining a technique comprising of ranked
intersection filtering and a foreground-based concept co-occurrence matrix which is
a content-based video recommendation system that uses deep CNNs. Liu et al. [12]
have devised an approach that recommends videos based on tags that are enhanced
using a graph-based neural network for ranking of tags. The approach also assimi-
lates a neighbor similarity scheme for loss estimation which facilitates encoding the
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varied user preferences into possible representations of nodes. In [13–18] Ontologies
have played a vital role in semantic enrichment of tags or vocabularies and ontology
focused mechanisms have incorporated intelligence into the approach to yield the
best in class recommendations in various scenarios.

3 Proposed System Architecture

The architecture of the proposed Semantic Aware Video Recommendation Frame-
work is depicted in Fig. 1. The proposed framework is a composition of Ontology
Modeling from threemain sources namely theQuery SourcedOntology,User-Driven
Ontology, and the Dataset-Derived Ontology. The approach looks quite significant,
but this is the first of its kind which matches a single source Ontologies with Ontolo-
gies from two different sources for facilitating semantic search. The Query Sourced
Ontology is obtained from the User Query which is input into the system. The user
query undergoes simple pre-processing namely the Tokenization, Lemmatization,
and the stop word removal. The pre-processed user query is formulated as a query
word set. The query word set is subject to Named Entity Recognition for predicting
the context of the user query, and then the query word set is subject to synonymizing
using the WordNet 3.1.

Further to overcome the polysemy problem and if the query word is polysemous,
then its equivalent Hypernyms, Hyponyms, and Meronyms are loaded based on the
context of the query word. Further, the synonymized query word with hypernym,
hyponym, and meronym aggregation based on the context is linked to the Wiki-
data through the SPARQL Endpoint to aggregate real-world knowledge based on the
query words which have been synonymized to yield a taxonomy of Query Words.
The Query Word Taxonomy is further Reasoned using the Pellet Reasoner and is
formalized into a Query Sourced Ontology.

The User Profile Information is elicited, analyzed to understand the user pref-
erences, and uncover the details concerning the categories and the nature of video
that the user wishes to watch. The Web Usage Data from the user profile and the
channel subscription information from the user profile is extracted, pre-processed
based on Tokenization, Lemmatization, and stop word removal. The frequent terms
from theWebUsageData and the subscription are extracted and further synonymized.
The terms are prioritized based on the frequent terms and are further subject to
synonymization. The SPARQL Endpoint for Wikidata is used for Knowledge Lever-
aging and Aggregation. Furthermore, the terms are reasoned out and formalized to
yield a User-Driven Ontology. The dataset is first pre-processed based on the Title of
the video,VideoDescription, and theVideoMetadata to yield descriptor and indicator
terms. Among all the contents in the dataset, the focus is mainly on the Video Title,
Annotations of the video, and theMetadata description of the video content. The pre-
processed dataset yields video descriptor and indicator terms which are passed onto
the reasoner for correlations among the contents. Further to this the term descriptor
and indicators are linked with the Wikidata API to leverage real-world knowledge.
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Fig. 1 Proposed system architecture
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Further to this the terms are reasoned out and formalized into an ontology termed as
the Dataset-Derived Ontology. The ontological terms are populated based on lever-
aging of the knowledge contents from the standard real-world knowledge base which
is the Wikidata.

Once the Query Sourced Ontology, User-Driven Ontology, and the Dataset-
Derived Ontology are formulated from the Query, User Profile Information, and the
Dataset, Ontology Matching is performed by encompassing two constraints, namely
the Kullback-Leibler (K-L) Divergence and the SemantoSim Similarity Measure.
The Query Sourced Ontology is used as a source Ontology or the key for Matching.
OntologyMatching is achieved in two stages namelywhere the SemantoSimmeasure
is computed with a threshold of 0.5 among the concepts of the Query Sourced
Ontology and the User-Driven Ontology; the matching concepts along with it two
immediate neighbors with a direct link are alone retained in the ontology. Now the
K-L Divergence [19] is computed between the Query Sourced Ontology and the
new ontology with matching nodes and their neighbors with a 50% threshold. The
Matching modes from the User Profile Ontology are now Merged with the Query
SourcedOntology. Furthermore, based on theMergedOntology as the node, a similar
procedure is followed to retain the nodes in the Dataset Ontology and the retained
nodes are matched with the newlyMergedQuery Sourced Ontology. The videos with
data descriptors that are semantically similar to the newly Merged Query Sourced
Ontology are recommended based on the increasing order of the semantic similarity.

The SemantoSim [20, 21]Measure is depicted in Eq. (1) which is proposed which
depicts the semantics based on the probability of individual occurrence and the
probability of co-occurrence of the terms in the web corpus or the text corpus. Equa-
tion (2) depicts the K-L Divergence as the information divergence which is a prob-
abilistic distance model that represents the distance between a pair of probabilistic
distributions [22].

SemantoSim (x, y) = pmi(x, y) + p(x, y) log[p(x, y)]
[
p(x).p(y)

]+ log
[
p(y, x)

] (1)

K − L Divergence(p||q) =
∑

x∈X
p(x) log

p(x)

q(x)
(2)

4 Implementation

The experimentations were conducted on the YouTube-8M dataset with added
descriptions of the videos based on the annotations in the Multilabel dataset. Apart
from the annotations, textual descriptions based on the Categorizations in the dataset
were used to add descriptions to the video using customized JAVA crawlers. To get
user profile and subscription information of the user, 427 users were given the anno-
tations, labels, and the video information in the dataset and were asked to browse,
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binge watch videos based on their choices but restricted to their topics for 120 days
in a separately created YouTube profile. Further, they were asked to subscribe to the
channels theywere interested in and that they thought belonged to the domainwithout
deviance. At the end of 120 days, the user profile information which comprised of
the Web Usage Data of the user and the channel subscription information were
extracted and were used for the experimentations. The Terms were formulated into
Taxonomy and thenOntological Structures using the OntoCollab [23, 24] framework
as it supports dynamism and has the facilitation to link itself to the Wikidata API
through an intrinsic SPARQL Agent. The formulations and steps in the proposed
OntoVidRec algorithm are represented as Algorithm 1.

Algorithm 1: Proposed OntoVidRec Algorithm for Video Recommendation
Input:  The multi-word query Q which is input, User-Profile Information Up, and 
the Dataset D
Output: Query Centric, User-Relevant, and Data centric videos 
Begin
Step 1: Tokenize and lemmatize the input query Q. Eliminate the stop words from Q 

to obtain a list of query words qw. 
Step 2: The qw is subject to NER and is synonymized using WordNet 3.1. The 
hypernym-hyponym-meronyms are identified for context determination for 
polysemous words to yield set SQw  
Step 3:  for each term in SQw 

Load auxiliary knowledge from Wiki Data
Return taxonomy of Query Words Tq 

Step 4 : Reason and Formalize Tq into a Query Sourced Ontology QSOnto      
Step 5: Load the Subscription Information and Web Usage Data from Up, Pre-
process and extract frequent terms and further Synonymize to yield set UPs
Step 6 : for each term in UPs

Load auxiliary knowledge from Wiki Data
Return taxonomy of Query Words User Profile Tu. 

end for
Step 7: Reason and Formalize Tu into a User Driven Ontology UDOnto
Step 8: Extract the Video title, Annotations and Metadata descriptions from D, 
reason it using a pellet reasoner, Aggegate with Wiki Data to yield a data driven 
Taxonomy Td
Step 9: Reason and Formalized Td into a DSOnto
Step 10: Using SemantoSim and K-L Divergence perform Ontology Matching 
between the QSOnto and UDOnto strategically. Further match the resulting 
Ontology with the DSOnto and yield the matching videos to the tags and labels in 
the Dataset.
End
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5 Results and Performance Evaluation

The YouTube-8 M dataset was used as a base dataset but it has been enriched based
on the addition of descriptions and incorporation of user information to it, and the
experimentations were conducted on the newly resultant dataset. The performance
of the OntoVidRec was evaluated using Precision, Recall, Accuracy, F-Measure,
and False Discovery Rate as the suitable metrics. The OntoVidRec has served as
a full cover search as it takes into consideration the query details, user details and
also is driven by the data in the dataset which makes it quite efficient and solves
the serendipity and the polysemy problems that are prevalent in web search. The
experimentations were conducted for 1748 queries which were given to the users
who participated in the user profile information collection and top-10 relevant items
for recommendation were recorded for ground truth collection. Each of the query
results was correlated with the ground truth for relevance where the true positives
and the false positives were estimated for each of the query results and the overall
average performance was evaluated.

From Fig. 2 it can be inferred that the OntoVidRec yields an average precision of
93.89%, an average recall of 96.87%, an average accuracy of 94.33%, and an average
F-Measure of 95.37%. From Fig. 3 it is evident that the proposed OntoVidRec yields
a highCoverage of 0.98 and a lowFDRof 0.07. The reason for high Precision, Recall,
Accuracy, F-Measure, andCoverage is not just the fact that the proposedOntoVidRec
is Tag driven or due to the reason that it is driven by text and not the video content
but the main reason is that it is quite selective in integrating the text contents from
several heterogeneous sources. Most importantly, the user query is transformed into
an ontology which is staged by accumulating knowledge based on Synonymiza-
tion, Hypernym–Hyponym extraction, Wikidata based Knowledge Aggregation to
yield a Query Sourced Ontology. Furthermore, the Subscription Information and the
Web Usage Data from the user profile information is formalized into a User-Driven

Fig. 2 Performance evaluation of the OntoVidRec



OntoVidRec: A Staged Knowledge Aggregation Scheme … 965

Fig. 3 Coverage and FDR of OntoVidRec

Ontology by encompassing frequent term extraction, Synonymization, andWikidata
based Knowledge Aggregation. Also, an ontology is formalized from the Dataset by
pre-processing, synonymization, and knowledge aggregation. The recommendation
is based on a strategic scheme of Ontology Matching based on the SemantoSim
measure and the K-L Divergence as objective functions. OntologyMatching enables
the semantics betweenOntologies from varied perspectives and vantage points rather
than a specific single source. This not only improves the context of recommendation
but also enhances the coverage of the semantic search. The provision of dynamic
auxiliary knowledge from the Wikidata Knowledge Source helps in overcoming
cold start problem, ambiguity problem, context irrelevance in web search and also
provides a deep sense of understanding of the query words and the probable entities
that are relevant to the query. This enhances the Precision, Recall, Accuracy, and
F-Measure scores and is also a reason for a low FDR value.

The proposed OntoVidRec Framework is baselined with the state of art video
recommendation frameworks namely the RABCF [10] approach, SC-CNN [11]
approach, and the GNN [12]. The baseline methods were evaluated in the exact
same environment of the proposed OntoVidRec for the same dataset and the exact
same number of queries. It is seen that from Table 1 that RABDC yields an average
precision of 83.64%, an average recall of 80.61%, an average accuracy of 82.04%,
F-Measure of 82.09%, and an FDR of 0.17. The SC-CNN has yielded an average
precision of 88.78%, an average recall of 90.89%, an average accuracy of 89.21%,
an average F-Measure of 89.81, and an FDR of 0.12. The GNN has furnished an
average precision of 91.48%, an average recall of 93.77%, an average accuracy of
92.18%, and an average F-Measure of 92.61 with an FDR of 0.09. However, the
performance of OntoVidRec is higher than the baseline strategies with an average
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Table 1 Comparison of performance of hybrid semantic algorithm with other systems

Search technique Average precision
(%)

Average recall (%) Accuracy (%) F-measure FDR

RABDC [10] 83.64 80.61 82.04 82.09 0.17

SC-CNN [11] 88.78 90.87 89.21 89.81 0.12

GNN [12] 91.48 93.77 92.18 92.61 0.09

OntoVidRec 93.89 96.87 94.33 95.37 0.07

Precision of 93.89%, an average Recall of 96.87%, an average accuracy of 94.33%,
and an average F-Measure of 95.37% with the low FDR of 0.07.

The RABCF is a collaborative filtering-based approach that infuses the user-
based collaborative filtering, item-based collaborative filtering, and a model-based
collaborative filtering algorithm. However, there is no auxiliary knowledge fed into
the system, but it is driven by the profile of the users’ and the collective ratings
of the items. The lack of structured knowledge makes it lag to a small extent. The
SC-CNN integrates ranked intersection filtering with a foreground-based concept
co-occurrence matrix which uses the deep CNNs. The SC-CNNmodel is a semantic
concept-driven content-based model which employs the deep CNNwhich makes the
approach computationally expensive and although semantics are imbibed into the
methodology, the absence of background knowledge from standard knowledge bases
is evident. The GNN is a tag-based scheme which uses a graph-based neural network
for tag ranking and recommends the videos based on the tags ranked. Although this
method is quite efficient, there is still a complexity in the usage of graphs with neural
networks, and most importantly, the neighborhood similarity scheme makes it much
more computationally expensive.

The proposed OntoVidRec framework suffices all the lacunae in the baseline
systems and ensures that sufficient auxiliary knowledge is imbibed into the system in
the form of Synonyms and background information fromWikidata Knowledge Base
for the formalization of the Query Sourced Ontology, User-Driven Ontology, and the
Dataset-Derived Ontology. Moreover, the Query Sourced Ontology has strategically
matched with the User-Driven Ontology and the Dataset-Derived Ontology using
SemantoSim measure and the K-L Divergence. Ontology Matching is computation-
ally less expensive when compared to the graph-based neural network scheme and
the content-based video recommendation which incorporates CNN. Moreover, the
OntoVidRec framework amalgamates Query Information, User Profile Information
consisting of the Subscription Information and theWeb Usage Data, and an ontology
from the data in theDataset.Apart from this synonym fromWordNet 3.1,Homonyms,
Hypernyms, and background knowledge fromWikidatamakeOntoVidRec quite rich
in its knowledge density which enhances the coverage and the performance in terms
of Precision, Recall, Accuracy, and F-Measure.
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6 Conclusions

Anovel framework for an ontology focused video recommendation, the OntoVidRec
has been proposed. The OntoVidRec serves as a multifaceted versatile video recom-
mendation approach by formalizing ontologies from varied perspectives namely the
Query Sourced Ontology, the ontology formulated from the user profiles, and the
Dataset-Derived Ontology. The approach matches Ontologies based on the Seman-
toSim measure and the K-L Divergence to yield the best in class videos based on the
video annotations or tags. The strategy involves NER, Synonymization, hypernym-
hyponym identification, and Wikidata is used for knowledge aggregation which
ensures that the approach is free from context irrelevance and ambiguity prob-
lems. The proposed OntoVidRec yields an average accuracy of 94.33% with a very
low FDR of 0.06 which ensures that OntoVidRec is the best in class approach for
annotations-based video recommendation.
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An Approach for Retrieval of Text
Documents by Hybridizing Structural
Topic Modeling and Pointwise Mutual
Information

K. Vishal, Gerard Deepak, and A. Santhanavijayan

Abstract As a result of the increase in the Internet usage, the data on the Web has
been expanding exponentially. Since most of the data is unorganized and scattered
globally, it is challenging to acquire the best-associated document to a user query.
This article uses structural topic modeling along with pointwise mutual information
and recurrent neural network to acquire the best-associated document to the query.
In structural topic modeling, the idea used is that each word will have a probability
to be appropriate to a topic. The topics belonging to each document are identified by
using pointwise mutual information of the words that it comprises. It will be easy-
going to discover the document of the topics, which user has asked for in his query.
Here, recurrent neural networks are used to classify the query-related documents to
yield better results. Also, pointwise mutual information has been applied for finding
the similarity between words. This research used the RCV2 dataset for experimen-
tation where the normalized discounted cumulative gain, accuracy, F-measure, and
false detection rate were compared for measuring the performance of the model. The
experiment’s results show that the proposed model performs better than the baseline
variations and the baseline models.

Keywords Document retrieval · PMI · RNN · Structural topic modeling

1 Introduction

Everyday there are millions of files being shared over the Web. Due to this, the
documents and the textual data have been increasing, and furnishing the best results
for a specific query from a huge pile of data, which is unorganized, is not an easy
task. There are millions of users on the Internet worldwide who depend on the web
pages to obtain the best document for their submitted queries. And this can only be
achieved by filtering and classifying this ocean of data properly so that no incorrect
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results for any query is shown in the results. This kind of work is not possible to
accomplish manually because of the humongous size of available data and due to
its unorganized and unstructured nature. An effective and efficient way is needed to
organize the data and extract the pattern from the existing data. Among the several
available solutions, data mining and text mining (TM) are efficient and can be scaled
for widespread implementation. This hybrid is an effective approach for working
with data that contains text documents. Text mining includes techniques such as
information retrieval, machine learning, classification, and many more.

Motivation: Semantic gap is the difference between the expected results by the user
for a given query and the discovered results. Traditional methods for text-based
search, which uses the relevance information to search for the documents, have a
substantial semantic gap. These types of algorithms and approaches take time and
for all search operations of specific queries and retrieving the related documents.

Contributions: In this paper, structural topic modeling with the pointwise mutual
information framework is used to sort the documents by using the semantic gap with
each of the search queries. Based on the words, a document contains topics that are
determined which are associated with it. Data containing the distribution of topics
and words and other data containing the distribution of documents and topics are
created. These data are provided to the structural topic modeling (STM) [1]. Using
the pointwise mutual information, similarity between a pair of terms is estimated to
compute the similarity between a pair of terms.

Organization: This remainder of the paper is organized as follows. Section 2
provides an overview of the related work. Section 3 presents the proposed system
architecture. Implementation is discussed in Sect. 4. Performance evaluation and
results are discussed in Sect. 5. This paper is concluded in Sect. 6.

2 Related Work

Ensan and Bagheri [2] proposed a way for document retrieval by using the degree of
relatedness of a document to the query. Kratzwald and Feuerriegel [3] proposed the
way to give results to query after classifying the documents by neural networks that
have been acquired by document retrieval method. The classification part will control
the part of controlling the number of documents that are needed to be retrieved. To
automatically organize the documents, Jacobi et al. [4] used latentDirichlet allocation
(LDA) bymeasuring the pattern of word occurrence. They used LDA topic modeling
to analyze the news content and a large number of journalism texts. Ostrowski [5]
used topic modeling in their paper to identify and classify the noteworthy topics from
the Twitter messages. In his research experiments, these methods were found to be
effective in the identification of sub-topics. They were also doing the classification
of the large-size datasets. Onan et al. [6] used LDA, which is a probabilistic model
to represent collections using term-based modeling, for representing the document
collection. They usedmodels as naïve Bayes, SVM logistic regression, andK-nearest
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neighbor for the empirical analysis. Lane and Buglak [7] proposed a way for esti-
mating and visualizing the topics in a collection of documents where each of the
documents has more than one topic associated with it. This confines the periods for
topics. In [8–20], several facets of semantic retrieval models have been discussed.

3 Proposed System Architecture

The proposed framework retrieves the related document, as shown in Fig. 1. Initially,
query input from the user is tokenized and lemmatized. Before further processing,
there is a need to perform the normalization of the text. Further, the synonyms are
discovered using the WordNet API. The synonyms are found for the purpose of
collecting more relatable documents. Alongside the Web usage information of the
user is collected for getting the more terms user might be searching for. Further,
these terms are fed to STM framework, which are being used for topic modeling.
With these data, the STM framework, the social Web, and the Twitter API are also
fed with Wikidata [21–23].

Structural Topic Modeling: Starting with a small introduction about the model
that is proposed for the work, the name itself says that it is a topic model; like other
conventional models, STM also uses the word count in the document to predict
the topic to which it belongs to. In STM, the concept that each word having a
probability to belong to a topic is used. Topic modeling methods often consider
that each document is a bundle of words; each topic has a distribution of words; and

Fig. 1 Architecture of the proposed framework
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hence, it can be inferred that each document is a combination of the topics. Herewith,
it can be concluded that the documents mixture of one or more than one topic means
each document comprises of several topics. This implies that the sum of all the
proportion distribution of all the topics for a document will be one. And similarly,
for a word probability distribution for a topic, the sum of the all the probabilities will
be one.

Based on thewords present, a document contains topics that are determinedwhich
are associated with it. Data containing the distribution of topics, words and other data
containing a distribution of documents and topics are created. These data are fed into
the STM framework. STM uses the concept that defines the extent by how much a
topic is related to a document and words contained in it. This will be a function of the
metadata associated with document data. Hence, it is obvious that topical prevalence
covariate to the states of the extent of relatedness and topical contents. The proposed
model amalgamates STM with pointwise mutual information to find the similarity
between the word for topic identification. By using PMI, semantic alignment is
achieved. Semantic alignment is shifting the data such that there is no bias for any
data whatsoever. All the data has been made to refer to a single thing, which will
reduce the biases of the procedure to specific data. Another reason for doing this
is that many data will be related to different objects and phenomena, so the data to
a single object or phenomenon can be combined. There is some more information
about pointwise mutual information, which is used for semantic alignment.

Pointwise Mutual Information: The pointwise mutual information (PMI) uses
the concept of probability to identify the extent to which two words are similar. The
PMI between two words A and B is the likelihood of the presence of word A when
it is known that word B is present in the document. It is a metric to measure the
likelihood of two words being present in a document. The data returned by STM
is rearranged using the PMI values and arranged in increasing order. This data,
alongside the dataset, is fed to recurrent neural network for classification based on
the user’s query.

Recurrent Neural Network: Recurrent neural network (RNN) is a kind of neural
network where the input to the present stage is given by the previous stage. In
conventional neural networks, the input and input to different nodes of the network
are unrelated. But the problem arises when a need arises to predict the next word
for a sentence. To accomplish that, the earlier word that was present in the sentence
must be known. This is where RNN comes into play where each word output is taken
as input to the same node to predict the next word, i.e., the hidden state keeps some
information about the sequence. RNN has a memory unit that keeps the record of
information that has been collected and calculated. RNN uses the same parameters
to input, performs the task on inputs, and generates output in the hidden layer. This
reduces the complexity of the neural network. After classification by RNN, the top
25% of each class is delivered to the user for his query.
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4 Implementation

The famous dataset Reuters Corpus Volume I has been used for experimenting with
the proposed framework in the research. This data is widely used for text mining
research. It contains data in XML format. Metadata is avoided so that it is impartial.
Reuters Corpus Volume II (RCV2) has data of about 800,000 categorized news
stories. This data is made by Reuters Ltd. for research purposes. In pre-processing,
the XML tags are removed along with URL and metadata information. An offline
dataset is also used for the experiment. Key terms are collected from the dataset by
removing stop word and performing stemming. The algorithm shown in Table 1 has

Table 1 Proposed hybrid algorithm for document retrieval

Input: Query 
Output: Related Documents from the dataset. 
Begin 
       Take query q as input 
       #Preprocessing of query: 
Import General_Stop_words, Numbers, Punctuations  

#Tokenization: 
Tokeknized_q = Splitting the terms in the query q 

#Normalization: 
   For each term in Tokenized_q 
        If term is in General_Stop_words or Numbers: 
         Normalized_temp = Tokenized_q – term 
         If term start or end with Punctuations: 
         Normalized_q = Noramlized_temp Remove Punctuations 

#Synonymization: 
   For each term in Normalized_q: 
      Search for synonyms of term using WordNet 3.0 
      Synonymized_q = Normalized_q + synonyms 
      User_query = Synonymized_q 
    #Structural Topic Modeling 
           Collect Web_usage_info from user 
           User_query + Twitter_API_wikidata as docs_data fed to STM model: 
       For term in User_query: 
            If term is in docs_data: 
            Calculate probability of term in that doc 
             Probability_matrix = probability of term in the document 
            #Semantic Alignment using PMI: 
         For terms in user_query: 
               Find PMI for two terms  
         PMI_values = PMI similarity 

   Rearrange the PMI_valuses for increasing order 
 #Classification using RNN: 

Take Dataset and PMI_values and Classify the data based on PMI values. 
Return Top 25% for each class 
End
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been employed for the research. The implementation was carried out using a system
with 4 GB DDR3 RAM and Intel Core i3 fifth generation processor.

The proposed algorithm1 takes the input of the user and pre-processes it to gain the
key insights of the user asked query. To find the key points from the query, the general
stop words and numbers were extracted and removed them from the query, which
have been already tokenized, i.e., split terms from the query. After tokenization,
the punctuations were also removed from the query. Following removal of stop
words, the synonyms of the key terms of the query are found which have gone
through the previous process. The synonyms are added to the user query as well.
This data, alongside web usage information of the user and Wikidata, which have
associated metadata to it, is provided to the STMmodel, which found the probability
of the individual terms in the documents. Using the PMI, the similarity between
the two terms is computed. This is used for semantic alignment. Finally, recurrent
neural network is used for the classification of the dataset and returned the related
documents.

5 Results and Performance Evaluation

The performance for the proposed approachwas evaluated using the precision, recall,
accuracy, F-measure, normalized discounted cumulative gain (NDCG), and the false
discovery rate (FDR). From Table 2, it is evident that the proposed model performs
better than the baseline models and the variations of the other models. The proposed
model has 15.66% higher precision than that of baseline variation of LDA with
Cosine 13.29% higher precision than the DRDLC. It also has 15.65% higher recall,
15.66% higher F-measure, and 15.65% higher accuracy than baseline variation LDA
+Cosine, whereas 14% higher recall, 14.19% higher F-measure, and 14.19% higher
accuracy than baseline model DRDLC. It is because topic models make use of more

Table 2 Comparison of the performance measures for the baseline and other variations

Model Precision (%) Recall (%) F-measure (%) Accuracy (%)

LDA + Cosine 73.12 76.14 74.60 74.63

LSI + Jaccard 76.81 79.32 78.04 78.06

LSI + PMI 77.17 79.87 78.50 78.52

LDA + PMI 75.14 77.89 76.49 76.52

STM + Jaccard 80.12 82.56 81.32 81.34

STM + PMI 81.89 83.17 82.53 82.53

STM + RNN 84.78 87.14 85.94 85.96

DRDLC 74.86 77.32 76.07 76.09

Proposed approach 88.78 91.79 90.26 90.29
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sophisticated Bayesian techniques to find the probability that a document is associ-
ated with a given theme or topic. This means that the probabilities become increas-
ingly accurate asmore data are processed. Combinedwith PMI andRNN, it produces
decent results.

From Fig. 2, it can be seen that the performance of the proposed approach outper-
forms the other models. The proposed model has about 0.17 higher NDCG than
the baseline variation LDA + Cosine, 0.15 higher NDCG than LSI + Jaccard, 0.13
higher gain than LSI + PMI, whereas 0.07 higher NDCG than of baseline model of
DRDLC, 0.08 more gain than STM+ PMI, and 0.04 more gain than STM and RNN.
The reason for the proposed approach to yield better results is that topic modeling
offers several ways to summarize, arrange, and identify huge collections of informa-
tion that consist of text. Also, in the proposed model, synonymizing was performed,
which enabled to produce efficient results as the semantic gap is reduced and all the
related vectors point to the same word.

From Fig. 3, it is evident that the FDR for the proposed model is 0.04 lower than
the baseline variation, 0.02 lower than LSI + Jaccard, 0.01 lower than LSI + PMI,

Fig. 2 Comparing the NDCG values for model variations and baselines

Fig. 3 FDR for model
variations and baselines
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and 0.03 lower than that of LDA + PMI, whereas 0.04 lower FDR than the baseline
model DRDLC, 0.03 higher FDR than STM + PMI, and 0.06 FDR higher than the
STM+RNNmodel. It is because topic modeling helps in discovering hidden topical
patterns that are present in the collection of data interpreting documents according
to these topics. And RNN keeps information during each cycle. Because of RNN’s
property of keeping records of previous inputs and outputs, it is widely used for time
series analysis.

6 Conclusions

The proposed framework can find related documents efficiently and effectively.
Unlike the traditional ways of searching for documents, this framework uses terms
in the documents and queries to find the related documents. The results show that
the proposed model has performed better than that of the baseline variation models
and baseline models. Topic modeling, pointwise mutual information, and recurrent
neural network have helped the model perform to its best in document retrieval. An
overall F-measure of 90.29%has been achieved for the proposed hybridmethodology
for document retrieval.
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Deep Belief Convolutional Neural
Network with Artificial Image Creation
by GANs Based Diagnosis of Pneumonia
in Radiological Samples of the Pectoralis
Major

Tathagat Banerjee, Dhruv Batta, Aditya Jain, S. Karthikeyan,
Himanshu Mehndiratta, and K. Hari Kishan

Abstract In this paper, we delineate a comparative classification of Pneumonia
using Machine Learning and Deep Learning models. The data used was the dataset
of Chest X-Ray Images for Classification made available by Kermany (2018) with
a total of 5863 images, with 2 classes: normal and pneumonia. For the purpose
of correcting the class imbalance between normal and pneumonia images, we use
General Adversarial Networks to generate pneumonia ridden images. The compar-
ative classification is built on a final dataset of 19,784 images. Logistic regression,
SVC, KNN, RandomForest and othermachine learningmodels such as XgBoost and
CatBoost are compared with deep learning models such as Mobile Net and VGG-16.
The machine learning model is based on blob segmentation and detecting the differ-
ence between blobs of pneumonia ridden and normal individuals. Finally, a new deep
learning model with convolutional and artificial neural networks has been proposed
for the classification purpose which increases the accuracy significantly and has a
classification report which is best suitable for medical analysis.

Keywords Neural networks · Machine learning · ANN · CNN · GAN · F-CNN ·
Transfer learning · Artificial intelligence · Computational power

1 Introduction

Pneumonia is the single leading cause of mortality in children and is a major cause
of child mortality in every region of the world. It is a form of acute respiratory
tract infection (ARTI) that affects the lungs. When an individual has pneumonia, the
alveoli in the lungs are filled with pus and fluid, which makes breathing painful and
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limits oxygen intake; this particular stance can be useful in detecting the difference
in blobs of a normal person and pneumonia ridden individuals.

The X-Rays and Chest Tomography using CT Scans are cross-sectional images
of the body allowing the internal organs to be picturized. The images are further used
to identify abnormalities present in a patient.

Plain X-Rays while generating enough information CT Scans provide an edge [1]
over since they help detect various blobs in the images. Images of CT scan and plain
X rays have been used from the labeled dataset provided. Images have two classes:-

1. Pneumonia Ridden Patients
2. Normal Healthy Patients.

The deep learning model which has been proposed in this paper does the analysis
of the CT-Scan with an accuracy of around 98% with real-world data. The model is
also not prone to overfitting. This model aims at correctly predicting pneumonia in
an image of X-Ray of the chest of the test subject.

2 Literary Review

In Khobragade et al. [2] proposed that in the detection of pulmonary diseases [3]
using chest radiographswas necessary to identify the problempresent in the tract. The
lung diseases are amajor problem to human health and thus for this identification, the
referenced paper proposes pulmonary segmentation, extraction of characteristics and
classifying it using an Artificial Neural Network for the recognition of the disease.
A simple image processing with an intensity-based method was used in conjunction
with a method to detect the pulmonary limits and the discontinuities in it. Artificial
Neural Networks were used for feed-forward [4] and backpropagation. The problem
with this approach is that it uses chest radiographs and the highest infant mortality
rate in developing countries due to pneumonia and in these countries, there is little
infrastructure and doctors in rural areas to provide the necessary diagnosis.

Many researchers have believed in finding specific patterns for various lung
diseases through ultrasound images of the respiratory tract. In Barrientos et al. [5]
the paper presented a method for automatic diagnostics of pneumonia using ultra-
sound imaging of the thoracic cavity. The approach presented in the paper is based
on the analysis of patterns present in ‘rectangular segments’ from the sonographic
digital images. Utilizing pattern recognition, specific features from the characteristic
vectors are obtained and then classified with standard neural networks. A training
and testing set of positive and negative vectors were compiled.

The approach is problematic here since they have extracted the image of a single
patient to either test or train and obtained a specificity of 100% which points toward
a pre-processing conceptual error.

The paper [6] presented a way for implementing the Structural Co-occurrence
Matrix approach to classify nodules as malignant nodules or benign nodules and also
the level of malignancy. The structural co-occurrence matrix technique was applied
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Fig. 1 Pipeline

to extract characteristics of the nodule images and classify them. The SCM [7] was
applied in greyscale and images of the Hounsfield unit with four filters, creating
eight different configurations. The classification stage used classifiers known as the
multilayer perceptron, support vector machine, and k-Nearest Neighbors algorithm
which were applied to two tasks: (i) to classify the nodule images as malignant or
benign, (ii) to classify the nodules pulmonary lesions at the level of malignancy
(1–5).

The approachwhile had a result of 96.7% for precision and F-scoremeasurements
in the first task and 74.5% accuracy and 53.2% F-score in the second task but did
not achieve the much-required diagnosis of pneumonia pathological change identi-
fication and also lapses in terms of accuracy for determining benign and malignant
nodules in the respiratory tract.

In Saraiva et al. [8]. A comparative classification of Pneumonia using Convolu-
tional Neural Networks [9] is proposed in this paper and is an efficient method than
the one proposed by Daniel S. Kermany in “Identifying Medical. Diagnoses and
Treatable Diseases by Image-Based Deep Learning” [6].

The following is their architecture of their model which consists of the inherent
problem during the general pre-processing phase as well as lacks the statistical
approach in favor of deploying a larger network (Fig. 1).

The images in the training directory are more of the label pneumonia compared
to that of normal. Therefore, class.

Balance is not maintained. Hence their accuracy of 95% is on a dataset with
imbalanced classes Accuracy Matrix of this approach is displayed in the following
Fig. 2.

3 Hardware and Software Requirements

The Complete experiment has been carried out on an 8 GB, Intel(R) Core (™)
i3-6006U CPU @ 2.00, 1.99 GHz.

The operating system is 64-bit Operating System(×64-based processor),
Windows 10 Home Single Language. Python 3.6.1 is used, with Tensorflow 2.0
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Fig. 2 Distribution of
classes

as software tools for the experimentation. Keras and Scikit Learn are used as depen-
dency libraries for training and getting classification reports. Seaborn and Graphviz
is used for plotting and obtaining schematics for the models. OpenCV 2.0 is used to
read images and tdqm is used for the better graphical user interface.

About 40–48 h of total training time is given to the dataset to achieve good and
industrial application level results.

The image quality of the data is set to as 128 × 128 × 3 so that even when
unsatisfactory and blurred image data is observed; the quality of results ismaintained.

4 Transfer Learning Methodology

Initially, we trained the model with VGG [10], Mobile net, and Inception but none
of the models gave us expected results when applied on real-time data. The highest
accuracy was achieved by the Inception model which was 76% on training data but
when applied on real-time data (test set) it could only attain an accuracy of 52.3%.
We have modified the architecture as per our requirement by stacking up a few more
layers of deep neural networks which are of type deep belief neural nets, we have
named the architecture as Phoenix.

5 Data

This dataset contains thousands of validated OCT and Chest X-Ray images.
All images in the dataset (Kermany 2018) underwent treatment in order to remove

all low-quality scans, as well as being classified by two specialist physicians and by
a third-party specialist, in order to prevent any misclassification. As seen in other
research on the same dataset, the training dataset lacks images for the ‘Normal’
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Fig. 3 Sample images Normal  Pneumonia 

label. Therefore, this creates a class imbalance and needs to be solved during the
pre-processing. (Fig of Number of ‘Normal’ versus ‘Pneumonia’ Labelled images.

In the diagnosis of pneumonia, the alveoli become clogged with secretion and
appear as a white spot on the chest radiograph. Pulmonaryconsolidation means that
the alveoli in the lungs are filled with inflammatory fluid. In radiography, pulmonary
consolidation dovetails to an opacity visible in the tract’s radiography, that is, the
whitish area. Which can be distinguished in Fig. 3 provided ahead.

6 Implementation

6.1 Machine Learning and Image Analysis

Machine learning [11] has been an important advancement in the field of predictive
analysis over the last decade.However, in today’s dilemma of predictive analysis both
visible (Machine learning) and invisible analysis (Deep Learning) have become part
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Fig. 4 Blob sampling

of continuous and prolonged debate. Thus, it is only wise to analyze the given data
with both machine learning and deep learning. Our paper ideates the architectural
stability and viability of the deep learning and neural network.

Blob segmentation is an important measure that enhances machine learning algo-
rithms to learn. It is important to understand the relics and causes. Basically, blob
detection means segmenting the portion of the image which is affected. Using Blob
Detection would also create a simpler version of the algorithm to be utilized, whose
results are not only generic in nature but simpler and faster to execute as well.

Blob is a group of connected pixels in an image that shares some commonproperty.
OpenCV provides a convenient way to detect blobs and filter them based on various
characteristics. The algorithm is controlled by using parameters such as Thresh-
olding, Grouping, Merging, and Center and radius calculation. In chest tomography
and X-Rays of the thoracic cavity, we use parameters set to the specific filter of
threshold and inertia. These filters deal with the possibility of the presence of a blob
which may be the point of difference between normal and pneumonia images. The
thresholding filter is based on the intensity of the blob present while inertia is based
on the presence of elongated shape existing in the image which may be a factor. In
the following figure, the two images show the blob difference of a healthy person
and one suffering from pneumonia (Fig. 4).

The main principle mathematical concept of Blob detector is Laplacian of
Gaussian. Given an input image f (x, y), this image is convolve d by a Gaussian
kernel.

g(x, y, t) = 1

2π t
e− x2+y2

2t

After applying, the laplacian function we get the following equation:-

∇2L = Lxx + Lyy

This provides us with the filter through which our algorithm detects the blobs and
the blob segmentation is also pursued through the same mathematical basis.
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Even before any pre-processing measure, it is important to build strong and big
image data, for which we used deep learning measure of unsupervised learning
which is GAN (Generative Adversarial Networks) [12–14] and VAE (VariationAuto
encoders) to prepare artificially equipped and balanced images so, that the medical
stability of more ‘pneumonia’ images does not affect the working ideology and
potential of any machine learning algorithm. This way, we not only up-sample the
data but also donot create redundancybyusing image generation techniques. The pre-
processing phase involves reading the image file names with the help of OpenCV,
then labeling all the files in a data frame along with a target variable—Normal,
Pneumonia. Finally, shuffling the dataset to remove class consistency problems.
Once, the data frame with shuffled, classes are balanced and consistent classes are
formed, we then proceed to read the files as per the random shuffled pattern followed
in the data frame. After reading the files as images of 128 × 128 × 3 to give all the
images dimensionality channels. We have come up with another data frame which
consists of 50 thousand columns crossed over to nine thousand rows. Finally, the
CSV file accounts for 4.67 GB storage space. Preprocessing stage also deals with
normalization, we have used several normalizing techniques which are listed below
the techniques used are:

1. After CSV Building

(a) Standard Scaler Normalization
(b) Normalization by statistical measures
(c) Min-Max normalization
(d) Decca-Norm.

2. Before CSV Building.

(a) dividing each image pixel by 255
(b) min-max scaling of pixels.

In order to reduce the computation, we have used principal dimensionality
reduction, the following section describes the approach used (Fig. 5).

It can be seen clearly as per the PCA dimensionality approach that both the normal
and pneumonia images aren’t much separable in two-dimensional spaces. However,
it is also an experimental fact that we cannot plot more than three dimensions but on
continuous experimentation and evaluation, we have been able to identify the most
feasible and computationally efficient dimensional representation which spreads out
over 8569 dimensions to find proper variance difference between the two classes.

After implementing the Machine Learning algorithm to test our dimensional
reduction hypothesis. We have drawn up the confusion matrix, accuracy score, and
the Classification Report (Fig. 6).

The accuracy seems reasonable for a machine learning algorithm. The classifica-
tion report discloses the insights of class prediction as well as other parameters like
precision, recall, F1 score, etc. (Fig. 7).
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Fig. 5 Dimensionality
reduction by principal
component analysis

Fig. 6 Accuracy score

Fig. 7 Classification report

In the above classification report, we can see it conveying the class partialitywhich
the algorithm has shown. The confusion matrix will tentatively show us a nominal
prediction for the normal class (Fig. 8).

The above result indicates that even though the dimensionality reduction can be
applied on blob segment analysis, the results are highly misleading and cannot be
trusted for medical relics. Also, class learning has shown to be a severe problem.
Also, it raises questions on the blob segmentation analysis that the blobs detected
pertain to which type of blob.

Fig. 8 Distribution of results
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1. Normal
2. Pneumonia
3. Any Other (Possibility of some other anomaly existing).

Clustering [15] is used to solve this conundrum as it is the best way to figure which
blob segment belongs to which type. Clustering is a technique used to visualize
similar points based on the boundary, statistical measures, and other algorithmic
boundaries (Figs. 9 and 10).

Again, this seems relatable to the dimensionality PCA plots and also the classi-
fication results, the K-Nearest Neighbour clustering centroid showcases a relentless
slopewherein all the points lie. So, it is understandable why dimensionality reduction
at 8569 was of no use at all. Still, removing all the dimensionality out of the picture
would be disastrous to the results.

On further investigation to improve the accuracy and other classification parame-
ters.We have reached 12,288 dimensionalities and we can see our results as follows:-
(Fig. 11).

Now, we have stuck to these very dimensions not only because of the results but
also since further increasing the dimensions; leads to lagging in computational speed,
decreasing accuracy and increasing time complexity.

Fig. 9 KNN elbow check

Fig. 10 KNN clustering
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Fig. 11 Final results for
clustering

Fig. 12 Genesis of machine learning algorithms

Thus,wehavefinally trained anumber ofmodels on12,288dimensionparameters.
Let’s have a look at this data frame to do further analysis (Fig. 12).

General algorithms have been used to generalize as well as garner better accu-
racies. We check with logistic regression and its results. It is intuitively brilliant to
see a simplistic approach algorithm to showcase such good and generic results, the
confusion matrix of the above algorithm is given as follows: (Figs. 13 and 14).

It showcases that the absence of very less false positives is watered down to 20
and also there is no presence of class partiality any further.

Next, Support Vector Machine (SVM) scaled by gamma. Following is its
classification report.

This has given an even better result than that of logistic regression. We see an
even lower false positive rate than the one in Logistic Regression (Figs. 15, 16).

The false-positive cases are lowered down to 16 and also there is no presence of
class partiality further. This is even less than our previous best linear regression.

We would also like to turn to the possibility of gradient boosting algorithms
providing better results down; which they have come to showcase in recent years.
Their result simulations are listed below for further analysis and understanding.
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Fig. 13 Logistic regression report

Fig. 14 Logistic regression distribution

Fig. 15 SVM report
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Fig. 16 SVM distribution

1. Random Forest (Figs. 17 and 18)

2. Ada Boost (Figs. 19 and 20)

3. Gradient Boosting (Figs. 21 and 22).

The gradient boosting [16] algorithms have also shown significant and generic
results, the data structure and handling are also the same as described below.

It is important to realize that this complete training and testing has been handled
and done in a time period of 29 h and 37 min. The system requirements are the same
as described below in the deep learning and further algorithmic section.

Fig. 17 Random forest report
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Fig. 18 Random forest distribution

Fig. 19 Ada Boost report

6.2 Transfer Learning and Image Analysis

1. Mobile-net or Google Flow Model

We tried training the data through the Mobile-net/Google Flow model as shown
below: (Fig. 23).

The biggest pitfall of this model is the low accuracy of the provided dataset. The
model’s low accuracy helps us to lead to the conclusion that this would not be an
appropriate solution to the problem presented.
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Fig. 20 Ada Boost distribution

Fig. 21 Gradient boost report

2. VGG-16

We also implemented the already available VGG-16 model and while it provided
greater accuracy than the mobile-net model as can be seen in Fig. 24.

Even though themodel has an increased accuracy score than themobile-net model
but a better accuracy score can be gained by a specifically designed neural network
model [17] which can ensure less variation among the input layer and also the class
imbalance is dealt in the model.
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Fig. 22 Gradient boost distribution

Fig. 23 Mobile net

Fig. 24 VGG 16 report



994 T. Banerjee et al.

6.3 Proposed Neural Network and Model

Before the training of the model starts, we realize that the training dataset might
cause class imbalance due to a lesser number of images being provided for ‘Normal’
Label.

To solve this, a General Adversarial Network is implemented.
For the first stage of this model, a Convolutional Layer which extracts the features

with the help of kernels. These kernels are trained to detect specific features (or
Trends) in the image. These kernels move over each part and detects whether the
part has the specified resource or not.

If the required feature is present then the function returns a high valued real
number otherwise it results in a low valued number being returned.

For a given Two-dimensional image I, and a small array, K of size h x w (kernel),
the convoluted image (I ∗ K), is calculated via superimposing the kernel/filter at
the top of the image’s all possible forms, and recording the sum of the elementary
products between the Image I and following kernel equation

(I ∗ K )xy =
h∑

i=1

w∑

j=1

Ki j · Ix+i−1,y+ j−1

The output from this Convolutional Layer is transferred to the pooling layer which
is responsible for reducing the spatial size of the featuremap, preserving the resources
detected into a smaller representation. Although, many alternatives are accessible for
pooling. Max Pooling is the most. Max Pooling operates by locating the locations
in the image that shows the strongest correlation with each resource (the maximum
value) are preserved and these values combine to form a smaller space. As shown as
Fig. 25.

After going through this process, we progress with BatchNormalization as
explained in the concepts batch normalization helps with providing a normalized

Fig. 25 Max pooling



Deep Belief Convolutional Neural Network with Artificial … 995

data which ranges from scale 0 to 1 for a data which earlier had a larger range. If in
between normalizations are not done there might be one weight dominating others
and affecting the results. The layer inputs also, as a result of the normalization, show
less variation amongst them.

After Normalizing, the layer inputs which are scaled, are then processed through
another Convolutional Neural Network and then through anotherMax Poolingwhich
again reduces the spatial size of the feature map which is available. Then, we apply
Dropout because it is a vital step for the enhancement of model which do not over
fit, it randomly cancels out nodes in each iteration so that not anyone node is of
greater importance than the others to the model, Also so that neither of single input
features is heavily weighted, since under each backpropagation iteration the weights
are decreased when dropped and failure of output occurs.

Then Flatten is used for converting the three-dimensional matrix to the one-
dimensional matrix. This is done in order to make the data eligible to be fitted in
artificial neural networks. However, it is of import to note that when training with
more than one Convolutional.

Layers, flatten must be only used after the last convolutional layer. Once flatten
is applied no more convolutional layers can be employed.

After these 2 dense layers are used. These dense layers directly refer to the Arti-
ficial Neural network schema which is 128 nodes in one layer. After the layers are
added a Dropout is added and finally, another dense layer is added which has finally
2 nodes. Total Parameters are 331,330 while 331,266 are trainable parameters. For
the compilation of the model, we use Sparse Categorical cross-entropy as the loss
and ‘Adam’ as the optimizer.

The cross-entropy loss measures the performance of a classification model, with
the output being a probability value ranging from 0 to 1.

Hyper parameter Information.

1. All dropouts are 25% that is one fourth so that overfitting can be removed.
2. For regularization, mostly Manhattan distance or L1 regularization is used.
3. The activation function is leaking rectilinear units and rectilinear units.
4. Adam Optimizer function is used to find the global minima and not to be stuck

with the local minima.

Model Summary (Fig. 26).
The figure provided is a summary of the model we have implemented. It clearly

shows the total number of trainable parameters.

7 Results

With the model compiled, now it is fitted on the dataset and accuracy of the model
by using validation. Figure 27 shows the training of our model over 10 epochs.

As we can see the accuracy reaches 98.62%, this is because our model reduces the
errors by utilizing the Batch Normalization and Drop Outs at the correct stages of the
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Fig. 26 Model description

Fig. 27 Loss summary

network. Therefore, we have named this model as ‘Phoenix’, because as the myth of
the phoenix suggests about it rising from the ashes after death, we believe our model
arises from the depths of pre-processing errors, models and class imbalances. Our
model overcomes all of these and hence provides the most accurate diagnoses while
not being over fit.
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The outputs of ‘Pneumonia’ and ‘Normal’ labels are encoded as 0 and 1 and as
we can see the precision for both is quite high which validates our model even further
and shows the exactness of our model.

Now, sincewe know the PhoenixModel has decent accuracy and is precise enough
to be used in Medical Practice.

We now compare our activation functions for the layers in our network.
The following figure (Fig. 28) is the classification report of our model.
In Figs. 29 and 30 the plotted graphs showcase 3 activation functions, in compar-

ison to each other plotted between the loss in training of train and validation sets of
data respectively.

These plots depict clearly that the sigmoid activation function is of no use if the
lower number of epochs is to be trained while the losses almost approach zero with
the Tanh activation function which again points us to the conceptual error that losses
cannot be almost zero since in real-time.

Similar conclusions as above can be made from Figs. 31 and 32 of activation
functions on accuracy versus epoch graphs on both training and validation sets.

Next, wemove on and find the best optimizer for the dataset.We have used ‘Adam’
optimizer in our model.

Again, we plot for training and validation sets loss against the epochs trained. In
Fig. 33 the respective graphs are present for four optimizers.

These plots show that ‘Adam’ as an optimizer has the lowest losses amongst all the
other optimizers which in turn shows that ‘Adam’ is the best choice for the optimizer.

Fig. 28 Report

Fig. 29 Activation function
training loss
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Fig. 30 Activation function
test loss

Fig. 31 Activation function accuracy

Fig. 32 Optimizer loss

Further, we plot the difference between our train and test accuracy and we show-
case that the Phoenix model has high accuracy and comparatively less loss. This is
depicted in the following Figs. 34 and 35.

As is clear from these graphs the model’s accuracy is high and loss is relatively
low. It is due to various factors which we have included in our model such as.
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Fig. 33 Optimizer accuracy

Fig. 34 Model accuracy

Fig. 35 Model loss
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1. GANs: which help us address the problems of class imbalance due to the dataset
having it inherently

2. Batch Normalization so that layer inputs have a varied distribution.
3. Max Pooling after each Convolutional Neural Network layer.
4. Usage of ‘relu’ as activation function and ‘Adam’ as an optimizer.

Confusion Matrix.
The confusion matrix is an array that contains correct and incorrect predictions

of the algorithm and the actual situation.

• True Positive: Number of people who actually have pneumonia according to the
algorithm.

• False Negative: Number of people who are actually with pneumonia but
categorized as healthy according to the algorithm.

• False Positive: Number of people who are actually healthy, but categorized as
pneumonia, according to the algorithm.

• True Negative: Number of people who are really healthy and categorized as
healthy according to the algorithm

Figure 36 depicts the confusion matrix for our model Phoenix which shows that
the True Negatives and True Positives are classified almost correctly according to
the provided.

Fig. 36 Model report distribution
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8 Conclusion

In this paper ‘Phoenix’ Model has been proposed for diagnosing Pneumonia through
Chest X-rays and computer vision with a neural network model being trained. We
have achieved 98.6% accuracy on the (Kermany) dataset on which earlier researches
have proposed a maximum of average accuracy of 95.30% [8] and 92.8% (Kermany
et al.). We believe that our model solves the predicament we found ourselves in
earlier while implementing Mobile-net and VGG-16 quite efficiently and has quite
a significant rise in terms of accuracy and precision. In comparison to the machine
learning algorithms which tested SVC 97.001% and Logistic regression 95.643%,
our model (Phoenix) is better suited for the purposes of the medical industry.

Both the models showcase false positive error of amount 16 and 20 per test
sample input cases respectively. As described earlier our version of evaluating the
post matrice results was to decrease the false positive so that medical robustness
can be achieved. Further strengthening that note we are able to deduce about 0 true
negatives using our phoenix model on the given input test sequence. Finally with
evidence from both machine learning and deep learning relics of data analytics.
Further enhancement and decreasing the false positives and increase of accuracy as
well as other parameters of evaluation compared to the earlier models.
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