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Preface

The book constitutes selected high-quality papers presented in International Confer-
ence on Electrical and Electronics Engineering (ICEEE 2021) jointly organized by
School of Electrical, Electronics and Communication Engineering, Galgotias Univer-
sity, India, and School of Engineering, University of Malaya, Malaysia, on January 2—
3,2021. It discusses issues in electrical and electronics engineering and technologies
along with Al and IoT applications. An in-depth discussions on various issues under
topics provide an interesting compilation for researchers, engineers, and students.

We are thankful to all the authors that have submitted papers for keeping the quality
of ICEEE 2021 at high levels. The editors of this book would like to acknowledge all
the authors for their contributions and the reviewers. We have received invaluable help
from the members of the International Program Committee and the chairs responsible
for different aspects of the workshop. We also appreciate the role of Special Sessions
Organizers. Thanks to all of them, we had been able to collect many papers on
interesting topics, and during the conference, we had very interesting presentations
and stimulating discussions.

Our special thanks go to Leopoldo Angrisani, (Editor in Chief, Springer, Lecture
Notes in Electrical Engineering Series) for the opportunity to organize this guest-
edited volume.

We are grateful to Springer, especially to Aninda Bose (Senior Editor, Hard
Sciences Publishing), for the excellent collaboration, patience, and help during the
evolution of this volume.

We hope that the volume will provide useful information to professors,
researchers, and graduated students in the areas of electrical and electronics engi-
neering and technologies along with Al and IoT applications, and all will find this
collection of papers inspiring, informative, and useful. We also hope to see you at a
future ICEEE event.

Kuala Lumpur, Malaysia Saad Mekhilef
Krasnoyarsk, Russia Margarita Favorskaya
Varanasi, India R. K. Pandey

Greater Noida, India Rabindra Nath Shaw



ICEEE 2020 Organization

Chief Patrons

Mr. Suneel Galgotia, Chancellor, Galgotias University, India
Mr. Dhruv Galgotia, CEO, Galgotias University, India

Patron

Prof. Bhim Singh, Indian Institute of Technology Delhi, India.
Prof. R. Venkatesh Babu, Pro Vice Chancellor, Galgotias University

General Chairs

Prof. Saad Mekhilef, Dean, School of Engineering, University of Malaya, Malaysia
Prof. B. Mohapatra, Dean, SECE, Galgotias University, India

Conference Chair and Chairman, Oversight Committee

Prof. Rabindra Nath Shaw, Galgotias University, India

Conference Secretary

Prof. Saravanan D, Galgotias University, India

vii



viii ICEEE 2020 Organization

Technical Chairs

Dr. Nishad Mendis, Det Norske Veritas, Australia
Prof. Ankush Ghosh, The Neotia University, India
Prof. Rohit Tripathi, Galgotias University, India

Publication Chairs

Prof. Valentina E. Balas, Aurel Vlaicu University of Arad, Romania
Prof. Sanjoy Das, IGNTU Manipur, India

Springer/ICEEE Liaison

Aninda Bose, Senior Editor, Springer Nature

International Advisory Board

Prof. Vincenzo Piuri, University of Milan, Italy

Prof. Georges Zissis, President, IEEE IAS

Prof. Lakhmi C. Jain, University of Technology, Sydney
Dr. Tamas Ruzsanyi, Ganz-Skoda Electric Ltd., Hungary
Prof. Valentina Balas, University of Arad, Romania
Prof. N. R. Pal, President, IEEE CIS

Prof. T. George, University of Piraeus, Greece

Prof. Yen-Wei Chen, Ritsumeikan University, Japan
Prof. Milan Simic, RMIT University, Australia

Prof. M. Paprzycki, Polish Academy of Sciences

Prof. Maria Virvou, University of Piraeus, Greece

Prof. D. P. Kothari, Ex-Director, IIT Delhi, India

Prof. B. K. Panigrahi, Professor, IIT Delhi, India

Prof. C. Boccaletti, Sapienza University, Italy

Dr. Akshay Kumar, Concordia University, Canada



Conference Report: ICEEE 2021

The 2nd International Conference on Electrical and Electronics Engineering (ICEEE
2021) was jointly organized by School of Engineering, the University of Malaya
(UM) (Malay: Universiti Malaya), and Galgotias University, India, on January 2—
3, 2021. ICEEE 2021 has emerged as a premier conference to bring researchers,
scientists, and industry professionals to discuss novel ideas in the field of computing,
power, and communication. This year, the conference was joined by researchers,
students, and industry professionals from many countries. Due to the COVID-19
pandemic, the conference was organized online.

In the inaugural session of ICEEE 2021, the opening remarks were given by
Shri Dhruv Galgotia, CEO, Galgotias University, India. The guests of honor of the
conference were Prof. (Dr.) Pierluigi Siano, Professor, Electrical Energy Engineering
University of Salerno, Italy; Prof. (Dr.) Lance C.C. Fung, Professor, Murdoch Univer-
sity, Australia, Director-Elect, IEEE Region 10 (Asia Pacific); Prof. (Dr.) Saifur
Rahman, Joseph Loring Professor and Director, Virginia Tech Advanced Research
Institute, Virginia, USA; Prof. (Dr.) Saad Mekhilef, Dean, Faculty of Engineering,
University of Malaya, Malaysia; Prof. (Dr.) Monica Bianchini, Professor, Informa-
tion Engineering and Mathematics Department, University of Siena, Italy; Dr. C. P.
Ravikumar, Director, Technical Talent Development, Texas Instruments; Prof. (Dr.)
Milan Simic, Professor, University Union Nikola Tesla, Belgrade, Serbia; Prof. (Dr.)
Hazlie Mokhlis, Professor, Faculty of Engineering, University of Malaya, Malaysia;
Prof. (Dr.) Atif Igbal, Professor, Qatar University, Vice-Chair, IEEE Qatar Section.
The vote of thanks was given by the Conference Secretary.

The conference commenced with three keynote speeches (1) ‘New Challenges in
VLSI Design and Test’ by Dr. C. P. Ravikumar, Director of Technical Talent Devel-
opment, Texas Instruments, (2) ‘Research Directions in Electrical Power Distribution
System’ by Prof. (Dr.) Hazlie Bin Mokhlis, Faculty of Engineering Professor, Univer-
sity of Malaysia, Malaysia, and (3) ‘Peer-to-Peer Networks—What We Have Been
Doing?’ by Prof. (Dr.) Y. N. Singh, Professor, Electrical Engineering, Indian Institute
of Technology Kanpur, India. This was followed by concurrent paper presentation
panels FD1 to FD2 in two technical sessions. On completion of these two, another two
technical sessions FD3 and FD4 started. On the first day, 40 papers were presented
with the participation of 91 authors.



X Conference Report: ICEEE 2021

The second day began with two parallel technical sessions SD1 and SD2 followed
by another two technical sessions SD3 and SD4 with 40 papers in total. At the end of
the technical sessions, the following keynote speeches were delivered. (1) ‘Intelligent
Transportation Systems’ by Prof. (Dr.) Milan Samic, Professor, University Union
Nikola Tesla, Belgrade, Serbia, (2) ‘Grid Integrated Distributed Energy Genera-
tion System Standards, Challenges, and Requirements’ by Prof. (Dr.) Atif Igbal,
Professor, College of Engineering. Qatar University, Qatar, (3) ‘Reliable Power Elec-
tronics—An Enabler for Renewable Energy Generation and Utilization’ by Prof. (Dr.)
Huai Wang Professor, the Faculty of Engineering and Science, Aalborg University,
Denmark, and (4) ‘Power Electronics Converters for Solar Power Systems: Current
Trends and Challenges’ by Prof. (Dr.) Bhim Singh, Professor, Electrical Engineering
Department, Indian Institute of Technology Delhi, India. The keynote sessions were
attended by a large number of students and researchers.

ICEEE 2021 concluded with a closing session. Dignitaries present in the closing
ceremony were Dr. Saad Mekhilef, Dean, Faculty of Engineering, University of
Malaya, Malaysia; Dr. Arun K. Tripathi, Director General, National Institute of
Solar Energy, MNRE, Government of India; Dr. Valentina E. Balas, Professor, Aurel
Vlaicu University of Arad, Romania; Prof. Bhim Singh, Professor, Indian Institute
of Technology Delhi, India; Prof. (Dr.) Milan Simic, Professor, University Union
Nikola Tesla, Belgrade, Serbia; Prof. (Dr.) Marcin Paprzycki, Systems Research
Institute, Polish Academy of Sciences, Poland. The conference report was given by
Dr. Nishad Mendis, Technical Chair for ICEEE 2021. Vote of thanks was given by
Dr. B. Mohapatra, Dean, SEECE, Galgotias University, and with this, ICEEE 2021
was concluded.

Rabindra Nath Shaw
Conference Chair
ICEEE 2021
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Abstract Ecuador’s energy mix has greatly reduced its dependency on fossil fuels
the last 15 years, down to a marginal role (5%) in electricity generation in 2017. The
development plan for the Ecuadorian power network aims to keep adding hydropower
to meet the increasing demand. A prospective lifecycle assessment (LCA) of the
future power network (2012-2050) can determine the feasibility of the development
plan and its environmental sustainability in the long run. For a quantitative analysis
of the energy transition over the entire lifecycle, the simulation software® Global
Emission Model of Integrated System (GEMIS) is used. The results show that the
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mainly hydropower, which costs 1% of Gross Domestic Product. The obtained LCA
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1 Introduction

1.1 Background

The need for an energy transition is indisputable according to [1], in which the author
crosses proven and possible energy resources data with the forecasted evolution of
global energy needs in a medium and long term. According [2], climate change,
fossil fuels depletion and the economic vulnerability open up the debate to change
the energy model and encourage the study of transition dynamics from a historical
point of view. The renewable energy transition entails the expansion and integration
of sustainable renewable energy generation systems into the existing infrastructures,
replacing existing systems with the new ones in a progressive, orderly and rapid
manner [3].

According to the Ecuadorian Ministry of Electricity and Renewable Energy
(MEER), the National Interconnected System (SNI) had an effective installed
capacity of 4415.3 MW in 2009, 2032 MW of which of hydroelectric capacity and
2286 MW of thermal capacity, to cover a demand of more than 2000 MW. This may
suggest an excessive power reserve. However, thermal plants require fuel and hydro-
electric plants require certain water reserves, which not always are available. The
dual systems complemented each other: In times of drought, the cheaper hydropower
was insufficient, and the thermal park, besides being expensive, did not have enough
capacity to meet energy demand on its own [4].

During the last decade, Ecuador carried out an ambitious process to strengthen
and transform its energy matrix. The MEER invested approximately M$ 4600 in
various renewable energy generation projects. Mazar hydroelectric came online in
2010, Villonaco wind farm started operation in 2013 [5], Paute Integral came online
in 2015 and Coca Codo Sinclair in 2016. As new hydrogeneration came online, older
thermal plants were progressively removed from the grid. All these projects helped
bolstering Ecuador’s energy independence and turned Ecuador into a net energy
exporter. In merely 10 years, Ecuador completed an energy transition from fossil
fuels to renewable energy in the electricity sector [6].

Comparing the energy mix on 2006 and 2017, Ecuador went from a 36% depen-
dency on thermal generation and 18% on imports to being self-sufficient with a 93%
renewable generation (Fig. 1).

Energy efficiency measures and the promotion and integration of renewable
energy sources (RE) are two of the main pillars of the energy concept of Ecuador.
Ecuador is committed to reduce the total primary energy supply (TPES), reduce
greenhouse gas (GHG) emissions and reduce energy consumption in 2020.
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a Energy generated (GWh; %) 2006 b Electric Power Generation (GWh; %) 2017
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Fig. 1 Generation of the electricity subsector 2006 (a) and 2017 (b)

1.2 Related Works

Scientific literature includes a number of LCA studies about of the different power
generation projects implemented in Ecuador. Below we briefly describe some of
them:

The article presented in [7] is a recent study that aims to analyze the environ-
mental impacts associated with variations in the participation of hydroelectricity in
the energy mix in Ecuador between 2012 and 2050 using lifecycle methods. The
results show that increasing the share of hydropower in the energy mix considerably
reduces the environmental impacts of electricity generation per kWh. In addition,
the projected Global Warming Potential (GWP) per kWh of the electricity in 2050
remains below 2016 levels for the scenarios where the hydroelectric capacity is
implemented according to the national electrification plan.

The authors in [8] present a study in which they use climate change scenarios
for an optimization model of Ecuador’s energy system through 2050, in order to
examine the lower-cost options for the Ecuadorian electricity system dominated by
hydroelectric energy. The results show that, in the long term, hydroelectric energy
will continue to be one of the most profitable and low-emission technologies in
the Ecuadorian electricity sector. In addition, they mention that, according to the
analysis based on models, changes in water availability could induce a variation
in the generation of hydroelectric power to supply 29-86% of the total electricity
demand. Another relevant aspect of the conclusion of the authors of this study is
that the current policy of the Ecuadorian government is based on the assumption that
there will only be small changes in future hydrological conditions and the levels of
runoff available to power hydroelectric projects.

A forecasting model for the Ecuadorian energy sector, using the LEAP model,
is presented in [9]. This study analyzes the behavior of the energy matrix based on
energy forecasting and efficiency policy scenarios, applying a bottom-up analysis
and considering the latest policies in Ecuador. The authors conclude that the model
and the proposed considerations will result in a final energy consumption of 158
million Barrels of Oil Equivalent (BOE) by 2030, in which the transport sector is
the main energy consumer. They also indicate that there will be a 10-year period of
surplus of electricity generation; the maximum surplus is 60% over five years, which
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will be reduced to 19% in 2030. The main cause of this reduction is the increase in
household electricity consumption, due to the introduction of electrical appliances
[9].

The Electrification Master Plan (2012-2050) [10], issued by the MEER, presents
five development paths for the Ecuadorian power grid. It is based on power gener-
ation and other government projects, and accounts for all generation connected to
the National Interconnected System (SNI), but it does not include self-generators
(e.g., oil fields). Demand projections consider the National Program for Efficient
Cooking, which aims to replace liquefied petroleum gas (LPG) with electricity in
domestic efficient cooking and hot water appliances with state funding and subsi-
dies. Induction cookers are expected to use 5150 GWh by the end of the substitution
process. Electricity demand projections include 596.9 GWh/year on savings due to
efficiency programs, and 3794 GWh/year increased demand due to increasing activity
in mining, cement, steel, oil and Yachay (City of Knowledge).

Regarding mobility, projections consider an extra 351 GWh/year due to the incor-
poration of electric vehicles for light transport and public transport (Quito subway
and Cuenca tram). Finally, the Pacific Refinery in Aromo near the city of Manta in
Manabi province will require around 375 MW for the refining facility, other produc-
tion processes and the development of the area. Although the likelihood of this
scenario is high due to the availability of technical studies, project implementation
largely depends on political will.

In this study, a prospective lifecycle assessment (LCA) of different power gener-
ation projects implemented in Ecuador was performed. Finally, the results of the
environmental analysis of power generation and operation, sustainability indicators
of economic and maintenance (O&M) costs are presented. The remainder of this
paper is structured as follows: Sect. 2 describes the method; Sect. 3 presents the
results obtained, and finally, Sect. 4 presents the conclusions.

2 Method

The Global Emission Model for Integrated Systems (GEMIS) is a European life-
cycle analysis database program provided by International Institute for Sustainability
Analysis and Strategy (IINAS) (Fig. 2).

GEMIS gives a detailed description of all the process steps of an energy system
and the calculation of the primary energy consumption involved in the process, the
emissions and the mass and energy flows [11]. We use this model to calculate lifecycle
emissions of power plants [12—16].
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The results of the simulation can be summarized into four categories: the projected
demand by the end of the period, the costs to build and operate the power generation
to meet the demand and the resulting air pollution and sustainability indicators.

3.1 Projected Demand

See Tables 1 and 2.

Table 2 shows the results of the simulation performed with GEMIS yields a
projected demand of 114,232 GWh in 2050. This result is very close to that obtained
by [10] in the average growth scenario (hypothesis 5), in which the projected demand

amounts to 114,223 GWh.
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Table 1 Power plant data introduced into GEMIS. Source developed by the authors

GEMIS central Power | Units | Total Operation (h) | Energy GEMIS
(MW) power (GWh/year)
MW)
Hydro-dam-big-1100 MW 1100 9 9900 4585 45,392
Hydro-dam-big-generic 200 12 2400 5477 13,145
Hydro-dam-medium-generic | 50 101 5050 6035 30,481
Bagasse-ST-CO-2010 20 5 100 2964 296.4
Gas-GT-big-generic diesel 50 13 650 972 631.8
Gas-CC-big-generic 200 4 800 6299 5,039
Oil-heavy-ST-big-generic 410 410 5050 2,071
Diesel motor-big-generic 50 20 1000 4740 4,740
Oil-heavy-ST-small-generic 33.24 1 33.24 6240 207.42
Diesel motor-big-generic 113.1 1 113.18 769 87.04
Hydro-dam-CO-2010 650.0 | 500 3,250 360 1,170
Solar-PV-utility-CN 20 18 360 2222 800
Windfarm-big-generic 10 169 1,690 1735 2,932.15
Biogas-dieselmotor-generic 10.7 1 10.7 6000 64.2
Geothermal-ST-big-generic 100 9 900 7973 7175.7
Total 26,667 114,232
Table 2 Demand and installed capacity. Source developed by the authors
Year Demand (GWh) Installed capacity (MW) Maximum power (MW)
2012 19,316.26 5135.89 3207.00
2050 114,232.06 26,667.00 18,966.00

3.2 Total Costs

Total costs include capital investments for the construction of power plants and fixed
and variable O&M costs. Fixed O&M costs of refer to those that do not vary signif-
icantly with the level of generation: general and administrative expenses, routine
and preventive maintenance of the facilities, maintenance of structures and land and
others. Variable O&M costs refer to those that vary with generation, e.g., fuel [17-19]

(Tables 3 and 4).

Total costs amount to 1% GDP (2012-2050), which is US$ 6,308,171 million.
Although the analysis is not comprehensive (without updating prices, inflation, etc.),
the results are a good reference.
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Table 3 O&M costs

Electric power plant | Total electricity O&M (USD/MWh) Total cost 2012-2050
production (M USD)
(GWh/year)

Hydroelectric up to 43,623.79 3.86 8725

1000 MW

Hydroelectric more 45,393 3.86 19,850

than 1000 MW

Biomass TV bagasse |296.36 42.64 480

Biomass MCI biogas | 64.2 32.33 86

Solar PV 800 0.5% capital cost-year 1632

Eolic 2932.98 17 3366

Geothermal 7176 35 10,375

TV (Fuel oil) 2070.57 84.9 6680

TV (Diesel) 207.43 111.31 877

TG (Diesel) 631.71 169.41 4067

TG (GN) 0 126.81 409

MCI (Fuel oil) 4740.16 72.28 13,321

MCI (Diesel) 87.02 97.25 322

Combined cycle 5038.92 97.35 18,970

Total 113,062.14 89,161

Table 4 Greenhouse gases

Year COzgq Carbon dioxide, CO; Methane, CHy Nitrous oxide, N,O
2012 7062.258 6634.052 13.088 229
2050 15,175.149 13,810.044 42.692 406

3.3 Air Emissions

Global warming is the gradual increase in the temperature of the Earth as a result of
the increase in the concentration of greenhouse gases in the atmosphere. The global
warming potential is determined based on the CO; equivalent: 100 year greenhouse

warming potential (GWP) of methane is 25 and that of N,O is 298 [18-20].

Pollution results provided by GEMIS with an energy demand of 114232 GWh

are the following:

COy.¢q emissions are calculated considering the full lifecycle. In general terms,
the following lifecycles were considered: 50 years for large dam hydroelectric plants,

20 years for solar and wind power plants and 15 years for thermal power plants.
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Data and indicators 2012 2050
Population 15,520,973 27,777,933
GDP M USD (2010) 78,945 290,810
Power Consumption, GWh 19,316 114,233
CO3.¢q emissions, ton 7,062,258 15,175,149
external dependence 4% 1%
renewable share 63% 88%
MWh/hab 1.24 4.11
MWh/M USD 244.68 392.81
tCO,/MWh 0.37 0.13
tCO,/M USD 89.46 52.18
tCOy/hab 0.46 0.55

3.4 Sustainability Indicators

The following table shows the main sustainability indicators that allow comparisons
between 2012 and 2050:

Table 5 shows the main sustainability indicators. It is important to note that
external dependence is minimal, 1%.

In addition, it is important to note a renewable share in 2050 over 80%, which is
reflected in the low emissions per MWh generated.

4 Conclusions

LCA studies can be used to forecast the future environmental impacts of a power
network. This article explores the sustainability of the power network growth plan
envisioned by the Ecuadorian government through 2050.

Global Emission Model for Integrated Systems (GEMIS) was used to deter-
mine the environmental performance of electricity generation. The obtained LCA
footprints are compared to the literature data and resulting in similar.

The indicators show that external dependence is minimal in 2050 (1%), as this
scenario considers the operation of Pacific Refinery, avoiding the import of diesel
for thermal power plants. The production of electrical energy from fossil sources
(diesel, fuel oil and NG) is marginal, but necessary for demand peaks and to improve
the robustness of the electrical system.

The participation of renewable energies is relevant since it is close to 90%, which
is reflected in the low emissions per MWh generated, which is a 65% reduction
compared to 2012 emissions. Hydroelectric energy is the main primary energy source,
with 78% of share, due to its great potential for expansion, since the rivers that
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flow into the Pacific Ocean are complemented by those flowing into the Amazon
basin, minimizing the effects of droughts. Per capita electricity consumption is higher
in 2050 than in 2012, indicating a greater development due to the impact of the
industrialization planned by the government. The current model implanted in the
Ecuadorian energy matrix costs 1% of Gross Domestic Product.

Energy transition in Ecuador follows the path of sustainable development, with
appropriate technologies, socially acceptable, and economically profitable.
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Force and Rotor Displacement Analysis )
of Bridge Configured Based Induction oo
Machine

Sivaramakrishnan Natesan, Gaurav Kumar, and Karuna Kalita

Abstract Bridge configuration winding (BCW) is one of the stator winding method
to generate a controllable transverse force to attenuate the unbalanced magnetic
pull (UMP) in the induction machine. This paper investigates the analysis of radial
and tangential forces which are acting on the air gap of a bridge configured based
induction machine by using FEM. An Opera 2D finite element solver has been used
to measure the radial and tangential force distribution around the mid-air gap of
the BCW based induction machine. The rotor of the FE BCW induction machine
model has been shifted in the X-axis direction for 60% eccentricity with the stator
to analyze the bridge currents. The forces were calculated and compared for the
following cases: (i) when 1 V. is supplied at the three-phase bridge points, (ii)
without any external supply. A controller has been developed and tries to make an
attempt for the active vibration control in the BCW induction machine. The rotor
displacements were measured for same input conditions as given in the FE model
and presented in the frequency domain.

Keywords Bridge configured winding - Unbalanced magnetic pull + Vibration
control

1 Introduction

Non-circular profile of the rotor due to the manufacturing defect and an imperfect
alignment of rotor with the stator in the induction machine can produce a trans-
verse force called unbalanced magnetic pull (UMP) toward the shortest air gap. This
UMP can be increased along with the rotor eccentricity when the speed of the rotor
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increases. This effect would lead to the imbalances of the magnetic field around
the air gap. Further, this results in the continuous contact between the rotor and
stator, vibration, and noises which may worsen the performances of the machine.
Belman et al. [1] developed an analytical air gap permeance model for calculation
of magnetic flux density, and they used total magnetic energy to derive the UMP
in two-pole induction machine. UMP can be controlled by using various types of
stator winding. A group of research people are working on the mitigation of UMP by
using various kind of stator winding connections. There are some significant trans-
formations in the existing work on controlling of UMP by providing series winding,
parallel winding, double set of winding, and single set of winding connection. The
research group of Arkkio [2, 3] and Chiba [4] have exploited the capability of elec-
trical motors and generators to exert controllable transverse forces on the rotor and
to generate bearing forces for bearing-less application. Both of these groups have
achieved this by deploying double sets of stator winding, one set of winding is used
to develop the torque on the rotor, and the second set is used to generate the trans-
verse force. Khoo [5] invented a new winding called bridge configured winding
which can be able to generate torque as well as transverse force with the help of
primary stator winding itself. The advantage of the BCW can provide three different
voltage or current supply sources which are isolated from each other. The BCW
primary winding configuration is advantageous in the sense that the same coils are
used for the torque production and transverse force generation, whereas in dual set
of winding scheme, the stator slots accommodate two different winding connection
which effects the torque producing capability of the machine. The characteristics of
induction machines are mostly analyzed by finite element method. Over 100 years,
the research people uses FEM for the simulation of electrical machines. The existing
works includes the complex magneto-dynamic formulation in the presence of single
harmonic frequency in both stator and slip of the rotor. It also includes the incor-
poration of rotor movement, effect of end-windings, and skewness of rotor bar. The
time-stepping method is quite useful in the sense that it can be used to calculate
all the parameters of the machine. The skewed rotor effect and homopolar flux are
not possible to incorporate in a 2D FE model. Tenhunen and Arkkio [6] used 2D
multi-slice model to incorporate skewed rotor effect. However, it comes at the cost of
computational effort. Also, the homopolar flux has not been considered for the finite
element analysis [7]. In addition to these formulations, there are few formulations
in which the transient dynamic behavior of the induction machines is analyzed and
reported by Vassent et al., [8] and later by Ho et al. [9]. This transient dynamic anal-
ysis is accomplished by coupling the mechanical motion equation and the coupled
field-circuit equation. Dorrell [10] studied and reviewed the effect of asymmetric
magnetic field in the air gap on UMP. An experimental analysis is performed to
study the effect of tooth saturation. The effect of slotting has not been presented
because the effect of slotting comes in terms of audible noise and high frequency
vibration not the UMP. Parallel paths reduces UMP, whether winding is on the rotor
or the stator. Dorrell and Smith, [11, 12] have developed an analytical model for
the calculation and measurement of UMP and later verified it experimentally. The
model was developed for motors having series and parallel winding connections
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along with rotor eccentricities. A series-connected winding forces the individual coil
currents to be constant and hence provides a sinusoidal current density distribution
in the machine. A fully parallel-connected winding on the other hand allows the coil
currents to redistribute themselves and forces a constant voltage across each coil.
Debortoli et al. [13] demonstrated the effect of parallel winding on UMP produc-
tion. In the parallel winding, the stator circuits which is located at the farthest point
from the rotor has lower inductance. Hence, a higher amount of current flows in
those circuits, and it controls UMP even if the rotor is eccentric. These currents are
called as circulating current. Laiho et al. [14] developed analytical model for an
electromechanical rotor with built-in force actuator has been proposed. The concept
of unbalanced field distribution has been utilized for the force generation in active
magnetic bearing. Arkkio [15] calculated the forces by using time-stepping method
in finite element analysis of the magnetic field. The author has done the analysis in
2D domain for the field in the magnetic core. The Crank—Nicholson method is used
for the modeling the time-dependent fields. The simulation results are compared
for rotor broken bar, broken end-ring, eccentricity, and number of rotor slots. The
largest forces were produced by broken end-rings. It has been noticed that the circu-
lating currents and the core saturation have reduced the magnitude of UMP. Kalita
and Laiho [16] have calculated analytically the lateral force in the air gap in bridge
configured induction motor. Natesan et al. [17] have developed an experimental
rig which is based on bridge configured induction machine to detect the unbalance
present in the machine by analyzing the frequency components of bridge currents.
Natesan et al. [18] investigated bridge currents in an asymmetric rotor with the stator
FE model. The FE model has 10% static eccentricity of the air gap for the analysis.
Gaurav et al. [19] demonstrated the vibration control by incorporating the additional
external bridge supply of a bridge configured induction motor. Gaurav et al. [20]
include the effect of various eccentricity conditions and the bridge currents in the FE
model to analyze the controlling of vibration.

The main objective of the present work is that to demonstrate the radial and
tangential forces which are acting on the mid-air gap of a bridge configured induction
machine by using a finite element model. The advantageous and working principle of
bridge configured winding has been explained in [18]. The FE model has 60% static
eccentricity of the rotor with the air gap, i.e., the rotor is moved 0.75 mm along the
X-axis. The induction machine has a radial air gap length of 1.25 mm. There are many
literature works that have been published on the demonstration of bridge currents.
However, there are only few literature works that have been presented on the radial
and tangential forces acting on the air gap of an induction machine Therefore, this
work is mainly focused on the following issues:

¢ Initially, the radial and tangential forces were calculated for three cases: (i) without
BCW connection, (ii) with BCW connection, and (iii) when 1 Vac source supplied
at bridge points of 60% static eccentric BCW induction machine FE model.

e A controller rig has developed in a 37 kW, three-phase, and four-pole induction
machine. 1 V4. has been supplied at the three-phase bridge points as an external
supply source.
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e The rotor displacements and bridge currents were measured for three different
cases: (i) main bridge OFF and ON conditions, (ii) controller bridge ON condition,
and (iii) an amplitude of 1 V4 as external supply at three-phase controller bridge
points.

2 FE Analysis of BCW Based Induction Machine Using
Opera 2D Package

A detailed explanation of FE modeling of an induction machine, incorporation of
bridge configured winding scheme, and machine parameter have been presented in
[18]. The rotor of the FE BCW induction machine model has been shifted in the
X-axis direction for 60% eccentricity with the stator to analyze the bridge currents.
The rotation motion analysis has been utilized for the force analysis. Figure 1 shows
the 2D FE model of a bridge configured based induction by using Opera 2D FE
solver. The FE model has been simulated for the various following conditions: (i)
Without BCW connection, (ii) with BCW connection, and (iii) when 1 Vac source is
supplied at the three-phase bridge points.

2.1 Results and Discussions of FE Analysis

With reference to circuit connection shown in [18], the switches S1, S§2, and S3
are called as bridge points in the FE induction model. The bridge points S1, S2,
and S3 are not short-circuited in open condition which is referred as without bridge
connection, and the bridge points S1, $2, and S3 are short-circuited which is referred
as with bridge connection. The induction machine FE model has simulated with
the main supply voltage frequency of 20 Hz. The three-phase bridge currents were
measured, and only phase A bridge currents have been plotted in frequency domain.
However, it is expecting that the phase B and phase C bridge currents are also having

Fig. 1 2D FE model of a bridge configure based induction machine by using Opera 2D FE solver
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the similar frequency components as same as like phase A bridge currents. Figure 2
shows the phase A bridge currents in frequency domain without an external supply
for the main supply frequency of 20 Hz. Figure 3 shows the phase A bridge currents

in frequency domain when 1 V,. supply has given at the ridge points for the main

supply frequency of 20 Hz.
The dominant frequency components of the bridge currents for dynamic eccen-

tricity condition are given by Eq. (1) as presented by Gaurav et al. [19].

f bridge = f supply + frotor (D

where fpply 18 the frequency of main supply and for is the frequency of rotor. It
has been observed in Fig. 1 that the frequencies of the bridge current are 10.05 and

X 1005 - X:30.13 T T T T T T T
Y:0.1797  Y:0.1872
L - —— FFT of Phase A Bridge current

[Amplitude(Amp)| —
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Fig.2 Phase A bridge currents in frequency domain without an external supply for the main supply
frequency of 20 Hz
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Fig. 3 Phase A bridge currents in frequency domain when 1 V,. supply has given at the ridge
points for the main supply frequency of 20 Hz
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Table 1 Comparisons of frequency components of bridge currents with the eccentricity case

FE model Frequency components (Hz) Eccentricity case

No external supply 10.05, 30.13 (fsupply + frotor) Dynamic eccentricity
1 Vac external supply 10.05, 20,30.13 (fsupply» f supply =+ f rotor) Mixed eccentricity

300 T

s Without BCW connection

= With BCW connection

Tangential Force (N)

=500 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350

Theta (Degrees) i

Fig. 4 Comparison of tangential forces acting on the mid-air gap of with and without BCW
connection of 60% eccentricity induction machine FE model

30.13 Hz, i.e., (fsupply = frotor) and represents Eq. 1 that the FE model has dynamic
eccentricity condition. Similarly, it has also been noticed in Fig. 2 that the frequencies
of the bridge current are 10.05, 20, and 30.13 Hz, i.e., (fsupply, fsupply + frotor) and
represents the FE model that has mixed eccentricity condition. Table 1 summarizes
the comparisons of frequency components of bridge currents with the eccentricity
case.

The radial and tangential forces have been calculated by using Maxwell force
distribution by integrating the flux density in the horizontal and vertical direction
over the mid-air gap region of the induction machine. Equation (2) and Eq. (3) show
the tangential and radial force component acting over the mid-air gap region.

2
bl(6.1) .
Frangential = / S sin(0)rldo )
Lo
0
2nb2 )
1
Fragia = / Mcos(e)rlde (3)
210

0

where b, is magnetic flux density, o is angle of arc, r is the mid-air gap radius =
109.875 mm, and [ is the length of the rotor core = 212 mm.
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Figures 4 and 5 show the comparison of tangential and radial forces acting on
the mid-air gap of with and without BCW connection of 60% eccentricity induction
machine FE model, respectively. It has seen that the tangential and radial force
components are greatly reduced when the bridge is being connected. The tangential
forces are balanced with each other over the zero axis line which is the reason for the
rotation of the rotor. It has also been observed that the radial forces are unbalanced,
i.e., acting only in one direction. This clearly shows that the radial forces are the
responsible for the deviation of rotation of the rotor with the stator. This is happening
due to the 60% of the dynamic eccentricity present in the BCW induction FE model.

Figures 6 and 7 show the comparison of tangential and radial forces acting on
the mid-air gap of with BCW connection and when 1 V. supplied at all three-phase
bridge points of 60% eccentricity induction machine FE model, respectively. It has

v T
s W ithout BCW connection

With BOW connection -

=200

=400

=600

Radial Force (N)

-800

1000 1 I I 1 I
0 50 100 150 200 250 300 350

Theta (Degrees)

Fig.5 Comparison of radial forces acting on the mid-air gap of with and without BCW connection
of 60% eccentricity induction machine FE model

500 T T

T ] T T I

s With BCW connection

=—With 1 Vac suppy at same freq

Tangential Force (N)

1 1 1 1
) 50 100 150 200 250 300 350
Theta (Degrees)

Fig. 6 Comparison of tangential forces acting on the mid-air gap of BCW induction machine with
no external supply and 1 V¢ supplied at all three-phase bridge points of 60% eccentricity induction
machine FE model
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Fig. 7 Comparison of radial forces acting on the mid-air gap of BCW induction machine with no
external supply and 1 V, supplied at all three-phase bridge points of 60% eccentricity induction
machine FE model

seen that there is a small amount of reduction in the radial forces though the amplitude
1 V,. may not be high enough and further study is required.

3 Development of Controller Rig Set Up

The development of the experimental setup and the incorporation of the bridge
configured winding in a four-pole, three-phase, 37 kW induction machine have been
illustrated in [18]. A controller has been developed to incorporate the three-phase
external voltage supply at the bridge points. The present section illustrates the devel-
opment of the controller which have been utilized for the active vibration control in a
bridge configured based induction machine. The controller has different components
mainly isolation amplifier, Copley controller, isolation transformer, and a rectifier
with filter. Table 2 shows the name, make, and model of the devices which are used
in the development of controller.

Three isolation amplifiers have been used to break the loops between common
ground level of reference signal and the controller for safety purpose. A 15 Vg

Table 2 Devices used in controller

S. No. Name of the device Make of the device Model

1 Isolation amplifier Analog devices AD202JN

2 Servo amplifier Copley controller 5221 CE

3 Isolation transformer RKD RKD 100/2 x 24
4 Current transducer LEM transducer LTS 15-NP

5 Voltage transducer LEM transducer LV 25-P
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Fig. 8 Flow diagram of connection of devices

battery power source has been used as a power supply for the isolation amplifier.
Three DC servo amplifiers have been used to supply the required controlled voltage
in three bridges as per the reference signal provided by the DAQ system. Figure 8
shows the connection flow diagram of the components used in the controller. Three
isolation transformers have been used to step down the 220 V. to 24 V. supply. A
rectifier filter circuit has been used to convert 24 V. signal to a 24 V4. signal, and
this 24 V4. supply has been used as a power source for the servo amplifiers.

3.1 Experimental Analysis

The three-phase controller bridge currents and corresponding rotor displacements
(in X and Y directions) have been measured for the main supply frequency of 20 Hz.
The three-phase bridge currents and rotor orbits have been obtained for two cases,
(1) bridge OFF and (ii) bridge ON (controller). The switches for the controller bridge
connections are shown in Fig. 9. With reference to Fig. 8, controller bridge OFF
condition means that the switches S1, §2, and S3 are in open condition. Controller
bridge ON condition means that the switches S1, S2, and $3 are in closed condition.
The bridge currents were measured at bridge points S1, S2, and S3 as soon as the
controller bridge points are short-circuited. Figures 10 and 11 show the FFT of
the rotor responses in X- and Y-directions, respectively, at 20 Hz supply frequency
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Fig. 9 Controller setup for active vibration control
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Fig. 10 Comparison of FFT of the rotor responses in X-direction for main bridge OFF, ON,
controller bridge on, and 1 V4. supply conditions for a main supply frequency of 20 Hz
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Fig. 11 Comparison of FFT of the rotor responses in Y-direction for main bridge OFF, ON,
controller bridge on and 1 V4. supply conditions for a main supply frequency of 20 Hz

in bridge OFF and controller bridge ON conditions. It has been observed that the
frequency component of the rotor responses along X- and Y- directions for a main
supply frequency of 20 Hz are 0 Hz (fsuppty — fsupply)> 10 Hz (fsupply — 1/2 fsupply)s
20 Hz (fsupply)s 30 Hz (fsupply + 172 fsupply)7 40 Hz (2 fsupply)7 and 50 Hz (fsupply +
3/2 fsupply), Where foppty is the frequency of the main supply. The double supply
frequency component 40 Hz (2 fgpp1y) Of rotor responses which have been greatly
reduced for main bridge ON (passive vibration) condition when compared with the
bridge OFF condition which is not great as for Controller bridge ON condition as well
as with controller external supply conditions. This may happen due to the additional
frequency components 40 Hz (2 fupply) and 60 Hz (3 fuppiy) Which are present in
the controller bridge currents which are not present in the main bridge currents.

Figure 12 shows the comparison of FFT of bridge currents for main bridge OFF,
ON, controller bridge ON, and 1 Vac supply conditions. The frequency component
of the bridge currents are 10 Hz (f suppty — frotor)> 20 HZ (f suppiy), and 30 Hz (f suppry +
Srotor), Where fs is the frequency of the main supply and f o is the rotor frequency.
Since the machine has been run at no-load condition, froor = 1/2 f suppiy. Figure 13
shows the comparison of rotor orbit for main bridge OFF, ON, controller bridge ON,
and 1 V. supply conditions. It has been clearly visible that the amplitude of rotor
orbit has been reduced and tries to move toward the concentric position with the
stator.

4 Conclusions

Numerical simulations have been carried out to calculate the radial and tangen-
tial forces which present in the mid-air gap region of the BCW induction machine
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Fig. 12 Comparison of FFT of bridge currents for main bridge OFF, ON, controller bridge ON,
and 1 V4. supply conditions for a main supply frequency of 20 Hz
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Fig. 13 Comparison of rotor orbit for main bridge OFF, ON, controller bridge ON, and 1 V 4.supply
conditions for a main supply frequency of 20 Hz

FE model. The radial and tangential forces are compared and presented in order
to demonstrate the effect of bridge configured winding in an induction machine.
The development of the controller for active vibration control has been presented.
The rotor responses and bridge currents are obtained for main supply frequency
of 20 Hz for bridge OFF, main bridge ON, and controller bridge ON conditions.
The frequency components of the bridge currents in controller bridge ON condi-
tion are (fsupply - f rotor)’ (fsupply) and (fsupply + f rotor)’ where fs is the frequency
of the main supply and f oo is the rotor frequency. The results obtained from the
experiments confirmed that the machine has mixed eccentricity. The rotor responses
confirmed that the main bridge ON condition suppresses the 2 fpy component
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of the UMP. Controller bridge ON is unable to suppress the 2 f,py component
of the rotor response. However, there is an additional frequency component of the
bridge currents in controller bridge ON condition and that components are 2 f'suppiy
and 3 fpply- This perhaps introduce by the controller dynamics and needs further
investigation. The bridge ON condition reduces the static eccentricity by shifting the
rotor toward the stator center. There are challenges for active vibration control. When
the switches of the bridge controller are short-circuited, it changes the nature and
magnitude of the current flowing across the bridges compared to the current flowing
across the bridges when bridge points S1, $2, and S3 were short circuited directly as
in case of passive control.
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Smart Grid Cybervulnerabilities m
and Mitigation Measures oo

Priya R. Krishnan and Josephkutti Jacob

Abstract Cybersecurity defend and safeguard the computing assets including
programs in a cybernetwork thereby providing reliability, integrity, and confiden-
tiality of data transfer. In this paper, a detailed description of the communication
framework, a functional block, network types, communication functionalities, relia-
bility, and security aspects are provided. Elaborate elucidation of cybersecurity stan-
dards and cyberattack mitigation techniques is reviewed. Current research trends in
the field of cybersecurity and future scopes are analyzed.

Keywords Security + Communication - Vulnerability

1 Introduction

Cybersecurity is the practice of securing and defending the electric power gener-
ators, substations, transmission and distribution lines, controllers, smart meters,
collector nodes, distribution and transmission control centers, and programs from
digital attacks. Information attack can be in the form of malware, virus, trojans,
spyware, ransomware, adware, and botnets. Unsecured Wi-Fi networks, vulnerabili-
ties in the software, lack of awareness among staff, and negligence are responsible for
data theft and hacking. These malicious activities are carried out to attain business,
financial, political/intellectual details, sensitive personal data, and customer database
and of mere curiosity. Numerous research papers have reported about the prevailing
trends in cyberattack, their consequences, and mitigation measures. Hackers can
infilter and alter the data in a smart grid driven by modern computer technologies
and information management systems. Because of the lack of stiff regulatory norms,
weakness in IEC 62351 protected smart grid control systems, and loopholes in IEC
61850 protocols, the smart grid has become a primary target for attackers. Daglein [1]
has given the fundamental aspects of cybersecurity in the electric power grid. Issues,
drift, and opportunities in the power grid sector are presented outstandingly. Kaster
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and Sen in [2] give an idea about cybersecurity threats. They emphasized the need
for industry collaborated research works and elaborated on the technical challenges
in this area. Jarmakiewiz et al. in [3] dig up to scratch and provided outstanding and
virtuous ideas in the field of cybersecurity. The detailed procedure for the design
and implementation of the power grid protection system is presented. Rawat et al. in
[4] highlighted the concept of information attack based on the network type, namely
home area network (HAN) and wide area network (WAN). They also furnish the
influence of each attack on system integrity. Shapsough et al. in [5] elaborated on the
information challenges which can cause repercussions on customer privacy. Current
security solutions in the network management and protocols are also dealt with.
Liang et al. in [6] made a detailed description of grid infrastructure and its secu-
rity concerns and discuss the areas in the security domain where studies have to be
carried out. The concept of the Internet of energy is the main focus in the work of
Dari et al. [7]. They gave impotence to specialize intrusion detection system (IDS)
and reliability concerns. Wang and Lu in [8] identified the underline differences
between the power grid and other networks. Cryptographic and corrective measures
for information security are also well explained in [9] the study regarding the accu-
racy of placement of equipment in the power grid which is mentioned. The authors
emphasized the need for a design tool that automates the examination of each link.
Sun et al. in [10] designed an IDS and anomaly detection system. Hardware in a loop
and cyber-physical system (CPS) testbed have been used to access the power grid
security methods. JIANG in [11] proposed a fault location technology that utilizes
smart meters and remote fault indicators. A new model based on mixed-integer linear
programming is proposed for finding fault location. Adiseshu et al. in [12] introduced
a scheme for conflict resolution by adding resolve filters. In [13—15], detection and
resolution methods of firewall policies are dealt with. Firm and reliable mode bus
substation protocols have been proposed in [16—19]. Evaluation of the defenseless-
ness of the SCADA system [19], PLCs [20], and susceptibility of power entities to
information attack needs special attention. Vulnerability assessment of SCADA and
EMS has been reported in [19, 21]. Theft of data from AMI infrastructure and fault
data injection is alarmingly increasing [22-25].

North American Electric Reliability Cooperation (NERC) [26] provides an infor-
mation technology framework for the dependable and definite operation of the smart
grid. National Institute of Standards and Technology (NIST) [27, 28] published
NISTIR 7628 for reliable operation of the power grid. A detailed description of the
IEC 6180 protocol analysis is carried out in [29-33]. In [29], Khalid et.al. studied
the importance of IEC 61850 in supporting smart metering communication. In [30],
Elbaset et.al. have discussed the generic object-oriented substation event [GOOSE]
function in IEC 61850 protocol. They highlighted the gravity of the IEC 61850
protocol in substation automation. A model that permits the communication time
assessment of [GOOSE] messages is proposed in [31]. In [32], Mattos et.al used a
graphical interface based on a packet generator that permits the users to create and
sent packet according to GOOSE and manufacturing message specification (MMS).
Mekkanen and Kauhaniemi in [33] have shown the implementation of low-cost intel-
ligent electronic devices based on IEC 61850-7-420 protocol. In [34], Rajkumar et al.
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injected spoofed GOOSE data frames into the communication network of substation
for doing vulnerability analysis. In [35], Sathyadevan et al. enumerate the advantages,
disadvantages, and outlook of a power system integrated with the 61,850 protocol.

In the remaining of this paper, Sect. 2 explains the smart grid framework, Sect. 3
describes the different network types, and Sect. 4 describes the communication func-
tionalities to be fulfilled in a smart grid. Communication for message transfer is given
in Sect. 5 and standards in Sect. 6. Cybersecurity aspects are given in Sect. 7 and
smart grid architectural model in Sect. 8. Sections 9 and 10 explains cybersecurity
solution threats and standards, respectively. Current research trends and future scope
are given in Sect. 12 and finally conclusions in Sect. 13.

2 Fundamental requirements in a smart grid
communication system include the functional blocks
as shown in Fig. 1

Smart grid framework includes seven domains which are listed below.

2.1 Bulk Generation Domain

Itincludes all energy providing resources such as hydroelectric power plants, nuclear
power plants, coal-fired power plants, diesel-fired power plants, geothermal power
plants, solar, wind power plants, and ESS. An important need is to store electricity
as energy storage system (ESS) due to the intermittent nature of renewable energy
sources (RES). Bulk generation domain requires communication to interact with the
transmission domain [36]. Generation companies need a communication network to
interact with the load side, distributed energy resources (DER), PEVs, AMIs, and
sensors. It also needs to communicate with the operation domain.

2.2 The Transmission Domain

It is used for managing demand and supply. A regional transmission operator or
independent system operator (ISO) manages the activities of this domain. It provides
an interface between generation and distribution. Information is captured from the
grid and sent to control centers through the communication channel. Transformers
and sensors send data to the EMS of transmission systems where it is analyzed.
Control centers need to communicate with substation devices. The bidirectional
control response is scrutinized by the transmission domain.
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Fig. 1 Fundamental requirements in a smart grid communication system

2.3 Distribution Domain

It includes transformers and feeders and is managed by a distribution management
system. The main function of this domain is to deliver electricity with reliability and
quality. It communicates with transmission operators to check how much power is
available from the transmission system and conduct a discussion with the customer
domain to analyze the selling of power. Distributed energy resources (DER), plug-
in electric vehicles (PEV), advanced metering infrastructures (AMI), and sensors
are also connected in this domain. Bidirectional communication is needed in this
domain.
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2.4 Operation Domain

The main function of the operation domain is to dispatch electricity and to control
the optimization of the EMS and distribution management system (DMS.). Security
issues, voltage regulation issues, and frequency variation issues are handled by the
operation domain. Communication is carried out with generation, transmission, and
distribution domains. Information regarding fault management, planning, and main-
tenance is collected by this domain. Articulation with SCADA helps in load flow
analysis, state flow analysis, and restoration analysis.

2.5 Market Domain

Market domain frames profitable supply—demand transactions and is responsible
for optimal dispatch of transactions between suppliers and distribution people. It
communicates with the retailers to decide the market price and with aggregators to
get details of renewable energy power.

2.6 Customer Domain

The main aim of this domain is to permit customers to participate in grid communi-
cation. Critical updates from the grid should reach the customer, so communication
with customer premises is very vital. The integration of DERSs is under the control of
this domain. Data exchange taking place between smart meters and energy system
interface is also under the supervision of this domain. It interacts with distribution,
operations, services, and market domain.

2.7 Service Domain

Delivery of electricity to customers and industries comes under the responsibility of
the service domain. It also manages customer billing and customer accounts. Home
energy management communication comes under the service domain. It needs to get
metering information to process bills. It interacts with operations and the customer
domain.
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3 Network Types

Different geographical regions are taken care of by constructing an interconnected
hierarchical architecture. Individual subnetwork forms part of this network. Itis clas-
sified into WAN, field area network (FAN), and home area network (HAN). WAN
covers the transmission system and large distribution systems. Local SCADA infor-
mation is captured by intelligent electronic devices (IED) and acts according to the
protection commands from control centers. Instruction communication from control
centers to electric devices is carried out by WAN. FAN gives a communication facility
for small distribution systems to share and exchange information. Home buildings
and apartment communications come under the HAN network. Load curtailment,
demand response, and load shedding are handled by HAN. It acts as a backbone in
customer premise to interface with utility for planning equipment usage and updating
solar prices. These network types use power line communication, wireline network,
or wireless network as networking technologies. Communication in a substation is
shown in Fig. 2.
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Fig. 2 Communication in a substation
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4 Communication Functionality to be Fulfilled

4.1 Wide-Area Situational Awareness (WASA)

Data from electric substation and power lines are collected. Based on this data, wide-
area monitoring system, wide-area control system, and wide-area protection system
are built. System-level protection is made available by taking the data from the phasor
measuring unit. The dynamics due to renewable energy sources are also monitored.

4.2 Distribution Grid Management

Distribution grid needs monitoring of feeders, smart transformers, PEVs, AMU, and
demand response (DR) schemes. These applications use FAN within the distribution
domain for gathering data.

4.3 Advance Metering Infrastructure

AMI system helps in two-way communication between utility and customers using
the Internet of Things technology (IoT). Load forecasting implements the DR
scheme. It segregates critical and non-critical loads using FAN and HAN.

4.4 Demand Response

Peak shaving can be implemented using the DR system. Communication protocol
enables utility companies to provide dynamic real-time pricing information to the
customers to shift the usage of electricity. By providing critical peak pricing and vari-
able critical peak rebates, the customers can be besotted in demand response efforts.
End-user interfaces, load control devices, and AMI helps in these communications.
HAN is widely used to coordinate the communication of smart appliances.

5 Communication Requirements for Message Transfer

Network latency

Data delivery criticality
Reliability

Security
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e Time synchronization
e Multicast support
e C(ritical timing requirements.

5.1 Network Latency

Network latency defines the maximum time required for a message to reach its desti-
nation. Different messages in a power grid have different network latency. Protection
and control messages are critical, and hence, latency requirement has to be met.

5.2 Data Delivery Criticality

High, medium, and non-critical data delivery criticality are used in the smart grid. A
high type of delivery scheme is used when an acknowledgment is unavoidable in the
end-to-end data delivery. SCADA control commands are of this type. Retrying of
message sending is done until a confirmation is obtained. The medium type is used
when the receiver can detect data loss and end-to-end confirmation is not required.
The source is not concerned whether the data has reached the destination. Measured
values of current, voltage, and power are of this type. Critical type is used when data
loss is acceptable to the receiver. Messages are sent repeatedly or not.

5.3 Reliability

Reliability stands for resource ampleness and operational security and safety. Elec-
tric congestion should be prevented for attaining reliability. Intelligent, self-healing
networks facilitate reliable operations of the power grid, increasing grid efficiency.

5.4 Security

The digital infrastructure of the smart grid is susceptible to cyberattacks than the
primitive electrical grid. Improving reliability, efficiency, and real-time monitoring
of the gadgets can provide cybersecurity. Most modern and flawless security measures
must be implemented in the cybernetwork.
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5.5 Time Synchronization

Devices in the power grid need to be time-synchronized. In the case of a transmis-
sion line running between two substations, if data obtaining from substations are not
the time-synchronized, comparison is not possible. Devices are installed in substa-
tions to provide time synchronization. Protection schemes and WAN require time
synchronization.

5.6 Multicast Support

Multiple receivers are there to receive the data. So multicast communication is
needed. Person-wise admission control must be provided to reduce data theft.

5.7 Critical Timing Requirements

Communication delay is the time interval between sending and receiving of data. If
a trip command is sent to the breaker, it should reach the breaker in 4 msec. Timing
varies from country to country.

6 Standards

6.1 IEEE C37.1

This standard provides the basics for the definition, specification, performance anal-
ysis, and application of SCADA and automation system. Network requirements on
reliability, maintainability, availability, security, expandability, and chargeability are
mentioned.

6.2 IEEE 1379

A set of guidelines for communications and interconnection of remote terminal units
(RTUs) and intelligent electronic devices (IEDs) in an electric utility substation is
bestowed in IEEE 1379 standard. Following these standards eliminate the need for
time-consuming and costly interfacing techniques. Implementers need to understand
RTU and IED communication standards and the overall concept of the supervisory
control and data acquisition (SCADA) system.
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6.3 IEEE 1547

IEEE 1547 is a standard for interconnecting distributed resources with electric power
systems. It is developed by the Institute of Electrical and Electronics Engineers. It
provides prerequisites and specifications needed for performance, operation, testing,
safety, and maintenance of the interconnected equipment.

6.4 IEEE 1646

Rules elaborating communication dispatch times of information movement within
and external to substation integrated protection, control, and data acquisition systems
are described. Communication requirements and system effectiveness in delivering
data on time are also mentioned.

7 Cybersecurity

It refers to the protection of networks, hardware, and software from attack, damage,
or unauthorized access and rejection of services. Figure 3 shows the duties that have
to be carried out in a cybersecurity system loop.

Cybersecurity problems can occur from unknown, competitor, agent of foreign
nation, current contractor, former employee, software vendor, hacker, current
employee, or malware author. Fraudsters alter electronic data and access credit

Fig. 3 Duties to be carried
out in a cybersecurity system Identify
Infrastructure

Ensure
compliance of
audit

Implementation
of security
controls

Verification of
security controls
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cards or money-related activities. Cybercriminals try to snatch personal informa-
tion. Hacktivists misuse the computer system for socially and politically motivated
gains. Bonnets are Internet-connected devices that are made to infect with malware
for data theft, distributed denial of service (DDoS) attack, and credential leakage.
Denial of service is the outcome. A network can be penetrated directly or indirectly
by using the data obtained from social engineering Web sites, so they need to be
banned near the power grids.

The software can be affected due to vulnerabilities present in the communication
network. The main attacking strategies are explained below.

7.1 Zero-Day Vulnerabilities

Zero-day vulnerabilities occur when the vendor cannot provide a solution to some
weaknesses. At any time, attack can occur. It causes an arms race between hackers
and utility. Alarming attacks based on zero-day weaknesses can go unnoticed for a
long period. Due to this cyberwarfare, governments are purchasing zero-day exploits
from recognized and legalized security companies

7.2 Denial of Service (DoS) and Distributed Denial of Service
(DDoS) Attacks

In the advent of the DOS attack, the system cannot react to service requests. It may
be the first step for another attack which the hacker plans. TCP SYN flood attack,
teardrop attack, smurf attack, ping-of-death attack, and bonnets are examples of DOS
attacks.

7.3 Man-in-the-Middle (MitM) Attack

A MitM attack occurs when a hacker inserts itself between the communications of a
client and a server. In session hijacking, a session is hijacked. The attacking computer
substitutes its IP address for the trusted client, while the server continues the session,
believing it is communicating with the client. In IP spoofing of the target, the source
receives a packet with the IP source address of a known, trusted host and acts upon it.
A replay attack happens when a cyberthief interrupts and saves old messages and then
tries to send them later, mimicking one of the participants. The countermeasure is
to provide session-wise timestamps or nonce. Encryption and digital certificates are
effective safeguarding measures against MitM attacks, thus providing confidentiality
and reliability of communications.
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7.4 Phishing and Spear-Phishing Attacks

Emails that seem to be from reliable sources are sent to gain control of personal
information. It may be in the form of a link to an unauthorized Web site or the form
of a malware attack. Spear phishing is a targeted type of activity. Attackers research
targets and create messages that are personal and important, and hence, it is difficult
to defend. Email spoofing and Web site cloning are typical types of spear phishing.
Legitimate Web sites are fooled into entering personally identifiable information (PII)
or login credentials. To diminish the extent of being phished, Sandboxing, analyzing
email, and critical thinking need to be executed [37-39]. A drive-by download type
of attack is a method of spreading malware. Hackers put the seeds of a malicious
script into a weak Web site. It takes the loopholes of a Web or operating system.
Operating systems need to be updated and never try to visit unknown Web sites that
contain un-understandable codes. Try to avoid using unnecessary programs and apps
in the device because as the number of plug-ins increases, more vulnerability may
creep in.

7.5 Password Attack

Procuring passwords is a frequent and effective type of attack approach. Seizure
of password can occur by “sniffing” the connection to the network. Unencrypted
passwords are obtained even by wild guessing. Brute-force guessing uses a random
approach in which some logic related to the person’s name, family member’s name,
job place, or hobbies are applied. In a dictionary attack, common passwords are used
to gain control of the user’s computer network. An account lockout policy needs to
be implemented to safeguard the system.

7.6 SQL Injection Attack

SQL injection mainly occurs in database-driven Web sites. It happens when a SQL
query is executed. SQL commands are lodged into data-plane input. A SQL injector
can read and modify sensitive data from the database, and SQL injection operation
happens when dynamic SQL is used. The least privileged model of permissions and
stored procedures need to be employed in the databases to avoid SQL attack. Input
data has to be validated by comparing it with a white list.
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7.7 Cross-Site Scripting (XSS) Attack

In XSS attacks, the attacker injects venomous JavaScript into the database. The
attacker’s payload containing page is transmitted to the database which results in
the execution of the malicious script. When XSS is employed to exploit additional
vulnerabilities, an attacker not only steals cookies, but also log keystrokes, captures
screenshots, intrudes into network information, and remotely accesses control of the
grid machine. To defend against XSS attacks, developers can clean up data input
by users in an HTTP request. Data need to be validated and filtered before echoing.
Client-side scripts’ scrutinization priority needs to be given to users.

7.8 Eavesdropping Attack

Passwords and other personal information can be snatched by eavesdropping attacks.
Eavesdropping can be passive or active. Passive eavesdropping information is
detected by listening to the message transfer in the network. Active eavesdropping
allows a hacker to grab the knowledge by camouflaging as a friendly unit and by
giving queries to transmitters. Passive eavesdropping is the starting point of an active
attack. Data encryption can prevent eavesdropping.

7.9 Malware

Malware is the collective name for several malicious software variants, including
viruses, ransomware, and spyware. It is a software type intentionally designed by
hackers, for making money illegally or to cause damage to a computer, server, client,
or computer network to steal sensitive or confidential information. A computer worm
is an autonomous program that replicates itself to spread to other computers and
affects multitasking systems connected to a network. It does not require a host or
human help for spreading. Trojan horse or trojan is any malware that misleads users of
its true intent. It can give the attacker backdoor control over the device and download
a virus or a worm, activating a device camera or recording capabilities. This will lead
to unwanted popup messages, crashing, and restarting of personal computers.

8 Smart Grid Architecture Model

The model of a smart grid is shown in Fig. 4 [40-42].
To obtain a correlation between devices in the smart grid, interoperability needs
to be contemplated on five interoperability layers. The first two layers are related to



38 P. R. Krishnan and J. Jacob

Business Objectives
Polit./ Regulat.. Framework

Business
Layer

Function
Layer

Information
Layer

Communication
Layer

Interoperability Dimension

Component
v Layer

Generation
Transmission
Distribution

DER
Customer

Domains Premise

Fig. 4 Smart grid model

functionality, whereas the lower three layers can be associated with the intended tech-
nical implementation. Grid-wise architecture council (GWAC) developed the inter-
operability layers architecture. Business layer provides a business perspective of the
information swapping in smart grids. Administration-related and economic infras-
tructures can be mapped on to this layer. Function layer outlines services and their
relationships from an architectural frame of reference. Information layer sketches
the fundamental and elementary canonical data models of information among the
various components. Component communication layer portrays protocols and proce-
dures for the exchange layer which gives an idea of the physical arrangement of all
components including power systems and equipment.

9 Cybersecurity Threads in Smart Grid Advanced
Metering Infrastructure

AMI includes heterogeneous devices such as smart meters, collectors, firewalls,
routers and gateways, heterogeneous links of power lines, wired, and wireless data
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connections. AMI networks have to consider different data stream types such as
power usage data control commands, alarms, software patches, and management
commands. HAN makes connections to meters. From the meters, a connection is
made to the intelligent boxes namely collectors. Routers route the information to
the energy provider side. Data delivery in AMI is not policy driven, but it is time
driven or request driven, and the AMI network must be accessible from the utility
network. Energy usage information and new installation information are collected
through HAN. Topological configuration data consist of different links, link proper-
ties, logical network zones, and geographical regions. Link definition defines that how
devices are connected, the type of algorithms to be used, patches to be installed for
acquiring security properties. The encrypted tunnel is provided between the source
and destination ports. The service port’s priority is provided by administrators.

9.1 Cybersecurity Threats in AMI

9.1.1 Reachability and Link Integrity Threats

Reachability between the meters and receivers should be ensured. Collectors have
terminated buffer, and if data tampered, it may turn malicious. Network links need
to be monitored and kept intact.

9.1.2 Availability Threats

Improper scheduling results in data loss. Improper scheduling is unknowingly intro-
duced or attackers misconfigure the data resulting in a denial of service. For formal
analysis of threats in AMI, the location and values of the errors should be identified
accurately, errors need to be modeled and analyzed, and corrective measures have to
be implemented. The impact of the threat should be calculated using ease of miti-
gation, criticality, and other measurable factors. Necessary impact analysis has to
be carried out. Modern SAT/SMT solvers and Yices have shown to be powerful and
inexpensive both in time and cost to execute millions of constraints for millions of
variables in a few seconds.

10 Cybersecurity Solution

All data need to be transferred with confidentiality, integrity, and availability.
By applying policies procedures, advanced technologies, education, training, and
awareness programs security problems can be reduced.
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10.1 Perimeter-Level Protection

This protection is activated within a certain perimeter of WAN. Firewall, intrusion
detection system (IDS) which monitors network traffic for illegal activities, harmful
activities and breach of policies, intrusion prevention system (IPS) which alarms the
network user and removes the harmful component from the network, virtual private
network (VPN) that creates an encrypted tunnel between the supplier and end user
on top of a public network, antivirus software, role-based access providing schemes,
and network admission control (NAC) are the main security providers in this level.

10.2 Interior Security

Firewall, IDS, VPN, AV, host AV, IEEEP 1711 (serial connection), network admission
control (NAC), and scanning need to be provided within a substation and network to
produce defense in depth

10.3 Monitoring

Strict monitoring of the network must be enforced to reduce data leakage and
cyberattack.

10.4 Management

Security management measures should be strictly monitored to avoid data hijacking
and intrusion. Role-, device-, and location-based access controls reduce security
problems.

10.5 Processes

Predefined security rules, barriers, and processes can minimize cybersecurity issues.
Security compliance must be made a fundamental necessity in the smart grid.
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11 Cybersecurity Standards

11.1 ISO/IEC 27000

General information technology security rules are given in the ISO/IEC 27000 series.
International (ISO) and the International Electrotechnical Commission (IEC) jointly
published these rules and regulations. It gives a broad perspective of the privacy and
clandestinely of IT/technical/cybersecurity issues. Main standards are listed below
[37]

e [SO/IE 27000—Information security management systems
ISO/IEC27004—Information security management monitoring, measurement,
analysis, and evaluation

ISO/IEC27005—Information security risk management

ISO/IEC 27032—Guideline for cybersecurity

ISO/TEC 27033—IT network security

ISO/IE 27038—Specification for digital redaction on digital documents
ISO/IEC 27039—Intrusion prevention.

Organizations choose to implement these standards for their benefit as they also
want to get certified to reassure customers and clients that the rules, recommenda-
tions, and regulations have been followed.

11.2 NIST SP 800-82

Security in the industrial control system. The aim of the rules and regulations
furnished in the document is to provide directions for securing industrial control
systems (ICS), including SCADA systems, distributed control systems (DCS), and
other control operations. As per NIST SP 800-82, regulation risk analysis has to
be conducted to identify critical parts that need to be segmented to deny or mini-
mize intrusion to sensitive information. Network traffic filtering which uses different
technologies to ensure security conditions in various domains and network layer
filtering protocols is elaborately explained. State-based filtering which determines
the communication hierarchy and application filtering that filters the content of
communications between systems at the application layer is also given special
consideration.
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11.3 IEC 62351

IEC 62351 is a standard developed by WG15 of IEC TCS57. This is developed for
handling the security of TC 57 series of protocols including IEC 60870-5 series, IEC
60870-6 series, IEC 1850 series, IEC 61970 series, and IEC 61968 series. The
different security objectives include authentication of data transfer through digital
signatures, ensuring only authenticated access, prevention of eavesdropping, preven-
tion of playback and spoofing, and intrusion detection.

The main aim of IEC 62351-10—Security Architecture standards are explained
below

e Description of security structure for the IT infrastructure

e Finding the location of crucial points such as substation control center and
substation automation centers

e Identification of suitable security measures

e Applicability of IT domain standards.

11.4 The North American Electric Reliability Corporation
Critical Infrastructure Protection (NERC CIP)

NERC developed CIP standards to exhort utilities to develop an incipient set of secu-
rity measures. It contains 9 standards and 45 requirements which cover the security of
electronic gadgets and the safeguarding of critical cyber assets and as personnel and
training, security management, and disaster recovery planning. NERC CIP recom-
mends the utilization of firewalls to block malicious ports and the employment of
cyberattack monitoring tools. Organizations need to enforce IT controls protecting
access to critical cyberassets. Penalties for recalcitrance with NERC CIP include
fines and license cutting.

11.5 NISTIR 7628 (Security in Power System)

Smart grid use data for informed decision making. The major task involves state esti-
mation, stability assessment, energy forecasting, and situational awareness. NISTIR
7628 provides a master plan and guidelines for formulating cybersecurity strategies
for different grid-related organizations. A detailed description of various smart grid
domains, 22 logical interface categories, and their security specifications is vividly
presented. Secret key, public key, and hash function type cryptographic details are
elaborated with potential alternatives. Rules and regulations are incorporated to study
privacy impact assessment, and the problems that creep into the system as new capa-
bilities are incorporated. Special mention is given for R&D themes that identify
where the state of the art falls short of meeting the envisaged functional, integrity,
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Fig. 5 Tasks in a cybersecurity system

reliability, scalability, and security requirements of the smart grid. Various tasks in
the cybersecurity strategy of the power grid are shown in Fig. 5 [36].

The selection of use cases provides an envelope for developing risk assessment and
logical models. Risk assessment recognizes culpability, threats, and assets. Collab-
orative work of information technology personals and power system personals help
to develop security requirements in which top-down analysis and bottom-up anal-
ysis are carried out. Logical communications interfaces are identified by the logical
reference model. Loopholes in communication standards are identified, and correc-
tive measures are developed. Testing and certification come under the conformity
assessment.

Security requirements section contains the proposed security requirements for the
smart grid [36]. The recommended security requirements are categorized into fami-
lies primarily based on NIST SP 800-53. The following information is included with
each security requirement: (1) Security requirement identifier and name. Three main
components in the identifier are (a) SG—for smart grid, (b) the family name, e.g.,
AC for access control and CP for continuity of operations. (c) unrepeated numeric
identifier, SG.AC-3 and SG.CP-2. (2) Category which checks whether the security
requirement is a governance risk compliant (GRC), common technical or unique
technical requirement. For common technical security requirements, confidentiality,
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integrity, and availability standards are listed. (3) The requirement defines security-
related measures to be carried out by the smart grid information system. (4) Addi-
tional information necessary for understanding is published in supplemental guidance
section (5) The requirement enhancements portray the security capability to (i) build
additional functionality in a requirement and/or (ii) escalate the strength of a require-
ment. Requirement intensifications are numbered sequentially in each requirement.
(6) Additional considerations provide extra statements of security potentiality that
can be used to increase the security requirement. (7) The impact-level allocation
focuses on the security requirement and requirement boosting, at each impact level.

12 Current Research Works and Future Scope

Current research works include simulation and validation of self-healing resilient
smart power grid, game theory-based cyberattack modeling, and false data injection
attack. Game theory is a branch of mathematics that provides numerous mathe-
matical tools for strategic decision making in the cybersecurity field. Gambit is an
open-source tool for building, analyzing, and exploring game models. The basic
elements of a game are players, strategies, and payoffs. A game is an elaboration of
a strategic circumstance in which two or more players are included. Each player has
preferences among all the possible results. A brilliant game designer provides contin-
uous challenges to his players, each of which ends in another challenge. Presently
game theory is used in power systems for modeling cyberattacks and energy routing
in a smart grid network.

A system that intelligently uses knowledge, sensing, and control, and communi-
cation know-how for real-time monitoring, rapid isolation, and immediate restora-
tion of supply in a power grid is known as a resilient, self-healing grid. Phasor
measurement units (PMU) which provide accurate GPS-based time stamping polls
data from various grid devices, so that instantaneous analysis is possible. This helps
to prevent the spread of disruption and reduce the number of outages. It is there-
fore critical to protect PMU networks against cyberthreats and system faults. The
emerging software-defined networking (SDN) technology can be used to model and
configure resilient network and self-healing algorithms against cyberattacks. In the
event of a cyberattack, the PMU network is made to reconfigure itself to reroute
measurement data for preserving the power system observability.

13 Conclusions

Cybersecurity issues are alarmingly increasing due to the rapid growth of cybertech-
nology. The latest technological inventions can be used to circumvent cybersecurity
issues.
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Abstract This article targets on the development of an efficient green energy source
to power the wireless sensor nodes and small power electronic devices used in the
road ways and traffic system. A simulation-based model of Piezo-electric Traffic
Energy Harvesting (PTEH) System has been presented to advocate the idea of scav-
enging electric energy from vehicular vibrations. The viability of the system is inves-
tigated using the real time MATLAB and Simulink platform. The material property
of the piezo-electric sensors and the electronic factors associated with the additional
components used to achieve the maximum kinetic-energy utilization were taken
into consideration for proposing the structural design of the system. In addition to
the designing, this paper estimates the total energy generation using MATLAB and
Simulink platform. The environment-friendliness of the proposed system has been
investigated by doing the carbon emission analysis.
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1 Introduction

The global demand for usable power is jumping up day-by-day. The developed
countries are carrying on with consuming more and more energy, while developing
countries’ demand is rising gradually. As per the “International Energy Agency’s
2019 World Energy Outlook™, if the developed and developing countries continue to
move in the present track without changing the policy, the demand of usable energy
will rise by 1.3% per year till 2040.

The solution for fulfilling the rising energy demand lies in harvesting more
and more energy from the unutilized energy sources. The classification of unuti-
lized energy sources is shown in Fig. 1. The scientists are focusing on the area
of energy harvesting from natural energy sources for more than a decade. Many
models/devices have been developed for clean energy harvesting from different
environmental sources, vehicular sources, industrial sources, human motions etc.
These energy harvesting systems have been demonstrated using magneto-electric,
thermoelectric, piezoelectric transducers etc.

Piezoelectric material generates the electrical energy when it is under mechanical
stress, vibration, force, pressure etc. The energy conversion property of piezoelectric
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transducers makes it suitable for energy harvesting applications. Different types of
piezo-electric materials used in energy harvesting process are; single-crystal, lead-
based piezo-ceramics, lead-free piezo-ceramics, piezo-polymers etc. Depending on
the configuration, the piezoelectric transducers are classified as:

Cantilever beam type
Diaphragm type
Cymbal type

Stack type.

In this manuscript, Piezo-stack sensor has been used in the model for conversion
of vehicular deformation into electrical energy.

2 Literature Review

The vehicular vibration energy eventually destroys the pavement structures and it
is not easy to collect that energy. The mechanical to electrical conversion property
of piezoelectric transducer are used to convert the vehicular vibration energy into
electrical energy. This electrical energy can be used to feed power to the road side
electric appliances, such as traffic signal lights, advertising boards etc.

In 2010, Prof. H. Aramovich (CEO of Innowattech) and Associate Prof. of Tech-
nion Institute of Technology headed a project on piezoelectric energy harvesting
(PEH) in roads of Israel. They observed that when the piezoelectric energy genera-
tors are installed 6 c.m. beneath the road level maintaining 30 c.m. distances from
each other, the system is able to produce power of 400 kW in one hour for a 1-km
stretch assuming the traffic of 600 vehicles/h [1]. Now-a-days PEH systems have
been implanted in many office corridors, mostly in Japan, to lighten up LEDs when
it senses the footsteps.

Najini and Muthukumarswamy presented a simulation-based model to advocate
the idea of harvesting energy from road traffic using piezo-electric material. From
this simulation work, they observed that energy of 137, 255 and 469 kWh can
be yielded from a single lane road with vehicle speed of 80,100 and 120 km/h
respectively assuming the traffic of 500 vehicles per hour [2]. Jasim et al. have
also reported numerical simulation model of PEH system for roadways applications
[3]. Xu et al. conducted an experimental study on piezoelectric roadways energy
harvesting systems. They concluded that out of PZT-4, PZT-8 and PZT-5H (all at
the same size), the PZT-5H possess a high voltage, high relative dielectric constant
and high capacitance when load frequency is more than 5 Hz. It is able to produce
comparatively more power under same load. Hence, it is more suitable to be used
in piezo-electric boxes for pavement energy harvesting [4]. The dielectric properties
of PZT-4/8/5H are listed in Table 1 (Data taken from [4-7]). Yang et al. designed
a piezo-electric power generation unit using stacked array piezo-electric transducer
with MC nylon as packaging material for road vibration energy harvesting. They
proved the practical significance of the system by performing on-site test (Fig. 2)
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Table 1 Properties of PZT-4H, 8H and 5H [5]

PZT material €33 ds3 (10712 coulomb/newton) K Curie’s Temp. (°C)
PZT-4 1300.00 250.00 0.54 300.00
PZT-8 1020.00 220.00 0.50 310.00
PZT-5H 2000.00 410.00 0.60 260.00

Fig. 2 Piezoelectric pavement energy harvesting box [6]

[8, 9]. Rodriguez et al. used PZT and lead-free PIC-700 for deigning traffic-energy-
harvesting system. They concluded that the relative error in practical implementation
of the theoretical model is around 3% in both the ways, by using PZT and PIC-700
[10].

3 Methodology

Three different models are involved in the simulation of proposed PTEHS model,
viz. Piezo-stack Sensor model, Vehicle Model and Tire and Road Dynamics model.
The Piezo-stack model realizes the optimum conditions/parameters for maximum
energy output of PTEHS. The optimized conditions are obtained by gradual (step-
by-step) refining of this model. This gradual refinement was done by varying the
frequencies in three different phases, viz. primary, extended and optimum frequency
in first, second and third cycle respectively. The gradual refinement of the piezo-stack
model is shown in Fig. 3.

In the proposed model P-5E piezo-stack has been selected, as it has very promising
piezo-electric characteristics and its energy conversion efficiency is very high. The
characteristics/properties of the selected piezo-stack [P-5E, material- Lead Titanate,
Lead Zirconate (PbTiO3.PbZrO3)] has been depicted in Table 2.

The parameters associated with the piezo-stack used in the simulation work are
depicted in Table 3.
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A

Fig. 3 Gradual refinement of piezo-stack model

Table 2 Properties of P-5E

Property Symbol Value
Piezo-electric constant di3 271 x 1072 m/v
Electro-mechanical coupling factor ka3 62%

Relative dielectric constant 83T3/ €0 1510

Mechanical Q Qm 970

4 Design Implementation of Simulink Model

e The PTEHS Model was executed using MATLAB-Simulink Platform. Three
different models are involved in the simulation, viz. Piezo-stack Sensor model,
Vehicle Model and Tire and Road Dynamics model. The modelling steps of
PTEHS are represented in Figs. 4a—d), 5 and 6. The deformation on the pathway
due to vehicular load has been calculated using Eq. (1), which is obtained from
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Table 3 Parameters associated with piezo-stack used
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Parameter Value

Stack area 100 mm?
Stack length 36 mm

No load displacement at Vo V 0.038 mm
Piezo layer thickness 0.3 mm

Test voltage (Vo) 3.8e+03 N
Blocking force at Vo V 120 V

No. of layers 50
Piezoelectric charge constant 5e—10 m/V
Dielectric constant 2.124e—08 F/m
Elastic compliance 1.9e—11 m*/N
Capacitance 13 uF
Damping 2 N(m/s)
Effective mass 50g

Love Plate Theory (2). Tire Dynamics, Vehicle weight and inertia, Vehicle weight
and inertia, Load Transfer cases and Aerodynamics are considered for vehicle
model. The Tire Dynamics is executed Longitudinal Tire model. The Vehicle
Load model is represented in 3 Dimensional degrees of freedom with suspension

and damper characteristics.

DV4a)(x, y,t) + ph

V4a)(x, v, 1)+

5 Results and Discussion

34a)(x, v, 1) n 84a)(x, vy, 1)

+kw(x,y, 1) = F(x, y,1) (D

@)

0x2y? x4

For estimation of total power generation by deducing the roadway deformation
dynamic response, an equation based mathematical model is represented by (3) The
co-efficient of friction between the road and the tire has been taken into considera-
tion for calculating the road deformation, which causes pressure on the piezo-stack
sensor. The displacement/deformation and the piezo-electric property have been used
to determine the output voltage and energy generated per piezo-stack sensor by

incorporating Eq. (4).
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Fig. 4 (continued)

The PTEH System is not involved in any Green House Gas Emission directly. But
the system is totally dependent on the vehicles which are fed petrol, diesel or any
source of fuel. Tables 4 and 5 shows the estimation of CO; in the proposed system.
The following assumptions are considered for the estimation of Carbon Di-oxide
emission per day.

e The traffic rate varies from 25 to 500 vehicles per hour.

e Vehicles present are only Maruti Suzuki Swift and Toyota Kirloskar Motor (For
estimation of average CO, emission, the vehicles which emit maximum and
minimum CQO, has been considered)

The estimated carbon emission per annum is only 165 tonnes for the proposed
system, which is under permissible limit.
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Fig. 5 Overall simulink model for generation of electrical energy from deformation caused by
traffic

Fig. 6 Voltage, power and energy output shown on control panel

6 Conclusions

This article emphasizes on generation of sustainable energy from the vehicular
sources. From the above model, the energy generated due to passing of a single
vehicle on a single piezo-stack sensor at the speed of 30 km/h was found to be 12 J
(5 and 7 J due to exertion of pressure by the front and rear wheel respectively). The
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Table 4 Estimation of carbon emission
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Traffic

Traffic
rate/h

Duration

)

Name of
the vehicle

Rate of CO,
Emission
(g/km) per
vehicle

CO; Emission
(kg/h)

CO; Emission
(kg/day)

Rash
hour

500

Maruti
Suzuki
Swift

109.5

67.55

Toyota
Kirloskar
Motor

160.7

648.48

Maruti
Suzuki
Swift

109.5

Off
hour

100

18

Toyota
Kirloskar
Motor

160.7

13.51

Rash
hour

500

Maruti
Suzuki
Swift

109.5

67.55

Toyota
Kirloskar
Motor

160.7

891.66

Maruti
Suzuki
Swift

109.5

Off
hour

200

18

Toyota
Kirloskar
Motor

160.7

27.02

Rash
hour

200

Maruti
Suzuki
Swift

109.5

27.02

Toyota
Kirloskar
Motor

160.7

222915

Maruti
Suzuki
Swift

109.5

Off
hour

25

18

Toyota
Kirloskar
Motor

160.7

3.3775

(continued)
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Traffic

Traffic
rate/h

Duration

)

Name of
the vehicle

Rate of CO,
Emission
(g/km) per
vehicle

CO; Emission
(kg/h)

CO; Emission
(kg/day)

Rash
hour

300

Maruti
Suzuki
Swift

109.5

40.53

Toyota
Kirloskar
Motor

160.7

364.77

Maruti
Suzuki
Swift

109.5

Off
hour

50

18

Toyota
Kirloskar
Motor

160.7

6.755

Rash
hour

200

Maruti
Suzuki
Swift

109.5

27.02

Toyota
Kirloskar
Motor

160.7

283.71

Maruti
Suzuki
Swift

109.5

Off
hour

50

18

Toyota
Kirloskar
Motor

160.7

6.755

Rash
hour

400

Maruti
Suzuki
Swift

109.5

54.04

Toyota
Kirloskar
Motor

160.7

567.42

Maruti
Suzuki
Swift

109.5

Off
hour

100

18

Toyota
Kirloskar
Motor

160.7

13.51

(continued)
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Traffic | Traffic | Duration |Name of |Rate of COy CO; Emission | CO, Emission
rate/h (h) the vehicle | Emission (kg/h) (kg/day)
(g/km) per
vehicle
Rash 300 6 Maruti 109.5 40.53
hour Suzuki
Swift
Toyota 160.7
Kirloskar
Motor
486.36
Maruti 109.5
Suzuki
Swift
Off 100 18 Toyota 160.7 13.51
hour Kirloskar
Motor

energy generated is dependent on the no. of piezo-stack sensor embedded beneath
the road, the no. of vehicles passing on it, the speed of the vehicle and the load
intensity of the vehicle. In a developing country like India, where the traffic rate is
very high, the proposed model will be very beneficial for harvesting useful electrical
energy from the unused vehicular deformations.

The carbon emission rate of the proposed system is under permissible limit. The
developments in the smart technology and smart vehicles may nullify the carbon
emission in the proposed system in future, as the smart vehicles use electricity to

travel.
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Impact Analysis of Single Line to Ground | m)
Fault on Industrial Loads Using Typhoon | @i
HIL

R. Rajesh Kanna, R. Raja Singh®, and D. Arun Dominic

Abstract The demand for electrical power is now increasingly growing day by
day, which results in the transition of enormous power by increasing the ability of
the transmission line from one location to another. As a result of the development
of the structure of the power grid, detecting power system transmission line faults
every year becomes a challenging task as the system becomes more complicated.
Controlling and monitoring of power systems are inevitable due to the constant
growth of the power system network. In order to find the correct decision, to search
for any possible problems and fault conditions in a broad interconnected network,
modeling and analysis of the power system have become significant. On the overhead
transmission line, a fault will rise while the two or more of transmission lines touch
each other. Generally, the faults in overhead transmission lines can be categorized as
the line to ground fault, the line to line fault, double line to ground fault and three-
phase faults. Single line ground faults mostly occur in the distribution network. The
main purpose of this work is to study or explore the single line to ground fault and
recognize the impact of the transmission line fault along with the industrial load
under different loading conditions that is joined with transmission line according to
the distance variation using Typhoon HIL.

Keywords Power system network - Single line to ground fault - Industrial load -
Fault analysis - Typhoon HIL

R. Rajesh Kanna - R. Raja Singh (<)
School of Electrical Engineering, Vellore Institute of Technology, Vellore, India

R. Raja Singh
Department of Energy and Power Electronics, Vellore Institute of Technology, Vellore, India

D. Arun Dominic
Department of Electrical and Electronics Engineering, NIT Karnataka, Surathkal, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021 63
S. Mekhilef et al. (eds.), Innovations in Electrical and Electronic Engineering,

Lecture Notes in Electrical Engineering 756,

https://doi.org/10.1007/978-981-16-0749-3_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0749-3_5&domain=pdf
https://orcid.org/0000-0002-3811-7533
https://doi.org/10.1007/978-981-16-0749-3_5

64 R. Rajesh Kanna et al.

Nomenclature

E., E, E, Electromotive force per step during unsymmetrical fault

Ve, Vy, Vs Phase voltages of three-phase transmission line

I, 1, I Phase current of three-phase transmission line

1015, 1- Zero, positive, negative sequence components of phase current

VO v v Zero, positive, negative sequence components of phase voltages

ZY e Zh i, Zxx  Zero, positive, negative sequence impedances

Ey, Eq, E> Zero, positive, negative sequence component of electromotive
force

a Sequence operator

Laa, Ly, Lee Self-inductance of three-phase transmission line

My, Mp., M., Mutual inductance of three-phase transmission line

Cub, Cpe, Cea Capacitance between two phases

Ceou, Cop, Cop Capacitance between phase and ground

R, R, Resistance of transmission line and ground resistance

1 Introduction

Electrical power networks, primarily due to faults and incorrect processes, are often
prone to disruptions. A fault is categorized as any interruption that affects the ordi-
nary flow of power and disturbs the consistency, protection and superiority of the
electricity supplied [1]. One of the most critical components of a power grid that
links the generating station and the load centers is the transmission line. If the gener-
ating stations are so far from the load centers, then they operate over for a few
hundred kilometers [2]. Unlike other parts of the power grid, the transmission line
is mostly affected by fault because it is wide-open to the environment [3]. These are
the main reasons to fault which arises on transmission line and are branches of tree
falling on the transmission line, feeling of cross arm, measurement transformer blast,
lightning, birds, animals and insulator material contamination [4]. It is possible to
classify overhead transmission line faults as symmetrical as well as unsymmetrical
faults. However, three-phase faults are the symmetrical fault in which all three phases
are equally affected, sometimes it is also called as balanced fault. Unlike symmet-
rical faults, asymmetrical faults will not disturb all the three-phase lines equally [5].
Statistics indicate that all types of fault frequently occurred in the power system
network. Among this, 85% of them are single line to the ground faults [6]. When a
single line to ground fault takes place, some of the problems may occur: the voltage
of the phases except faulted phase will get increased; an sporadic arc grounding may
induce arc voltage spikes and feeder inaccessibility and easily lead to a create short
circuit between phases [7]. To calculate the value of these fault currents as well as
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fault megavolt-ampere, it is essential to execute fault analysis in the power system
network [8]. According to the survey [9], the industrial loads are mostly influenced
by the single phase to ground fault. The induction motor is definitely one of the
most used electric machines in the world. The induction motor is widely adopted in
many industries due to its reliability and robustness [10]. Due to the development of
the Induction application, it is also used in various unusual facilities, such as heavy
factory operations, engine running and ship impulsion. [11]. Here, for analyzing
single line to ground fault in power system, 2.2 kW induction motor is used as a load
in this category. Here this paper analyzes the impact of single line to ground fault on
induction motor load under three different regions and different load values such as
0.25,0.5 and 1 p.u. This paper approaches to Typhoon software in which 1 km/22 kV
transmission model is simulated and single line to ground fault occurred by using
fault tool box. After that, various effects on Induction motor load are shown such as
current, voltage and power in terms of waveform.

The organization of this paper is as follows: The detailed mathematical modeling
of single line to ground fault for the transmission system is presented in Sect. 2.
Followed by, the impact of single line to ground fault on industrial load is realized
using Typhoon HIL in Sect. 3. In Sect. 4, the estimation of transmission parameters
such as R, L and C during the single line to ground fault is presented. Finally, the
simulation results are obtained and discussed with three test cases in Sect. 5 and
concluded in Sect. 6.

2 Mathematical Modeling of Single Line to Ground Fault

This section gives the detailed information about modeling of single line to ground
fault. For this, the following conclusions can be created in the study of unsymmetrical
faults [12]: (a) The generated electromotive force has only a positive sequence. (b)
Load currents are ignored. (c) There is no fault impedance. (d) Phase x’ should be
recognized as the reference phase. Electromotive force per step is defined by E,, E,
and E, in any case of unsymmetrical failure and phase voltages termed as V, V, and
V.. The phase currents are defined as I, /, and /.. Consider neutral of a three-phase
system must be earthed. An occurrence of a single line to ground fault on the phase
‘x” of three-phase system is described in Fig. 1. It is clear from Fig. 1 that

Vy=0and/l, =1, =0 (D

V, is potential difference between phase ‘x’ and neutral. When single line to
ground fault happens, the value of V, will be zero. The zero, positive and negative
sequence currents in the phase ‘x” in terms of line currents are defined as /%, I
and I, respectively, which can be derived as in Eqgs. (2)—(5),
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Fig. 1 Single line to ground
fault on three-phase system
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Here the operator ‘a’ is used to find the relationship between phase voltage and
phase current. The positive, negative and zero sequence impedances of the generator
are termed as Z ., Zy , and Z% ., respectively. Likewise the positive, negative and

zero sequence components of phase current are 1.5, I and I°. From the closed

loop NXEN, it is clear that the sequence currents create drops in voltage due to their
corresponding sequence impedances, consequently, the electromotive force per step
can be derived as in Eq. (6),

E,= I;Z;K + 1 Zyg + I;?Z%K + Vi (6)
We know that
Vi=0and I] =17 =1 (7)
From Egs. (6) and (7), the zero sequence current is derived as in Eq. (8).

0 _ Ey
Y Zik + Zxx + 2Rk

®)
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Fig. 2 Three-phase [
sequence impedance with
imaginary generator voltage g
+
Zyk
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é V4 KK
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With the help of creating the circuit which has consecutively connected the phase
sequence impedances with an imaginary generator of voltage 3 E,,, fault current can
be obtained which is described in Fig. 2. If the fault impedance is Z ;, then equation
of fault current can be derived as in Eq. (9),

3E,

L= —% = 0
Zyx Y Zgx +Zgx + Zf

€))

In case of the neutral is not connected to ground, then the impedance of the zero
sequence component will be maximized and there is fault current flow since no
path is there to flow of the fault current. The zero, positive and negative sequences
of electromotive force system are Ey, £ and E,, respectively. Since the produced
electromotive force system is of positive sequence only, the sequential components
of electromotive force in the phase ‘x” are given in Eq. (10).

E():O, E2:0andE1 :EX (10)

The sequence components voltages at the fault for phase ‘x’ can be derived as in
Egs. (11)—(14)

Vi=E —-I17Zf, =E, — EcZiy (11)
! *oRE Zix + Zgx + Zkk
Zow+ 78
x+ — Z+ KK27 KKZO Ex (12)
KK + KK + KK
Vo =0—Zg I = —Zkk E (13)
! O 2+ Z + Z%k
—70
VOi=0-1°2%, = bE E, (14)

Zig + Zgg + Zig
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From above equations, it can be concluded that V: + VZ + Vi = 0, because phase
‘x’ is connected to earth. The positive, negative and zero sequence components of
phase voltages are V.5, V.~ and V?, respectively. Therefore, the phase voltages at
fault can be written as in Egs. (15)—(17).

Vi=VI4+V- +V2=0 (15)
V, =Vl +a’VI +aV, (16)
V,=Vl+aVl +a*V, (17)

3 Realization of Single Line to Ground Fault on Industrial
Loads

This section provides the brief explanation about how to create the single line to
ground fault on three-phase transmission line using Typhoon HIL and its responses.
During a single line to ground fault in the transmission system, various impacts will
be created on load section according to the distance of fault occurrence. For the imple-
mentation of the fault in the three-phase generation, transmission and distribution
system, the Typhoon Virtual HIL software was used. Figure 3 shows the schematic
representation of fault on three-phase power system.

A three-phase electrical power system consists of 11 kV, 50 Hz transmitting power
from a three-phase source with 1500 kVA rating interconnected to induction motor
load through a 1 km (1000 m) transmission line. The transmission line is divided
into two 0.5 km (500 m) lines, connected between three-phase step-up and step-down
transformers. In the proposed simulation, the three-phase transmission lines are used
to interconnect three-phase source to load sector. The control system plan is presented
in Fig. 5 which demonstrates the actions of the transmission line under live conditions
to decide the resistance, inductance and capacitance of the transmission line [13].
The rating of various components had been carried out using a proper assumption and
chosen with the help of below Eqgs. (18)—(27). Properties of this model are the length
of the line in kilometers, per length resistance and ground resistance in ohms/km, per
length core and shield capacitance in farads/km, per length inductance and mutual
inductance between phases in Henries/km and execution rate in seconds. A contactor
switch takes into account the single line to ground fault which was only the switch
that can connect any step to the ground.

Figure 4 gives the explanation about implementation of simulation in Typhoon
HIL. At first, the data for three-phase system should be collected from library explorer
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Fig. 3 Fault on three-phase transmission system

which is located in schematic editor and assembled as per Fig. 3. Then, in the model
initialization script, write a Python program if it is required, once assembling of the
three-phase system has been completed. Once the model file is created, it should
be validated for upload in HIL SCADA. In case it is not validated, the assembled
model and Python program have to be checked. If the model is validated, option
virtual device should be chosen to carry out the output. Then different widgets can
be dragged from SCADA panel to display various outputs. Once the widget creation
is completed, the single line to ground fault should be created using close contactor
in SCADA panel. For choosing various locations to create a single line to ground
fault, again simulation model file has to be modified and compiled in the schematic
editor. Finally, all the output of single line to ground fault for various locations has
been compared and analyzed. The value of various electrical equipment is displayed
in Table 1.

4 Transmission Line RLC Parameter Estimation

In this section, the estimation of RLC in three-phase transmission line has been
explained. For a three-phase transmission line, the value of resistance, inductance
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Collect the required data for three phase system from library explorer in schematic editor

-
e
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| Compile the model file for validation in Schematic |
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Build the model file in HIL SCADA and choose load model
to virtual devices

v

Make a model directory to execute the simulation using
HIL SCADA widgets

Create the fault at near to the load as well as near to
source by means of open and close the contactor

v

| Create the fault in middle of transmission line |

v

Compare the output waveforms of fault which created
in three different location

Fig. 4 Flowchart of Typhoon simulation execution

Table 1 Parameters for electrical instrument

Parameters Three-phase Step-up Step-down Induction motor
source transformer transformer load

Rated power 1500 kVA 1500 kVA 1500 kVA 22 kW

Rated voltage 11 kV 11 kV/22 kV 22 kV/440 V 440V

Rated current - 1.3 kA/681 A 681 A/34 kA 45A

Rated frequency 50 Hz 50 Hz 50 Hz 50 Hz
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Fig. 5 Model of overhead three-phase transmission line

and capacitance value can be calculated using Eqs. (18)—(27). Figure 5 shows the
basic structure and its availed parameters by which the equation has been made.

If the phase transmission line is balanced line, the inductance, capacitance and
mutual inductance can be written as

Lag = Lpp = Lee = Lg; Map = Mpe = Moy = M
Cab = Cbc = Cca = Cc; Cea = Ceb = Cec = Ce'

Mathematical model of the above circuit can be expanded in the matrix form as
follows:

9 =[L 9 18
—a[e] = ]5[1] (18)
—a[']—[C]a[] (19)
B T
where matrices [L] and [C] are
LM M
L=|\ML M (20)

M M L,
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2C.+C, —C, -C,
c=| -c 20+c -c @21)
—C, -C, 2C.+C,

Model of the three-phase system is transformed into three decoupled single-phase
line models, so-called modal lines, where transform matrix 7 is

11 1

T=11-21 (22)
11 =2
Inverse transform matrix is
1 1 1
-1 ? 31 3
T = §—§ 01 (23)
30 —3

To transform matrices [L] and [C] into modal domain, we use transform matrix

[Lmodel = [T7'][LIIT] (24)

[Cmode] = [T7']ICIIT] (25)

Representation of the lossless three-phase power line can be expanded to model
losses by adding series conductors’ resistances and ground resistance.

R+R, R, R,
R= R. R+R. R (26)
R, R, R-+R,

To transform [R] into modal domain:
[Rumode] = [T ][RIIT] 27)
The values of R, L and C were then defined, based on system specificities, such

as frequency of the system determined at 50 Hz. Algorithm of single line to ground
fault creation implemented for three-phase power system is depicted in Fig. 5.
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5 Simulation, Result and Discussion

73

The proposed three-phase system is simulated in Typhoon HIL. The three-phase
generator is connected to induction motor load through step-up, step-down trans-
former and 1 km (1000 m) transmission line. The load is subjected to a single line
to ground fault condition at three various distances. Two nodes had been created
to measure the value of line current, line voltage, power and power factor, etc., at
different levels. Here the concentration of measurement had made near to the load,
middle of transmission line and near to source side. The simulation of three-phase
system and SCADA panel output for simulation model is shown in Figs. 6 and 7.
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Fig. 7 SCADA panel output for simulation model of three-phase system
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5.1 TestCasel

In this section, the responses of system, when fault occurs on the transmission line,
1000 m from the load, are discussed. Simulated waveforms for changes in current
and voltage when a fault occurs near to load are shown in Figs. 8, 9 and 10. When the
fault occurs on phase R of the transmission line, at the fault point, the faulted phase
current out of the power system and the remaining phases current reached zero. The
faulted phase voltage will be equivalent to Vg = ZIy. For bolted fault, the fault
impedance is zero, and if an arcing fault occurs, the fault impedance will act as arc
impedance. From Egs. (8) and (9),

MVA
Base current = —— 2 (28)

V3 %KV,

where
MYV A, = Base MVA rating of power system.
KV, = Base kV rating of power system.

Fault current in Amps = I, * Base current (29)
- L AR AR AR A s
I==== I'IJ/"‘;'IW[l{‘fH//{f-‘Jm
- ARERAARVARAAAARNAARAL

(X} [X] 03 [X] 5 13 07 [T} [ Tisec)
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Fig. 8 Fault current at node 1 when fault occurs in beginning of transmission line
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Fig. 9 Fault voltage at node 2 when fault occurs in beginning of transmission line
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Fig. 10 Fault current at node 2 when fault occurs in beginning of transmission line

The positive sequence (Z; x)» negative sequence (Zy,) and zero sequence
impedance (Z% ;) have been assumed as j0.002075, j0.002075 and j0.000572 p.u.
Once the impedances values are fixed, the fault current can be calculated by using
Egs. (28) and (29). Here as per the calculation, the value of fault current is 4.574 % 10°
A, at source side when fault occurs near to the step-up transformer.

In Fig. 10, the faulted phase (R phase) is having some amount of current flow, even
though that fell on the ground. The reason behind in current flow is single phasing
effect of three-phase induction motor. Single phasing effect on the power system
network would raise the current value in the left over two phases of a three-phase
motor enlarged to 1.73 times of ordinary drawn current [14]. This is because the
motor will try to maintain its rated output power until overload protecting equipment
operates or until it burns out. Moreover, in a lightly loaded three-phase motor which
is carrying 65 percent of normal full-load current, the phase current will theoretically
increase by 1.73 times under secondary single phasing. Afterward, the motor current
drawn will be around 1.12 times of full-load current as shown in nameplate details
of the motor.

5.2 Test Case 2

In Sect. 5.2, the responses of system, when the fault occurs in middle of transmission
line, 500 m from the load are discussed. Simulated waveforms for changes in current
and voltage when a fault occurs in the center point of transmission line are shown in
Figs. 11, 12 and 13. When single line to ground fault occurs in central of transmission
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Fig. 11 Fault current at node 1 when fault arises central of transmission line
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Fig. 12 Fault voltage at node 2 when fault arises central of transmission line
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Fig. 13 Fault current at node 2 when fault arises central of transmission line

line, the effect on line current and voltage of load is a little more compared with fault

occurs in beginning of transmission line.

5.3 Test Case 3

In Sect. 5.3, the responses of system, when the fault occurs in middle of transmission
line, 10 m from the load are discussed. Simulated waveforms for changes in current
and voltage when a fault occurs near to the induction motor load are shown in Figs. 14,
15 and 16. When single line to ground fault occurs in the middle of transmission

line, the impact on induction motor load is
cases.

very high compared with the other two
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6 Conclusions

The impact of single line to ground fault on industrial loads is analyzed, and the
performance of the system according to the location of the fault is studied using
Typhoon hardware in loop software. The paper presents the detailed simulation and
execution procedure for implementing the proposed system. In the Typhoon HIL
schematic editor, the three-phase power system with an industrial motor load is
simulated, and the fault is created in three different locations such as 1000, 500 and
10 m. The impact of single line to ground fault on industrial loads under different
loading conditions is analyzed and given in Table 2. It is perceivable from the analysis
that the fault currents are more when it is created near to the load, and also it is evident
that the loading is not having much impact.
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Table 2 Fault current analysis at node 2 for various loads and distances

Load (p.u) | Variation of fault current from nominal value in percentage
Nominal current | 1000 m from load | 500 m from load | 10 m from load (%)
(A) (%) (%)

1 4.5 22% 42% 73%*

0.5 2.2 24%* 48%* 72%

0.25 13 16%* 37% 69%

*Increased
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Performance Improvement for PMSG )
Tidal Power Conversion System L
with Fuzzy Gain Supervisor

Passivity-Based Current Control

Youcef Belkhier, Abdelyazid Achour, Rabindra Nath Shaw,
and Ankush Ghosh

Abstract The power captured by a tidal conversion system depends highly on the
applied control strategies. In fact, nonlinear properties of the generator, parameter
uncertainties, and external disturbances make the controller design a challenging
problem. This paper contributes with the novel fuzzy gain supervisor passivity-based
control (FGSPBC) method that allows the PBC to be faster, combined with a PI
controller where its gains are adopted by the FGSPBC, applied to the PMSG based
variable tidal turbine with grid connection via back-to-back converter to bring the
PMSG to work at an optimal point while ensuring stability, fast convergence of
the conversion system, and performance improvement. The aims of this work are
that the regulation of the DC voltage and the reactive power at their respective
values, whatever the disturbances related to the PMSG. Numerical investigation
under MATLAB/Simulink addresses the effectiveness, stability, and fast convergence
of the studied system.

Keywords Adaptive control - Parameter changes - Passive control - Tidal
conversion system

1 Introduction

Recently, various turbine-based PMSGs have been developed to extract tidal energy
[1]. The most widely used technology to convert marine current energy consists of
a tidal generator, a PMSG, power converter, and load, due to its advantages such
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as predictability, low cost, and clean energy. However, the controller design of this
kind of conversion system-based PMSG is still a challenging work due to the PMSG
issues such as time-varying parameters and external disturbances [2, 3].

This paper contributes with the novel fuzzy gain supervisor passivity-based
control (FGSPBC) method that allows the PBC to be faster, combined with a PI
controller where its gains are adopted by the FGSPBC, applied to the PMSG based
variable tidal turbine with grid connection via back-to-back converter to bring the
PMSG to work at an optimal point while ensuring stability, fast convergence of the
conversion system, and performance improvement. The maximum power extraction
from the wind turbine, with taking into account its entire dynamic when synthe-
sizing the controller, represents the main motivation of the present work. The present
controller performance is compared with those of the conventional PI and the present
strategy without the fuzzy supervisor (PI with fixed gains) [4].

The present paper is organized by the present form: in Sect. 2, the system
description is established. Section 3 deals with the proposed strategy computa-
tion. Concerning Sect. 4, the grid-side converter (GSC) PI controller is formulated.
Section 5 presents the numerical validation of the presented control strategy. Finally,
main conclusions are presented in Sect. 6.

2 Tidal Power and PMSG Modeling

2.1 Tidal Power

The power which can be extracted with the turbine from the tidal energy and its
related output torque T, are expressed as (see Fig. 1) [1-3]:

P, = %pcp(ﬂ, 2 AV (1)

Fig.1 Studied system with MATLAB/Simulink
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where A = % denotes the ratio of the tip speed, A denotes the area of the blades, C,

denotes the coefficient of the power, 8 denotes the angle of the pitch, p denotes the
tidal density, v denotes the speed of the tidal, o, represents the speed of the turbine,
and R denotes the blades radius.

2.2 PMSG Modelling

The PMSG model is given by [3, 4] in dq reference frame as follow:

Vag = Ragiag + Lagiag + ponS(Lagiag + Vr) (5)
Jm =Ty — T, — froon (6)
T, = %Pllquﬁidq (N

R, 0

where Ry, = |: ] denotes the stator resistances matrix, f, represents the coef-

0 R
ficient of the viscous friction, ¥, = [dg :| denotes the flux linkages, T, represents

La 0

0 L } denotes the stator inductions matrix,
q

the electromagnetic torque, Lg, = |:

v L
Vig = [ d ] denotes the vector of the stator voltages, J denotes the inertia moment,
Vg

0—-11. i
and J = [ 10 :|, igqg = [ _d:| denotes the vector of the stator currents.
lq
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3 Proposed Method Design

Making the system passive is the principal aim of the proposed method. This is
possible by introducing a damping term and reshaping its energy. The application
of the adaptive fuzzy supervisory high-order passivity-based combines nonlinear
observer and voltage control developed in this paper needs numerous steps: The
controller design process is shown in Fig. 2, in which, two main parts can be
distinguished: firstly, the reference dynamic that consists in the desired current,
computed through the desired torque, calculated by the proposed fuzzy supervi-
sory PI controller. Then, the voltage controller is computed by the passivity-based
current controller.

| o> — I - v
: £ ! T, =Ja, —kppg, —kﬁl-:gdr ‘ _‘._ % | . 2L y :
| | = . o MO k) P

. b A & " Sy a |
| QY e R Desired dynamics Yé Vg ¥ |
I

: :
I

@.. E JXKL P—— ve=—RI (U +(ponI-K )

Fuzzy gain supervisor

Gl
iz ¢ v 7
vg= kap(f; -ig)+ kﬁ_‘-([f:f - i )b

_ P
ve=kglig -1 J+ kffl([f; ~ig e

L = v-@anvg I

- 0 — . w - = o e— s
| g
o g G Reverse PARK
Vg =Laglag Vs transformation
lag lag l Vos
- ‘ PWM inventer ‘
| PARK transformation ‘
r Y
I‘l”:f @

Fig. 2 Proposed control strategy block diagram
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3.1 Passivity-Based Current Controller Computation

The desired current vector i3, which is considered as the PMSG control inputs is
defined as follow:
. iy
ldq = |: *] (8)
lg

and the controller output is the vector of the voltage which is vy, computed as
follow [4]:

t

Vg = kapeai + kai / gqidt 9
0

t

Vg = kqudi +kq,‘ f 8qid‘L' (10)
0

AT
where kgp > 0, kg > 0, kgp > Oand ki > 0. & = [8"'} = [’f; N Zf’} is the
Eqi 1 g lg
currents error vector. In order to track its convergence, the dynamics of the current
vector are simplified, and their reference values are considered as the control inputs of
the PMSG when we assume that the PI current loops work satisfactorily by the proper
choices of the positive gains. Then, we formulate the following desired dynamic of

the PMSG:

Vaq + POnSVaq = —Ragil, (11)

me =T, — Te* - ffuwm (12)
3 -

T, = Eplpdq;wdq (13)

where T represents the desired torque and v/,4, denotes the flux linkages expressed
by [4]:

_|Va|_ Ldid+¢f] 14
e M a4
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12
2

] = Yaq — ¥, and replacing e in (11), the expression of e

By taking the desired vector of the flux linkage as v g = |: i| , its tracking error
vector as ey = |:€f d
fq
%k
is deduced. Controller input iy, = [li:| is deduced by using the Lyapunov theory
i

q
and the defined function V (ey) = O.SeJZe . Then, it yields the following expression:

1 .
i;q = _R_dq(Kelﬁ - (1//:;:7 + pwms‘/f;q)) 15)

K 0
0 K

The PMSG operates at optimal torque only if iy is fixed to zero. Under this
condition, the flux 4 is reduced to the flux ¢ ; created by the permanent magnet as
follow:

WhereK=|: ],K1>OandK2>0.

V= ¢y (16)
By using (13) and (14), the desired torque is computed as given below:

3
T = =3PV SV, = Vr) (17)

From (16) and (17), following expression of the desired flux along g-axis is
deduced:

T 3ppy

3.2 Fuzzy Gains Supervisor-PI Control of Desired Torque

The desired torque 7, deduced from (13) that yields:
T; = Jay, + T+ frofo (19)

where ¢, = w}, — w,, represents the speed error and w}, denotes the turbine speed.
From (19), two problems are deduced: the parameters (J/f,) restrict its conver-
gence, and it is an open loop. To address this issue, the authors in removed the term
(frv), and PI term is adopted as expressed below:
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t

T: = J(,!);k1 - k]:pé‘w - kFi / {;‘wdl' (20)
0

where kr, > 0 and kr; > 0. However, PI controls are generally not robust for
controlling systems with parameter changes and uncertainties, due to the fixed gains,
such as discussed in. Thus, a fuzzy gain supervisor is introduced, to ensure fast
convergence of &,. The fuzzy supervisor is used to adjust the PI gains kr, and kf;,
and thus, solve the problem caused by imprecise parameters, where the inputs are
chosen, respectively, as ¢, and its derivative Ag,. The fuzzy supervisor diagram is
shown in Figs. 3, 4, 5, and 6.

The advantage of this method is that the number of parameters of the member-
ship functions is significantly reduced. The linguistic variables corresponding to the
inputs—outputs of the fuzzy gain scheduling are given in Tables 1 and 2 as in. Then, the
design of the controller law with the proposed combined fuzzy gain supervisory-PI
is shown in Fig. 2.

NG NP EZ PP PG

Fig. 4 Membership function of outputs k), and kf;
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Fig.5 kp) fuzzy surface

Fig. 6 kp; fuzzy surface

Table 1 Fuzzy rules of &, and Ag,,

Eu Ag,,

NB NS Z PS PB
NB NB NB NB NS V4
NS NB NS NS NS Z
Z NB NS Z PS PB
PS Z PS PS PS PB
PB Z PS PB PB PB
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Table 2 Fuzz rules of kr), and kF;

krp kFi

NB NS Z PS PB
NB PB PB PB NS NB
NS PB PS PS V4 NB
Z PS PS Z NS NB
PS Z PS NS NS NB
PB Z NS NB NB NB

4 Grid-Side PI Controller

The schema of the classical PI strategy is used for the GSC. Its principal aim is
to transmit to the grid the active power and regulate the DC-bus voltage. The GSC
mathematical description is given as below:

Vi Lyigr — oL yiqr lqf Veq
. 3v d
CVye = =25 i de 22
d 2V, lgf + 14 (22)

where i;r and i, denote the grid currents, w represents the grid angular frequency,
Via, Viq denote the inverter voltages, V4, V,, denotes the grid voltages, L s represents
the filter inductance, R denotes the filter resistance, V. represents the voltage of
the DC-link, C denotes the capacitor of the DC-link, and i, represents DC current.
Reactive power Q, and active power P, are expressed by:

P, = 3v,4i
{ S (23)
Q¢ = 5Vgalqs

5 Simulation Results

In this part, extensive numerical investigation by using MATLAB/Simulink shown
by Fig. 1 is performed to show the feasibility of the proposed strategy. The simulated
conversion system is based on 1.5 MW rated power. The closed-loop parameter
values are given in Table 3. The gains of the PBC PI controller are kg, = k;p, = 99,
kaqi = kqi = 200, and K| = K, = 100. The fixed gains of the desired torque for the
proposed control without the fuzzy gain supervisor are kg, = 5 and kr; = 1000. The
gains of the DC-link are k4., = 100, k4.; = 8000, and the gains of the currents PI
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Table 3 Parameters of the
system

Y. Belkhier et al.

PMSG parameter Value

Tidal density (p) 1024 kg/m?
DC-link capacitor (C) 29F

Pole pairs number (p) 48

Stator inductance (Lg4) 0.3 mH
Tidal turbine radius (R) 10 m
Grid-filter resistance (R f) 0.3pu
Stator resistance (Ry) 0.006 2
Grid-filter inductance (L y) 0.3 pu
DC-link voltage (Vy.) 1150 vV
Flux linkage (¢ ) 1.48 Wb
Total inertia (J) 35,000 kg m

control are k., = 9, k;; = 200.The proposed strategy is compared to the passivity-
based current control (PBCC) namely (proposed without supervisor) proposed in [4]
and the conventional PI method.

The tidal speed dynamic is shown in Fig. 7. Figure 8 presents the response of the
electromagnetic torque, as shown the proposed control presents fast convergence and

Fig. 7 Tidal velocity

Fig. 8 Response of the
electromagnetic torque

15
Q)
E 1ot 1
kel
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I}
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(2]
© S5 1
o
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0 ! ! !

0 2 4 6 8
Time (s)

0.04
TE_\ 0.02
= Proposed
g Proposed without supervisor
= 0 PI

-0.02
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a higher torque than the PBCC and the conventional PI control. Figure 9 shows that
the DC-link voltage quickly tracks its reference value 1150 V, without overshoot for
the proposed strategy unlike the PBCC and the PI strategy. Figures 10 and 11 show
that the reactive power very well kept at its zero-reference for all the control methods.
However, as shown, the FGSPBCC presents a fast convergence than the PBCC and
the PI. In Fig. 12, it can be deduced that the active power is the only one transmitted
to the grid for all the control strategies with largely more power transmitted for
the proposed one. In Fig. 13, we can see a perfect sinusoidal voltage absorption by
the grid. The FGSPBCC shows a higher torque, a best power generation, than the
conventional methods.

1200 T T T
1000 1154 | 1]
800 | 1152 4
= 1150
-8 600 | 1148 7
> — — —Vdc-ref
400 B 1146 Proposed R .
Proposed without supervisor
1144 Pl b
200 f | . . . . ]
[0} 0.02 0.04 0.06 0.08 0.1
O 1 1 1
0] 2 4 6 8
Time (s)

Fig. 9 Response of the DC-link voltage

<1074

— — — Qg-ref
proposed
proposed without supervisor

Qg (MW)

Fig. 10 Response of the reactive power
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o 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Fig. 11 Zoom on reactive power
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Fig. 13 Grid-injected voltage
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6 Conclusion

In this study, a novel fuzzy supervisor passivity-based current controller for a tidal
power system with PMSG is developed for overall improvement of the performances.
The simulation results are performed by the way of MATLAB/Simulink environment
which shows the effectiveness of the studied closed loop. The proposed strategy
presents the fast tracking of the maximum wind power, the reactive power generated,
and the DC-link which are well kept at their set values. All drawbacks of the presented
controller are resolved, and the objectives achieved. Higher efficiency compared to
the conventional PI method are provided by the proposed controller.
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Harmonics Minimization in Multilevel )
Inverter by Continuous Mode ACO er
Technique

Salman Ahmad, Atif Iqbal, Imtiaz Ashraf, and Zahoor Ahmad Ganie

Abstract Low switching frequency operation of multilevel inverter enables it for
applications in high power processing needs. The stepped waveform synthesized
from multilevel inverter after Fourier series analysis will result in system of nonlin-
ear equations to selectively minimize certain lower-order harmonics from it. These
equations are transcendental and exhibits solutions or no solution in certain range of
modulation index. In order to obtain continuous solution in entire modulation index
range optimization techniques based on meta-heuristic approach is used. In order
to achieve better quality waveform at output and selectively removing certain low-
order harmonics an ant colony optimization-based technique in continuous mode
implementation is proposed in this paper. The simulation and experimental results
are provided to confirm the correctness and effectiveness of the method.

Keywords Ant colony optimization - Pulse width modulation - Multilevel inverter

1 Introduction

Voltage source inverters (VSI) are extensively used in many industrial applications
such as in variable speed electric drives, STATCOM, active filters, HVDC, flexible
AC transmission, pump storage plants, and solar photovoltaic system of renewable
energy harnessing [1, 2]. Earlier only two-level VSI most popularly used for these
applications produces a bipolar waveform at the output. But since the power pro-
cessing need increased, the need to develop high power processing converters, and
efficient modulation and control techniques become an active area of research. There-
fore, in this direction, several multi-phase topologies and series parallel combination
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of these topologies have been investigated. However, the power quality and switching
losses were the most concerned in such developments. Multilevel inverter are getting
popularity in recent times over two-level inverters [3]. This is due to the advantages
of high power processing capability of multilevel inverter with smaller device rat-
ings along with better quality waveform at the output. In literature, several multilevel
topologies have been investigated, and their performance have been compared on the
basis of number of devices used as well as the number of devices used in the topolo-
gies. The main multilevel topologies that extensively investigated include neutral
point clamped inverter (NPC), flying capacitor (FC), and cascaded H bridge inverter
(CHB) [5]. Several new topologies are proposed in recent times, and the most promis-
ing are packed U-cell inverter, active neutral pint clamped inverter (ANPC), modular
multilevel converter (MMC), and quasi Z-source based multilevel inverter. Many new
topologies with reduce device count have been reported in literature in recent years.

Several pulse width modulation (PWM) techniques for multilevel inverters have
been proposed in literature for getting desired waveform with minimal undesired
low- order harmonics component [3]. However, most of the proposed techniques
were high switching frequency-based techniques such as level-shifted and phase-
shifted carrier- based techniques, nearest level control and space vector PWM, etc.
In high-power applications, high switching frequency results in high power losses,
and thus, it is the main constraint in the high-power application of power converters.
The preprogrammed pulse width modulation techniques such as selective harmon-
ics elimination and selective harmonics minimization provide better quality output
waveform with the minimum magnitude of selected low-order harmonics compo-
nents [4]. For more levels in the output, the preprogrammed PWM techniques can
have modulation and control at fundamental switching frequency and output wave-
form very close to the desired fundamental components of sinusoidal waveform.
The output waveform is first synthesized, and then, Fourier series is used to derive
expressions for fundamental component magnitude and harmonics component mag-
nitudes [5, 6]. The system of nonlinear equations thus obtained have to be solved
simultaneously for getting desired magnitude of the fundamental component and
selectively remove the harmonics components.

For solving system of highly nonlinear and transcendental selective harmonics’
minimization equations, different methods have been proposed in the literature [7].
The main methods are broadly categorized as numerical technique-based iterative
methods, algebraic methods, and optimization-based evolutionary and meta-heuristic
methods. The iterative techniques are highly dependent on initial guess, and algo-
rithm may diverge if proper initial guess is not chosen [8]. Moreover, as the number of
switching increased, the computation of derivative matrix (Jacobian matrix) becomes
difficult, and singularity problems happened in subsequent iterations [9]. The alge-
braic methods are capable of producing exact and all the solutions but again as the
switching angles increased, the order of polynomial also increased and it become very
difficult to solve. In this paper, a continuous mode ant colony optimization (CMACO)
technique is proposed to completely remove the certain low-order harmonics from
the output. The computational results have been verified with the simulation and
experimental results.
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2 Problem Formulation for Harmonics Minimization

One leg of a generalized cascaded H-bridge inverter and its corresponding output
stepped waveform is shown in Fig. 1. For having multiphase configuration, similar
legs can be added, and the output waveform will shift by 27”, where P is the number
of phases. The Fourier analysis of quarterwave odd symmetric stepped waveform
will result in mathematical output expression given as in (1).

oo S

Van (@1) = Z 4n‘2° Z cos(nay) | sin(nwt) (1)

n=1 k=1

In the above expression, «; is the switching instant of cell 7, and S is the total
number of individual cell and thus the total number of switching angles. Also n
represents the harmonics order, and it is only odd valued since the even harmonics
will be absent in the halfwave symmetric waveform. Also the Pth order harmonics
will be absent in the line voltage of P-phase configuration.

The switching angles are calculated only in a quarter period, and in other intervals,
the switching angles are found accordingly as given in Table 1. If we have five H-
cells with Ng separate DC sources, then any Ng — 1 harmonics can be controlled
along with control of fundamental component. Let us consider three-phase H-bridge

Vide

Vdet

VdeT

(b)

Fig. 1 a Generalized one leg of CHB circuit b Output stepped waveform
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Table 1 Distribution of switching angles in quadrants

Quadrant Switching angles

Ist — (0, %) oL, 00, ..., O], O

2nd — (%,n) T o— Oy T — O], ..., T — 02, T — ]
3rd —» (m, 3—”) T4o,Ttar, ..., T A1, T+ oy
4th — (37”,271) 2 — Qe 27 — Q1 ..., 20T — a0, 2 — @

inverter with five separate DC supplies. The harmonics elimination equations are
have been established by considering elimination of 5Sth, 7th, 11th, and 13th order
harmonics from the output and control of fundamental component by varying the
modulation index, m.

3 Ant Colony Optimization (ACO)

The cooperative behavior of ants to find the shortest path in search of food and to form
its colony using pheromone laying mechanism is called ant colony optimization. It is
a meta-heuristic approach and is very useful in solving many optimization problems
specially discrete optimization problems. The ’pheromone’ information from the
artificial ants is used to update toward better solution in successive iterations. The
various steps involved are parameters initialization, random solutions but guided by
pheromone information, optional local search, pheromone update, and finally check
for termination criterion.

3.1 Solving Method by ACO

The ants which collect information during optimal path in search of food is stored
in the form of pheromone trails represented with y. Various terminologies of evolu-
tionary algorithms are used by ACO as well. At the end of each generation, all the
ants complete its tour, and the pheromone trail details are updated. Different variants
of ACO algorithm are reported in literature based on the various pheromone trail
update rules. For instance, the probability of ant i moving from node / toward node
m in generation k is given by (2).

Vi (k) ;"

- —;,mE€ W 2)
erw;' Vix dl,:

Pl (k) =

In, y; ,, is pheromone intensity on the edge ! — m, d; ,, is distance between nodes
['and m, v is all set of nodes that remain to be visited by, and i currently positioned at
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Fig. 2 a Decision making by ants b Ants solution space

node/ and n > 0. An information storage list namely tabu list is used to keep records
of the ants which already visited the particular node during each generation, and it
is updated when the tour is completed. Once all the ants competed their tour, the
pheromone information of all edges between node I — m is updated as per, where
Vzi, . (k) is the pheromone intensity on the path between / — m created by ant i and
¢ is pheromone decay parameter, ¢ € (0, 1).

N
Vimk+ 1) = 1= )yn® + v,k 3)

i=1

The pheromone intensity on [ — m is taken to be if ant i passes through this
path, otherwise it is 0 as defined in (3), here Q is a constant N is the number of
ants defined in the algorithm. It results in a shorter route with stronger pheromone
intensity. The pheromone evaporation phenomena is used to avoid local convergence
of the ACO algorithm and therefore enables it to search for wider range of potential
solutions. At last, a pheromone renewal is implemented using (4).

Vim(k + 1) <= max [Yiin, Yim(k + 1)] ¥, m) “4)

The decision making of ants between the nodes based on pheromone information
is shown in Fig. 2a, whereas the search of the ants in the whole search space is shown
in Fig. 2b. A pseudocode for writing programs in solving SHE problem is given in
Table 2.

3.2 ACO Computational Results

Computation of switching angles with ant colony optimization technique is to for-
mulate an objective function, and then, it is minimized. The individual ants contain
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Table 2 ACO pseudocode

Define objective function for minimization f(a), o = (a1, a2, - -, an)7.
Initialize ACO parameters, r=1, and ant numbers (N).
while (criterion)
for (t=1to N)

From current node [ select next node m defined by
Check if all the path have been constructed
end for
update the pheromone information laid in
Update the iteration, r =r +1
end while
Obtain the final results.

Table 3 ACO parameters

Parameters Values
Maximum number of iterations 700
Population size (archive size) 10
Sample size 100
Intensification factor 0.5
Deviation-distance ratio 1

the potential solutions. The objective function is derived here by considering more
weighting to regulate fundamental component and is given by. The ACO algorithm
parameter used to solve the problem is given in Table 3.

F=(10x(Vy =) + V24 V24 + VL or VA, (5)

Various cases have been computed using ant colony optimization to reduce certain
low-order harmonics minimization from the output voltage. The ACO algorithms
are mostly used for discrete optimization; however, here modified continuous ACO
algorithm is implemented to compute the switching angles. The convergence rate is
not as good as in case of GA and PSO algorithms. Selected computational results
of switching angles, value of objective functions, and total harmonics distortion are
given in the table. The harmonics profiles of these solution are shown in Fig. 3.
From the results, it can be seen that the objective functions value is very close to
zero, and the targeted harmonics are completely removed from the output. This is
the continuous ACO which has advantage over discrete ACO in solving the selective
harmonics minimization problem. Moreover, the implementation of continuous ACO
is much simpler than discrete ACO method.
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Table 4 Switching angles

M o] o o3 Ol o5 Error %THD
0.55 0.587 0.786 0.932 1.138 1.344 8 x 10728 | 7.09
0.60 0.459 0.761 0.902 1.085 1.263 2 x 10731 |6.83
0.62 0.401 0.698 0.919 1.042 1.243 4x107% 721
0.67 0.306 0.564 0.868 1.009 1.190 2x 10730 |5.82
0.79 0.135 0.337 0.513 0.827 1.102 1 %1072 |5.68
0.81 0.095 0.327 0.434 0.744 1.065 5% 10728 |5.76

Fig. 3 Phase voltage
harmonics profile

Magnitude

4 Simulation and Hardware Results

The simulation model for cascaded H-bridge converter have been developed using
MATLAB/SIMULINK to verify the computational results. The FFT analysis is used
to obtain the harmonics profile (Fig. 4).

Switching angles are first converted into time equivalent using o = 360 xT,T
being the time period. The percentage pulse width of pulses applied to the switch
is then calculated usmg x 100. Various cases for different switching angles
have been tested, and 51mu1at10n results found in very close agreement with the com-
putational results. The pole voltage, line voltage, and harmonics spectrum of phase
voltage for M = 0.67 with switching angles, «; = 0.038, oy = 0.221, a3 = 0.367,
aq = 0.638, a5 = 0.696, are given. The targeted harmonics for removal from the out-
put waveform is absent in harmonics profile. The triplen harmonics will not appear
in the line voltage harmonics profile for a balanced load as it will be automatically
canceled.
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Fig. 4 11-level cascaded H-bridge waveforms M = 0.69, (2nd set)
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Fig. 5 Hardware setup for experimental results

The schematic and actual hardware setup of developed prototype in the labora-
tory is shown in Fig. 5. In this setup, separate programmable DC supplies are used
to feed individual H-cells to generate 11-level stepped output waveform at funda-
mental switching frequency. The VHDL code for pulse width modulated waveform
is generated from the PC and is applied to the gate drivers of the IGBT switches
used to construct the H-bridge. The hardware result for the 11-level stepped voltage
waveform is shown in Fig. 6 which is obtained from the prototype developed in the
laboratory. An FPGA controller FPGA (VIRTEX-5 XC5VLX50T) is used to gener-
ate gate pulses for the IGBT semikron switch (SKM100GB12T4) based multilevel
inverter. A fluke is used in conjunction with the differential probe to measure the
harmonics profile of the output voltage waveform. The targeted harmonics for elimi-
nation such as 5th, 7th, 11th, and 13th are absent in the harmonics profile. Following
the similar approach, the hardware result of any level and number of phases can be
obtained.
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5 Conclusion

In this paper, a novel meta-heuristic technique based ant colony optimization in
continuous mode implementation to minimize the selective low-order harmonics
from the output of multilevel inverter is proposed. The computational results show the
superiority of the proposed method over the discrete mode ant colony optimization
method. The targeted harmonics are completely removed, and objective function
reaches up to the order of 1073!. Selected computational results for 11-level cascaded
H-bridge inverter is given to illustrate the method. Computational, simulation, and
hardware results confirm the practical applicability of the computed switching angles

and elimination of targeted harmonics from the output.
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Loss Allocation Method for Microgrids )
Having Variable Generation oo

Dibya Bharti

Abstract With some assumptions and limitations, various methods have been devel-
oped in literature mainly for loss allocation in transmission network and afterwards
extended for radial distribution network, and some methods are specifically devel-
oped for radial distribution network. But, these methods are not suitable for micro-
grids which are integrated with conventional grid at sub-transmission and distribution
levels depending on their geographical location. This paper presents a loss allocation
method based on power flow results and relative position of buses for interconnected
microgrid which is very effective in case of frequent change of generations due
to intermittent nature of renewable resources. The implementation of the proposed
method is very simple in microgrid with both meshed as well as radial topology
without any computational complexity and requires only power flow solution and
network data. The results are illustrated for different generating conditions of renew-
able sources in microgrid to demonstrate the efficiency of proposed loss allocation
method.

Keywords Loss allocation (LA) - Microgrid - Variable generation *+ Power flow
solution + Relative position

1 Introduction

Microgrid is an integration of various distributed generation (DG) especially renew-
able energy sources such as photovoltaic and wind which operate autonomously or in
synchronous with conventional electrical grid. The incorporation of microgrids into
distribution system has also transformed the structure of grid from radial to weakly
meshed network. Energy insecurity, climate change and pollution are major concerns
addressing significant changes in energy infrastructure by integrating renewable
energy generation. In modern power system structure, several renewable genera-
tions are integrated to conventional grid at sub-transmission level and several may
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be connected at distribution level. Hydro plant and wind farm are always far away
from populated area and need to be connected to long-distance transmission. Some
of solar generations are present at low-voltage distribution level. Due to independent
ownership of DGs present in microgrid, it is essential to have a robust loss allocation
(LA) method for attaining transparency. LA method should be applicable to both
radial and meshed structured microgrid because depending on type of integration,
some of the microgrids are of radial topology and some are of meshed topology.

1.1 Literature Review

In microgrids, conventional power generations are required to avoid power interrup-
tion as electricity generation by renewable energy resources is intermittent [1]; the
output from a wind farm or a photovoltaic array depends on the climatic conditions.
In interconnected mode, microgrid is connected with distribution network and works
in co-ordination with the distribution management system. The power flow pattern
varies very frequently in microgrids due to integration of non-conventional gener-
ation units. The presence of multiple source changes the distance between sources
and loads which also alters network usages. Any LA method intended to be used
for microgrid operation must be equally applicable to both radial as well as meshed
network topology since the microgrid can be of either configuration. This makes LA
problem very significant in microgrids. A robust LA method is required to differ-
entiate between the contributions of individual participants, i.e. the generators and
loads connected in the microgrid, and it should also consider amount of network
usage of any participant as well as distance from source while making allocations to
it.

There exist various LA methods in literature for transmission systems [2]. With
some assumptions and modifications, transmission LA methods can also be used for
distribution systems. The following part of this section discusses different allocation
methods proposed earlier.

Pro-rata method distributes 50% loss to generator and 50% to loads, and then
allocation is characterized by electric loss proportionally to the power delivered by
each generator and each load but neglects their relative location within the network
[2]. The inadequacy of pro-rata method was overcome by MW-mile method [3, 4],
which considers the relative position of each participant from slack bus. Both pro-
rata- and distance-based MW-mile methods are easy to understand and implement;
however, these methods neglect the amount of power flowing through the network.
If amount of power flowing through the branches changes, keeping the total power
demand same, these methods will allocate similar loss to the different participants.
In incremental/marginal transmission loss (ITL) allocation method, incremental loss
coefficients are derived using Jacobians of NR method [5, 6]. ITL methods are suit-
able for networks with high X/R ratio and dependent on choice of slack bus [7]. Due
to dependency on slack bus, ITL method results in over-recovery of network loss.
But, in microgrid, usually conventional grid is connected at slack bus. Large amount
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of loss will be allocated to slack bus that will be reallocated to other nodes present
in conventional grid which is not reasonable. Based on results of power flow by NR
method, direct loss coefficient (DLC) method allocates loss directly by establishing
relation between real/reactive power of a bus and network loss [8]. Furthermore,
applications of Hessian and Jacobian matrices are included in procedure of DLC
and ITL methods, respectively, whose handling for larger system is computation-
ally exhaustive. Proportional sharing principle-based methods [9, 10] allocate total
network loss to either generators/DGs or loads as it involves application of linear
principle.

A LA method dependent on Z-bus matrix of network is associated with non-
singularity of admittance matrix of network and is not applicable to distribution
networks where Y-bus matrix becomes singular [11]. Z-bus matrix method is not
applicable to microgrid with radial topology when shunt admittance of the lines
is negligible. LA by every method contains some degree of unreliability which
heightens to explore economically and technically justified strategy for LA [11, 12].
Some methods integrate concepts of circuit theories with network characteristics to
allocate loss in transmission system [13—20]. These methods are suitable for system
with high value of X /R ratio and are not justified for LA in microgrids connected at
distribution level where X/R ratio is low.

Some LA methods are specially proposed for distribution systems [21-28]. Loss
caused by each branch current is decomposed into nodal injection which requires an
additional forward sweep power flow on modified network consisting only branch
resistances in [21]. Carpento et al. characterize the different LA techniques for
radial distribution configuration with DGs [22]. Method proposed by Costa requires
running power flow twice for allocating loss to loads and DGs in first two steps, and
remaining loss is redistributed to DGs only in proportion to their apparent power [23].
Atanasovski proposed tracing-based approaches for allocating loss in radial distri-
bution system based on disintegration of power [24] and energy [25] into respective
nodal injections. For radial distribution system, Savier also developed methods for
allocating branch loss to the nodes by using exact formulation [26, 27]. Branch-
oriented procedure is proposed by Jahromi in which loss is allocated to loads and
DGs separately, and normalization is applied to avoid over-recovery of loss [28].

LA approaches adapted by Jagtap are either current summation or power summa-
tion and branch oriented for radial distribution network [29-31]. These methods
require only power flow solution to allocate loss to DGs and loads and employ
backward sweep network reduction technique to remove the steps of normalization.

Most of the proposed methods [21-36] are particularly suggested for radial
systems and are applicable only for microgrid with radial topology. A game theory-
based LA method is proposed for radial and weakly meshed networks which over-
comes the limitations of conventional Shapley value method but considers DGs as
negative loads [37—40].
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1.2 Contribution of Proposed Work

A fair and satisfactory LA method should reflect both the network topology and the
magnitude of power injected or consumed at a bus. The present work proposes a LA
strategy for interconnected microgrid with meshed as well as radial structure which
works on power flow result of the system and relative distance between buses in
network. Proposed method requires only power flow results and electrical closeness
centrality indices which is a measure of the degree to which an individual is near all
other individuals in a network. The proposed LA method is straightforward without
any intricate computational applications.

1.3 Organization of Paper

The next section confers electrical closeness centrality measures and their use in
proposed LA method. Section 2 discusses relevance of electrical closeness centrality
measure in LA in brief and describes the steps of calculating closeness centrality
and proposed method with an example. Section 3 demonstrates the application of
proposed method in different scenario of microgrid. Finally, Sect. 4 concludes the
work.

2  Centrality Measures and Loss Allocation

Distributed energy generations (DERs) of microgrids are owned by different entity
which necessitates implementation of a robust LA method by distribution system
operator (DSO). In microgrids, generations are sporadic subject to climatic changes
which lead to change in power flow results. With changing generation pattern, the
power flows through different paths of the network changes, resulting into change in
network usage. Electrical closeness centrality is the measure of relative position of a
bus in the network and dependent on system data and power flow results. To change
the loss contribution according to relative position and network usage by individual
participant, electrical closeness centrality is used for allocating loss to generators
and loads.

Electrical closeness centrality measures are calculated by using bus dependency
matrix [41-43], which exhibits dependability of buses on each other present in
network. The method discussed for finding bus dependency matrix in [39] is appli-
cable to both meshed and radial electrical network. A fair LA method needs to take
care of the relative location and importance of any bus in the network, and this
aspect can be included by incorporating centrality index in the allocation method.
The following section discusses the method of determining centrality measure of a
network.
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2.1 Calculation of Electrical Closeness Centrality Measures

The electrical closeness centrality measure is calculated from the bus dependency
matrix which is of order (bus * bus). The bus dependency matrix of any n-bus system
is calculated as Eq. (1) then,

dii di ... dis
doy dy ... dyy,

Dbus_ dep, = : : (1
dnl dn2 dnn

Electrical closeness centrality of each can be calculated by row sum of matrix.
For example, closeness centrality of nth bus will be calculated as

Cl1=dnl+dn2+"'+dnn (2)

The closeness centrality computes the extent of connectivity to which a bus is
in close proximity to all other buses of the network. Electrical closeness centrality
measures are calculated by using bus dependency matrix which is dependent on
system impedance and power flow results. A fair LA method should incorporate the
relative location and importance of any bus in the network, and this aspect can be
included by integrating centrality index in the allocation method.

2.2 Loss Allocation Using Electrical Closeness Centrality
Measures

The algorithm used for allocating loss to each nodes of the network is given as
follows:

Step I: Calculate total loss (Pjoss) Of the system using power flow results.

Step II: Calculate electrical closeness centrality indices (C;) for each bus present
in the network by using bus dependency matrix as discussed in Sect. 2.1.

Step III: Calculate total outgoing power (P;) at each bus present in the system.
Step I'V: Calculate proportional indices (a;) for each bus by using Eq. (3). where
‘N’ is the number of buses present in network.

P;

L 3
>V, PG, @

a;

Step V: Loss allocated to each bus can be given by

Di = Ploss - a; - C; €]
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Step VI: Normalize loss at various buses to calculate loss contribution of individual
loads and generators.

2.3 Validation of Proposed Loss Allocation Method

A test system with five-bus and seven links is considered as microgrid with meshed
topology to demonstrate the applicability of proposed method. Microgrid is inte-
grated with conventional grid at bus 1, and there are two non-conventional energy
resources: solar plant and wind farm with installed capacity of 40 MW and 30 MW,
respectively, connected at bus 2 and bus 3. Figure 1 represents five-bus test system
with system impedance, outflow power and inflow power at each node. The bus
dependency matrix (given below in Eq. (5)) is calculated which depends on the
shortest path and power flow result. Total loss of the system (Pjoss) is 12.6806 MW.

0.0000 4.8650 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.9803 0.0000
Dyys_dep = | 0.0000 0.0000 0.0000 10.7646 0.0000 (5)
0.0000 1.9730 0.0000 0.0000 0.0000
0.0000 4.9730 0.0000 0.0000 0.0000

As described above, the row sum of bus dependency matrix can be used as elec-
trical closeness centrality measures which are C; = 4.8650, C, = 0.9803, C3 =
10.7646, C4 = 1.9730 and Cs = 4.9730 and outgoing power are P; = 142.6805,
P, =149.3261, P; = 64.7077, P, = 111.1685 and Ps = 60.0000 for buses 1, 2, 3,
4 and 5, respectively.

Conventional
Plant

30.3218 [0.08+j0.025 25 9078
—>

44.7077(0.01+0.01] 44 5095
—=  66.6590

8.7999

e
110.9416 [0.08+j0.025] 11.1685 !

52.0499

~ | 109.3260 0.02+j0.03] 112 3587 |

49.0584
5

40MW . 60

Solar
Plant

Fig.1 Meshed structured microgrid with five buses and seven links
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By using Eq. (4), loss allocated to buses 1, 2, 3,4 and 5 can be calculated as p; =
4.2837, p» = 0.9034, p3 = 4.2985, p4 = 1.3536 and ps = 1.8414, respectively. The
fairness of the LA method can be verified as p; 4+ p> + p3+ ps+ ps = 12.6806 MW.

The proposed LA technique can be easily applied to the microgrids where change
in generations is very frequent as it requires very less computational time and is
a very fast and efficient technique. Electrical closeness centrality measures-based
LA method is efficiently applicable to both meshed structured microgrid and radial
topology-based microgrid.

3 Application of Proposed Method

To illustrate applicability of proposed method with variable sources, modified
IEEE 14-bus test system is considered as an interconnected microgrid with meshed
topology. Two different cases with altered renewable generation are considered to
validate the applicability of proposed method in microgrids where alteration in power
flow pattern is very frequent. The following scenarios are considered as microgrid
for analysis of proposed LA method.

3.1 Application of Proposed Loss Allocation Method
with Variable Sources

Case 1: Interconnected microgrid with one solar plant and one wind farm

A modified IEEE 14-bus system is considered in which node 2 is assumed to be
connected with a wind farm of 40 MW rated capacity and node 3 has a concentrated
solar plant of 60 MW rated capacity. A new branch is added between buses 1 and 3
in this modified system, and conventional grid is interconnected at bus 1. Single line
diagram of the modified test system is shown in Fig. 2 with direction of power flow
through the lines. Branch data for the modified system are listed in Table 1.

After power flow, total loss of the system (Plos) is calculated as 4.4700 MW.
After power flow, by using LA technique proposed in Sect. 2.2, loss allocated to
each bus present in the network is given in Table 2.

In Table 2, electrical closeness centrality, outgoing power and loss allocated to
each bus are listed. The method for calculating electrical closeness centrality by bus
dependency matrix is briefly discussed in Appendix A. In Table 2, loss allocated
to bus 8 is zero as neither generator nor load is connected at bus 8 as shown in
Fig. 2. From Fig. 2, it can also be observed that generator connected at bus 6 is not
delivering any power but load is obtaining power. So, the loss is being allocated to bus
6. From results presented in Table 2, it can be concluded that total losses allocated to
generators and loads are 2.463 MW and 2.0068 MW, respectively. So, the proposed
method is not dividing total loss to generators in equal proportional unlike pro-rata
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40 Farm 60

Fig. 2 Modified IEEE 14-bus test system as meshed structured microgrid

method, and this is realized by including electrical closeness centrality indices which
is the representation of relative electrical distance of buses present in network.

Case II: Interconnected microgrid with two solar plants and two wind farms

Again, modified IEEE 14-bus system is considered as microgrid in which both node
2 and 6 are assumed to be connected with a wind farm of 40 MW rated capacity,
and node 3 and 8 have a concentrated solar plant of 60 MW and 50 MW rated
capacity, respectively. After power flow, total loss of the system (Pgs) is calculated
as 2.8777 MW. Proposed LA method is applied to IEEE-14 bus system considered
as microgrid, and results are listed in Table 3.

From the results of Table 3, it can be concluded that total loss allocated to genera-
tors is 1.6671 MW while total loss allocated to loads is 1.2106 MW which indicates
that total loss is not being shared by generators and loads in equal fraction which
was drawback of LA methods related to pro-rata techniques.

From Tables 2 and 3, it is clear that depending on power flow results, electrical
closeness centrality changes. Loss allocated to buses changes depending on power
flow results and electrical closeness centrality but sum of loss allocated to buses is
exactly equal to the total loss of the system.
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Table 1 Branch data of modified IEEE 14-bus system
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From bus To bus Resistance (in £2) Reactance (in €2)
1 2 0.01938 0.05917
1 5 0.05403 0.22304
1 3 0.00000 0.042112
2 3 0.04699 0.19797
2 4 0.05811 0.17632
2 5 0.05695 0.17388
3 4 0.06701 0.17103
4 5 0.01335 0.04211
4 7 0.00000 0.20912
4 9 0.00000 0.55618
5 6 0.00000 0.25202
6 11 0.09498 0.19890
6 12 0.12291 0.25581
6 13 0.06615 0.13027
7 0.00000 0.17165
7 0.00000 0.11001
9 10 0.03181 0.08450
9 14 0.12711 0.27038
10 11 0.08205 0.19207
12 13 0.22092 0.19988
13 14 0.17093 0.34802
4Newly added line

3.2 Application of Proposed Loss Allocation Method
in Microgrid with Radial Topology

A microgrid with radial topology is considered in Fig. 3. It represents a modified
12-bus radial system integrated with conventional power plant at bus 1, and a solar
plant and wind farm are connected at bus 5 and 9, respectively. It is assumed to be
connected with a wind farm of 60 MW rated capacity at bus 9, and node 5 has a
concentrated solar plant of 90 MW rated capacity. Bus 1 is not connected to any
load; only conventional power plant is integrated into the network at bus 1. All the
connected loads (shown in Fig. 3) are in MW. Direction of power flow is shown in

Fig. 3.

After power flow, it has been found that the total loss of the system is 6.8429 MW.
The loss allocated by the proposed method is listed in Table 4.
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Table 2 Results of LA of modified IEEE 14-bus system (with two DERs) considered as microgrid

Bus Electrical closeness centrality | Outgoing power (in MW) | Loss allocated (in MW)
1 9.9971 163.4800 1.0149
2 9.8958 96.4100 0.5924
3 10.8397 127.1300 0.8557
4 9.0000 94.3700 0.5274
5 8.9733 73.5900 0.4101
6 8.9777 41.6400 0.2321
7 9.9524 29.6100 0.1830
8 11.9524 0.0000 0.0000
9 9.9465 46.5700 0.2876
10 10.9456 9.0000 0.0612
11 10.9963 5.8200 0.0397
12 10.9993 7.5300 0.0514
13 9.9993 18.2100 0.1131
14 10.9407 14.9000 0.1012
Total 4.4700

Table 3 Results of LA of modified IEEE 14-bus system (with four DERs) considered as microgrid

Bus Electrical closeness centrality | Outgoing power (in MW) | Loss allocated (in MW)
1 10.8214 71.8779 0.3613
2 8.9686 86.0742 0.3586
3 10.9765 94.2000 0.4803
4 8.9801 58.9536 0.2459
5 8.9929 39.8391 0.1664
6 8.9440 45.3010 0.1882
7 9.9765 66.0341 0.3060
8 12.0000 50.0000 0.2787
9 9.9684 43.0276 0.1992
10 10.9715 9.0000 0.0459
11 10.9717 8.0126 0.0408
12 10.9748 7.7963 0.0397
13 9.9852 19.5840 0.0908
14 10.9666 14.9000 0.0759

Total 2.8777
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Fig. 3 Twelve-bus radial system modified as microgrid

Table 4 Results of loss allocation of 12-bus radial system considered as microgrid

Bus Electrical closeness centrality | Outgoing power (in MW) | Loss allocated (in MW)
1 15.8263 111.8429 1.6618
2 10.8454 110.6288 1.1264
3 8.9293 64.7067 0.5424
4 8.9751 30.0000 0.2528
5 8.8759 90.0000 0.7500
6 8.9586 56.6397 0.4764
7 8.9201 36.3377 0.3043
8 8.9603 15.0000 0.1262
9 8.9071 60.0000 0.5017
10 8.9676 45.0362 0.3792
11 12.3343 35.0049 0.4054
12 16.8483 20.0000 0.3164
Total 6.8429

From the results of Table 4, also it can be concluded that proposed method over-
comes the drawback of LA methods based on pro-rata by sharing 2.9135MW to
generators and 3.9295MW to loads.

It has been also observed from Tables 2, 3 and 4 that LA by proposed method has
not given negative loss contribution to any generators or loads.

4 Conclusions

This paper proposes a simple and robust method for LA in interconnected microgrid
with meshed topology as well as radial topology where generations are considered to
be variable. Due to various non-conventional energy sources in microgrid, power flow
changes very frequently and presence of multiple sources modifies network usages.
Proposed method easily determines loss allocated to each bus for every scenario.
While allocating loss to different buses, the proposed method considers relative
position of buses in the network and requires only power flow solution with network
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data. Electrical closeness centrality measure is used to identify the relative location
of buses present in the network and can be calculated by using power flow results.
The results obtained by proposed method show that electrical closeness centrality
changes according to power flow results and corresponding to that amount of loss
allocated to different buses changes. LA by proposed method includes position of
each load, and generators in the network and loss contribution to generators and
loads depend on the amount of power produced or consumed by them. The proposed
procedure is simple to understand, and its execution is undemanding because it does
not require intricate computational application.

APPENDIX: Calculation of elements of bus dependency
matrix

The computation of bus dependency matrix depends on shortest path between pair
of buses and active power flowing it. In shortest path between pair of bus of power
system network, there will be intermediate buses if selected buses are not adjacent
buses. There may be either single bus or multiple intermediate buses in shortest path.
So, the elements of bus dependency matrix can be calculated by following the steps
written below:

StepI:  Run power flow of the system.
Step II:  Determine the shortest path for each bus pair by assigning impedance as

weights.
Step III: ~ Find the maximum active power in each shortest path, Pst. (See Fig. 4
and Fig. 5).
Start bus Intermediate bus End bus
Py P, m P; P,
- s ] t -
Ly L; L,

Fig. 4 Description of Pst(i) and Pst in shortest path with single intermediate bus

Start bus Intermediate buses End bus

P; P, P; P P; Py
— — —
: L; Ly L,

Fig. 5 Description of Pst(i) and Pst in shortest path with multiple intermediate buses
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Step IV:  Ascertain the maximum of inflow and outflow at intermediate bus within
each shortest electrical path, Pst(i). (See Fig. 4 and Fig. 5).

Step V:  The dependency of bus s upon bus i to transmit power to other buses of
the network can be given by,

t=1
S#EtFiecv

Py, = maxof (P, P», P3, Py)
Py (i) = max of (P2, P3)

Py = maxof (P, Pp, P, Py, Ps, Ps, P, Pg)
Py (x) = max of [max(P,, P3), max(Py, Ps), max(Ps, P7)]
x is the intermediate bus depending upon amount of active power inflow /outflow.

For example, in a 5-bus system, element d14 and d35 are calculated as:

du= Y Pud) _ Po@  Pu@)  Pis(4)

rel235) Py Prp P3 Pys

P (4 P (5 P (5 P34 (5

d35:z 3;)(): 2()_*_ ?()+ 3;()
ety D 31 32 34

The diagonal elements of bus dependency matrix will be zero and its row
summation gives electrical closeness centrality.
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Contingency Analysis of Power Network m
with STATCOM and SVC Gzt

P. S. Vaidya and V. K. Chandrakar

Abstract In the modern era, where the demand of electricity is increasing very
rapidly, for urbanization of country power shortage is a main issue. This power
shortage is becoming a nightmare issues for humankind. So, the interconnection of
different grids is done. Interconnections of different sources may result in various
stability issues due to fault occurrences or due to any outages of any power network
elements. To stabilize the power network during such outage or contingency condi-
tion, power device elements are playing a crucial role. This paper shows the effect
of using STATCOM and SVC as a power device for maintaining stability as well as
voltage profile of power network. Power network simulations are done in PSAT, a
toolbox of MATLAB for IEEE-9 bus network.

Keywords Power flow - Contingency * FACTS - STATCOM - SVC - IEEE 9 bus
network + CPF - MATLAB/PSAT

1 Introduction

Today, the electricity is one of our fundamental needs. As there is an increase in the
population day by day the demand of electricity also increases. Hence, the power
network has to increase the generation capacity of existing network or to build new
power network. The working of new power network is exceptionally costlier choice,
so the upgradation of existing network is an elective alternative. The power network
works close to its basic working points of confinement to fulfill the expanding load
demand. With the increase in demand, power devices are another option to balance
power and demands during various contingency. Control of power network is the
most noteworthy problem to be concerned with. Day by day the network is getting
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complex, and stability issues are getting to be vulnerable. Voltage instability issues
by and large increases as the different stochastic energy sources like solar, wind and
so on are joined to the network. For the secure operation limits of violations of the
power network is monitored by network operator. We can state that the transmission
clog happens, when the breaking points are violated because of sudden increment
in load demand, generation outage or transmission line blackout and so forth. The
network stability and security are influenced because of blockage. Voltage instability
issues can be understood by giving satisfactory reactive power support at proper area
in the network [1]. For these reasons, different compensating devices are utilized by
utilities, every one of which has its own particular limitations and characteristics.
Voltage stability is the capacity of the power network to keep up sufficient voltage
size with the end goal that the actual power exchanged by network load to that will
increment. PV curve is broadly utilized for examining steady and insecure condition.
MATLAB toolbox, power system analysis is used for control and study of power
network. It does analysis like power flow, stability study, time domain simulations
and continuation power flow [2]. Itis used for small and medium of static and dynamic
analysis of power network in MATLAB [3].

2 Overview of STATCOM and SVC

Synchronous voltage source with least and most extreme voltage extent limits is
implied as STATCOM and SVC. It is as shown in Fig. 1a, b.

To compensate the recipient power line voltage, replacing of shunt capacitor bank
isused. STATCOM offers various favorable circumstances over banks of shunt capac-
itors, for example, considerably more tightly control of the voltage compensation and
increased line stability during load variations [4—7]. Static VAR compensator is also
a shunt FACTS device used to control the power flow in a power network. The static
VAR compensator is made of the capacitor banks and air co-reactors connected in

Fig.1 aSTATCOM.bSVC g |, o
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shunt. The air core reactors are connected in series to thyristor. For all intents and
purposes, a STATCOM or SVC is mounted to aid power networks that have a poor
power factor and poor voltage control [8—10].

3 Contingency Analysis

Unpredictable condition in the power network is known as contingency. To main-
tain power network to be secure, it must have continuous power flow with no losses.
Hence, the contingency analysis is performed to ensure the avoidance of crisis condi-
tion and to perform the network at low cost [11]. Whenever the pre determined
breaking points of the power network gets out of limit the network is said to be in
unbalanced condition. These violations of the breaking points result from unpre-
dictable conditions in the network. Contingency in a power network results in insta-
bility of complete power network and affects the reliability, security and continuity
of network. Outage of a transformer, generator and or line, is termed as contingency
[12-17].

The N-R tool is well accepted due to its minimum iteration with rapid convergence.
The N-R method is flexible; hence, the load flow forms can optimize power network
operation.
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Bus 5

Fig. 3 9 bus IEEE network without FACTS device

4 PV Curves Analysis

Figure 2 shows the PV curve, the transform in power from one bus to another bus
which influences the bus voltages are given by the PV curve [18-21]. The power
network is widely operated in the upper part of PV curve.

5 Test Network

Network consists of one slack bus, two PV generators connected in Bus 1, Bus 2
and Bus 3, respectively, as shown in Figs. 3, 4 and 5. The network model consists of
three step-up transformers connected between Bus 1-4, Bus 2—7 and Bus 3-9. The
three loads are connected in buses 5, 6 and 8. The power device, i.e., STATCOM or
SVC, is connected in Bus 5. MATLAB/PSAT software is used for simulation.

The details of test network components are as in Tables 1 and 2.

6 Results

Each line is removed one by one like as a contingency condition in PSAT software,
which results in poor performance of power network. Continuous power flow is done
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Fig. 4 9 bus IEEE network with STATCOM

from which maximum loading parameter is obtained. Detection of severe line or bus
is carried out which results in unstable condition of the network.

6.1 Analysis Without Shunt FACTS Device

Voltages in per unit after line outage are shown in Table 3. Result shows that when
the line between 7 and 8 gets out, the voltage at Bus 5 is very less as compared to
other line outage. Voltages in per unit and voltage phase in radians, at various buses
with line outage without using SVC and STATCOM, are shown in Fig. 6.

6.2 Analysis with STATCOM

Voltages in per unit after line outage with STATCOM are shown in Table 4. Result
shows that the voltage at Bus 5 is increased as compared to other line outage without
STATCOM. Bus voltages in per unit and voltage phase in radians, at various buses
with line outage using STATCOM, are shown in Fig. 7.
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I— Bus 4
Bus 1
Fig. 5 9 bus IEEE network with SVC
Table 1 Generator, transformer and load data
S. No. | Machine Rating
1 Generator 1 247.5 MW, 16.5 kV
2 Generator 2 192 MW, 18 kV
3 Generator 3 128 MW, 13.8 kV
4 Transformer 1 77 MW, 16.5/230 kV
5 Transformer 2 163 MW, 18/230 kV
6 Transformer 3 86 MW, 13.8/230 kV
7 Three phase series RLC load at bus 5, 6 and 8 | 134.62 MW, 94.86 MW, 105.94 MW

Table 2 Power line data

Bus R (pw) X (pw) B (pw)
4105 0.017 0.092 0.079
6t09 0.039 0.17 0.179
5t07 0.032 0.161 0.153
7to8 0.0085 0.072 0.0745
8109 0.0119 0.1008 0.1045
4106 0.017 0.092 0.079
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Table 3 Outage bus voltages without shunt FACTS device
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Bus (pu) | Voltages during line outage without FACTS device

7t08 6t09 [8t09 |4to5|5t07 |4to6
Busl 1.04 1.04 |1.04 |1.04 |1.04 1.04
Bus2 1.025 1.025 | 1.025 | 1.025 | 1.025 | 1.025
Bus3 1.025 1.025 | 1.025 | 1.025 | 1.025 | 1.025
Bus4 0.820 0.782 | 0.868 | 1.030 | 0.886 |0.9985
Bus5 0.536 0.551 | 0.674 | 0.584 | 0.735 |0.9272
Bus6 0.773 0.614 | 0.800 | 0.998 | 0.814 |0.692
Bus7 0.827 0.852 10.779 | 0.915 | 0.9718 | 0.975
Bus8 0.779 0.854 | 0.596 | 0.929 | 0.920 |0.927
Bus9 0.907 0.965 [ 0.973 | 1.001 | 0.955 |0.944

Voltage Magnitude Profile

Voltage Phase Profile

V[p.u]

Bus #

g [rad]

Bus #

Fig. 6 Voltage magnitude profile and phase profile without shunt FACTS device

Table 4 Bus voltages after line outage with STATCOM

Bus (p.u) | Voltages during line outage with STATCOM

Tto8 6t09 8to9 |[4to5 |5t07 [4t06
Busl 1.04 1.04 |1.04 |1.04 |1.04 |1.04
Bus2 1.025 1.025 | 1.025 | 1.025 | 1.025 | 1.025
Bus3 1.025 1.025 | 1.025 | 1.025 | 1.025 | 1.025
Bus4 0.982 0.967 | 0.988 | 1.033 | 0.963 | 1.022
Bus5 0.944 0.937 10.960 | 0.831 | 0.921 | 0.986
Bus6 0.913 0.862 | 0.916 | 1.006 | 0.886 |0.705
Bus7 0.986 0.972 10.939 {0.979 | 0.980 |0.990
Bus8 0.821 0.944 1 0.837 | 0.975 | 0.936 | 0.939
Bus9 0.946 0.998 | 1.006 | 1.017 | 0.975 | 0.951
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Fig. 7 Voltage magnitude profile and phase profile with STATCOM

Table 5 Bus voltages after line outage with SVC

Bus (p.u) | Voltages during line outage with SVC

T7t08 6t09 [8to9 |4to5 |5t07 [4t06
Busl 1.04 1.04 1.04 1.04 |1.04 |1.04
Bus2 1.025 1.025 |1.025 |1.025 |1.025 |1.025
Bus3 1.025 1.025 |1.025 |1.025 |1.025 |1.025
Bus4 0.833 0972 [0.965 |1.030 |0.964 |1.025
Bus5 0.588 0950 |0.957 ]0.626 |0.928 | 0.992
Bus6 0.769 0.864 |0.8465 |0.996 |0.885 |0.724
Bus7 0.838 0.974 |0.8201 |0.925 |0.978 |0.9940
Bus8 0.746 0.9442 | 0.597 ]0.934 |0.933 |0.9449
Bus9 0.895 0998 [0.980 |1.002 [0.974 |0.9566

6.3 Analysis with SVC

Voltages in per unit after line outage with SVC are shown in Table 5. Result shows
that the voltage at Bus 5 is increased as compared to other line outage without SVC.
Bus voltages in per unit, voltage phase in radians, at various buses with line outage
using SVC shown in Fig. 8.

7 Conclusions

In this paper, contingency analysis is done for grid interconnection network.
STATCOM and SVC a shunt power device is used for improving performance of
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Fig. 8 Voltage magnitude profile and phase profile with SVC

power network during line outages. PSAT software is used for testing purpose. The
contingency analysis using N-R method and continuation power flow is carried out
for line outage. From which Bus 5 obtained as weakest bus as compared to other
bus of the network. So SVC and STATCOM are connected at Bus 5 for performance
enhancement of power network at contingency condition. Rating of power device
is decided by considering loading parameter limit of original network. The result
of 9 bus IEEE test network shows that by using STATCOM and SVC shunt power
device increases the voltage level of bus and improves performance of the network
at contingency condition.
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Comparative Analysis of Modified Firefly | m)
Algorithm with Firefly Algorithm MPPT | @
for PV Module Under Partial Shaded

Condition

S. Sachin, Anusha Vadde, and Sowmyashree

Abstract Photovoltaic (PV) modules will decrease their output power when they are
subjected to partial shading conduction (PSC). Hence, there are different maximum
power point tracking (MPPT) controlled algorithms designed to decrease the shaded
effects on PV module. Firefly algorithm (FA) which is known as meta-heuristic
algorithm is introduced, to get global maximum power (GMP) in PSC conduction.
Even though FA can successfully trap GMP, there are some problems which affected
the operation of MPPT. This paper helps to overcome the operational problem by
comparing modified FA (MFA) with the existing FA. This MFA can reduce the
number of total computation operation, and GMP time is converged for the present
FA requirement. Simulation results exhibit that the proposed technique can track the
global power (GP) under different PSC, the converging time is quick, and the voltage
and power variations are reduced efficiently with MFA.

Keywords Maximum power point tracking (MPPT) - Maximum power point
(MPP) - Partial shading (PS) - Partial shading conduction (PSC) - Photovoltaic
module (PVM) - Firefly algorithm (FA) - Modified firefly algorithm (MFA) -
Global maximum power (GMP) - Local maximum power (LMP) - Continuous
conduction mode (CCM) - Global power (GP) - Single-ended primary-inductor
converter (SEPIC)

1 Introduction

In PV module, the output power keeps changing with change in the environmental
conditions such as irradiation of the sun and temperature of the cell due to which
the efficiency of the PV module is reduced [1]. During non-sunny days, the effect of
irradiation of sun will be lower which results in PSC effect. The shaded cellsina PVM
work as a load; when it is reverse bias, it leads to hot spot in PV cells. To reduce this
effect, the generated current by a non-shaded cell will be conducted through bypass
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diodes in a PV module [2]. Overall, the bypass diode will alter the power, voltage
and current characteristics of (P-V) and (I-V). To get effective operation of PVM,
it is necessary to track GMP. A converter is required to enhance and controls the
voltage and power from PV module.

A DC to DC converter is used to increase the voltage at the output. The switching
opeartion of the converter is mainly dependent on values of inductance and capaci-
tance. SEPIC converter has more effective switching operation when compared with
Buck-Boost converter and Cuk converter [3].

To regulate voltage, power and current the perturbation method is used. The
difficulty in this method is to differentiate between LMP and GMP. Due to LMP,
power loss is high. The implementation of firefly for MPPT under PSC results in
better performance than perturbation & observation method (P&O). FA leads to
decrease in the efficiency of the PVM; for every iteration, the computation time is
more, and if the movement of fly increases, then the brighter fly will increase. Because
of this, the tracing time/oscillating time will be excessively high for GMP. Hence,
this paper will improve the existing FA by reducing the tracing time/oscillating time
and enhance the overall system efficiency.

2 Block Diagram

The proposed system which includes PV module, SEPIC converter, MPPT controller
and a load is connected as shown in Fig. 1. The PVM is connected to the SEPIC
converter, to meet the load requirement. The FA is modified to track maximum power
from the PVM and also reduce the oscillation time by which the efficiency can be
increased.

PV Module  |—=> Ss"rsl;ep‘}zr —|  Load

[

Modified Firefly
MPPT

Fig. 1 Block diagram of the designed system
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2.1 Design of Photovoltaic Cell

The solar panel is designed for 20 W. The modeling is based on the electrical char-
acteristics of the panels and provides information about the operational state of the
system. The voltage of 36 V and a current of 0.66 A are developed in a photovoltaic
cell.

2.2 Design of SEPIC Converter

Peak-to-peak ripple current at minimum voltage of approximately 40% of the average
input power is considered. Inductor input current is determined using Eq. (1).

v,
Al = Toy x —2 % 40% 1)

in(min)

L, and L, are chosen as inductor ripple current, and the peak ripple currents of
L, and L, are computed using Eqs. (2) and (3).

Vout + Vb 40%

1 = loy X — 1 2
L1(p) ¢ X Vi X( t ) (2)
40%

IL2(peak) = lout X 1+ ) (3)

The forward voltage drop of the diode is considered as Vp, and SEPIC converter
is operating in CCM. The maximum and minimum duty cycles are stated in Egs. (4)
and (5).

Vour + V.
Diin = 2020 )
Vin(max) + Vout + VD

\% V
Doy = ——2 2D 5)
Vin(min) + Vout + VD

Power metal-oxide-silicon-field effect transistor (MOSFET) selection is based on
MOSFET peak current which is in Eq. (6) and root mean square (RMS) current
through switch is in Eq. (7).

Loipy = 1ip) + Lo (6)

(Vout + Vin(min) + VD) X (Vout + VD)
Io1(p) = low (7)

V2

in(min)
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Tabl.e 1 ,SEPIC converter Parameter Characteristics Specification
specification

Vin Input voltage 36-110 V

Vo Output voltage 110V

Ly Inductor 12.3 mH

Cq Capacitor 0.01 mF

Ry Load resistor 605 Q

F Frequency 10 kHz

P Power 20 W

Selection of output capacitor is based on the capacitor output RMS current which
is,
Icout(rms) = Ics(rms)

Peak-to-peak ripple is assumed as 2% of equivalent series resistance (ESR). The
capacitor at the output end is in Eq. (9).

Vri x 0.5
ESR, < — 1P == @®)
Iy + 2
Capacitor is
Coul 2 Ioul X Dmax (9)
Vripp]e x 0.5 x fsw
Input capacitor selection:
Al
= (10)

Ic,@ms) = 5

Output diode selection:

The measured reverse voltage should be greater than sum of input and output
voltage (Vin + Vour), and diode average current at maximum charge is always equal
to the output current (Table 1).

2.3 Proposed Algorithms

The process of firefly and modified firefly algorithms are explained in flowcharts.
Firefly, MPPT algorithm has been used for simulation. The effectiveness can be
figured by tracking the proportion between yield power and most extreme intensity
of the PV array under steady-state conditions [3].
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There are two sensor hubs, one is yield voltage sensor to detect the yield voltage
and the other is yield current sensor to detect the yield current of PV array. Detection
of current and voltage happens simultaneously based on listed conditions:

2—{, > 0 The voltage is less than MPPT (left of MPPT)

AL —( PV voltage = MPPT Voltage
< 0 The PV voltage is greater than MPPT voltage (right of MPPT).

2l

Here, I and V refer to PV current and voltage, respectively. There are three factors
that predominantly influence the execution of any PV system which are sun powered
light, surrounding temperature and load conditions [4]. The drawback of this method
is the MPP is lost, due to the change in isolation level based on the solar irradiation.

The progression with that PVM yield voltage Vpy and yield current /py is recog-
nized. At that point, power is determined as P(n) and the estimated value of the past
example is P(n — 1) yielding AP. If the MPP is % > O or % < 0, working point is
moving ceaselessly from MPP as shown in Fig. 2. The drawback of P&O algorithmic
program the voltage of MPP is half tracked to fulfill (S—C) py =051

Firefly Algorithm

The PV voltage is the managed variable, which is simple to actualize as the MPPT
controller can rapidly choose the underlying focuses [6], according to the level of
open-circuit voltage (V). Obligation cycle is likewise a controlled variable, so it
should likewise be possible along these lines.

The FA strategy has three major assumptions. Initially, firefly will always move
toward brighter side, and they are genderless also progressively appealing in single
until that every one of them had been thought about. Also, the engaging quality of
a firefly relies upon their brilliance, which is identified with the separation among
itself and different flies [7-11]. Be that as it may, the separation between them

P A d—P =0
av
Left of MPP C Right of MPP
B dp
v >0

A

i | 1 | | .

> Vmpg -« Vv

Increase Vpv Decrease Vpv

Fig. 2 Power—voltage (P-V) graph of a MPPT
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will increment because of which flies move away the air. Pgpest 1S refreshed by
positioning the fireflies. From the target of the given capacity beneath the light force
of firefly is resolved. Scientifically, the FA calculation can be communicated by three
conductions. ‘B’ is given by the expressed condition.

B(r) = Boexp(—Yr™),m > 1 (11)

where f is the underlying allure when r is equal to zero, where r is the separation
of two fireflies, Gamma (y ) is an ingestion for the coefficient to control the decrease
of light power, and whole number is given by ‘m’. The assessment of separation of
two flies i and j, which are positioned at x; and x;, is characterized by Euclidean
separation.

d

ri =l = x| = Y0 =100k —x,0? (12)

k

where x;, k and x;, k are the kth part of the spatial directions of the ith and jth firefly,
respectively. The quantity of measurements is d. The resolved of a development of
firefly is in Eq. (13).

—-Tr? 1
x; = x; + Poe” i, (xj — x,-) + o - randnE (13)

where o € [0, 1] and randn is an irregular bother esteem. Equation (13) explains
that the inadvertent of more brilliant firefly will be influenced by the development of
fly. The inadvertent gives decent method for the fly to go far from neighborhood for
searching the pursuing for worldwide calculation. By using MPPT, the value of V¢
can be found. In this manner, the status of (x;) in Eq. (13) ,is determined. The V. is
dependent on the 2nd and 3rd term from Eq. (13).

The fireflies are instated and assessed in a progressive way on the grounds that the
converter can react to just each order in turn. When V¢ is applied, and N is initialized
to the quantity of firefly, the positive number is N. In additional, to the worldwide
most extreme force, Pgpest 1S instated by the force level and the positioning will be
given by it. Note that the force is a result of estimated voltage (Vpy) and current ({py).
At that point, the code will continue to the settled form of circles. The internal circle
has a power of the fly I is a lot of irregular worth. This settles circle will be continued
till all flies are looked with each other. From the instance MPPT, ‘d’ will be equal to
1

r[j = (X,' —Xj)2 (14)

The Pgpest is refreshed by positioning the fireflies. The terminology used in
flowchart is shown in Fig. 3 according to Table 2.
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Initialize number of firefly,
initialize Vy.opand N

v

| Pebestls obtained |

»l

v
| - |
Update Rank all No
Prpest fireflies
Yes
L Power
Pyyi for firefly is finded by multiplying V,; and Ly,
»] Yes
Power Pp,; for fly
(j # 1) is finded by multiplying P, ; and I,
v
The firefly attracted towards each other and
distance between them is finded
Randomly
for Pw, iz va.!? Sat Vre,f
j=i+l
A 4
END Vyer will be updated
¥

Fig. 3 Flowchart of firefly algorithm

Table 2 Terms used in PV .
PV modul FA algorith

module and FA algorithm mocure agontim
Reference voltage (Vref) Position of firefly
Difference in voltage (A Vi) Distance between fly
Exponential function of AV ¢ Attractiveness of fly
Power of module (Pyy) Brightness of firefly
Global maximum power (PGpest) Brightest firefly
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Modified Firefly Algorithm

Toward the brightness of firefly, the position of each firefly will change. This is due to
comparison of firefly with each other and has a movement; this is shown by Eq. (13),
and this is the biggest drawback of FA.

The MFA flowchart is similar to the present FA flowchart. The program is initial-
ized to form a loop. The fly; (P,,;) and fly; (P,,;) are the intensities of flies which are
calculated. In the first loop, Pp,; and P, ; are compared with each other for finding
which fly is brighter and L is the number of flies. The updated x; is the brighter fly
than other fly. With respect to average value, the x; will be updated. According to the
modified firefly flowchart shown in Fig. 4, it finds the average of all firefly, and then,
each fly will be compared with each other. Hence, the number of computations are
decreased compared to FA.

3 Characteristics of the Proposed System

Switching characteristics of SEPIC converter, oscillating time and efficiency plots
for the system are detailed in Sects. 3.1, 3.2 and 3.3.

3.1 Switching Characteristic of SEPIC Converter

A DC-DC converter has their own switching characteristics. The factors such as
input pulse, inductor current, output current and voltage across capacitor affect the
switching operation of the converter.

A SEPIC converter is built with an input and output inductance of 12.3 mH and
capacitance of 0.01 mF for aload of 605 2. The input pulse for the SEPIC is given for
0.0001 s. The first and second inductor currents are 1.1 A and —0.1 A, respectively,
and capacitance switching voltage is 30 V for the input voltage of 36 V. The switching
characteristics are as shown in Fig. 5.

3.2 Characteristics of Firefly Algorithm

Firefly algorithm is designed for increasing the efficiency of the PV module which
is designed for the input voltage of 36 V as shown in Fig. 6. The output voltage is
reduced at 0.25 s and maintains 90 V further simulation time as shown in Fig. 7 and
the output current of 0.17 A as shown in Fig. 8. The system will be under damp
condition; hence, the time taken for oscillation will be in the range of 0.25-0.33 s.
Therefore, settling time is more; hence, the overall efficiency of the system is around
89% as shown in Fig. 9.
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Begin

Initialize the number of fire-
flies, initialize V,,f and n

3
Find P Gbest
1
Y
Initialize i=1
No Initialize [.=0
Set  |e— Update
U Rank No T
et all fire-
P flies Evaluate to
Ghest
X ijavg
Yes Yes 3
Power Pyy;. for firefly is to funded by multiplying Initial:
dlIpy
Vpvian P ize Xjavg

3

Power P, for firefly
(j # 1) is finded by multiplying P,, ;and L, ;

END
L=L+1

Fig. 4 Flowchart of modified firefly algorithm
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3.3 Characteristics of Modified Firefly Algorithm

Modified firefly algorithm is designed such that the number of iterations is reduced
for the same input value. Hence, by which, the oscillation time is reduced leading
to increase in overall efficiency of the system as shown in Fig. 13. To achieve the
maximum efficiency from MFA, the average of all firefly at a time will lead to
reduction in iteration. The oscillation time taken for settling is around 0.25-0.29 s.
Hence, the overall system efficiency is increased. For the given input voltage of 36 V,
the output will be 110 V and the output current is 0.18 A as shown in Figs. 10 and 11,
respectively. Figure 12 represents the input and output characteristics of modified
firefly algorithm.
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Table 3 Comparison of oscillation time for FA and MFA algorithms of SEPIC converter

Types of algorithm applied for SEPIC | Oscillation time ins | Overall system efficiency (%)
converter

Firefly 0.25-0.29 89
Modified firefly 0.25-0.27 96

4 Conclusions

This paper analyzes and compares MPPT system to follow the GMP for FA and
MFA. The methodology presents calculation and utilization and normalizes the fire-
flies toward the point while not meandering toward all the more brilliant flies. The
consequences of all the calculation procedures are given in Table 3.

The results are shows that the proposed firefly algorithm is better than firefly
calculation in oscillation time and furthermore decline the amount of tasks per cycle
with referred to Table 3. Modified firefly calculation has more proficiency than firefly
calculation where occurrence of quick light changes.
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Active Power Control for Single-Phase )
Grid Connected Transformerless ek
Inverter Photovoltaic System

Janardhan Gurram@®, G. N. Srinivas, and N. N. V. Surendra Babu

Abstract The level of increase in the trend of power conversion technology has
made unbelievable dependency on renewable energy sources like solar, Wind etc.
Besides the availability of abundant resources, increased efforts to harness the power
out of wide variety inputs is phenomenal. Solar PV stands in first row now and for
years to come, due to its availability at substantial cheaper cost, less maintenance,
and a competitive efficiency over past few decades. Transformerless inverters for grid
connected system are found to be beneficial in terms of space, cost, and efficiency
constraints of the inverter. Though an inverter with transformer will provides galvanic
isolation which can be made possible without transformers by decupling ac and dc
side of the inverter at regular intervals by incorporating extra switches on either side of
the inverter which will be considered as different topology of inverter, subsequently
by applying different switching modulation techniques. The paper considers the task
of active power control in grid connected transformerless inverters using Highly
Efficient Reliable Inverter Concept (HERIC) inverter to transfer the power from DC
side of the inverter to AC side i.e. grid using MATLAB/SIMULINK. It also gives an
impact in realizing the control strategy of injecting active power to grid. It emphasizes
on filter requirements for grid connected PV system to feed sinusoidal current to grid
by reducing unwanted harmonics into grid.

Keywords Transformerless inverter - HERIC - Grid connected inverter
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1 Introduction

The ever-increasing demand for power over past few decades, has made researchers
and industry to concentrate on alternatives of energy resources. Continuous evolution
in technology took the research to a new pace [1]. Adding to the abundant natural
resources like solar, wind, biomass, etc. Efficient power conversion techniques, raise
the curtains to harness the power from renewable energy sources. The dominance of
Solar Photo voltaic (PV) has shown the path to renewable energy market [2]. This
is because, solar PV provides clean energy at increasingly lower prices, less main-
tenance and high efficiency when compared with its counter parts in the renewable
energy. The cost of solar PV is decreased due to its production in large scale [2]. The
PV produces direct current i.e. DC, which is to be converted into alternate current
i.e. AC to feed it to the utility grid. General grid connected inverter include either
a low frequency transformer on AC side of the inverter or a high frequency trans-
former on DC side of the inverter which facilitates galvanic isolation between DC
side and AC side of the inverter [3]. However, inclusion of transformer makes the
system expensive, occupies larger space, causes increase in losses there by reduction
in efficiency. Transformer can be avoided to overcome all the disadvantages that
listed in inverters with transformer, but at the cost of galvanic isolation [4—6]. Due
to absence of transformer, a leakage current is made to flow from PV module to the
system, which is caused by the existence parasitic capacitance between PV module
and ground [4]. The harmonics in grid current will be increased by the rise in leakage
current, which will further create electromagnetic interference.

Standards are framed for maximum permissible leakage currents that can be
allowed is 10 mA beyond which grid must be disintegrated from PV with in 0.3 s.
as shown in Table 1 [7].

The bridge inverter with half wave output can remove leakage currents, but it
requires double the input voltage than that is required in case of a full bridge inverter
for the same output voltage of 230 V AC [8].

Table 1 Lealfage . Leakage current in A Grid disintegration time in sec
current-grid disintegration

0.03 0.3

0.06 0.06

0.1 0.14
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Fig. 1 Transformerless inverter

2 Grid Connected Inverters

2.1 Transformerless Inverters

With the advent of transformerless inverters, there has been a remarkable progress in
in research. A schematic of transformerless inverter is shown in Fig. 1, which indi-
cates PV is connected to grid without a transformer [9]. A filter is connected between
inverter and grid to obstruct the noise that may enter the grid. C;, C, are parasitic
capacitance formed between PV module and ground [10]. The leakage current in grid
connected transformerless inverters can be eliminated by employing various inverter
topologies like H5, H6, HERIC improved H6 etc. [11]. The problem of leakage
currents can also be addressed by applying variety of pulse width modulation (PWM)
schemes in addition to the use of different inverter topologies. Bipolar sinusoidal
pulse width modulation can reduce leakage current by maintaining constant common
mode voltage. However, due to high switching losses, efficiency of such inverter
is low. To counter this problem of leakage currents, many inverter topologies are
presented in literature. Though literature includes the classification based on multiple
factors, H-bridge transformerless inverters broadly categorized based on decoupling
strategy i.e. AC side or DC side of the inverter [12]. H5, H6 inverter topologies will
use DC side decoupling, whereas HERIC falls under AC side decoupling [13, 14].

In this paper HERIC inverter is used to analyze active power control into grid and
filtering requirements.

2.2 HERIC Inverter

This topology shown in Fig. 2, combines the advantage of three level output voltage
in h bridge inverter with unipolar pulse width modulation with reduced variation
in common mode voltage in the inverter that uses bipolar pulse width modulation
[15, 16]. Thus, without much effect on common mode voltage, efficiency can be
improved.

During positive half cycle of load or grid voltage T6 is turned on T1 and T4
switched on at same time with switching frequency giving rise to positive output
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Fig. 2 Grid connected HERIC inverter

voltage while making T2, T3 are in off state. During active vector, PV supplies
power to grid, whereas in zero state T1, T4 are in off state making the current
freewheels through T6 and DS5. During negative half cycle of grid voltage, T6 made
off by turning on T5. In active vector state of negative part of the cycle T2, T3 are on
to feed current form PV to grid. In freewheeling mode, i.e. zero state vector, current
flows through D6, T5. Depending on positive or negative half cycle, by turning on
either TS or T6 and keeping T1 through T4 in off, thus making the output of the
inverter shorted and isolated form PV. L;, L,and C in the circuit are filter inductance
and capacitor, respectively [17, 18].

3 Principle of Power Control

The main function of grid connected PV system is to inject active power to grid. In
addition to active power control, the control scheme gives the intense idea of reactive
power control. In grid connected PV system power control is done by varying phase
angle § between inverter output voltage Vi, and grid voltage Vg as shown in Fig. 3
[19, 20].

By varying phase angle ¢ between inverter output voltage and inverter output
current /, variation over the power factor can be achieved, which subsequently attains
the control over, active and reactive power as shown in Fig. 4 [19]. The active power
injected into the grid by the inverter for a fundamental sinusoidal wave is given by
the following equations [7].

Vri .
P =29 (v .siné) (1)
oL
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2

3)

Power factor is determined as shown in the Eq. (3) where V4 is dc link voltage,
m is the modulation index. Equation (2) indicates that inverter voltage magnitude

influences the control of reactive power [4].

3.1 Control Implementation

To feed active current to grid from an external source like PV which is inherently a
DC supply, it is required to analyze grid parameters and inverter output parameters
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like voltage, frequency, and phase angle [13]. It is required to control phase angle
between output voltage of inverter and grid voltage to feed active power to grid. To
supply reactive power to grid a distributed static compensator with a converter circuit
is used whose voltage magnitude of the inverter is varied. In either of the cases, of
controlling active or reactive power to grid, a decoupled control of d-axis and g-axis
components of currents is employed and are controlled separately as shown in Fig. 5
[12].

The voltage and current form the PV are fed to the maximum power point tracking
(MPPT) converter, whose output will generate current which is compared with a
reference value and is passed through proportional integral (PI) controller that in
turn generates voltage vector and is fed as one of the inputs to the block that converts
rotatory state of reference frame to stationary frame of reference framei.e. V-V, to
a B transformation [9]. Similarly, reactive component will generate a proportional
voltage vector as the second input to the block.

Phase angle to be fed to the transformation block is derived form phase locked
loop (PLL) as shown in Fig. 6a. Generation of reference current /4, I, derived from

Va |1= I
»| Phase Phase >
>

Ii"

Ves Shift I j Shift - aﬁror.'ql

i ]:'
Te

Fig. 6 a Determination of phase angle. b Reference currents generation

(b)
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grid also shown in Fig. 6b. In Fig. 5, the inverter is of HERIC type whose pwm
control signals are generated by comparing stationary reference frame sinusoidal
voltage signal with that of high frequency carrier signal. To provide orthogonality in
single phase currents a phase shift of /2 radians is created with the help of a delay
function [7, 9, 10].

Veia =V - Sin wt 4

Igrid =V - Sin (wt + 0) (®)]

Grid voltage or current will generate a orthogonal vector to represent o8 frame
of reference. Clarke’s transformation matrix is is used to convert stationary vectors
a B to synchronously rotating reference vectors d—g. Clarke transformation matrix is

given by Eq. (6).
|:d] _ |:COS(9) sin(6) ][a] ©)
g | [cos®) —sin@®) || B

To generate o § stationary vector frame from d—q rotating vector Park’s transfor-
mation matrix is used given in Eq. (7).

[a:| _ |:cos(6) —sin(9)1||:d:| 7
B cos(f) sin(f) q

The phase angle 6 required for the above transformation is found from grid voltage
transformation as shown in Fig. 6b [10, 11].

The active component of current of Id is compared with reference current 7, the
error is fed to PI controller which make error zero so that required active power is

fed to the grid. During this time, current / q* is made zero as reactive power control
is not in the focus of the paper.

4 Filter Requirements

The cut off frequency of the filter used at the output side of the grid connected
inverter should be 10 time of the grid frequency and 1.5 times of converter switching
frequency. For an LCL filter to be used, the value of inductor on inverter side filter
is given by the equation [9] as shown in (Fig. 7).

Ve
Liny = 8
" 16 x fv X AIL—max ( )
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V4c 1s the dc link voltage at the input side of the inverter, f; is switching frequency
Al _max ripple current that should be 10%.

Lgrid =rxLi (9)

Lgyiq is grid side inductance and L; inverter side inductance where r is the factor
of proportionality usually 0.6.

C =0.05x Gy (10)

where

1
Ch= —— 11
b wn X Zy (in

Z), is base impedance and C is the filter capacitance.

Filter values, L4, Liny are grid inductor, inverter inductor and C is the capacitance
value calculated from above equations, values found as Ly = 4 mH, L;,y = 4 mH
and C = 6.6 nF.

5 Simulation Results and Analysis

The output of the of the inverter, has three level voltage, the ripple current is very
minimum, and the frequency of the inverter is same as switching frequency. Inverter
produces very small leakage current as the common mode voltage is found to be
zero. The simulation is carried for the parameters shown in Table 2.

Figure 8 indicates common mode voltage, proving that its value for HERIC grid
connected inverter is constant whose value is 250 V in this case for a DC voltage
of 500 V. The leakage current depends on the variation of common mode voltage
across parasitic capacitor which shown as constant so that leakage current is zero as
shown in Fig. 9.
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Table 2 Simulation Simulation parameter Value
parameters [3]
DC input voltage 500 V
Grid Voltage 230V
Grid frequency 50 Hz
Switching frequency 2.4 kHz
Filter Grid inductor Lgyig 4 mH
Filter inverter inductor Li,y 4 mH
Filter Capacitor 6.6 uF
Parasitic capacitance 0.1 uF
Active power rating 3000 W
Comman mode wkage
- T T ! ! ! T ' '
oo} .
% 150 H
£ : :
e I —
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Fig. 8 Common mode voltage
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Fig. 9 Leakage current in HERIC grid connected inverter
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Figure 12 shows the grid voltage along and current that is fed from inverter
indicating voltage and current arein phase. The current profile is shown under steady
state condition and it is in phase with voltage wave form.

The output voltage of HERIC inverter shown in Fig. 10 with a dc peak value of
500 V and a switching frequency of 2.4 kHz. Figure 11 indicates the inverter output
current with the application of LCL filter shown in Fig. 12.

Active power fed to the grid from PV system after a maximum power extracted
from the system, shown in Fig. 13 with a value of 3000 W. Simulation is carried for a
Dc voltage of 500 V, resulting a voltage equals to grid voltage so that synchronization
between grid and inverter. The switching frequency of the inverter used as 2.4 kHz,
a passive LCL filter is used to gain reduced harmonics in the system.

n Vel

Output Vtage

Tewe (saconds)

Ieeeter current

Inv arter currest (Amga)

ars

Time (seconds)

Fig. 11 Inverter output current



Active Power Control for Single-Phase Grid ... 155

Gind woltaga/cument
2% — — T T r s -

Py
Carrent

200
150
100 e fererers

EaA 0

§ \

8 o} . .

3

> i i A

£ - .

> 00} -
1ok e il "
"o}~ n
w0 L L 1 | 1
e 06 [ 0.6 [XT] o7 o 0T 0.76 o 04

Tima (seconds)

Actae Power
T T T T T
i 5 i
H : .
& : ;
%00 i i i i i i
e L) L e3 o4 0s 08 L] (1] 9
Tirw (saconds)

Fig. 13 Active power supplied by PV

6 Conclusion

Transformerless inverters will give increased efficiency which when compared with
the inverters that consisting transformer. HERIC inverter is found to be one of the
most effective converters for grid connection as the common mode voltage is constant
for this topology and thus leakage current is minimum making a low electromagnetic
interference. A simulation is carried to find the leakage current and to inject the active
current form PV to grid.
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Data Modeling for Energy Forecasting )
Using Machine Learning L

Monika Goyal ® and Mrinal Pandey

Abstract The consumption of energy in enormous amounts is one of the prime
areas of concern for the researchers globally. The focus is on buildings as they
are the biggest consumers of energy. The analysis of energy consumption pattern
of buildings diverts our attention toward the heating, ventilation, and air condi-
tioning system which according to studies accounts for maximum energy consump-
tion within buildings. This research employs several regression techniques to predict
the energy consumption of HVAC plants. The algorithms from various families of
machine learning like linear models, function-based learning models, lazy learning
techniques, and tree-based techniques were applied on the dataset obtained from a
commercial building and the results were evaluated and compared based on perfor-
mance metrics—root mean square error, mean square error, mean absolute error,
and coefficient of determination. The interpretation of results obtained shows that
K-nearest neighbor model from lazy learning family outperforms other regression
models with reduced errors and improved accuracy.

Keywords Energy forecasting - Machine learning - Regression

1 Introduction

The consumption of energy within buildings demands focused analysis since several
studies worldwide prove buildings to be the largest consumers of energy. Build-
ings are accountable for nearly 40% of the whole energy consumed in different
sectors [1-4]. Apart from buildings, industry and transport account for major energy
consumption. To handle the prevalent problem of energy wastage and to conserve
energy for the generations to come, the consumption of energy in buildings must
be analyzed. Research on energy consumption patterns within buildings reveals that
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the largest portion of energy, i.e., 40-50% is consumed by heating, ventilation, and
air conditioning (HVAC) system [5, 6]. This motivates the researchers to focus on
energy consumption by the HVAC system.

The purpose of HVAC system is to maintain the required ambient temperature
in a building. Several components contained in HVAC system are chillers, cooling
towers, primary pumps, and secondary pumps. Each component consumes energy
to operate and perform its designated task. All HVAC components collaborate to
maintain temperature and control relative humidity, thereby providing comfort to
the building occupants. This increases the complexity of the problem as energy
consumption is to be optimized without compromising on occupant’s comfort.

Machine learning has been quite popular and effective in dealing with the issue of
energy consumption in buildings. Regression techniques are efficient in predicting the
energy consumed by HVAC and by buildings. There are many regression techniques
with different features and they can predict results with reduced errors and improved
accuracy. Although regression models have been applied in previous researches for
energy prediction in buildings, very few models have been selected in each study.
This research aims at applying various regression models on a real dataset of the
cooling tower of a commercial building and analyzes the obtained results. Various
parameters of cooling tower, i.e., dry bulb temperature, wet bulb temperature, relative
humidity, cooling tower inlet temperature, and cooling tower outlet temperature were
fed as input to the regression models, and the models predicted the power consumed
by the cooling tower. The results obtained from each of the models were evaluated
using certain well-known performance metrics- RMSE, MSE, MAE, and R-squared.
The objective of this study is to explore various well-known regression models and
analyze their performance by applying all of them to the same dataset.

Further in this paper, literature review is presented in Sect. 2 and overview of
machine learning techniques used in this research are presented in Sect. 3, followed
by research approach in Sect. 4. Section 5 describes the experiments performed and
results obtained followed by Conclusion in Sect. 6.

2 Literature Review

Numerous studies can be found in literature where the researchers have applied
machine learning techniques for predicting the consumption of energy in buildings
and efforts toward optimizing its use. Machine learning techniques can be broadly
classified into unsupervised techniques and supervised techniques. This section
describes the application of various techniques from these two categories. Table
1 explores the work done by applying unsupervised machine learning techniques in
the area of energy consumption and optimization in buildings. The application and
results obtained after applying supervised machine learning techniques are described
in Table 2 [7, 8].
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3 Machine Learning Techniques

Machine learning [25] is a concept that refers to making a machine learn, such
that it behaves in a certain way when a particular type of input is fed and gives
results accordingly. Classical machine learning techniques include the base models
for prediction like multiple linear regression, support vector machines, K-nearest
neighbors, artificial neural networks, etc. These techniques can be used to perform
classification as well as regression. The algorithm families are described as follows:

3.1 Linear

In the linear regression model, a linear relationship exists between the variable to be
predicted, known as the response variable or target variable, and one or more predictor
variables that are fed as input to the algorithm. The linear model is expressed by the
following Eq. (1).

E[Y]1=0(X;, Xay...... Xx) (1)

where Y is the response variable and X, X5, ... Xk are predictor variables [26].

From the family of linear regression models, multiple linear regression has been
chosen for experiments in this paper. Multiple linear regression is similar to simple
linear regression, in which the response variable is dependent upon only one predictor
variable. In MLR, predictor variables are more than one and processing is done on
all the predictor variables to predict the response. The interpretation of results of
MLR is comparatively complex, mainly due to correlation among predictor vari-
ables. For better predictions, the predictor variables should be chosen very carefully
such that relevant ones are not missed and irrelevant ones are not used. The various
indices which can be considered during MLR interpretation are regression weights,
zero-order correlation coefficients, structure coefficients, relative weights, product
measures, all possible subsets regression, dominance weights, and commonality
coefficients [27].

3.2 Function Based

Also known as kernel-based learning models, these are robust and efficient. In these
models, data points are embedded into a vector space known as feature space and
relationships are derived among those points. The concept can be understood by
Eq. (2)

A(x) = (D (x), Br(x), ..., By ()" @)
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where (J(x) is called feature vector.
{x 1x € Rd} is the feature space and N > d

@: R — RV 3)

Equation (3) defines a function called feature map.
For a given feature map, associated kernel function k can be defined as in Eq. (4)

k(u,v) = 3w)"@(w) u,veR? 4)

where k : RY + RY — R.

In kernel-based models, output depends on the selection of the appropriate kernel
[28]. From this family of learning models, support vector regression has been chosen
for this research. Four kernel functions related to SVR namely radial, linear, sigmoid
and Polynomial have been implemented and compared.

3.3 Lazy Learning

Also known as “Memory-based Learning”, this method defers the processing of
training dataset until a requirement to respond to a query arises. It employs a
distance function to measure relevance and the nearby data points are considered
more relevant [29]. K-nearest neighbor was chosen from the family of lazy learning
to perform experiments for this research. It takes into consideration “k” number of
closest instances in the training dataset to predict the value of the unknown instance.
These k instances are found by applying a certain distance metric such that they are
the k-nearest neighbors of the unknown instance [30]. The value returned is obtained
after averaging the values of k-nearest neighbors [7, 31].

3.4 Tree-Based Learning

Tree-based models recursively partition a training sample over its predictor attribute
space and fit a simple function to each of the resulting subgroups [32]. The algorithms
selected from the tree family are random forests and classification and regression tree
(CART).

Random forests are a tree-based technique where each tree depends on a set of
random variables. For predicting a continuous variable using random forests, the
trees are grown depending on 6, a random vector, in such a manner that 4(x, 8) which
is the tree predictor that takes on numeric values. The values of the response variable
are numeric and it is assumed that the training sample is drawn independently from
the distribution X of random vector Y [7, 33].
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In CART, the regression tree is constructed by finding the heterogeneity existing
in the dataset and then purifying the dataset. When the tree is grown, the split point
and splitting attribute are determined by minimizing the mean squared error [32].

4 Research Approach

The energy consumed by HVAC indicates the overall energy consumed in buildings,
because as mentioned earlier, HVAC is the largest energy consumer within a building,
and buildings are the largest energy consumer worldwide. Therefore, the prediction
of energy consumed in buildings is important and various ML techniques have been
employed on historical records to forecast the future energy consumption. This study
analyzes the records of various parameters related to cooling tower, which is a primary
and important component of the HVAC plant and employs several techniques from
various families in machine learning to predict the power consumed by cooling
tower. The methodology followed in the research is shown in Fig. 1. Each phase of
the methodology is explained in this section.

Fa N
Data Collection and Analysis
~
4 ™y
Data Pre-processing
- =
Data Partitioning
Model Construction
v
L Results Evaluation W

Fig. 1 Research approach
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4.1 Dataset Collection and Analysis

The data of cooling tower collected from a hotel building in New Delhi is the focus of
this study. It consists of samples which represent values of various parameters related
to cooling tower. The values have been recorded by different sensors for different
parameters at 5-min intervals for one year from Oct 2017 to September 2018.

Parameter Description. The obtained dataset has several parameters whose
description can be found in Table 3 [25].

Out of the parameters described above, DBT, WBT, RH, CT_INLET, and
CT_OUTLET have been taken as predictor variables for the regression algorithms
and CT_POWER has been taken as response variable to be predicted.

Energy Consumption Patterns. The total energy consumed by cooling tower in
each month is represented in Fig. 2.

After analyzing this energy pattern, the months can be categorized into two cate-
gories depending upon the amount of humidity present in the atmosphere. Months—
May, June, July, August, September, October, and November can be considered
as humid months, whereas the remaining months—December, January, February,

Table 3 Dataset parameter description

Parameter Description Unit
Dry bulb temperature (DBT) | Ambient temperature °C
Relative humidity (RH) Amount of water vapor in air relative to its temperature | %age
Wet bulb temperature (WBT) | Temperature brought down by water evaporation °C
CT_INLET Temperature of water entering into cooling tower °C
CT_OUTLET Temperature of water exiting from cooling tower °C
CT_POWER Power consumed by cooling tower kW
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10000
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Fig. 2 Cooling tower energy consumption pattern for all months
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March, and April are non-humid months. It is evident from the figure that energy
consumption by cooling tower is more in humid months as compared to non-humid
months because more power is consumed to control humidity. Based on these two
weather conditions, i.e., humid and non-humid, one month was chosen from each
category for further analysis. From the humid category, August was chosen as it is
the most energy-consuming month while April was chosen from the non-humid cate-
gory as it consumes maximum energy from its category. Figure 3 shows the daywise
pattern of energy consumed by both the months—April and August [25].

It can be seen from the figure that energy consumption in August is consistently
higher (around 1400 kW) for the whole month. For the month of April, energy
consumption is more or less the same, ranging between 200 and 400 kW, for almost
the whole month. A sudden spike can be seen toward the end of the month, because
it is approaching toward May, when temperature and humidity start increasing.

Statistical Analysis. Statistical analysis was performed on the data of April and
August and various statistics like minimum value, maximum value, mean, stan-
dard deviation, and variance for each input parameter are given in Tables 4 and 5,
respectively.

The statistics given in the tables can be compared and certain facts can be deduced.
The mean dry bulb temperature, i.e., the outside temperature is the same in April

1,600
T 1,400
g 1,200
S
2 1,000 .
g 200 April
g 600 August
o
% 400
a 200
0
1 4 7 1013 16 19 22 25 28 Day
Fig. 3 Energy consumption pattern for April and August [34]
Table 4 Statistics for April
DBT RH WBT CT_INLET CT_OUTLET
Min_Value 20.54 6.04 12.3 28.52 249
Max_Value 40.25 89.64 25.9 38.9 34.36
Mean 30.86 34.72 18.05 34.65 29.49
SD 4 14.56 2.4 1.13 1.25
Variance 16.08 212.17 5.77 1.28 1.57
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Table 5 Statistics for August

DBT RH WBT CT_INLET CT_OUTLET
Min_Value 24.03 47.71 23.84 30.86 27.6
Max_Value 36.42 98.77 31.87 39.52 36.42
Mean 30.37 73.92 27.57 36.6 32
SD 2.19 11.13 1.15 1.26 1.36
Variance 4.81 124 1.34 1.60 1.85

and August (around 30 °C). Despite this, there is a large difference in the energy
consumption of both months. The reason behind this is the large difference in relative
humidity that is present in the atmosphere. Average relative humidity is 34.72% in
April, whereas it is 73.92 in August. Therefore, it is clear that most of the energy is
consumed to combat humidity present in the air.

4.2 Preprocessing Phase

The quality of the constructed model for prediction depends on the records in the
training dataset. Thus, the quality of the records is of utmost importance for increasing
the accuracy of results and performance of the model. Generally, the obtained data is
raw, scattered, unorganized, may contain missing values and outliers, is in an inappro-
priate format unsuitable for algorithm application. All these issues add complexity to
the task of pattern extraction. Therefore, preprocessing of data is performed to deal
with these issues and to simplify and improve the task of prediction. Though most
of the readings in the dataset used in this research were at an interval of 5 min, still
few extra readings were recorded at 1-min or 2-min intervals. These extra records
were removed from the dataset to ensure symmetry while integrating different files
containing values for different parameters. Few records had missing values for one
parameter or the other, which were filled by the value from the previous record,
because the value of the previous record was approximately the same as it was
recorded just 5 min earlier. The obtained dataset had values for DBT, RH, CT_INLET,
CT_OUTLET, and CT_POWER. A new parameter called WBT was derived from
two existing parameters—DBT and RH because WBT is an important parameter on
which cooling tower power consumption depends. The recorded data was in three
different files—DBT and RH values were in one file, CT_INLET and CT_OUTLET
were in another and CT_POWER values were in yet another file. Data from all these
files was integrated into a single file and converted into CSV format. The type of
data in the dataset was string, so it was transformed into numeric to make it suitable
for applying regression algorithms.
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4.3 Data Partitioning Phase

After preprocessing, the dataset was ready for further processing. Before applying
ML algorithms, the dataset was partitioned into training set and testing set in the
ratio of 70-30%, respectively. The dataset is partitioned such that training set can be
used to train the machine by applying various techniques on it and the testing set is
used to evaluate the accuracy of the developed model.

4.4 Model Construction

The model was constructed using various machine learning techniques and ensemble
techniques for regression. Several families of regression models were explored by
applying their algorithms on the dataset and results were derived. Since the data used
in this research is continuous, regression models have been used for experiments. The
objective of regression analysis is the construction of mathematical models for finding
and describing relationships among variables. As mentioned in Sect. 3, the algorithms
implemented in this research work are multiple linear regression, support vector
regression, K-nearest neighbors, random forests, classification and regression trees,
gradient boosting machines, extreme gradient boosting, and algorithm for bagging
[7, 8, 25].

4.5 Evaluation Metrics

The applied machine learning models have been evaluated using four well-known
evaluation metrics namely root mean square error, mean square error, mean absolute
error, and R-squared [35, 36].

5 Experiments and Results

The above-mentioned regression algorithms were implemented on the dataset using
R Studio and evaluated using various performance metrics—RMSE, MSE, MAE, and
R-squared [8]. The results are shown in Table 6. Figures 4, 5, 6, 7 and 8 graphically
represent the results obtained for MLR, SVR, KNN, RF, and CART, respectively.

In MLR, the values of error metrics RMSE and MAE are lower for August (3.44
and 0.95) as compared to April (6.14 and 4.23), whereas the value of coefficient of
determination, i.e., R-squared is higher for April than for August (0.23 for April,
0.05 for August).

Figure 5 shows the results of SVR with Radial Kernel.
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Fig. 4 Results of MLR
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Fig. 7 Results of RF
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Fig. 8 Results of CART

The results of KNN with k = 3 are shown in Fig. 6.

The results of RF and CART are shown in Figs. 7 and 8. The results show that RF
performs slightly better than CART when RMSE and MAE are considered. R-squared
results for August have a higher value than RF.

6 Conclusion and Future Scope

This study works toward predicting the energy consumed by cooling tower, that is
a key component in the heating, ventilation, and air conditioning system (HVAC).
HVAC, being the largest energy consumer within a building, seeks attention for
analysis to predict and consequently optimize the use of energy in buildings. Several
regression models from various algorithm families have been implemented on a
dataset obtained from a hotel building and compared based on certain evaluation
metrics—RMSE, MSE, MAE, and R-squared. The results show that the K-nearest
neighbor from the family of lazy learning techniques performs better with higher
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accuracy. Future scope of this study will include ensemble Learning techniques for
prediction.
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Adaptive Linear Feedback Energy-Based )
Backstepping and PID Control Strategy oo
for PMISG Driven by a Grid-Connected

Wind Turbine

Youcef Belkhier, Abdelyazid Achour, Rabindra Nath Shaw, Walid Sahraoui,
and Ankush Ghosh

Abstract Wind conversion system-based permanent magnet synchronous gener-
ator (PMSG) controller design is still a challenging work due to the PMSG nonlinear
operation conditions and external disturbances. This work proposes a passivity-based
control (PBC) associated with backstepping technique which ensures asymptotic
convergence to the maximum power extraction, and stability of the closed-loop
system that allows the PMSG to operate at an optimal speed and robustness of the
system dynamics. The studied conversion system is constituted by a wind turbine,
PMSG and buck-to-buck converter with DC-link voltage connected to the grid. The
proposed method is used to control the generator-side converter, while a proportional—
integral (PI) controller is used in the grid-side, to transmit only the active power to
the distribution network. The objectives are achieved, and the reactive power and DC
voltage quickly track their set values. The effectiveness of the proposed strategy is
illustrated by numerical simulation results under MATLAB/Simulink.

Keywords Linear feedback control - Wind turbine + PMSG -+ Backstepping
controller - Passivity-based control (PBC)
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1 Introduction

Wind power generation is the most rapidly growing form of renewable energy where
permanent magnet synchronous generator is the most used due to its advantages
such as high efficiency, rapid response and high-power density [1, 2]. However, this
kind of configuration presents some numerous issues which complicate the controller
design for the PMSG such as parametric uncertainties, varying operation condition,
nonlinear dynamics and external disturbances [3]. Control strategies for the PMSG
have been mainly designed by nonlinear control methods. Literature [4] proposes an
adaptive backstepping controller. Predictive control strategies for PMSG are illus-
trated in [5]. Reference [6] proposes a sliding-mode control approach. Fuzzy control
method is developed by reference [7]. In this context, in this paper, we are interested
in the so-called passivity-based control (PBC) due to its advantages of enhancing
robustness properties, and the cancellation of system nonlinearities is avoided and
energy-based approach [8]. In the PBC design, the objective is to bring the system
to a desired dynamic, leaving the closed-loop system nonlinear, without cancelling
dynamics or introducing controller singularities. A large publication that investigates
a PBC on the PMSG can be found in the literature. Reference [9] reported a PBC-
PI control. In [10], a passivity-based feedback control has been developed. Further,
literature [11] presented a passivity-based sliding controller. Meanwhile, an adap-
tive passivity-based nonlinear control applied to PMSG is developed by [12]. More-
over, a passivity-based control combined with fuzzy integral sliding-mode control is
investigated in [13].

This paper contributes with the new PBC with a linear feedback associated to
backstepping technique, applied to the PMSG-based variable wind speed turbine
with grid-connection via back-to-back converter to bring the PMSG to work at an
optimal point while ensuring stability, fast convergence of the conversion system and
performance improvement. This work aims that DC voltage and the reactive power
must be maintained at their respective value, whatever the disturbances related to
the PMSG. In Sect. 2, the model of the wind turbine and the PMSG is developed.
Section 3 deals with the design procedure of proposed controller. Section 4 deals with
the PI controller applied to the grid-side. Numerical results are provided in Sect. 5.
Section 6 deals with the conclusion.

2 Wind Power and PMSG Modelling

2.1 WindTurbine Model

The mathematical model of the wind power that can be transformed by the turbine
is given by (see Fig. 1) [1, 14, 15]:
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@ =0 =0

Fig. 1 Wind conversion system under Matlab/Simulink
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where A represents the area of the blades, A represents the tip-speed ratio, C,, denotes
the coefficient of the power, 8 denotes the angle of the pitch, p denotes the wind
density, v denotes the speed of the wind, w, represents the speed of the turbine and
R denotes the blades radius.

2.2 PMSG Modelling

To design the proposed strategy, the dg model of the PMSG is considered and
expressed as [16]:

Vag = Raqiaq + qul:dq + pa)m?s(quidq + Wf) (®)]

Jd)m =T,—T. — ffuwm (6)

3 )
T, = Ep'(ﬁdq?”dq @)
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Rs O . .
where Ry, = |: OS R :| denotes the stator resistances matrix, fy, represents the
s
viscous friction coefficient, ¥y = |:qz)f i| represents the flux linkages, 7, repre-

L; 0

sents the electromagnetic torque, Lg; = |: 0L
q

:| denotes the stator inductions

. vg 0 . .
matrix, vg, = |: (;1 i| denotes the vector of the stator voltages, J denotes the inertia
v
q

0-1

moment, I =
i

. i
:|, iag = |: .d } represents the vector of the stator currents.
l
q

3 Proposed Controller Design

Making the system passive is the principal aim of the proposed method. This is
possible by introducing a damping term and reshaping its energy. The design of the
adaptive linear feedback passivity-based backstepping controller (ALPBC) needs
firstly to design the desired torque by the PID controller and then find voltage control
as the control law of the PMSG by the backstepping controller.

3.1 Linear Feedback PBC Design

The relationship between the current vector iy, and the flux linkage v/, are given
by [5]:

Ya

Ve ] = Lygiaq +Vy 3

'(pdq - |:
Substituting the iy, value obtained from (8) in (5) yields:

ll‘qu + pwmsl/qu = Vag — quidq 9)

To design the proposed PBC, a linear feedback is used to the PMSG model that
enables regulation in quadrature with the rotor flux and the armature reaction flux.
This flux controller sets to zero iy, and the PMSG model will be similar to that
of a DC-generator. Then, the used controller has a linearizing feedback, which is
expressed by:

Vg = —Lypwyiy (10)
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Replacing (10) in (9) enforces the i; current to zero that yields the simplified
model expressed by:

Vg — pomV¥q = vg — Rsiy (11)

In order to force current i, to track its set value iy, a proportional-integral (PI) is
adopted, which yields:

1@:kW@;—@)+hh/O;—@Mt (12)

where T represents the desired torque, and v, denotes the flux linkages expressed
by [16]:

Where k,, > 0 and k;; > 0. To track the convergence of vector tracking error
& = (i P iq), the dynamic of the quadrature current is simplified, and its reference
value is considered as the controller inputs of the PMSG when we assume that the
PI current loop work satisfactorily by the proper choices of the positive gains. Then,
the desired PMSG model, that is controlled by i; decoupled by the application of the

linear feedback, is expressed below:

“pq - pwqu =V — Rsi:; (13)

Joow =Ty —To — froam (14)
3

T, = Spvii; (15)

The desired model (13)—(15) is used to compute the controller input i;“ with the
proposed energy approach.
vy
vy

] = Yaq — V4, and replacing ey in (11), the expression of e

By taking the desired flux linkage vector as ¥, = [ ], its tracking error
erd

€fq

vector as ey = |:
is deduced. The Lyapunov theory is defined to compute the desired input i; by using

the defined function V(ey) = O.Se;e r- Then, it yields the following expression of

*.
lq.

iy = =R (¥ + ponps) + R K ey, (16)

where k¢, > 0.

As can be seen, the current controller i; depends on the desired quadrature flux
V4, The PMSG operates at optimal torque only if iy is fixed to zero. Under this
condition, using (8), we get
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* .
Vi = Ly (17)

Then, from (7) and (17), it yields the following form of the desired quadrature
flux w;q:

T 3pps €

The desired torque is computed by forcing the PMSG and wind turbine to rotate
at the same speed and Eq. (7), which is given as follows:

T: = Ja);; +Tn + fro€o (19)

where ), represents the wind turbine speed. As can be seen from the above Eq. (19),
it shows two drawbacks: the dependence of its convergence on the PMSG mechanical
parameters (J, fr,) and itis in open-loop. To solve that, a PID controller is proposed,
to ensure fast convergence of the speed tracking error &, = ], — w,,, eliminate
the static error and introduce a robustness performance under different operation
conditions:

t

d
T} = Ji,, — kepo — kei / gpdT — kcdasw (20)

e m

0

where k., > 0, k;; > 0 and kg > 0.

3.2 Adaptive Backstepping Controller

The computation of control output of the PMSG is by applying the backstepping
approach by stabilizing function generation. The linear feedback passivity-based
strategy is used to generate the current controller i;, expressed in (12), represents the
current reference for the backstepping controller to generate the stabilizing function
[4,17]:

Firstly, the vector of current tracking error is defined as follow:

L
eqg = [ﬂ = [’.a{ l."’} 1)
eq lq —lq

Using (6), (12) and (21), the derivative of (21) is computed as below:

. éq
€dq = .
q eq
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To design controller vy,, a Lyapunov function is defined as follows:
Loa 5
V, = E(ed — eq) 23)
The derivative of (23) yields:
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After simplification, the Lyapunov function (24) becomes:

V, = —kleﬁ — kges <0 25)

where k4 > 0 and ky, > 0. The global asymptotic stability of the closed-loop is
guaranteed by (25), and controller vy, need to be chosen as below:

vg = Ryiy — pmeqiq + kyLgey (26)

. L
vy = R;]qu/; + pa)m(pf<M + l)

TR,
. L (P‘Pf)2> Lypyy
+i,[ Ry — =2 + T,
q<Y JR; JR, "
R+ k(L
+hoLye, 2t it

R, 27)
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Given the influence of the temperature on the stator resistance, and the PMSG
dynamical, the stator resistance needs to be estimated adaptively. A new function is
defined with the estimation error parameters as follows:

AR?
2k,

(28)

where AR; = Ry — Iéx, I%S represents the stator resistance estimated, and k; > 0
represents the adaptive gain. Thus, the derivative of (28) gives:

L (29)
s e 2]{Y
After simplification, Eq. (29) can be expressed as:
- edid €q iq )
Ry =k — + = (30)
( Ld Lq
4 Grid-Side Control
The mathematical model of the GSC is expressed below [18, 19]:
[Vi"] =Rf[l.df:|~|—[Lfl-.df_wal.qf:|+|:ng] G31)
Vi lyf Lyiyy — oLylas Veq
. 3v d
CVye = =25 e 32
=3y, lap +ia (32)

where i;r and i, denote the grid currents, w represents the grid angular frequency,
Via» Vigq denotes the inverter voltages, Vg4, V,, denotes the grid voltages,
L srepresents the filter inductance, Ry denotes the filter resistance, V. represents
the DC-link voltage, C denotes the DC-link capacitor and i, represents DC current.
The active power P, and reactive power Q, are given as:

3 o

= F Vgl

{ gg - 32 gd.Qf (33)
¢ = 3 Vgdlaf
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5 Simulation Results

Numerical validation is performed on the conversion by using Matlab/Simulink
showed by Fig. 1. The closed-loop parameter values are listed in Table 1. The refer-
ence reactive power is fixed to zero, and the DC-link reference is set to 1150 V. Using
the pole location method, the gains of the PBC-PI controller are k, = 100, k; = 500,
kgp =5, kgi = 8000. Gains of the DC-link are k4c, = 50, k4.; = 4000, And current
controller PI gains are k., = 10, k; = 1000 and Kyy = K7, = K| = K> = 100
and k;, = 70.

The wind velocity is shown in Fig. 2. Figure 3 presents the pace of the electromag-
netic torque response. Figure 4 shows the DC-link voltage, which quickly track its
reference value 1150 V, without overshoot for the proposed strategy. Figures 5 and
6 show that the reactive power is very well kept at its zero-reference. The ALPBC

Table 1 System parameters PMSG parameter Value
Stator resistance (Rg) 0.006 2
Stator inductance (Lgg) 0.3 mH
Wind turbine radius (R) 33.5m
Wind density (p) 1.24 kg/m?
Pole pairs number (p) 48
Flux linkage (¢ ) 1.48 Wb
Total inertia (J) 35,000 kg m?
DC-link voltage (Vyc) 1150 V
DC-link capacitor (C) 29F
Grid-filter resistance (Ry) 0.3 pu
Grid-filter inductance (Lf) 0.3 pu
Grid voltage (V) 575V
T T T T T T T T T

Q)

E0F .

D

&

2 °f |

§

0 L L L L L L Il Il Il
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Fig. 2 Wind velocity
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presents a fast convergence towards the references. The active power is only which
is transmitted to the grid. In Fig. 7, we can see a perfect sinusoidal voltage absorp-
tion by the grid. This can be deduced that the control strategy successfully achieved
main objectives of the paper. The ALPBC shows a higher torque, a reduced DC-link
voltage error, a best power generation, with largely more power transmitted for the
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Fig. 7 Grid injected voltage

proposed one when compared to direct PI controller proposed by Sukati et al. in [2]
and the passivity-based current control proposed by Belkhier et al. in [20].

6 Conclusion

This paper contributes with an adaptive linear feedback energy-based backstepping
controller for a wind power system with PMSG to improve its performances. The
maximum power extraction from the wind turbine, by taking into account its entire
dynamic when synthesizing the controller, represents the main motivation of the
present work. The other aim of the study consists to maintain the generated reactive
power and DC-link voltage at their reference values. The objectives of the paper are
very well achieved. The conversion system shows high efficiency, high performance
and fast convergence than the conventional strategies. The control strategy has simple
structure and improves the performance of the conversion system.
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Permanent Magnet Synchronous Motor )
Drive for Electric Vehicle with Efficient L
Battery Management System

Varij Kumar and Saurabh Mishra

Abstract It is expected from permanent magnet synchronous motor (PMSM) to
have rigidness with lower moment of inertia and power along with less mass.
Because of its small size and higher power, PMSM has got proven as the one of the
most favourable solutions for position control and speed controlling drives applied
in machine tools and robots and also feasible for electric propulsion and control.
Field-oriented control commonly called vector control is among the highly efficient
control strategies of PMSM. This literature resembles the modelling of vector control
of PMSM using an efficient battery management system in MATLAB/Simulink
environment.

Keywords Vector control - DC-DC converter - Voltage source inverter *
Switching pulse - State of charge

1 Introduction

DC motor drives prove quite easy and efficient control of speed as the field current
and armature current are independent of each other [1]. Since AC drive system
finds variety of applications such as electric vehicles, water pumping, fan-type loads
and above 85% of aforementioned, induction motors are applied at present, but
PMSM has the ability to replace them because of being more efficient, thereby
reducing the replacement cost. Moreover, PMSM also possesses other speed control
techniques but vector control got the attention for it being highly efficient [2-5].
Power electronics is applied at the initial stage itself where there is application of
bidirectional DC-DC converter [6]. Electric vehicle finds a very bright future in
itself, and the torque synchronization becomes the key aspect [7, 8]. In this paper,
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there is a compilation of battery management system [9—14] of a higher efficiency
with the field-oriented control of PMSM.

2 System Configuration and Machine Control Topology

A schematic control diagram is given in Fig. 1 comprising of battery for supply,
bidirectional DC-DC converter to operate as per required DC link voltage, three-
phase voltage source inverter (VSI) to provide AC supply to PMSM and gear box
for appropriate shaft power transfer to the electric vehicle.

Speed PI controller is fed by the speed reference and speed feedback from speed
sensor. Speed controller output is limited by the limiter to saturate g-axis current
to maximum allowable current. Since flus weakening operation is not performed as
electric vehicle is limited to a specific speed, d-axis current is kept zero. The main idea
of employing vector control is to provide high efficiency speed control of PMSM.
DC motors (shunt and separately excited) were the jack of industry before vector
control advent for variable speed drives. To serve this purpose, there is requirement
of controlling the gate pulses of fast switching inverter via controlling magnitude and
phase of three stator currents (i, ips and ics) or in simple words current-controlled
voltage source inverter is used here. Applying the inverted Park’s transformation,
stator currents of PMSM (i, iy, i7 ) are derived from I and 1.

iy = 17(cos(8)) — 17 (sin(8)) (1)
i;:l;‘(cos((?—z:n))—Ij(sin<8—2:n>> 2)
ij:l;<cos<3+2>;n>>—Ij(sin(S—i—z:n)) 3)

Wer = Wref — Wy “)
,,,,,,,,,,,,,,,,, \

HY iy
=Y Tdiff/2

Converter

Fig. 1 Schematic diagram
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where k, is proportional gain, k; is integral gain, w,, is the error signal, p defines the
number of pole pairs, and A, is flux linkage.

The reference currents hence obtained are fed to the current hysteresis controller
along with the sensed motor phase currents to generate the switching gate pulse
for voltage source inverter as per Fig. 2. The reference torque given to PMSM is
kept constant although there is noticeable increase and dip while accelerating and
de-accelerating the motor. The deceleration phase sees negative torque therefore
negative current leading to charging of battery, thereby utilizing the braking power.

3 Battery Management System

The battery is coupled to the bidirectional DC-DC converter whose switching is
controlled by the battery current controller output, i.e. appropriate duty cycle. Battery
current controller is fed by two phases comprising of charging and discharging.

Discharging phase involves PI control as per the DC link voltage require-
ment. Charging phase involves separate PI control for charging at ample open-
circuit voltage as per the state of charge (SOC). Given Fig. 4 shows the sum total of
Fig. 3a, b.
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Fig. 4 Control schematic of DC-DC converter

4 Results and Discussion

The DC link voltage required is accurately achieved. Inverter and bidirectional DC—
DC converter switching are also performing as per expectations. Rotor speed, elec-
tromagnetic and load torque are also in synchronism except while accelerating and
de-accelerating. DC link or inverter input voltage variation with time as one can
observe 400 V is rated, and it is achieved after practical overshoot of 6.25% at 0.75 s.
Change in speed at 1 s is also causing a very small dip because of acceleration
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Fig. 5 DC link voltage

(Fig. 5) and at 3.5 s voltage shoots to 500 V as regenerative braking is observed with
increment in SoC (Fig. 6) at 3.5 s (Table 1).

Battery power output (Fig. 7) is also stabilized at 450 W after 1.5 s, and current
(Fig. 8) is drawn higher at acceleration but stabilization at 4 A is observed after peak
of 12 A, and then at 3.5 s there is regenerative braking of PMSM and charging of
battery is observed from 3.5 to 4 s as negative power and current is indicated.

Differential speed (Fig. 9) shows the switching mode of operation when positive
it resembles acceleration of PMSM and discharging of battery while on negative it
shows deceleration of PMSM and charging of battery. Similar kind of variation can
be observed for g-axis stator currents (torque-producing component) (Fig. 10).

Load torque is always kept constant at 4 N m, electromagnetic torque (Fig. 11)
shows significant increase at times of starting and acceleration, and there is negative
torque fed back by PMSM while decelerating. Stator three-phase currents also show
variation as per transient conditions (Fig. 12).

Reference speed is kept constant at 50 rad/s and at 1 s shifted to 110 rad/s and
then descended to 40 rad/s. Measured speed traces quite practically. (Fig. 13).

Rotor angle is also showing its nature as per speed variation (Fig. 14).
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Fig. 6 State of charge of battery

Table 1 Discussion

Time (s) | Speed variation Electromagnetic torque
0-1 Speed reference is kept constant at The reference torque was kept constant at
50 rad/s 4 N m but the electromagnetic torque
However, the PMSM speed gradually momentarily increases at the time of
increases from O to 50 rad/s in 0.16 s and | acceleration and stabilizes at 4 N m after
remains constant 0.16 s
Obviously, battery kept discharging to run
the motor
1-3.5 Reference shoots to 110 rad/s while Torque also faces an overshoot by 12 N m,
PMSM takes time to achieve the same thereby proving that acceleration requires
and then stabilizes higher torque and then stabilizes at 4 N m
3.5-5 Reference is allowed to descend to In braking mode, torque turns out to be

40 rad/s
PMSM enters braking mode

negative and similarly the g-axis current,
thereby charging the battery and
enhancing the SOC

5 Simulated Parameters

See Tables 2, 3 and 4.
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Table 2 Battery parameters

Table 3 Bidirectional
DC-DC converter

Table 4 PMSM parameters

201

Quantity Numerical Value
Fully charged voltage 120V

Battery capacity 30 Ah

SoC 100%

Battery response time 30s

Battery discharging PI controller

Proportional constant 0.4
Integral constant 2

Battery charging PI controller

Proportional constant 40
Integral constant 2000

Battery current PI controller

Proportional constant 0.1
Integral constant 0.55

Quantity Numerical Value
Series inductor 10 mH
0.05 @
Shunt capacitor 5 mF
1 mQ
Switching frequency 20 kHz
Battery response time 30s

Quantity Numerical Value
Rated power (Prated) 1.5kW

Rated speed (@ryeq) 157 rad/s

Poles 4

Direct axis inductance Lg 8.5 mH

Rated flux (¢,,) 0.141 Wb
Moment of inertia 0.048

Speed PI controller

Proportional constant 100
Integral constant 5

Saturation of output g-axis current

+20 A

Current hysteresis controller relay

+0.01
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Two-Step Experimental Validation m
of Impact of Irregular Irradiance i
on Solar Photovoltaic System’s

Performance

Paresh S. Nasikkar ®, Chandrakant D. Bhos@®, and Javed K. Sayyad

Abstract Photovoltaic (PV) system, when subjected to irregular irradiance caused
by shading, can lead to noticeable power losses. In this paper, the impact of irregular
solar irradiance on the PV system has been analyzed by operating the PV system
under different levels of solar irradiance in MATLAB/Simulink. The results have
been experimentally validated using a PV system with two PV panels of 75 W each
in series. Further, the results are also validated using a PV emulator. The analysis
shows a noticeable reduction of 55% in the maximum power extracted from the PV
system due to irregular irradiance. It also results in a reduction of fill factor and
efficiency of the system by 53% and 28%, respectively.

Keywords Photovoltaic - Solar + Shading + Maximum power - Fill factor
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1 Total current (A)

Iy PV current (A)

I Saturation current (A)

14 Diode current (A)

q Charge on an electron (1.60217662 x 107 C)
k Boltzmann constant (1.380649 x 10-23 J/K)
\% PV cell voltage (V)

T Temperature (K)
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N Number of cells connected in series
a Constant of diode ideality factor

R, Series resistance (£2)

Ry Parallel resistance (£2)

Ve Open-circuit voltage (A)

Iy Short-circuit current (A)

Vmpp  Voltage at maximum power point (V)
Ivipp  Current at maximum power point (A)
FF Fill factor
n Efficiency

1 Introduction

Immense interest in power generation is produced because of expansion in the
populace and industries. Non-renewable energy sources like oil, gas, coal, atomic,
and so forth are commonly utilized for power generation. Notwithstanding, endless
issues like a discharge of ozone-depleting substances, natural issues, and so on are
confronted with the utilization of petroleum derivatives. The sustainable power assets
are these days broadly utilized for power generation all through the world to fulfill the
immense need for power. This is expected the way that sustainable power sources
do not influence the climate. Likewise, the cost of non-renewable energy sources
is continually changing and these fills will drain after certain years. Regardless,
such issues can be overcome by adopting sustainable energy sources, and these are
uninhibitedly gotten from nature. Wind and solar energy of these environmentally
friendly power assets are significant. These energies are broadly accessible in plen-
tiful sum and these are liberated from the disadvantages which are unmistakable
in non-renewable sources. Solar energy is generally a superior alternative in Indian
situations, and consequently, it is broadly used in power applications because of its
sustainability, cleanliness, low noise, and moderately simplicity of upkeep. PV cell
straightforwardly transforms the solar energy over to an electrical one. Yet, it needs
to address some difficulties like energy variance and low efficiency of the PV module
as noted from several pieces of literature.

Many researchers have highlighted the issue of the impact of varying solar irra-
diance on the PV systems. The effect of partial shading and temperature on the PV
system is simulated in PSPICE and experimentally validated by Joao Paulo et al.
[1]. Belkaid et al. have worked on the MPPT algorithm for a partially shaded PV
system and gained promising results [2]. Basaran et al. studied the effect of irradiance
measurement sensors on PV systems and experimentally achieved the performance
ratio of 83.69%, 82.48%, and 80.87% using reference cell, pyranometer, and PVGIS,
respectively [3]. The hot spot effect caused due to partial shading was addressed by
Dolara et al. [4]. Magare et al. analyzed the effect of seasonal irradiance variations
on different PV technologies [5]. Many kinds of literature have addressed the issue
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of partial shading and its impact on PV systems [6—14] Performance degradation
due to shading was reported by Boukenoui [15]. Shaw et al. have studied effects of
solar irradiance on load sharing of integrated PV systems and got promising results
[16]. Kumar et al. did predictive data analysis based energy management [17]. Shaw
et al. have also worked on shade dispersion concept [18]. Manjunath et al. reported
multiple maxima points due to shading [19]. Shaw et al. implemented IOT based
MPPT under shaded conditions and achieved significant improvements in maximum
power [20]. Bana et al. studied the power generation from PV systems under uniform
as well as non-uniform solar irradiance for different configurations of PV modules
[21].

This paper is organized into six sections. Section 2 introduces mathematical
modeling of the system. Section 3 presents the impact of irregular irradiance on the
PV system using MATLAB/Simulink model. The experimental validations using
hardware setup and emulator are discussed in Sects. 4 and 5, respectively. Finally,
the concluding remarks are reported in Sect. 6.

2 Mathematical Modeling of System

P-N junction similar to a diode is formed in a PV cell. A PV cell is modeled as a
current source and parallel diode (see Fig. 1). R, and R imply obstruction to the
electron flow from n region to p region and the current flow, respectively. For an
ideal PV cell:

1%
I=IPV—Id=]pV—IS(eXpi—T—1> (1)

With consideration of R, and Ry, the above equation can be expanded as

V+IR V+ IR
1:1pv_18<xpm_1>_g )

NkTa R,

MPP can be observed on nonlinear /-V and P-V characteristics (see Fig. 2).

Ipv Rs
AYAAY

1

Ly
Diode § Rp

<
¢ «—>

Fig. 1 Simplified model of PV cell
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3 Impact of Irregular Irradiance on PV System

A MATLAB/Simulink model of a solar PV array has two series-connected PV
panels (see Fig. 3). It is implemented for analyzing the impact of PS on PV panel
performance. Parameters of said PV panel are tabulated in Table 1.

The simulated /-V and P-V curves with four different irradiance levels are illus-
trated (see Figs. 4,5, 6,7, 8,9, 10 and 11) and the observations are tabulated in Table
2.

It can be observed from the results that irregular irradiance significantly reduces
the maximum power extracted from the system.

4 Experimental Validation Using Two PV Modules

The PV system with two series-connected PV panels of 75 W each is used for
experimental validation (see Figs. 12 and 13). The system’s maximum power is
measured at four different levels of irradiance at different time intervals in a day.
The comparison of hardware results and simulated results are summarized in
Table 3.
The comparison shows that as the solar irradiance is reduced, the maximum
power is considerably reduced both in simulation and hardware setup.
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Fig. 3 MATLAB/Simulink model of the PV system

Table 1 PV module
specifications

) |Votage Source
"
String Vbhtage
S. No. Parameter Value
1 Maximum power 5 W
2 Cells per module 36
3 Voc 2150V
4 I 4.60 A
5 Vmpp 17.60 V
6 Ivipp 426 A
7 R 0.2756 Q
8 Ra 111.5945 @

5 Experimental Validation Using PV Emulator

The concept of irregular solar irradiance is also validated using PV emulator model
SPVEOO1 manufactured by Ecosense Sustainable Solutions Pvt. Ltd. (see Fig. 14).
The input parameters of the PV emulator were set as described in Table 4 and the
parameters MPP, Vypp, I\vpp, FF, and 1 were noted as shown in Table 5. -V and
P-V curves in four cases of irradiance using PV emulator are shown (see Figs. 15

and 16).
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Table 2 PV system performance under four different irradiance levels

Case | Solar irradiance on module 1 | Solar irradiance on module 2 | Maximum power (W)
(W/m2) (W/m?)

1 641 641 95.05

2 684 684 99.26

3 660 660 98.32

4 604 604 86.28

6 Conclusions

A broad examination of the simulated results highlights the impact of fluctuated
solar irradiance on the PV system with an increased number of maxima and decreased
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Fig. 12 PV system with two PV modules in series

Fig. 13 Test setup for measurement of maximum power

Table 3 PV system performance measured using hardware setup

S. No. Time

Irradiance (W/m?)

Pyvax (W) using

Prvax (W) using

hardware simulation
1 12.15 p.m. 641.5 99.95 95.05
2 12.55 p.m. 683.75 105.55 99.26
3 1.36 p.m. 660 103.14 98.32
4 1.51 p.m. 603.75 91.01 86.28
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Fig. 14 Experimental setup using PV emulator model SPVEOO1

Table 4 Input parameters of

PV emulator during the S. No. Parameter Value
experimentation 1 Voc 363V

2 I 7.84 A

3 T, 0.102

4 a 0.98117

5 R 0.039383 @

Table 5 Performance parameters of PV array using PV emulator

Case |Irradiance |Impp (A) | Vmpp (V) | MPP Fill Efficiency (%) | Number
levels (W) factor of
(W/m?) maxima

1 1000, 1000, | 7.32 23.44 171.6 60.32 | 47.66 01
1000, 1000

2 1000, 1000, | 7.32 17.58 128.7 46.03 | 40.85 02
1000, 500

3 1000, 1000, | 3.755 27.41 102.9 36.82 |38.11 02
500, 500

4 1000, 750, |3.755 20.56 77.18 |28.11 |34.30 04
500, 250

maximum power. In the first step, experimental validation was done using two series-
connected PV modules. A considerable reduction in the maximum power was noticed
under changing solar irradiance. The results were also validated using a PV emulator
with an analysis of the performance parameters. A considerable reduction in the fill
factor, as well as efficiency, was noted.
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Fig. 16 P-V curves in four cases of different irradiance levels using PV emulator

The research done in the described work frames an establishment for the judg-
ment about PV system execution under irregular solar irradiance. It centers essen-
tially around the requirement for a proficient method to address these damaging
components to build a more efficient way of maximum power extraction from the
PV system.
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Transfer Learning-Based Novel Fault )
Classification Technique L
for Grid-Connected PV Inverter

Azra Malik, Ahteshamul Haque, K. V. Satya Bharath,
and Zainul Abdin Jaffery

Abstract The reliability of grid-connected photovoltaic (PV) inverters is of extreme
importance and plays a crucial role in maintaining the stability of the grid. In order
to prepare the system for different kinds of uncertainties and failures, the identifica-
tion of the system faults is essential. This paper presents a novel transfer learning-
based fault detection and classification technique for grid connected single-phase PV
inverters. To achieve this, the voltage and current outputs of the inverter are analyzed
by simulating the inverter system for different failure conditions. Further, transfer
learning-based classification scheme is utilized for the purpose of fault classifica-
tion. This novel technique is implemented in MATLAB. Simulation results clearly
spell out the efficacy of the proposed technique in terms of accuracy, reliability and
robustness.

Keywords Photovoltaic (PV) - Distributed energy resources (DER) - Artificial
intelligence (AI)

1 Introduction

Owing to the ever-increasing global energy demand, the reserves of fossil fuels
are exhausting at a rapid rate. To relieve the stress on these resources, renewable
energy is the preferred solution. Among the available solutions, solar PV is the most
abundantly available, clean and environment friendly source of energy [1]. The solar
PV systems can be standalone or grid integrated. Grid-connected PV systems utilize
inverter as an interface for an efficient power transfer between PV and the grid. Even
a minor fault in the inverter may cause imbalance in the system if not handled in
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time. Hence, the study of reliability of inverter is inevitable for ensuring the stability
of the overall system. In the event of fault, the system must be capable to identify
the fault quickly to avoid further damage [2]. This will save the time required for the
repair and maintenance of the affected portion and ensure the continuous operation
of the system [3].

Researchers have proposed several fault diagnostic techniques for grid connected
PV systems [4-7]. Model-based methods for fault detection are quite popular and
are able to achieve considerable positive results [4]. However, these methods are
usually time-consuming and complex. Moreover, they are problem specific and
cannot be reused for multiple issues. Therefore, the research for alternate solutions
is in progress. Among the proposed solutions, data-driven methods have become
the major research hotspot these days [5]. Recently, they have gained significant
momentum and are used widely for pattern recognition and classification problems
[6, 7]. These techniques require signal processing as the first step for useful feature
extraction from the fault signals. Different signal processing techniques are available
in the literature like Fourier transform, fast Fourier transform and wavelet transform
[3]. These techniques are quite complex and time-consuming; therefore, they require
significant efforts [8]. Furthermore, the feature extraction process pertaining to a
particular fault detection technique remain specific to that problem only and ca not
be adapted for a different fault diagnostic technique [9].

In recent times, machine learning [10] and deep learning [9] are a major break-
through in the area of artificial intelligence (AI). The methods based on machine
learning and deep learning are data driven and computationally efficient. They can
handle alarge amount of data and are considered excellent in the field of pattern recog-
nition and classification. These methods include artificial neural network (ANN)
[11], K-nearest neighbor (KNN) method [12], support vector machine (SVM) [13]
and naive Bayes classifier, etc. The accuracy of these methods cannot be further
improved because of the shallowness associated with them. Deep neural networks
can provide a solution to this [14]. They can automatically extract useful features
layer by layer, from the given input. The deep networks take a lot of time for training
the data because of the very high numbers of layers associated with them. With
the use of transfer learning, it is possible to utilize pre-trained networks with a few
modifications in the final layers. It further allows using the already learned features
in the pre-trained networks, which helps in optimizing the training time. There-
fore, it combines the depth of the deep networks along with reduced training time
producing exceptional results. Transfer learning has high prospects of overcoming
the shortcomings associated with the traditional machine learning algorithms [15].

This paper proposes a novel fault classification technique for PV inverters. The
proposed scheme is able to correctly classify the fault in four different categories and
performs exceptionally well with the available data. The technique does not depend
upon manual feature extraction from the 1D time series data using time-consuming
and complex tools; rather, it utilizes transfer learning as the classification tool, which
has automatic feature extraction capability [16]. The deep network utilized in this
paper is Residual Network-50 (ResNet-50), which is a 50 layered classic convolu-
tional neural network. This network requires the conversion of 1D time-domain signal
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to 2D feature image before feeding it to the network. This conversion takes place
through time—frequency analysis of the signal. The methodology adopted for fault
identification and classification task and the inference is discussed in the following
sections. Section 2 provides the details about the adopted methodology, Sect. 3 is
dedicated for simulation results, and the conclusion is provided in Sect. 4.

2 Methodology

2.1 System Structure

The basic structure of two stage single-phase PV inverter system studied is shown
in Fig. 1. The system consists of the following parts: data acquisition, 1D to 2D
conversion, feature extraction and fault classification using deep neural network.
Faults like open circuit faults, short circuit faults and combination of both open and
short circuit faults are simulated, and their impact on the inverter output is analyzed.
The obtained voltage and current data is used for frequency content visualization and
is further converted to 2D spectrograms. These 2D feature images are transferred
as input to the ResNet-50 architecture-based network for fault identification and
classification.

Single Phase
Inverter

LCL Filter

AP Beost DC-DC Converter
PV Asray L 3

INVERTER PULSE WIDTH Inv) lyvisy

R CONTROL [™] MODULATION yViny

1 1 DATA
Viev Tinv ACQUISITION

TRAINED oCTPUT ] 2 Frar] AVG Max | [Bach) Ly IMax | Bachl |

CLASSIFIER [*™ | Larey | tem [POOL Poal ] Pool | |Nom| ™ [*] ¥ SPECTROGRAM

RESNET-50 Architecture

Fig. 1 Grid-connected single-phase inverter system
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2.2 Data Acquisition

The switching devices are the most likely to encounter undesirable events, and these
events have significant impact on the inverter output. Therefore, for smooth and
efficient operation of the whole system, it is recommended that the system must be
able to identify any kind of fault occurrence. For training the neural network, a large
training data is needed. Hence, the data acquisition becomes an important task in
order to acquire relevant information regarding various abnormalities occurring in
the system.

The inverter output voltage and current output get distorted whenever there is a
fault occurrence, and we need to identify and analyze the distortion in order to classify
the fault event. Therefore, the inverter switches are subjected to short circuit fault,
open circuit fault and combination of open and short circuit fault for the purpose of
data acquisition. In each fault case, instantaneous inverter output voltage and current
signals in time domain are collected. The acquired data is subjected to 2D conversion
with the help of time—frequency details of voltage and current signals. Further, the
obtained spectrograms are provided as input to the deep network for minor feature
extraction in the initial layers along with the major feature extraction in the deeper
layer and fault identification and classification in the final layers.

2.3 Fault Detection and Classification

The data acquired at the inverter output is a time series signal. Therefore, the
spectrograms are extracted to achieve 2D visual representations of the spectrum
at various frequencies. Further, this 2D representation is supplied as input to the
transfer learning-based 50-layered ResNet. Transfer learning is a method where an
already developed deep network is reused as the starting point for another network
[9]. It is a popular approach in deep learning which utilizes pre-trained networks
for image classification task. The learned parameters and weights associated with
the pre-trained network are adjusted with the new data. The final layers of the
network are changed in accordance with the defined task. Transfer learning-based
deep networks are preferred these days since they help in optimizing the learning
process. They require less time and provide exceptional results compared to other
techniques. These networks require large training data, and they do not demand
external signal processing since they consist of a layered structure for automatic
and powerful feature extraction [16]. The ResNet-50 architecture consists of itera-
tive procedures performed throughout the layers along with the final layer based on
the fully connected network architecture [17-20]. These stages are convolutional,
pooling and activation layers stacked one over the other. In particular, the convolu-
tional layers perform mathematical operation on the input image data using the filter
or kernel and give feature map as the output. The pooling layers identify important
features from the feature map matrix and reduce the number of parameters depending
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Fig. 2 Skip connection in X
ResNet
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upon the input. The activation function used here is rectified linear activation function
(ReLU). The final layer is the fully connected layer, to which we feed the flattened
feature matrix, and it uses the softmax function as activation function to provide the
classification output [21, 22].

2.4 ResNet Algorithm

Various deep network architectures have been introduced in the previous years like
VGG Net, AlexNet and Google Net with the intention to get highly accurate results.
All of these have produced groundbreaking results for image classification tasks. It
is a well-known fact that with more depth comes tremendously improved accuracy
[18]. But there is a limit to this depth also. The backpropagation algorithm calculates
the gradients and updates the weights accordingly. As we go into deeper layers, this
backpropagation effect causes the initial layers to either learn very slowly or not learn
at all. This diminishing gradient problem was a major issue until the introduction
of the residual networks. These residual networks tackle the issue of diminishing
gradient with the help of skip connections as shown in Fig. 2. The figure describes
a residual block having input skipping a few blocks and directly connected to the
output. This will aid learning in the initial layers providing outstanding output.

3 Results

The grid connected PV inverter system is developed in MATLAB. It contains a
PV array operating under standard operating conditions of temperature 25 °C and
irradiance 1000 W/m?. The output obtained at the PV panel is enhanced through
a boost DC-DC converter. The Perturb and Observe (P&O) maximum power point
(MPP) algorithm is employed to extract maximum power from the PV array with the
help of boost converter. The output at the DC-DC converter terminals is converted
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Fig. 3 Inverter output voltage for various faults

to AC through the inverter. A pulse width modulator (PMW) operating at 20 kHz
switching frequency supplies gate pulses to the inverter switches. The inverter output
corresponds to 230 V RMS with a frequency of 50 Hz. In order to obtain the data for
training the classifier, different fault conditions for inverter switches are simulated.
These faults include open switch fault, short switch fault and combination of open
and short switch faults. Figure 3 depicts the voltage output of inverter for these fault
scenarios.

The voltage and current signals at the inverter output are preprocessed and
converted to 2D feature images through spectrograms. These feature images are the
input into the ResNet-50 convolutional neural network. The network is trained with
the ratio of training and validation data as 60:40. The classifier output is collected
at the final layer of the network, i.e., softmax classifier. The training and valida-
tion results are displayed in Fig. 4. The overall training accuracy is 99%, and the
validation accuracy is found to be 97.1%.

4 Conclusion

This paper proposes a transfer learning-based fault classification technique involving
deep-layered residual network having powerful inbuilt feature learning characteristic.
The ResNet is extremely strong tool for any image classification task compared to
other techniques. The proposed methodology is able to identify different kinds of
input faults with visibly high accuracy. This will further help in building fault-tolerant
systems making them more robust and reliable. These kinds of deep learning-based
networks can be applied to other pattern recognition and classification problems
since they produce promising results in lesser time and with desired efficiency.
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Improvement of Power System Stability )
Using FACTS Controller Gzt

Harsh Mishra, Faisal Raza, and Shagufta Khan

Abstract This report does the modelling and simulation of thyristor controlled
series capacitor (TCSC) and static synchronous series compensator (SSSC) for power
network stability enhancement and advancement of power-transfer capability. The
TCSC and SSSC are series FACTS controller which is adapted to improve the trans-
mission capability of a transmission line. Itis inserted in series of a transmission lines,
and it infuses a series voltage in the feeder line in the quadrature of the line current.
This report demonstrates the performance test of SSSC and TCSC. All results are
carried out in MATLAB software.

Keywords SSSC - TCSC - FACTS - Stability

1 Introduction

In India, the electrical energy demand has increased which is a cause of mismatched
generation and demand. It has to be matched for better performance of power network
[1-5]. Therefore, FACTS controllers brought in to maintain the accuracy of the
system. The FACTS devices can regulate single or more other transmission param-
eters. The selection of the relevant locations of the FACTS controller is necessary
to revamp the voltage stability of the network. In addition, these controllers can
be utilized for stepping up the system efficiency and steady state of the network.
The FACTS controllers are classified as thyristor-based and VSC-based. Due to the
advanced technology of power electronics, the VSC-based FACTS controllers are
better in performance [6, 7].

The present-day power system is complicated and it is imperative to accom-
plish the requirement with improved ability to consume the energy being supplied.
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Automation is needed to improve the power quality of the power systems. Stability,
security, and power advancement are necessary for power quality advancement [8,
9]. There is a need to manage the reactive power in the system to achieve the best
fulfilment of the power network. The new feeder lines and generation centres increase
the system’s functioning also wider price constraints. Restriction on the expansion of
the network has caused in minimizing instability limit, thereby raising the possibility
of voltage collapse. The most relevant reactive power source is the FACTS device.
In this report, the effectiveness of TCSC and SSSC is analysed and compared.

2 Fundamental Configuration of SSSC

The SSSC is composed of a voltage-sourced converter and a transformer attached in
sequence with a feed line. The SSSC infuses volatile voltages in series of a transmis-
sion line. The simplified layout of the SSSC is demonstrated in Fig. 1. The comparable
circuit of SSSC is displayed in Fig. 2. The equivalent circuit shows the insertion of
series voltage and reactance with the transmission line.

This operating mode imitates series reactive rectification in a controlled manner
but gives a broader control range as it can run equitably at capacitive or induc-
tive performing domains as well as it can run just as a voltage source. FACTS
devices based on thyristor, like TCSC, are reliant on the line current as they control
impedance, but in the case of SSSC, it operates as a voltage source, which is
independent of the line current [9, 10].

Fig. 1 Static synchronous

series compensator L\_Q_Q_Q/J _I...

VSC

Fig. 2 Equivalent circuit of
static synchronous series
compensator
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The static synchronous series compensator is the most exceedingly impressive
FACTS controllers for power flow control. Primary operations in a large area of
variable power control are:

e Compensation for long feeder lines.

e Equalization of power flow in lines and staving off of loop flows of active power.
e Receiving end voltage adjustment of a radial line.

e Advancement of transient stability and dynamic stability.

3 Fundamental Configuration of TCSC

TCSC is an excessively necessary series compensator like SSSC. Specifically, in
these FACTS device, a thyristor with gate turn-off ability is not needed. Figure 3
displays the simplified diagrams of a TCSC controller.

In thyristor controlled controller, the capacitor is embedded directly into the feeder
line, and the thyristor controlled reactor is parallel to the capacitor. As the capacitor
is fixed in sequence with the line, thus no requirement to utilize a large potential
transformer, and therefore it provides an improved deceleration.

The principle of series compensation directly steps up the frequency voltage
across the steady capacitance in a line through the relevant variation of the firing
angle. Thyristor controlled controller can be adopted to improve various power
network performances such as stability, power oscillations damping, suppress sub-
synchronous resonance, and avoid voltage fall down. The efficiency of TCSC
controllers is reliant mostly on their suitable placement within the deliberately
preferred control signals for accomplishing various functions. Although TCSC func-
tions in highly nonlinear power system surroundings, linear-control methods are
practiced largely for the layout of TCSC controllers. During the interruption of
a critical line in a connected network, a huge amount of power is likely to flow
in parallel transmission paths, which may become firmly overloaded. Contributing
fixed-series rectification on the parallel path to develop the power-transfer efficiency
emerges to be a practical solution, but it may add total system losses. Therefore, it
is beneficial to install a TCSC in key transmission paths, which can accustom its
series-compensation level to the instantaneous system needs and grant a lower loss
substitute to fixed-series compensation.

Fig. 3 Thyristor controlled
series capacitor L

Line
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4 MATLAB/Simulink Model

4.1 Description of a System

An elementary transmission test system is being used in MATLAB to scrutinize
FACTS devices. 11 KV AC is fed. The capacitance of feeder line considered negli-
gible as line is taken short transmission line. Therefore, the inductance is 0.023 mH
and the resistance of the line is 5 2. The impedance at source is (0.01 + 0001)
ohm. The load is kept steady and continual at 25 MV and 50 MVAR. Voltage and
current are determined by parameter blocks and active and reactive computed by
power measurement block.

4.2 Uncompensated Compensated Model

The MATLAB model of uncompensated system is displayed in Figs. 4, 5, 6, 7, and
8.
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Fig. 4 Uncompensated model
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4.3 TCSC Compensated Model

The model below shows a TCSC attached to the system. In the TCSC model, the
inductor is fixed at 100 mH, and outcomes are retrieved for different capacitor values.
Outcomes are displayed in Figs. 9, 10, 11, 12, and 13.
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4.4 SSSC Compensated Model

Graphs for the precise value of capacitance (350 wF) are displayed in Figs. 14, 15,
16, 17, and 18. Active and reactive power deviation with the change in capacitance
values is formulated incoming result section.

5 Simulation Outcomes

5.1 TCSC Compensation

The above graph is sketched when the model is run with a capacitor value of 350LF.
The plots display elevations in load voltage, load current, active power, and reactive
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power with the integration of TCSC into the system. The results obtained for different
capacitor values of the controller are prepared in Table 1.

From Table 1, we can observe that when the capacitance increases, there are stable
results of active and reactive power without dissolution. The end voltage rises from
4.2 to 6.3 kV. Voltage develops up to a certain point based on capacitance.
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5.2 SSSC Compensation

Graphs for the exact value of capacitance (350 wF) are displayed in above the section.
The change in capacitance along with the active and reactive power variation is

formulated in Table 2.

From Table 2, we can check that the active and reactive power increases with
capacitance. But, it is also seen that the compensation develops up to a capacity of
600 wF. If the capacitance is raised beyond this point, both the active and reactive
forces are dissolved. So, better compensation is obtained at a capacitance of 600 \LF.
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Table 1 Variation of power S
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at different capacitances

Table 2 Variation of power S

. No. | Capacitance

Active power

Reactive power

(WF) (MW) (MVAR)
1 100 1.52 3.045
2 200 1.668 3.341
3 350 1.912 3.83
4 600 2.35 4.25
5 1000 2.941 5.89
6 1200 3.01 6.032
7 1500 3.12 6.23

at different capacitances

. No. | Capacitance

Active power

Reactive power

(WF) (MW) (MVAR)
1 100 0.094 0.18
2 200 0.357 0.715
3 350 0.867 1.436
4 600 1.397 2.723
5 1000 1.145 2.123
6 1200 0.833 1.28
7 1500 0.745 1.16

5.3 Comparison Between TCSC and SSSC

Table 3 displays the behaviour of TCSC and SSSC for different capacitor values.
However, increasing capacitance indicates the strengthening of a wider volume of
equipment. Therefore, after analysing the performance of FACTS devices, it can be
seen that better performance is achieved with the inclusion of SSSC in the system
for a capacitance of about 600 W F, keeping all other parameters as same.

Table 3 Comparison of power between TCSC and SSSC

FACTS device

Capacitance (600 wF)

Capacitance (1500 nF)

Active power

Reactive power

Active power

Reactive power

(MW) (MVAR) (MW) (MVAR)
TCSC 2.35 425 3.12 6.23
SSSC 1.397 2.7 0.44 1.16
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6 Conclusion

MATLAB is practiced for a provisional study to model and simulate TCSC and SSSC
attached to a simple feeder line. This report shows a study of FACTS devices and
their comparison. Power and voltage are observed to revamp with FACTS devices.
Outcomes demonstrate TCSC compensation, reactive power flow revamps gradu-
ally with rising capacitor value and is maximal at 1500 wF capacitance. For SSSC
compensation, 600 WF capacitance capitulates the most satisfactory outcomes.

But if the capacitance increasing then the price of the apparatus is also rise. Thus,
it can be observed that static synchronous series compensator gives the very enticing
performance when associated with the network as examine in contrast to TCSC.

Acknowledgements The authors would like to thank the School of Electrical, Electronics and
Communication Engineering, Galgotias University, for providing premises for this study.
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Performance Evaluation of Solar PV m
Using Multiple Level Voltage Gain Boost | @i
Converter with C-L-C Cell

B. M. Kiran Kumar, M. S. Indira, and S. Nagaraja Rao

Abstract The paper presents the performance analysis of a Solar Photovoltaic (SPV)
system with a multiple gain boost converter. Mathematical model of a single diode-
based SPV is developed and simulated. The corresponding plots of PV and IV char-
acteristics for various temperatures and irradiation are given. The current work also
presents the results of MATLAB simulation studies of a SPV system connected to
an advanced multiple gain boost converter with Capacitor-Inductor-Capacitance (C-
L-C) topology. Generation of different levels of high voltage is possible to meet the
requirement of any given application, as this converter is modular in nature. The paper
also discusses the performance analysis and comparative study of the SPV system
connected to a two-level C-L-C, three-level C-L-C and conventional converters. The
simulation results show that the C-L-C converter for SPV is efficient with high gain
compared to the conventional DC-DC converter. The peak overshoot in the output
voltage of a C-L-C converter is substantially lesser than the conventional converter
and decreases with increase in the levels. It is also seen that the output voltage gain
is 3 and 4 for a two- and three-level C-L-C converter, respectively.

Keywords Boost converter + Irradiation - DC-DC converter

1 Introduction

Energy generated globally from Renewable Energy Sources (RES) is nearly 28% of
the total energy generated from various sources [1]. Energy generated by the solar
photovoltaic system is the most popular of all available renewable energy sources as
it is clean and green with less maintenance and is inexhaustible [2, 3]. The growth
rate of Solar Photo Voltaic (SPV) industry is increasing by about 35-40% every year
[4]. As per the 2020 data of International Renewable Energy Agency, total worldwide
installed capacity of SPV is about 580 GW. The output of SPV system is non-linear
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Solar PV

Control
Signal

Fig. 1 A typical solar PV system with DC-DC converter

in nature and depends on solar irradiation and temperature. The average efficiency
of SPV technology is more than 25% as per the report [5].

The efficiency of the SPV depends on various parameters, such as irradiation,
temperature, dust accumulated on the solar panel and partial shading of the cells.
Identifying a suitable Maximum Power Point (MPP) of SPV panel is crucial in any
solar PV system. Usually, a suitable MPP Tracking (MPPT) extracts maximum power
from the SPV. There are various methods in MPPT that are discussed in [6-9]. MPPT
is not within the scope of current discussion. A typical 12 V solar PV panel provides
a peak voltage of 18 to 21 V [10]. To improve the output voltage, it is essential
to have an optimally designed DC-DC converter that can extract maximum power
from SPV panel by matching the impedance of SPV to that of the load [11]. Different
types of DC-DC converters available in market, such as buck [12, 13], boost [14, 15],
buck-boost [16, 17], Cuk [18, 19], SEPIC [20, 21] and zeta [22, 23] are commonly
used in SPV systems. A block diagram of a typical SPV system with switched mode
power converter is as shown in Fig. 1.

Control of DC-DC converter during the low solar irradiations is a challenging
task [24]. The converter duty ratio control helps in matching the SPV impedance
with load impedance. A multiple gain boost converter with several C-L-C modules
generates high voltages at the output.

2 Mathematical Model of Solar PV

A single current source connected to a diode in parallel represents an ideal PV cell.
The practical model has resistances connected in both series and parallel with the
model of an ideal cell is as shown in Fig. 2.
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2.1 The Electrical Equivalent Circuit-Based Mathematical
Model of SPV

The current at the output is given as

I = Iph_ID_Ish (1)

G
Ioh = [Ise + Ki (T — 298)]% ()
Here, Iy, Ip, sy and I are SPV current, diode current, current through Ry, and the
short-circuit current (A), respectively. K; the short-circuit current of cell 1000 W/m?
and 25 °C, T is the operating temperature in °C and G the solar irradiation.
Equation (3) gives the diode current I, in the equivalent circuit

q(V+IRs)

I = Io[e s 1] 3)

Here, ‘g’ the electric charge = 1.6 x 1071° (C), ‘n’ the diode ideality factor =
1.3, ‘R’ the series resistance (2), ‘k’ is Boltzmann constant = 1.38 x 10723 J/K and
‘N’ the number of series connected cells.

From Eq. (3) the diode saturation current (/,) given by

I, = 1,S<T1>3.e[m”(’in_})} “4)

n

Here, ‘T,,’ is nominal temperature, 298 (K) and ‘E,,’ the bandgap energy of the
semiconductor (eV) = 1.1 eV.
And the cell reverse saturation current (/) in Eq. (4) is given by
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Equation (6) gives the value of the shunt current of SPV model
V+IR
Iy = ———" (©)
Ry,

In Egs. (5) and (6), V. is the open-circuit voltage in volts and Ry, is Parallel/Shunt
resistance in 2.

For simulation of SPV in MATLAB/Simulink platform, the standard electrical
parameters of SPV cell from the manufacturer is necessary. The SPV is modelled
based on Apollo ASP4FC200 solar panel (Pyax = 200 W, voltage at P, = 26.7 V,
current at Pp.x = 7.5A, Ve =32.6 Vand I, = 8.3A). The MATLAB model of SPV
is as shown in Fig. 3.

IV characteristics of SPV for various input temperature and irradiation are as
shown in Fig. 4a, b, respectively. PV characteristics of SPV for different input
temperature and irradiation are as shown in Fig. 5a, b, respectively.

3 Multiple Gain Boost Converter with C-L-C Cell

The output voltage of a solar PV is typically less than its rated value and the output
depends largely on temperature and solar irradiations that are intermittent in nature.
Hence, direct connection of the SPV output to the load is not possible. Moreover,
certain applications require higher voltages than that developed at the converter
output. This necessitates use of a boost DC-DC converter to supply a constant high
voltage DC output to the load. The boost converter consists of four elements namely,
inductor, capacitor, switch and diode to process the power from input to output. A
typical boost converter (BC) is as shown in Fig. 6.
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Regulation of the ON and OFF duration of the switch controls the converter
output voltage. The conventional boost converter is bulky and uneconomical, as they
require more number of components [25, 26] and large gain being the main limitation.
This limitation can be overcome with a C-L-C multiple gain converter [27-30]. The
topology is a switched inductor-based boost converter. Each C-L-C module consists
of a capacitor-inductor-capacitor configuration to lift the input voltage to multiple
levels with a diode between successive modules.

The number of C-L-C modules determines the multiple lifts/levels. The three-
level topology currently discussed generates a gain of 4. The circuit diagram of a
two-level lift BC is shown in Fig. 7 while three-level voltage lift BC is shown in
Fig. 7b.

4 Operating Modes of Multiple Lift Voltage Gain Boost
Converter

The C-L-C configuration-based multiple lift voltage gain boost converter consists of
number of inductors and capacitors, based on the voltage lift required [26]. A two-
level voltage gain module comprises of two capacitors and two switched inductors as
shown in Fig. 8a and a three-level voltage gain module consists of three inductors and
three capacitors as shown in Fig. 8b. The boost converter has an inductor-capacitor
filter at the input to mitigate the oscillations and overshoot present in the output
waveform of SPV. The inductor L; contributes to the first level of voltage lift and
similarly, the second lift in the voltage by inductor L, and capacitors C;, and C,.
Similarly, the third lift by inductor L3 and capacitors C3, C4. Thus for every level
of voltage lift after L; (first lift), there is an inductor and two capacitors as shown
in Fig. 8b. Hence, known as C-L-C configuration. The diode D; enables switching
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operation between first and second voltage lift. Similarly, diode D, aids the switching
operation between second and third level of voltage lift. The diode D3 turns ON and
turns OFF the circuit. A single switch controls the on—off state of the converter. It
operates in four different modes based on the on—off status of the switch. Section 4.1
gives the details of the four different modes of converter operation.

4.1 ON State

Mode W: During ON state, the circuit undergoes two different operational modes
(Mode W and Mode X). The equivalent circuits for Mode W and Mode X are as shown
in Fig. 9a, b, respectively. During Mode W of operation, current at the output of SPV
flows through all three levels and while L is charging, L, and L3 discharge, while
C; and C; are charging C, and C4 discharge. Hence, the current in the inductor of
the first level increases and currents in inductors of second and third levels decrease.
During this mode of operation, the filter capacitor charges and the diodes being
reverse biased, the losses associated with the diodes are zero. Mode W operation
starts when the current through the inductors in second and third levels decrease to
Zero.

Mode X: SPV charges the inductors of all three levels during this mode of operation,
and hence, the energy is stored in all the inductors and released during the next Mode
Y. The currents through the inductors increase in this mode and the direction of the
inductor currents in second and third levels will be opposite in direction to that in
Mode W. Again, all the diodes in this mode of operation continue to be in a state
of reverse bias. The voltage at every level is constant and the relationship between
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(c) (d)

Fig. 9 Equivalent circuits of various operation modes a Mode W, b Mode X, ¢ Mode Y, d Mode Z

them is as given in Eq. (7). During the ON state, the converter operates in continuous
mode of conduction and the filter capacitor starts discharging.

Vspv = Vi = Vo + Ver — Vea
=Vi3+Ves —Vea— Ve )

4.2 OFF-State

Mode Y: During ON state of the converter, the circuit undergoes two different modes

of operations: Mode Y and Mode Z. The equivalent circuits for these modes are as

shown in Fig. 9c, d, respectively. During Mode Y operation, all the diodes are forward

biased and current will flow through all diodes. Hence, elements in all levels start

discharging and the current flows through the load. In addition, during this mode of

operation, inductors satisfy volt-second balance and zero current principle.
Equations (8) to (10) give the voltage across inductors in each level:

Vir =V X ®)

1-D

D
1-D

Vig = Via X )
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D
1-D

Viy = VizX (10

Vi1 Vi Vs = Inductor voltages during off state.

The capacitor voltage in each level will remain constant during all modes of
operation.

Equations (11) to (14) give the relationship between inductors and capacitors:

Ver=Vey = Vir (11)
Vez = Vey = Vi + Vi (12)
Ver=Vey = Viy (13)
Vea = Vey = Viy (14)

The above Egs. (11) to (14) show that the capacitor voltages Ci, C3 and C,, Cy4
are equal to the voltage across inductors in the preceding lift during OFF state. From
the Egs. (15) to (17), it is clear that the voltages across each inductor are same during
the ON state

Vii=Ver + Vi — Ve (15)
= b XV +V b XV, (16)
={-pX'u 12— 7 pXVi2

Vii=Vi=Viz=V4 17

For a 3-lift/level converter, output voltage is given by sum of SPV voltage and
voltage across each inductor as given in Eq. (18).
Equation (19) gives the voltage gain of the converter:

Vout = Vin + VLl + VLZ + VL3 (18)
Vou _,, 3D (19
Vie ~ 1=D

Mode Z: During this mode of operation the inductor in the first lift continues to
discharge and the current flows to the load through the capacitors C, and C4 as shown
in Fig. 9d. Inductors in second and third lift along with C, and C4 are charging and
the currents being opposite in direction to that in Mode Y. The converter operates in
discontinuous mode for small values of duty cycle.
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Fig. 10 BC with four- lift C-L-C circuit

Similarly, the operation also extends to ‘n’ lifts/levels. Figure 10 shows a four-lift
C-L-C circuit for SPV.
The following equations give the voltages for the four-level C-L-C circuit:

Vin=Vi1 =V + Vo1 — Ve (20)
=Vi3+Ves — Vesa— Ve 21
= Via + Ves — Vee — Vea — Ve (22)

The voltage across the inductors in each lift remains the same as discussed in
three-lift converter and given by:

Vi =Via = Vi3 = Vs = Vis (23)
Hence,
Vour =Vin + Vi +Viy + Viy + Vig (24
Equation (25) gives the gain of a four-lift C-L-C converter:

Vout 4D
=14+ — 25
v + b (25)

Similarly, the circuit for multiple lifts with ‘n’ lift C-L-C stages is as shown in
Fig. 11. It consists of ‘n’ number of inductors and capacitors with the output voltage
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Fig. 11 BC with ‘n’-lift C-L-C circuit

being equal to the sum of SPV voltage across all inductors. The gain of ‘n’ lift C-L-C
converter is given by:

=14 — (26)

where,
‘n’ = Number of lifts.

5 Results

The MATLAB/Simulink model of SPV with three-lift/level C-L-C boost converter is
as shown in Fig. 12 with the output of SPV connected to input of a three-lift BC and
converter output fed to a load of 102 resistor. The values of L and C of C-L-C circuit
are in the range of microhenry and microfarad, respectively. The output performance
of C-L-C circuit rates better in comparison with a conventional BC. Output voltage
of SPV is 49 V as shown in Fig. 13a. The SPV connected to conventional boost
converter with the output measured at 0.5 duty cycle is 100 V as shown in Fig. 13b
with a peak overshoot of 82%. A suitable value of filter capacitor at the output side
minimizes oscillations in the output of the converter. The same SPV connected to
two-lift and three-lift boost converters with 0.5duty cycle results in an output of
150 V in case of two-lift converter with 64.38% overshoot and an output of 189 V
with 43.6% overshoot for three-lift converter as shown in Fig. 13c, d, respectively.
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Fig. 14 Boost factor with duty cycle for various lifts

The peak overshoot reduces further with increase in the number of lifts in C-L-C
circuit. The output of a three-lift C-L-C converter being four times higher than the
input voltage makes it a better choice over a conventional converter. Thus, the gain
of C-L-C converter can be adjusted to match the high voltage requirement of any
given application. The plot of boost factor versus duty cycle for conventional boost
converter and C-L-C converter for two and three lifts are as shown in Fig. 14. For
0.5 duty cycle, the boost factor of conventional converter is 2, for a two- lift C-L-C
converter it is 3 and for a three- lift C-L-C converter it is 4.

6 Conclusion

The paper presents the performance analysis of a SPV system connected to multiple
gain DC-DC boost converter and mathematical model of a single diode representation
of a solar PV with their PV and IV characteristics. The SPV integrated with a C-L-C
boost converter produces the required high voltage at the output. This converter being
modular in nature is helpful in generating various levels of high voltage, based on
the application. The paper also presents the performance analysis of conventional,
two-lift and three-lift C-L-C converters along with the comparison of the output
waveforms of the converters under discussion for a 0.5 duty cycle. The simulation
results show that the C-L-C converter for SPV is efficient with a high gain when
compared to a conventional DC-DC converter. The peak overshoot in the output
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voltage of a C-L-C converter is substantially lesser than the conventional converter
and decreases with increase in the levels. It is also seen that the output voltage gain
is 3 and 4 for a two- and three-level C-L-C converter, respectively.

References

1. IEA Homepage, https://www.iea.org/reports/global-energy-review-2020/renewables. Last
accessed 20 Nov 2020

2. A. Mahesh, K.S. Sandhu, Hybrid wind/photovoltaic energy system developments: Critical
review and findings.Renew. Sustain. Energy Rev. 52, 1135-1147 (2015)

3. B.K. Dey, I. Khan, N. Mandal, A. Bhattacharjee, Mathematical modelling and characteristic
analysis of Solar PV Cell, in 2016 IEEE 7th Annual Information Technology, Electronics and
Mobile Communication Conference (IEMCON), pp. 1-5 (2016)

4. H. Patel, M. Gupta, A.K. Bohre, Mathematical modeling and performance analysis of MPPT
based solar PV system, in 2016 International Conference on Electrical Power and Energy
Systems (ICEPES), pp. 157-162 (2016)

5. M. Malinowski, J.I. Leon, H. Abu-Rub, Solar photovoltaic and thermal energy systems: current
technology and future trends. Proc. IEEE 105(11), 2132-2146 (2017)

6. K. Yoshikawa, W. Yoshida, T. Irie, H. Kawasaki, K. Konishi, H. Ishibashi, T. Asatani, D.
Adachi, M. Kanematsu, H. Uzu, K. Yamamoto, Exceeding conversion efficiency of 26% by
heterojunction interdigitated back contact solar cell with thin film Si technology. Sol. Energy
Mater. Sol. Cells 173, 37-42 (2017)

7. AN.A. Ali, M.H. Saied, M.Z. Mostafa, T.M. Abdel-Moneim, A survey of maximum PPT
techniques of PV systems, in 2012 IEEE Energytech, pp. 1-17 (2012)

8. M. Jazayeri, S. Uysal, K. Jazayeri, Evaluation of maximum power point tracking techniques
in PV systems using MATLAB/Simulink, in 2014 Sixth Annual IEEE Green Technologies
Conference, pp. 54-60 (2014)

9. Y. Mahmoud, Toward a long-term evaluation of MPPT techniques in PV systems, in 2017 [EEE
6th International Conference on Renewable Energy Research and Applications (ICRERA),
pp.- 1106-1113 (2017)

10. AET Homepage, https://www.alternative-energy-tutorials.com/solar-power/pv-panel.html.
Last accessed 20 Nov 2020

11. S.N. Singh, Selection of non-isolated DC-DC converters for solar photovoltaic system. Renew.
Sustain. Energy Rev. 76, 1230-1247 (2017)

12. N.J. Philips, G.E. Francois, Necessary and sufficient conditions for the stability of buck-type
switched-mode power supplies. IEEE Trans. Ind. Electron. Control. Instrum. 3,229-234 (1981)

13. S. Xu, F. Sun, M. Yang, C. Han, W. Sun, S. Lu, A wide output range voltage-mode buck
converter with fast voltage—tracking speed for RF power amplifiers. Microelectron. J. 46(1),
111-120 (2015)

14. R.N. Shaw, P. Walde, A. Ghosh, Effects of solar irradiance on load sharing of integrated
photovoltaic system with IEEE standard bus network. Int. J. Eng. Adv. Technol. 9(1) (2019)

15. S.Krithiga, N.A. Gounden, Investigations of an improved PV system topology using multilevel
boost converter and line commutated inverter with solutions to grid issues. Simul. Model. Pract.
Theory 42, 147-159 (2014)

16. R.N. Shaw, P. Walde, A. Ghosh, A new model to enhance the power and performances of 4x4
PV arrays with puzzle shade dispersion. Int. J. Innov. Technol. Explor. Eng. 8(12) (2019)

17. J.W. Yang, H.L. Do, Analysis and design of a high-efficiency zero-voltage-switching step-up
DC-DC converter. Sadhana 38(4), 653-665 (2013)

18. R.N. Shaw, P. Walde, A. Ghosh, IOT based MPPT for performance improvement of solar PV
arrays operating under partial shade dispersion, in 2020 IEEE 9th Power India International


https://www.iea.org/reports/global-energy-review-2020/renewables
https://www.alternative-energy-tutorials.com/solar-power/pv-panel.html

Performance Evaluation of Solar PV Using Multiple Level ... 251

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

Conference (PIICON) held at Deenbandhu Chhotu Ram University of Science and Technology,
Sonepat, India on Feb 28—March 1, 2020

C.M. Krishna, Computationally efficient models for simulation of non-ideal DC-DC converters
operating in continuous and discontinuous conduction modes. Sadhana 40(7), 2045-2072
(2015)

T. Kok Soon, S. Mekhilef, A. Safari, Simple and low cost incremental conductance maximum
power point tracking using buck-boost converter. J. Renew. Sustain. Energy 5(2),023106 (2013)
A. Kavitha, G. Uma, M.B. Reesha, Analysis of fast-scale instability in a power factor correction
Cuk converter. IET Power Electron. 5(8), 1333-1340 (2012)

E. Selwan, G. Park, Z. Gajic, Optimal control of the Cuk converter used in solar cells via a
jump parameter technique. IET Control Theory Appl. 9(6), 893-899 (2014)

M. Mahdavi, H. Farzanehfard, Bridgeless SEPIC PFC rectifier with reduced components and
conduction losses. IEEE Trans. Industr. Electron. 58(9), 4153—4160 (2010)

H.L. Do, Soft-switching SEPIC converter with ripple-free input current. IEEE Trans. Power
Electron. 27(6), 2879-2887 (2011)

S. Narula, B. Singh, G. Bhuvaneswari, Power factor corrected welding power supply using
modified zeta converter. IEEE J. Emerg. Selected Topics Power Electron. 4(2), 617-625 (2015)
T.F. Wu, S.A. Liang, Y.M. Chen, Design optimization for asymmetrical ZVS-PWM zeta
converter. IEEE Trans. Aerosp. Electron. Syst. 39(2), 521-532 (2003)

A. Chini, F. Soci, Boost-converter-based solar harvester for low power applications. Electron.
Lett. 46(4), 296-298 (2010)

N.R. Sulake, A.K. Devarasetty Venkata, S.B. Choppavarapu, FPGA implementation of a
three-level boost converter-fed seven-level dc-link cascade H-bridge inverter for photovoltaic
applications. Electronics 7(11), 282 (2018)

S.N. Rao, D.V. Ashok Kumar, C.S. Babu,Implementation of multilevel boost DC-link cascade
based reversing voltage inverter for low THD operation. J. Electr. Eng. Technol. 13(4), 1528-
1538 (2018)

Y. Li, S. Sathiakumar, J.L. Soon, Multiple lift DC-DC boost converter using CLC cell. Aust.
J. Electr. Electron. Eng. 16(1), 46-55 (2019)



Comparative Study for Different Types m
of MPPT Algorithms Using Direct i
Control Method
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and Kok Soon Tey

Abstract Maximum power point tracking (MPPT) controllers achieve higher impor-
tance due to the high expansion rate of photovoltaic systems. The probability of partial
shading conditions (PSCs) is also increased which drastically reduced the maximum
power extraction capability from PV systems. In this paper, different types of MPPT
algorithms using direct control method have been examined under the same test
conditions. The current research trend on MPPT controllers has also been high-
lighted. This paper gives a brief description to engineers and practitioners working
in the area of MPPT controllers.

Keywords MPPT controllers - Partial shading conditions - Direct control method

1 Introduction

Renewable energy resources (RERs) are a major focus of researchers due to the
depletion of primary energy sources (such as fossil fuel), global warming, greenhouse
effect and alarming pollution rate. The demand of energy is also increasing with the
passage of each day due to the development of new technologies such as electric
vehicles and increased lifestyle of a common person [1]. Solar energy is said to be the
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prime source of RERs in majority of countries due to its renewability, availability in
abundance and environment-friendly nature. These features increased the installation
of PV system at standalone and grid level. Solar energy is considered as the next
major source to fulfill the increasing demand of energy.

PV module type, maximum power point tracking (MPPT) algorithm, topology
utilized for MPPT and converters conversion efficiency are the key factors which
affect the PV system performance. MPPT is the most critical point as it is the most
economical way to keep the system at its optimum performance. MPPT is a necessary
component as well for PV due to the nonlinear nature of power—voltage (P-V) and
current—voltage (I-V) curve, as shown in Fig. 1. The MPP varies with the change
in the irradiance and temperature condition [2] as shown from the P-V and I-V in
Fig. 1, which refer to the uniform shading conditions (USCs).

Conventionally, solar modules are connected in series to provide a high voltage
output. 20-24 cells are connected in series composed a module [3]. During partial
shading conditions (PSCs) which can be due to dirt, manufacturing error, mismatch
in irradiance across each module, etc. The module instead of supplying current will
consume which may create hotspot on the surface of the solar panel. To protect the
solar modules from hotspot phenomenon, each module is protected with a bypass
diode in parallel, which is placed inside the junction box [4]. The activation of
bypass diodes will create multiple local maximum power points (LMPP) and one
global maximum power point (GMPP) on the P-V and I-V curve, as shown in Fig. 2.
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2 Types of MPPT Algorithms

MPPT controllers generally can be divided into conventional, artificial intelligence
and metaheuristic-based MPPT algorithms, as shown in Fig. 3.

2.1 Conventional MPPT Algorithms

The conventional MPPT algorithms such as perturb and observe (P&O) and incre-
mental conductance (InC) are very fast in tracking the MPP for USCs. However,
when PSCs occurs, the conventional MPPT controllers will be unable to track the
GMPP, and they often track LMPP, which will cause power loses. It is due to the
way these controllers perform by perturbing the duty cycle and observing the power.
Let us see the operating principle of these conventional MPPT controllers.

Perturb and Observe (P&O)

The P&O controller, also known as the hill climbing controller, is one of the most
widely used methods for applying MPPT in the PV system [5]. The theory of P&O
is to increase or decrease the voltage or duty cycle of the PV array, which has been
converted at regular intervals, and to observe the direction of the power change;
thereafter, the next control signal has been calculated as shown in Fig. 4. P&O
is quick, reliable and fast to enforce. However, the algorithm tracks the MPP by
continuously adjusting the terminal voltage of the PV array, which can easily induce
output power oscillation. Furthermore, to abrupt environmental changing conditions,
the method can result in a power loss of the PV system.

Incremental Conductance (InC)

The InC is another widely used algorithm for MPPT, which works by comparing
the instantaneous conductivity I/V to the negative of the slope conductivity d//dV as
shown in Fig. 5, which is equal to the MPP [6]. As environmental factors change, the
method will smoothly log changes in the MPP, regardless of the characteristics and
parameters of the PV module. However, the InC tracking mechanism is relatively

Fig. 3 Different types of
MPPT algorithms Conventional

MPPT | Artificial Intelligence

Metaheuristic
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complicated and the precision and speed of the measurements will influence the
efficiency of the tracking to some level. At the same time, the step size of the voltage
increment is also proportional to the error of tracking.

2.2 Artificial Intelligence

Since the conventional MPPT algorithms are unable to track for the PSCs; therefore,
artificial intelligence-based MPPT algorithms such as fuzzy logic controller (FLC),
artificial neural network (ANN) and adaptive neuro fuzzy interface system (ANFIS)
have been proposed to deal with PSCs. However, tra