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Effect of Densification Pressure
on Physical and Combustion Properties
of Binderless Briquettes Made
from Rice-Husk and Coffee-Pulp

Alchalil, Adi Setiawan, Juwaini, and Taufiq Bin Nur

Abstract Agricultural residues such as rice husk and coffee pulp are abundantly
available highlighting its potential as source of renewable energy. Utilizing this
kind of biomass as a raw material for bio-briquettes can be considered as an
effective way to minimize their wastage. This study aims to examine the charac-
teristics of bio-briquettes produced from rice husk and coffee pulp through a
cold-forming process at a pressure of 100, 150 and 200 kg/cm2 without binder.
Prior to briquetting process, coffee pulp was sun-dried, ground and sieved to mesh
20 while rice husk was dried and carbonized before grinding and sieving. Mixtures
of 50% rice husk char-50% coffee pulp and 100% coffee pulp were made by adding
water followed by molding and drying processes. Characterization of the briquette
employs a number of techniques including DSC, TGA, bomb calorimeter and
proximate analyses as well as mechanical testing. The results show that the calorific
value of 100% coffee-skin briquette is 4764 cal/g containing 16.5 wt% of moisture,
12 wt% ash. The rate of combustion is 0.019 g/s with ignition time of 196 s.
Varying briquetting pressure results in a change in ignition time of bio-briquettes as
the density is increased. However, no significant change was observed on the rate of
combustion upon increasing the briquetting pressure. This investigation concludes
the potential use of agriculture residues as raw material for solid biomass fuel
production.

Keywords Binderless briquettes � Coffee pulp � Rice husk � Combustion
characteristics
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1 Introduction

Rice and coffee agro-industries contribute significant amount of residues which
potentially can be used as source of renewable energy. Increases in their con-
sumption lead to increases in annual production of both commodities as well as
amount of residues. This has received tremendous attention both in developed and
developing countries to optimize utilization of this biomass energy source. Indeed,
the use of agricultural residues helps in resolve the competition between energy and
food crops for cultivable land [1]. Although agricultural residues are the most
potential sources of biomass energy, their efficient exploitation for energy is rarely
implemented.

In fact, rice industry produces significant amounts of waste which mostly in the
form of rice straw, rice husk and rice husk ash. Rice straw is the stem of the plant
that is left after harvesting the grain where each kilo of paddy rice produces 0.41–
3.96 kg of rice straw. Rice husk is identified as the outer layer of rice seed which
removed during the grinding process. For each tons of harvested rice, contributes
20–33% of the grain weight [2]. On the other hand, processing of coffee produces
waste of around 30–50% of its total weight depending on the type of processing [3].
Coffee pulp and husk are the main residues obtained after removing coffee beans
during the dry or wet process. These residues need an effective method of use as
disposing this residual into the environment brings environmental problems.

In many countries, a number of studies have been devoted to investigate the
potential utilization of agricultural wastes however profitable and technically fea-
sible methods are still under development. Currently, there are a number of methods
have developed for utilizing agro-industry-by-products including (1) mushroom
cultivation, (2) production of enzymes, (3) biofuel production, (4) organic acid
production, (5) bioactive compounds, (6) dietary fiber, (7) composting and ver-
micomposting [4]. Among these options, the conversion of coffee waste into biofuel
looks like more potential and applicable for agriculture regions.

Basically, these biomass wastes can be directly used as fuel, however the
combustion process cannot be maximized due to several factors, including high ash
content, low density, non-competitive calorific value per unit volume, higher
moisture contains and produces smoke [5]. Thus, briquetting is one of the most
common strategies used for enhancing fuel quality and helps in establishing more
effective fuel distribution, storage and utilization. Recent investigation has been
reported about densification of biochar produced from coffee-pulp [6, 7] high-
lighting potential strategy of coffee-agro-industry by-product utilization.

In this study, rice husk and coffee pulp were processed into a
higher-energy-density fuel through densification process in absence of binder to
produce a bio-briquette. The main objective is to examine the effect of pressure
applied on physical properties of bio-briquettes produced through the cold-forming
process as well as finding the combustion characteristic of briquettes.

2 Alchalil et al.



2 Experimental Methods

2.1 Preparation of Bio-briquettes

Rice husk rawmaterial was sourced fromAcehUtaraDistrict while residue ofArabica
coffee was collected from Bener Meriah District of Aceh Province, Indonesia.
Initially, rice husk was carbonized and ground while coffee skin was sun-dried and
ground. Bothmaterials was sieved tomesh 20 andmixed by addingwater sufficiently.
The mixture consisted of 50% coffee pulp and 50% rice husk. As shown in Fig. 1a,
cold-forming process of briquettes employed a home-made briquetting machine
which consists of four piston dies, a rigid frame structure and hydraulic jack.
Densification was carried out at a pressure of 100, 150 and 200 kg/cm2 and later
denoted as RC100, RC150 and RC200, respectively. Another set of briquettes was
prepared under similar procedure and size with a raw material of 100% coffee
pulp. The sample was later named as CP100, CP150 and CP200. All briquettes were
then naturally dried for five days. Figure 1b displays bio-briquette products after
pressing where briquette diameter is 45 mm and height 60 mm.

2.2 Briquettes Testing and Characterization

In order to understand the physical and chemical properties of binderless briquette
produced from coffee pulp and rice-husk, thermogravimetric analysis (TGA) was
performed under Shimadzu DTG-60 machine by purging with nitrogen at a flow
rate of 20 ml/min and heating rate of 20 °C/min. Shimadzu DSC-60 helps in
thermal analysis of briquettes in air at a flow rate of 20 ml/min and heating rate of
15 °C/min. In any TGA and DSC experiments, about 10 mg of sample was placed

Fig. 1 a Briquettes pressing machine and b bio-briquettes products

Effect of Densification Pressure on Physical and Combustion … 3



in aluminum crucible. Bomb calorimeter estimated the caloric value of briquettes.
Ignition time, flame duration and rate of combustion of the briquette were also
tested. Mechanical properties were analyzed in term of compression strength, size
stability and porosity.

3 Result and Discussion

Thermo-physical properties of bio-briquettes was assessed initially under thermo-
gravimetry and differential scanning calorimeter analyses at temperature up to 600 °C
with heating rate of 20 °C/min and 15 °C/min, respectively. Figure 2 displays
decreases in weight as a function of temperature of RC150 and CP 150 samples. Both
thermogram graphs show significant loss of weight during heating in nitrogen.
Comparing these two graphs indicates a lower decomposition rate observed from
RC150 briquette which is mostly due to carbonization process of rice husk during
preparation. There are three-stage of weight loss observed i.e. room temperature to
220 °C, 220 °C < T < 350 °C and 350 °C < T < 600 °C. This thermal degradation
profile is relatively similar towhat has been reported in the literature [8].During thefirst
stage, ca. 8%of both samplesweight is lost which ismostly due to removal ofmoisture
andweak-bonded compounds. Theweight of CP150 sample is significantly lost (24%)
within the second stage while RC150 sample lost only 9% of its weight in this region
due to most of volatile matter is decomposed. Decrease in weight is continued upon
heating to 600 °C where respectively 11.6% and 14.2% of RC150 and CP150 sample
weight are lost during last stage. Most of biomass is typically contained a high volatile
matter compared to coal, thus reactivity of fuel derived from biomass is better [9].

Figure 3 shows DSC curves of RC150 and CP150 samples upon heating up to
600 °C at a rate of 15 °C/min. DSC curve of RC150 sample indicates an
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Fig. 2 TG curve of binderless briquettes at heating rate of 20 °C/min
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endothermic reaction takes place within a temperature range of 58.5–139.8 °C
where the maximum peak is at 99.8 °C. While, CP150 briquette experiences an
endothermic reaction at temperature range of 41.6–124.9 °C and maximum peak at
86.7 °C. From both samples, exothermic reaction is started above 125 °C.
Integration of area within endothermic curve suggests amount of heat adsorbed by
RC150 and CP150 samples are 180.8 J/g and 320.3 J/g respectively. These
amounts of heat are mostly required for removing moisture content and other
weak-bond species.

Fig. 3 DSC curve of a RC150 and b CP150 briquettes at heating rate of 15 °C/min

Effect of Densification Pressure on Physical and Combustion … 5



Heating value of coffee-skin briquette was analyzed using bomb calorimeter
resulting higher heating value of 4058 cal/g and 3705 for RC and CP briquettes,
respectively. Table 1 summarizes density, water and ash content of each samples.
Initially, 80% of mixture is water. After pressing process, water content is decreased
to 60 * 66.6%. A decrease in water content is obviously observed when bri-
quetting pressure is increased. After drying, the average water contents is ranging
from 11.4 to 16.5 wt%. Density of briquette is obviously affected by briquetting
pressure. CP200 briquettes recorded the greatest density (0.31 g/cm3), then CP150
(0.30 g/cm3) and CP100 briquettes (0.28 g/cm3). RC briquettes has slightly higher
density compared to CP briquettes. The resulting density is mostly affected by
particle size and moisture content of the raw material The percentage of ash
measured after burning the sample at 600 °C for 4 h is 10 wt% for CP100 sample.
The amount of ash is slightly higher for higher briquetting pressure which is due to
higher briquette density.

The combustion properties of rice husk and coffee-pulp briquettes have been
investigated and summarized in Table 2. Results show that the ignition time is
ranging from 192 to 252 s. The higher pressure for briquetting, the longer time is
needed for ignition. Flame duration for one piece of CP100 briquette is 1380 s,
while increasing briquetting pressure to 200 kg/cm2 leads to a longer duration of
flame, i.e. 1470 s. In average, the rate of combustion of three kinds of sample is
0.020 g/s.

Table 1 Water and ash content of binderless briquettes

Sample code Water content (wt%) Density
(g/cm3)

Ash content
(wt%)Mixture After press After drying

RC100 60 28.6 11.8 0.38 18.8

RC150 60 26.6 11.4 0.37 19.2

RC200 60 23.3 11.7 0.33 24

CP100 80 66.6 15.7 0.28 10

CP150 80 65 16.5 0.3 12

CP200 80 60 14.8 0.31 13

Table 2 Combustion properties of binderless briquettes

Sample code Ignition time (s) Flame duration (s) Rate of combustion (g/s)

RC100 360 2405 0.016

RC150 372 2618 0.012

RC200 450 2854 0.011

CP100 195 1380 0.021

CP150 196 1415 0.019

CP200 252 1470 0.02
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Correlation between briquetting pressure and size stability as well as porosity is
explained by data in Table 3. Briquette CP100 has size stability of 82.09% while
pressing briquette at 150 kg/cm2 and 200 kg/cm2 enhances the size stability to
87.42% and 94.00% respectively. As suggested in the literature that lower weight to
mass reductions leads to a higher durability at higher hydraulic pressures of the
briquettes [10]. As can be seen in this table, higher densification pressure results in
smaller porosity. In term of compression strength, this kind of briquette has low
ability to receive compressive load since no binder was added during production.
The maximum compression strength is only 0.10 kg/cm2 obtained from CP200
sample. This low compressive strength has correlation to higher percentage of
porosity measured from any type of sample. Indeed, higher porosity benefits
ignition of the briquette as shown in Table 2 where all samples can be ignited
within 252 s.

4 Conclusion

Rice husk and coffee-pulp have been used as raw material for bio-briquettes and
tested to identify its properties. The calorific value of 100% coffee-pulp briquette is
4764 cal/g containing in average 15.67 wt% of moisture, 11.67 wt% ash. The rate
of combustion is 0.019 g/s with ignition time of 196 s. Varying briquetting pressure
results in a change in ignition time of bio-briquettes as the density is increased.
However, no significant change was observed on the rate of combustion upon
increasing the briquetting pressure. Results show a potential use of agro-industry
residues as feedstock for solid biomass fuel production.

Acknowledgements We acknowledge research funding from the Directorate of Research and
Community Services (DRPM), Ministry of Research and Technology/National Agency for
Research and Innovation, Republic of Indonesia, contract number 180/SP2H/AMD/LT/DRPM/
2020.

Table 3 Size stability and porosity of binderless briquettes

Sample code Compression strength (kg/cm2) Size stability (%) Porosity (%)

RC100 1.56 99.00 91

RC150 2.04 99.24 80

RC200 2.87 99.30 75

CP100 0.07 82.09 98

CP150 0.07 87.42 95

CP200 0.1 94.00 92

Effect of Densification Pressure on Physical and Combustion … 7



References

1. Fritsche UR, Sims REH, Monti A (2010) Direct and indirect land-use competition issues for
energy crops and their sustainable production—an overview. Biofuels, Bioprod Biorefin
4:692–704

2. Rambo MKD, Cardoso AL, Bevilaqua DB, Rizzetti TM, Ramos LA, Korndorfer GH,
Martins AF (2011) Silica from rice husk ash as an additive for rice plant. J Agron 10:99–104

3. Oliveira LS, Franca AS (2014) An overview of the potential uses for coffee husks. Elsevier
Inc

4. Janissen B, Huynh T (2018) Resources, conservation and recycling chemical composition and
value-adding applications of coffee industry by-products: a review. Resour Conserv Recycl
128:110–117

5. Haykiri-Acma H, Yaman S (2010) Production of smokeless bio-briquettes from hazelnut
shell. In: Proceedings of the world congress on engineering and computer science, vol II,
pp 20–22

6. Setiawan A, Hayat F, Faisal, Nur TB (2019) Combustion characteristics of densified bio-char
produced from Gayo Arabica coffee-pulp: effect of binder. IOP Conf Ser Earth Environ Sci
364

7. Setiawan A, Juwaini, Nayan A, Faisal, Fauzan (2018) Mechanical and physical properties of
bio-briquette produced from Gayo Arabica coffee-skin. In: 1st International conference on
multidisciplinary engineering (ICoMdEn). Lhokseumawe, p 13

8. Singh YD, Mahanta P, Bora U (2017) Comprehensive characterization of lignocellulosic
biomass through proximate, ultimate and compositional analysis for bioenergy production.
Renew Energy 103:490–500

9. Mckendry P (2002) Energy production from biomass (part 1): overview of biomass 83:37–46
10. Amarasekara A, Tanzim FS, Asmatulu E (2017) Briquetting and carbonization of naturally

grown algae biomass for low-cost fuel and activated carbon production. Fuel 208:612–617

8 Alchalil et al.



Characteristics of Lightweight Bricks
Composed of Clay and Diatomite

Muttaqin Hasan, Taufiq Saidi, Husaini, Muhammad Jamil,
and Zikratul Rhina

Abstract The widely used conventional bricks are made from clay. However, the
apparent density of bricks made of clay is high due do the high bulk density of clay.
In this study, the diatomite which has low bulk density was used to replace the clay
partially and totally in order to produce lightweight brick. The purpose of this study
therefore was to obtain the characteristic (i.e. apparent density, specific gravity,
absorption, single and paired compressive strength) of bricks composed of clay and
diatomite. Five clay to diatomite ratios in volume which are 1: 0; 0.75: 0.25; 0.50:
0.50; 0.25: 0.75 and 0: 1 were prepared and tested in accordance with the standards.
Analysis of variance was performed in order to see the significance of the influence
of diatomite content on the characteristic of the bricks. The test results showed that
lightweight bricks can be produced by composing of the clay and the diatomite. The
bulk density and specific gravity of the bricks decreased with increasing in diato-
mite content. In contrary, however, the absorption of the bricks increased with
increasing in diatomite content. The diatomite content did not affect the compres-
sive strength of bricks. According to SNI 15-2094-2000 all bricks composed at
different clay to diatomite ratio can be classified as one class, which is Class 50.
Using regression analysis, the relationships between diatomite content and apparent
density, specific gravity and absorption of bricks as well as relationship between
single and pair bricks compressive strength were proposed.
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1 Introduction

Bricks have been used as material construction since 7500 BC. They were found at
Tell Aswad, in the upper Tigris region and in southeast Anatolia close to Diyarbakir
[1]. Conventionally, bricks were made from clay. The clay is mixed with water and
formed in the prims shape, then burned in the furnace usually at the temperature of
600–800 °C for 3 or 4 days. Nowadays, in Indonesia and other developing coun-
tries, bricks are widely used as building walls. Its function is only considered as
insulating wall between rooms and outer wall without being intended to carry loads.
However, the wall itself overloads the supporting beams which are a part of the
building structure system to withstand gravity loads and lateral loads in the form of
wind pressure and earthquake. The greater the weight of the wall, the greater the
load that must be carried by the beams and other the structural systems. Since the
clay has a large bulk density, then the clay bricks have a large apparent density and
hence a large load must be carried by the building structures. In order to reduce the
load on the structures, it is necessary to find other materials that are lighter to make
the bricks.

Diatomite which is a siliceous sedimentary rock formed from accumulation of
skin deposition or fossil skeleton of aquatic plants is a lightweight material with
bulk density ranging between 417 and 767 kg/m3 [2, 3] is expected to be a raw
material for making lightweight bricks. However, very few studies have examined
the use of diatomite as a material for making lightweight bricks [4]. Mostly
researches were conducted in utilizing diatomite as cementitious material in com-
posite cement [5–7], mortar [8], high strength concrete [9–11] and ultra-high
strength concrete production [12]. This research, however was conducted to study
the compressive strength, water absorption, apparent density and specific gravity of
lightweight bricks composed of clay and diatomite.

2 Experimental Program

Five types of bricks at different clay to diatomite volume ratio as shown in Table 1
were prepared. Beside clay and diatomite, sand with particle size less than 1 mm
and water were also used. The diatomite was collected from Beureunut Village,
Aceh Besar District, Indonesia while clay, sand and water were available at the

Table 1 Material volume
ratio of studied bricks

Brick type Clay Diatomite

Type 1 1.00 0.00

Type 2 0.75 0.25

Type 3 0.50 0.50

Type 4 0.25 0.75

Type 5 0.00 1.00
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conventional brick factories located in Miruek Taman Village, Aceh Besar District,
Indonesia. The liquid limit, plastic limit and plasticity index of clay were tested in
accordance with SNI 1966:2008 and SNI 1967:2008 [13, 14] and the results are
shown in Table 2 while the bulk density of clay, diatomite and sand were tested in
accordance with SNI 03-4804-1998 [15] and the results are shown in Table 3.

Brick specimens with the size of 210 � 110 � 45 mm3 were prepared at the
brick factory. Clay and diatomite were ground and mixed together with sand and
sufficient water to have a homogeneous plastic material. The material then was
formed in timber moulds. The moulds were previously swept with ash so that the
material did not stick when formed and resulted in smooth and neat bricks. The
bricks were then gradually dried in a place protected from the sun so that they did
not experience crack. After the bricks were dry enough, then they were burned in a
furnace with the temperature of 600 °C for 4 days. Later, the bricks were cooling
down in room temperature before tested. For each type of brick, 30 specimens were
prepared. The mix proportion of the materials are shown in Table 4.

The apparent density of the specimens was tested in accordance with SNI
15-2094-2000 [16] while the specific gravity was tested in accordance with ASTM
C373-18 and ASTM C67/C67M-2020 [17, 18]. The steps for testing apparent
density and specific gravity were the same and used the same tools. Five specimens
were tested for each type of bricks. The specimens were dried in the oven with the
temperature of 100 °C for 24 h and weighed (Md). The specimens were then cooled
to room temperature and then put in a container that has been hung in a vessel filled
with water and allowed to stand for a while so that the water enters completely,
which was marked by the loss of water bubbles. The weight of the specimens while

Table 2 Liquid limit, plastic
limit and plasticity index of
clay

Properties Test result

Liquid limit (%) 71.86

Plastic limit (%) 27.14

Plasticity index (%) 44.73

Table 3 Bulk density of
clay, diatomite and sand

Materials Bulk density (kg/m3)

Clay 1465

Diatomite 1437

Sand 735

Table 4 Mix proportion for
30 specimens of bricks

Brick
type

Clay
(kg)

Diatomite
(kg)

Sand
(kg)

Water
(kg)

Type 1 45.68 0.00 14.94 8.90

Type 2 34.26 5.73 14.94 11.40

Type 3 22.84 11.45 14.94 15.90

Type 4 11.42 17.18 14.94 16.40

Type 5 0.00 22.91 14.94 22.00
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hanging in the water was also measured (Mb). The specimens were then removed
from the water and wiped with a water absorbent cloth and weighed (Mc). Apparent
density (Qsch) and specific gravity (T) were calculated by the following equations:

Qsch ¼ Md

Mc �Mb
dw ð1Þ

T ¼ Md

Md �Mb
ð2Þ

where dw = density of water (1000 kg/m3).
The water absorption test was conducted in accordance with SNI 15-2094-2000

[16]. Five specimens for each type of bricks were tested. The specimens were
immersed in water for 24 h, the surface of the specimens was wiped with a water
absorbent cloth and the weight of the specimens was measured (A). The specimens
were then dried in the oven with the temperature of 100 °C and weighed (B). The
water absorption (Pe) was calculated by the following equation:

Pe ¼ A� B
A

100% ð3Þ

Compressive strength test was performed on single bricks and paired bricks. The
single brick compressive strength test was conducted in accordance with ASTM C
C67/C67M-2020 [18]. The surface of the specimens was smoothed and levelled
up. The specimens were put between two plates of loading machine and the
compression load was applied until the specimens get failure. Five specimens were
tested for each type of bricks. The paired brick compressive strength was tested in
accordance with SNI 15-2094-2000 [16]. Five specimens were tested for each type
of bricks. The specimens were cut at the centre into two pieces. One piece of the
specimens was put into another piece with space of 6 mm. On the space a mortar
with the ratio of 1 cement and 3 sand was filled. After the mortar getting hard, the
specimen was cured in the water for 24 h followed by cured in the room temper-
ature for 7 days. The compression load was applied on the specimens using uni-
versal testing machine until the specimens get failure. The compressive strength (f 0c)
was calculated by the following equation:

f 0c ¼
Pmax

F
ð4Þ

where: Pmax = maximum load and F = the section area of the specimens.
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3 Experimental Results and Discussion

3.1 The Variation of Experimental Data

To see the variation of the data obtained which means the specimens were prepared
well, the data of apparent density, specific gravity and water absorption with their
statistical analysis including standard deviation (SD) and coefficient of variation
(CV) is presented in Tables 5, 6 and 7. The coefficient of variation of all data was
less than 10% with only one data exceeded this ratio. This means that the data
obtained has no significant variation.

3.2 Apparent Density

The average apparent density of all types of bricks are shown in Fig. 1a. This figure
shows that the apparent density of bricks decreased with the increase in diatomite
content. By replacing the clay with diatomite totally reduced the apparent density of
bricks by 30.78%. This means that lightweight bricks can be produced by replacing
the conventionally used clay with the diatomite. To see the influence of diatomite
content on the apparent density of bricks, an analysis of variance was conducted
and the result is presented in Table 8. It was found that the Fo > Fo (0.05); (4.20)
with means that the diatomite content significantly affected the apparent density of

Table 5 Data of apparent density

Brick
type

Apparent density (kg/m3) for specimen SD (kg/
m3)

CV
(%)#1 #2 #3 #4 #5 Average

Type 1 1710 1680 1710 1700 1680 1696 13.56 0.80

Type 2 1500 1510 1510 1520 1510 1510 6.32 0.42

Type 3 1370 1350 1370 1360 1340 1358 11.66 0.86

Type 4 1320 1350 1310 1320 1330 1326 13.56 1.02

Type 5 1190 1200 1180 1150 1150 1174 20.59 1.75

Table 6 Data of specific gravity

Brick type Specific gravity for specimen SD CV (%)

#1 #2 #3 #4 #5 Average

Type 1 2.25 2.27 2.26 2.20 2.28 2.25 0.03 1.24

Type 2 2.19 2.21 2.21 2.20 2.20 2.20 0.01 0.34

Type 3 2.17 2.20 2.19 2.17 2.17 2.18 0.01 0.58

Type 4 2.15 2.20 2.18 2.17 2.16 2.17 0.02 0.79

Type 5 2.17 2.17 2.17 2.14 2.10 2.15 0.03 1.28
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bricks at significance level of 5%. Using the linear regression analysis as shown in
Fig. 1b, the relationship between apparent density and diatomite content can be
written as follows:

Qsch ¼ 1658:4� 4:912Dc ð5Þ

where Qsch = apparent density of bricks (kg/m3) and Dc = diatomite content (%).

Table 7 Data of water absorption

Brick
type

Water absorption (%) for specimen SD
(%)

CV
(%)#1 #2 #3 #4 #5 Average

Type 1 14.95 15.90 16.12 14.49 8.48 13.99 2.82 20.15

Type 2 22.69 22.87 22.69 22.10 22.24 22.52 0.29 1.31

Type 3 28.24 32.16 28.44 28.77 33.53 30.23 2.19 7.23

Type 4 31.13 30.10 32.38 30.89 31.04 31.11 0.73 2.36

Type 5 40.13 38.47 39.93 42.87 40.90 40.46 1.44 3.56

Fig. 1 a Apparent density; b relationship between apparent density and diatomite content

Table 8 Analysis of variance on the influence of diatomite content on apparent density of bricks

Variance source Sum of square df Mean square Fo Fo (0.05); (4.20)

Treatments 0.786 4 0.197 812.05 2.87

Error 0.005 20 0.000

Total 0.791 24
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3.3 Specific Gravity

The average specific gravity of all types of bricks are shown in Fig. 2a. This figure
shows that the specific gravity of bricks decreased with the increase in diatomite
content. The result of analysis of variance shown in Table 9 indicates that the
diatomite content significantly affected the specific gravity of bricks at significance
level of 5%. Using the linear regression analysis as shown in Fig. 2b, the rela-
tionship between specific gravity of bricks and diatomite content can be written as
follows:

T ¼ 2:238� 0:0009Dc ð6Þ

where T = specific gravity of brick and Dc = diatomite content (%).

3.4 Water Absorption

The average water absorption of all bricks tested in this study is shown in Fig. 3a.
This figure shows that the water absorption of bricks increased with the increase in
diatomite content. The result of analysis of variance shown in Table 10 indicates
that the diatomite content significantly affected the specific gravity of bricks at a
significance level of 5%. Using the linear regression analysis as shown in Fig. 3b,
the relationship between water absorption of bricks and diatomite content can be
written as follows:

Pe ¼ 15:354þ 0:2461Dc ð7Þ

where Pe = specific gravity of brick and Dc = diatomite content (%). Because of
the high absorption of lightweight bricks made of diatomite, they cannot be used for

Fig. 2 a Specific gravity; b relationship between specific gravity and diatomite content
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trasram masonry, bathroom walls and masonry in the ground with need imper-
meability. The application of this lightweight bricks is for normal masonry only
with including the building wall.

3.5 Compressive Strength

The average compressive strength of all bricks tested in this study is shown in
Fig. 4a. This figure shows that the compressive strength of paired bricks was lower
than that of single bricks. This lower of paired brick compressive strength is
attributed to the lower strength of mortar between the two pairs of bricks. When the
compression test was conducted the age of the mortar was still 7 days. As well
known the mortar reaches its optimum compressive strength at the age of 28 days.
Therefore, it is recommended the compression test of paired bricks would be
conducted when the age of the mortar reaches 28 days. The analysis of variance

Table 9 Analysis of variance on the influence of diatomite content on brick specific gravity

Variance source Sum of square df Mean square Fo Fo (0.05); (4.20)

Treatments 0.020 4 0.005 8.208 2.87

Error 0.012 20 0.001

Total 0.033 24

Fig. 3 a Water absorption; b relationship between water absorption and diatomite content

Table 10 Analysis of variance on the influence of diatomite content on brick absorption

Variance source Sum of square df Mean square Fo Fo (0.05); (4.20)

Treatments 1978.44 4 494.61 128.30 2.87

Error 77.10 20 3.86

Total 2055.54 24
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results for the influence of diatomite content on the compressive strength of single
and paired bricks are shown in Tables 11 and 12. Table 11 shows that the Fo < Fo
(0.05); (4.20) with means that the diatomite content did not significantly affect the
compressive strength of single bricks at significance level of 5%. According to the
compressive strength obtained, all the bricks can be classified in one class which is
Class 50 (SNI 15-2094-2000). However, the analysis of variance result presented in
Table 12 shows that the diatomite content significantly affected the compressive
strength of paired bricks at a significance level of 5%. Using the linear regression
analysis as shown in Fig. 4b, the relationship between compressive strength of
paired bricks and that of single bricks can be written as follows:

f 0p ¼ 0:4827f 0s þ 0:8613 ð8Þ

Fig. 4 a Compressive strength; b relationship between compressive strength of paired and single
bricks

Table 11 Analysis of variance on the influence of diatomite content on single brick compressive
strength

Variance source Sum of square df Mean square Fo Fo (0.05); (4.20)

Treatments 40.45 4 10.11 2.82 2.87

Error 71.63 20 3.58

Total 112.08 24

Table 12 Analysis of variance on the influence of diatomite content on paired brick compressive
strength

Variance source Sum of square df Mean square Fo Fo (0.05); (4.20)

Treatments 40.45 4 10.11 2.82 2.87

Error 71.63 20 3.58

Total 112.08 24
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where: f 0p = compressive strength of paired bricks and f 0s = compressive strength of
single bricks.

4 Conclusions

Based on the results presented above, the following conclusions can be drawn:

1. The diatomite content affected the apparent density and specific gravity of bricks
significantly. The apparent density and specific gravity of bricks decreased with
increasing in diatomite content. By replacing the clay with diatomite totally, the
apparent density of bricks reduced by 30.78%. Therefore, lightweight bricks can
be produced by replacing the clay with diatomite partially or totally.

2. The water absorption of bricks increased with increasing in diatomite content.
Therefore, due to the high absorption of lightweight bricks made of diatomite,
they cannot be used trasram masonry, bathroom walls and masonry in the
ground with need impermeability.

3. The diatomite content did not affect the compressive strength of bricks. Based
on the compressive strength, lightweight bricks composed of diatomite and clay
can be classified at the same class with conventionally clay bricks, which is
Class 50.
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Thermal Characteristics of Oil Palm
Wood and Ramie Fiber as Raw
Materials for Thermal Insulation
Bio Board

I. Mawardi, Samsul Rizal, S. Aprilia, and M. Faisal

Abstract The wise use of insulation materials in buildings not only reduces energy
consumption but also reduces greenhouse gas emissions and increases the thermal
comfort of the room. Oil palm wood fiber and ramie fiber have great potential as a
basis for the thermal insulation bio board. The thermal stability of the base material
is essential to study. The purpose of this study was to analyze the thermal char-
acteristics of oil palm wood and ramie fiber as raw material for the thermal insu-
lation bio board. Thermal characteristics were tested by thermogravimetric analysis
(TGA) and differential scanning calorimetry (DSC). Oil palm wood fiber and ramie
fiber as the base material get treatment before being tested. Oil palm wood fiber is
immersed in 120 °C hot water for 30 and ramie fiber in 5% NaOH solution at the
same time. The results of the TGA analysis show that the thermal stability of OPW
fibers with treatment is better, 248 °C than the OPW without treatment at 235 °C.
Likewise, ramie fiber with 5% NaOH mixture has better thermal stability, 280 °C
than untreated ramie fiber, which produces a peak temperature of 272 °C. DSC
analysis showed that the maximum temperature peaks occurred at 409 °C and
408 °C for OPW and hemp fiber treated, respectively. The thermal stability of fibers
will increase with pretreatment compared to untreated fibers.

Keywords Oil palm wood � Ramie fiber � Thermal insulation � Bio board
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1 Introduction

Building, industry, and transportation are the three sectors that consume the most
energy. These three sectors are the main contributors to CO2 emissions, which
cause global warming. Buildings can consume 47.6% of energy and produce CO2

emissions of 44.6% [1]. The high energy consumption in buildings is inseparable
from the increasing human population and the need for a place to live (buildings),
indirectly narrowing green space and increasing energy consumption due to human
activities, indoors and outdoors. Energy consumption is dominated by energy use
for lighting, air conditioning (AC), space heating, and the use of other electronic
devices.

At present, energy efficiency in buildings is a primary concern in social and
economic development [2–4]. One of the energy efficiency techniques in buildings
is the application of insulation materials [5–7]. The use is carried out by covering
the building with insulation materials. Synthetic or inorganic materials such as;
glass wool, rock wool, polyurethane foam, extruded polystyrene (XPS), and
expanded polystyrene (EPS) have been widely used as thermal insulation materials,
at present [7, 8]. Although inorganic materials have low thermal conductivity and
density, the use of these materials harms the environment, is not renewable, the
production process is high, and cannot be recycled. Therefore, the use of organic
materials such as natural fibers as building insulation materials is one of the
essential factors in creating a healthier and more sustainable environment.

Natural fibers such as ramie fiber and oil palm trunk have great potential and are
promising as raw materials for environmentally friendly thermal insulation mate-
rials. The availability and readily biodegradable are the advantages of natural fibers.
Many researchers have published the results of insulation material research using
organic materials/natural fibers instead of inorganic materials. Wei et al. [9] have
developed a new thermal insulation material from rice straw. The study was con-
ducted by looking at the influence of several variables such as high-frequency
heating, board density, particle size, and ambient temperature on the mechanical
and physical properties of rice straw insulation material. The results showed that the
optimal mechanical and physical properties of the boards were obtained with a
moisture content of 14%, a density of 250 kg/m3, and L-type particle size. Besides,
thermal insulation boards have thermal conductivity ranging from 0.051 to
0.053 W/mK. Zhou et al. [10] have published environmentally friendly thermal
insulation materials from natural fibers. Thermal insulation boards are formed from
non-adhesive cotton stalk fibers. The board is formed by hot pressing. The insu-
lation boards produced have a density of 150–450 kg/m3 and have thermal con-
ductivity values ranging from 0.0585 to 0.0815 W/mK. The value of thermal
conductivity has a strong linear correlation with density.

Panyakaew and Fotios [11] have developed thermal insulation boards from coir
and bagasse fibers. The insulation material is formed without the use of chemical
binders and with low density. Their experimental results showed that the insulation
boards from coir and bagasse fibers had thermal conductivity values ranging from
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0.046 to 0.068 W/mK. These results approach conventional insulation materials
such as cellulose fibers and mineral wool. Korjenic et al. [12] have published the
use of hemp, flax, and hemp to develop new insulation materials from renewable
resources. Specimens were formed using polystyrene adhesive (PS). Experimental
results show that the optimal combination of natural materials has thermal and
mechanical properties comparable to conventional insulation materials such as
polyurethane, polystyrene, and mineral wool. Manohar et al. [13] also have
biodegradable insulation material from coir fiber and bagasse fiber. The results
showed that the thermal conductivity at 70 kg/m3 of bagasse and coir fiber was
0.05094 W/mK (24 °C) and 0.04884 W/mK (21.8 °C), respectively.

Research the thermal insulation materials from renewable natural materials
continue to develop. In addition to the use of natural fibers, but biomass such as
wood and date palms has been reported. The natural fibers were also investigated
[14, 15], which uses wood waste as an alternative material for thermal insulation
materials for buildings. Waste wood used comes from primary production sources
without treatment. Particle sizes range from 1 to 4 mm. The results showed that the
thermal conductivity of 0.048–0.055 W/mK. Dates with comparable gypsum
adhesive can replace conventional insulation materials. Thermal insulation material
from date palms with gypsum adhesive is safe for humans [16].

In addition to the date palm tree, [17] has mixed bio-based local material,
sawdust, and palm fiber as a mixture of concrete blocks. Sawdust and coir fiber are
processed to form composite building blocks. Experiments were carried out to
determine the thermal conductivity, compressive strength, and density of sand
concrete. The results of the research show that incorporating bio-based materials
into concrete reduces density and thermal conductivity, thereby reducing the burden
of heat-transmitting walls.

In addition to wood and date palm trunks, palm oil trunks have enormous
potential to be developed as raw material for insulation materials. Indonesia, in
2019 has an area of 14.67 million hectares of oil palm plantations [18]. An average
rejuvenation rate of 4% per year is carried out from the total plantation area [19].
Rejuvenation results can produce a volume of oil palm wood of around 200 m3/ha.
The vast potential of oil palm wood has not been utilized optimally. Loh [20] has
published the potential of Malaysian palm oil biomass as a renewable energy
source. Overall, oil palm biomass has great potential as one of the largest alternative
energy sources for commercial exploitation. The use of palm oil receptor rods into
an economically valuable product such as particle board has been developed.

The thermal insulation boards are influenced by the thermal characteristics of the
forming material. The thermal characteristics of oil palm trunk and ramie fiber as
raw material for bio board insulation material are needed to obtain data on fiber
degradation to heat. Thermal degradation analysis and microstructure testing for
various local fibers from different trees have been carried out [21]. Kabir [22] have
reported the structural composition and thermal decomposition of fibers made from
chemically treated ramie. Differential thermogravimetric analysis (DTGA) shows
that the primary degradation of fibers occurs at temperatures between 250 and 375 °
C. Thermal characteristics and mechanical properties of coir fibers treated with
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alkali fibers have been reported [23, 24], where they use differential calorimetry and
infrared spectroscopy. Ali and Alabdulkarem [23] also have the characteristic
thermal features of date palm fibers. Thermogravimetric analysis (TGA and DTGA)
shows the degradation and decomposition of the fiber starting at 232 °C, where the
sample is only about 8.5% of the mass obtained. Differential analysis of calori-
metric scanning (DSC) is carried out and shows what is meant by endothermic
starting at 243–382 °C with a peak at 369 °C. In addition to natural fibers, ther-
mogravimetric analysis and analysis of differential scanning calorimetry for sheep
wool, goat wool, and horse mane that have been reported [25]. Horse mane shows
more stability up to the temperature of 375 °C as compared to sheep and goat wool.

This study analyzes the thermal characteristics of oil palm wood and ramie fiber
as raw material for the thermal insulation bio board. Thermogravimetric analysis
(TGA) and differential scanning calorimetry (DSC) tests performed to determine the
thermal characteristics of the bio board forming materials.

2 Experimental

2.1 Materials

Oil palm wood (OPW) and ramie fiber are the primary raw material for forming the
thermal insulation bio board. Oil palm wood is taken from oil palm trunks on 25–
30 years old from North Aceh, Aceh. Oil palm trunks are cut based on the height
(bottom, middle, and edge) and the trunk (peripheral, central, inner). The oil palm
wood used is taken in the middle on the position and center of the cross-section, and
then cut and crushed into particles. The particles treatment in hot water at a tem-
perature of 120 °C for 30 min. Particles dried up to 10–15% moisture content.
Ramie fiber comes from Sleman, Yogyakarta. It is the treatment in NaOH 5%
solution for 30 min, then rinsed with distilled equates and then dried until it reached
a moisture content of 10–15%. Figures 1 and 2 show oil palm wood and ramie fiber
that are untreated and treated.

2.2 Thermogravimetric Analysis (TGA)

The most commonly used thermal analysis method is thermogravimetric analysis
(TGA). TGA is an analytical technique to determine the thermal stability of a
material and fraction in terms of decreasing mass that occurs due to decomposition
or burning. Materials decomposed at high temperatures are said to have high
thermal stability and vice versa. The thermogravimetric analyzer was conducted
using Shimadzu DTG-60. TGA testing follows ASTM E1131-08 standards. It is
measures the amount of change in the mass of a material as a function of
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temperature rise or exothermic as a function of time in the nitrogen atmosphere. The
sample weight used was 2.0 mg and was heated from 40 to 1000 °C, with a heating
rate of 40 °C/min.

2.3 Differential Scanning Calorimetry (DSC)

Another method for analyzing material properties thermal is differential scanning
calorimetry (DSC). DSC measures the enthalpy changes in a sample due to changes
in physical and chemical properties as a function of temperature or time. DSC
testing will show thermal stability associated with phase change, in this case,
melting. Material that melts at higher temperatures is said to have high thermal
stability and vice versa. It is testing was carried out using Shimadzu DSC-60, and
analysis was carried out following the ASTM D3418-08 standard. The sample

OPW untreated OPW treatment

Fig. 1 OPW untreated and treatment hot water 120 °C, 30 min

Ramie fiber untreated Ramie fiber treatment

Fig. 2 Ramie fiber untreated and treatment 5% NaOH, 30 min
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weight used was 2.0 mg. The sample is heated in a DSC oven in an aluminum
container under atmospheric nitrogen pressure. Heating is carried out to a tem-
perature of 600 °C, with a heating rate of 40 °C/min.

3 Results and Discussion

The thermal analysis aims to determine the thermodynamic process of raw materials
because bio board production uses temperature (hot press), which can affect the
quality of the material, especially mechanical properties. Thermogravimetric anal-
ysis (TGA) and differential scanning calorimetry (DSC) methods are widely used to
analyze the thermal properties. Therefore, the thermal properties of the base
material need to be analyzed to determine the ability of the base material to provide
heat load both before and after the production process.

Figures 3 and 4 show the TGA curve of OPW fiber and ramie fiber. The TGA
curve is divided into three stages of degradation, the first stage (a–b), the second
stage (c–d), and the third stage (d–e). TGA curves of OPW fiber untreated and
treatment are shown in Fig. 3. The first stage degradation occurs in the temperature
range of 40–92 °C for OPW untreated and 40–90 °C for OPW treatment. The loss
of mass in the first stage was caused by the loss of water from the sample. The
second stage, which is the main stage, occurs at 235–392 °C for OPW untreated
and 248–415 °C for OPW treatment. At this stage, there is damage to the fiber and
microfibrils of the fiber structure. In this area, decomposition occurs due to hemi-
cellulose decomposition and is accompanied by loss of OPW fiber mass.
Degradation of remaining OPW mass loss in the third stage, at temperatures of
392–580 °C for OPW untreated and 415–600 °C for OPW treatment. The start
temperature of a drastic decrease indicates the thermal stability of the material.
Thermal stability is said to be high if mass reduction occurs at higher temperatures.
Figure 3, thermal stability occurs at a temperature of 235 °C for OPW untreated
and 248 °C for OPW treatment.

TGA thermogram of ramie fiber similar OPW fiber (Fig. 4). Losing a certain
amount of ramie fiber mass in the first stage takes longer. The first stage of
degradation of ramie fiber untreated ranges from temperatures 40–115 °C and 40–
135 °C for ramie fiber with treatment. In the second stage, degradation occurs at
temperatures of 272–408 °C for ramie fiber untreated and 280–416 °C for ramie
fiber with treatment. The third stage, which is the residual mass loss of fibers,
occurred at a temperature of 408–600 °C for ramie fiber untreated and 416–600 °C
for ramie fiber with treatment. In Fig. 4, the peak temperature (272 °C), which is
the thermal stability of the ramie fiber untreated, occurs and 280 °C for the ramie
fiber with the treatment.

DSC testing will show thermal stability associated with phase change, in this
case, melting. Material that melts at higher temperatures is said to have high thermal
stability and vice versa. Differential scanning calorimetry (DSC) for OPW fiber and
ramie fiber is shown in Figs. 5 and 6. Figure 5 shows the DSC curve of OPW
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without treatment and OPW with treatment with 120 °C hot water. Endothermic
reactions occur at temperatures of 40–150 °C for OPW untreated and 40–153 °C
for OPW with treatment. The exothermic reaction states that the material has been
degraded to occur at a temperature of 390–420 °C for OPW untreated, with peak
temperatures of 402 °C and 385–438 °C with peak temperatures of 409 °C for
OPW with treatment.

Figure 6 shows the ramie fiber DSC curve, similar to the OPW fiber DSC curve.
Endotherms for ramie fiber untreated occur at 55–150 °C and 60–160 °C for ramie
fiber with 5% NaOH treatment. Simultaneously, exothermic occurs at 395–425 °C
for ramie fiber untreated and 390–435 °C for ramie fiber with treatment. The
exothermic peak temperature of ramie fiber untreated and with NaOH 5% treat-
ment, respectively, at 402 °C and 408 °C.

(a)

(b)

a
b c

d

e

a
b c

d

e

Fig. 3 TGA curves of OPW
fibers a untreated b treatment
hot water
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4 Conclusions

Material development for thermal insulation bioboard is influenced by the thermal
characteristics of the constituent material. TGA analysis showed that untreated
OPW fibers degraded at a lower temperature, 235 °C compared to OPW fibers that
had been treated in hot water (248 °C). Likewise, ramie fibers with 5% NaOH
treatment and without treatment experienced degradation, respectively at 280 °C
and 272 °C. From the DSC analysis, it shows that OPW fibers which have been
treated in hot water and ramie fibers with 5% NaOH treatment produce higher peak
temperatures than untreated fibers, at temperatures of 409 °C and 408 °C, respec-
tively. Both results of the analysis show that OPW fibers that have been treated in
hot water and ramie fibers with 5% NaOH treatment have better thermal stability
than untreated fibers. The thermal degradation of the two fibers (OPW and ramie) is
very important initial information in the development of thermal insulation bio-
board materials based on OPW and ramie fibers.

(a)

(b)

a
b c

d

e

a
b c

d

e

Fig. 4 TGA curves of ramie
fibers a untreated b treatment
NaOH 5%
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Fig. 5 DSC curves of OPW fibers a untreated b treatment hot water
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Effect of Soil Composition
on the Corrosion Rate of Underground
Water Distribution Pipes in Natural
Environment

Reza Putra, Muhammad, Syifaul Huzni, and Syarizal Fonna

Abstract The distribution of raw water in the fertilizer industry in the North Aceh
area that uses pipes has been used for approximately 33 years. The majority of the
pipe material is concealed under the soil which is one of many media that con-
tributes in external corrosion on metals. This research has been conducted to see the
effect of soil properties on different environments on the rate of corrosion that
occurs in carbon steel materials. The corrosion rate is calculated by the weight loss
method which refers to ASTM G 162. The tested specimens use SA 283 standard
carbon steel pipe with the time of buried specimens for 3 months or 2160 h. This
research was conducted on 5 different soil sites along the pipe buried line. The
results show the highest corrosion rate (0.45 mm/yr) that occurs during the
experiment. It’s believed that the soil has the highest redox potential with a high
acidity level as well. In general, all land in underground pipelines has the potential
to cause external corrosion of underground pipes.

Keywords Corrosion � Corrosion rate � Redox potential � Soil properties

1 Introduction

Within the fertilizer industry, the use of pipelines is an element that plays an
important role. The pipeline is used as a distribution tool for various industrial
needs, one of which is water to meet the needs of factories and housing complexes.
This water need is channeled through a steel pipe from the river which is located
±24 km from the factory location, namely on the Peusangan river (Bireuen
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Regency). At the time of construction, the pipe has been protected from corrosion
by the coating and cathodic protection systems. This underground pipeline has been
carrying out its functions for more than 33 years. Based on the initial evaluation
that has been done, the soil resistivity value along the pipe installation path and the
measurement results of cathodic protection on underground pipes monitored
through a 25 point test box shows the results of over-protection in several locations
[1].

Pipelines that transfer and dispense water, gas, oil, petroleum products and other
types of fluids are very helpful in reducing transportation costs. Long pipelines and
diverse environments over a long period of time can reduce the quality of pipe
material. Corrosion is the main factor that must be anticipated in a pipeline that is
buried in the ground. Corrosion affects all pipelines and equipment which are
buried in the ground or submerged in water because generally pipe material is made
of steel metal [2]. In the case of pipelines carrying fluids with flammability, high
pressure or potentially polluting the environment, pipe safety is the most important
thing. The design and selection of the best systems and materials for pipelines and
corrosion protection systems is the main focus that needs to be considered in the
industry [2, 3].

Corrosion in a pipeline network was a decreased the quality of the pipe material
and related systems due to its interaction with the environment. The failure that
occurs in pipelines caused by corrosion, and the number of repair costs to billions of
dollars per year [3]. At the end of 2017, there were 28 accidents caused by pipeline
failure in the United States. Based on data summarized by the US Department of
Transportation in charge of the safety of hazardous materials and piping (PHMSA),
in 2010 to 2016 there have been 752 cases of accidents caused by the failure of
piping systems [4].

Corrosion is a destructive attack of material resulting from the reaction of metals
with their environment and potential natural hazards associated with the production
and transportation facilities of pipelines [2]. This corrosion problem has become a
significant problem in industries throughout the globe [3]. Corrosion attacks are
responsible for most failures in metal materials and with these corrosion reactions
metals lose strength, ductility, and other mechanical properties. The problem on
underground structures such as pipelines is a serious problem for engineers, the
government and the general public. The failure of the pipeline will result in envi-
ronmental pollution, loss of life and enormous property. Unprotected pipes,
buildings, and other engineered structures construct in corrosive environments
generally have a shorter life period [5].

The type of corrosion in piping networks is generally related to internal and
external factors. Internal factors that are closely related to corrosion are the oxygen
content of the fluid reaction carried, the use of different materials in the piping
network, flow rate, pressure and temperature of the fluid. External factors include
fabrication and installation processes, work environment, soil factors such as pH
and moisture for buried pipes or water chemistry in the case of submerged pipes [6].
This corrosion can cause the loss of uniform material along the surface of the pipe,
resulting in continuous thinning of the pipe wall [5], where excessive thinning walls
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can cause leakage or rupture of pipelines. Almost all aqueous environments can
increase corrosion, which occurs under many complex conditions in oil, gas pro-
duction, processing, and piping systems. The handling costs and maintenance costs
in each industry are quite large in overcoming corrosion problems every year [3].

The soil is a very influential environment as a medium for the occurrence of
corrosion reaction processes. Different soil properties in an environment generally
accelerate the growth of corrosion rates in an embedded metal material. More acidic
soils show a serious risk of corrosion of general structural materials such as steel,
cast iron, and zinc coating. Land resistivity has historically been the main indicator
of soil corrosion. Other parameters commonly used to evaluate the potential of soil
corrosion are pH, Redox potential, soil resistivity, chloride content and sulfide
content [3].

Resistivity is often used as an indicator of corrosion that occurs in the soil. Its
caused by ionic current flows are associated with soil corrosion reactions, high soil
resistivity can slow corrosion reactions. Soil resistivity can be measured by the four
pin Wenner technique, known as an electromagnetic measurement. This method
allows measurement in an easy way at different soil depths.

Corrosion rates are measured by the penetration depth of the surface which is
usually expressed in millimeters per year or miles per year. The selection of suitable
pipe materials and an amalgamation of corrosion protection methods such as
cathodic protection and the appropriate type of surface coating can reduce or even
prevent corrosion of the outer surface of the pipe that is in contact with the soil.
However, even with the best efforts, corrosion may still occur due to inadequate
cathodic protection (CP) and/or poor coating conditions on the pipe surface [7].

Wang et al. [8] evaluated the corrosion behavior of X70 steel pipes buried in red
soil environments. Corrosion kinetics was evaluated by measuring weight loss. The
results show that in red soils, the corrosion rate of X70 steel decreases over time,
and follows the exponential decay law. General corrosion with non-uniform and
localized pitting occurs on the steel surface. a-FeOOH is a product that dominates
during corrosion throughout the buried period, and corrosion products show good
protective properties. Potentiodynamic polarization tests revealed that icorr
decreased with time, indicating an increase in corrosion resistance.

Vanaei et al. [9] use the In-Line Inspection (ILI) technique in predicting cor-
rosion rates in pipes. This corrosion growth model refers to the model in the
previous study that has been used namely linear corrosion growth rate model,
non-linear corrosion growth rate model, Markov model, Monte-Carlo method,
TI-GEVD model, TD-GEVD, and BMWD model. The field data used was data on
the gas pipeline between 1996 and 2006 in the southern region of Mexico. The
results showed that the Markov model was more precise in corrosion and the
reliability of the pipeline defect rate evaluation when cooperated with the Monte
Carlo framework reliability.

Biezma et al. [10] have predicted external corrosion rates based on a combi-
nation of measurements of six soil parameters. The method used shows a rela-
tionship that is relatively easy to operate in an industrial world that focuses on
optimizing security and sustainability of the service. The soil parameters included
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in fuzzy logic experts are systems that vary from those used by previous researchers
who have opted for a fuzzy approach, introducing important factors, such as sulfate
and chloride concentration, moisture content, that has been proven to be of high
importance in underground pipe corrosion.

In this work, a case study is presented with the aim of sharing knowledge with a
corrosion growth rate that is passed by the pipeline in different soil environments.
The study of soil as a medium is important to take into account a large amount of
buried pipes. The deterioration of that kind of structures representing environmental
problems, safety, and the economy through the years.

2 Experimental

2.1 Material

The material used in this study was a 30-inch diameter carbon steel pipe with a
thickness of 15 mm with ASTM SA 283 grade D standard with a tensile strength
between 415 and 550 Mpa [11]. This material was analyzed for its chemical
composition using metal analyzer presented in Table 1. This material is cut into a
coupon with an average size of 25 � 50 mm using a saw. The used of saws in the
cutting process to avoid changes in structure due to the influence by heat. Before
Burying, these specimens have been cleaned and weighed to determine the initial
weight of each coupon [12]. Media land as a place for burying test coupons has
chosen adjacent to the location of the pipeline. Environmental conditions vary
along the pipeline to see the effect of soil on corrosion. The five variations of the
selected soil environment are rice fields, topsoil, ponds, clay, and irrigation. All test
coupons are buried at a depth of 80 cm from the ground.

2.2 Resistivity Test

The Wenner method has been used to determine soil resistivity in accordance with
ASTM G57-95a [13]. This method uses a 4-pole digital resistance meter. The tool
used in this study is the Earth Tester tool from the Megger DET4TD2 brand. This
method uses four probes that enter the test area. In this case, the probe is used to
connect electrical contacts with the earth. The Megger Test Tool then injects a
constant current through the ground through a tester and two external probes (C1

and C2), and the current flowing through the earth (resistive material) develops a

Table 1 Chemical
composition of SA 283
carbon steel grade D

C Si Mn P S Fe

0.28 0.42 0.59 0.0007 0.005 Balance
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voltage or potential difference. The potential is measured between pins P1 and P2 as
seen in Fig. 1. From the current (I) and voltage (V) values, an apparent resistivity
(R) value is calculated.

Almost all corrosion is an electrochemical reaction, so all that affect the speed of
a chemical reaction or the amount of current flowing will affect the rate of corro-
sion. The corrosion rate is directly proportional to the amount of current flowing in
the cell electrochemical corrosion. If the current can be measured, an exact cal-
culation of metal loss can be determined. This means that a measurement in
amperes or milliamperes is mathematically calculated in kilograms (pounds) per
year. Different metals have different corrosion rates [13].

In this study, the corrosion rate of the pipe was represented based on the per-
spective involving the specimen directly, by measuring the mass loss caused by
corrosion. Sample preparation and cleaning using the ASTM G 01 test standard
[13]. This corrosion rate testing method involves the process of burying material
samples (coupons) in the soil along the pipeline in 5 different locations until the
sample material (coupon) is corroded. Over time, the specimen will experience
thinning due to loss of mass. The standard for this method is ASTM G 162 [14].

2.3 Corrosion Test

The coupons were buried for 3 months or 2160 h. Measurement of mass loss is
obtained by comparing the weight of the coupon before and after testing. Corrosion
rates due to soil variations in these locations, for metals tested, can be determined
and represented in units of penetration per year (millimeters per year), namely
Corrosion rate (mm/yr) = (K � W)/(A � T � D), where K = a constant
(8.76 � 104), T = time of exposure to the nearest 0.01 h, A = area in cm2 to the
nearest 0.01 cm2, W = mass loss in gr, to nearest 1 mg, and D = density in g/cm3

[15]. The rate of testing and testing is done with the ASTM G 51. The pH value of

Fig. 1 ASTM G57-95a Wenner four point method
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the soil is calculated to be a corrosion rate on the coupon. pH measurements were
using a glass electrode. pH values are shown as an average of 4 measurements.

The location of buried coupons on the path through which the underground pipes
pass. The location was chosen based on different environmental factors such as rice
fields, ponds, irrigation and community farms. four coupons were buried in the soil
for each location. The study sites are located in Aceh Utara with latitude 5° 13′ N
and 5° 14′ N, and longitude 96° 57′ E and 96° 59′ E.

3 Result and Discussion

3.1 Soil Texture

This study provides information about the texture, physical and chemical properties
of the soil against the corrosion rate that occurs in the test coupons and their
comparison with the nature of the soil. The results of testing the soil texture
properties are presented in Fig. 2. In general, the soil in the underground pipe
location is sandy and clay type, where the sand content is above 50% with a
plasticity below 40%. The high sand content indicates that the tested soil is soil on
the surface. The value of soil texture generally indicates the condition of the land
which is an area of rice fields and ponds.

Other external factors that affect soil characteristics are very diverse including
temperature and soil moisture content. At ground level, temperatures range from 25
to 34 °C, while at 80 cm depth the temperature varies between 22 and 29 °C. When
the research conducted in March to June which is the transition period of the season
is very influential on rainfall. The rainfall affects the level of soil moisture up to 6%.

1 2 3 4 5
Dust (%) 23.29 6.855 13.94 8.52 22.595
Clay (%) 38.295 32.995 31.365 13.98 15.385
sand (%) 38.415 60.15 54.695 77.5 62.02
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90

%

Fig. 2 The texture of experimental soil
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This rain also affects the acidity of the soil, which shows that the content of
rainwater contains a high Cl where the test location is also close to the coastline
(approximately 2 km). Furthermore, the acidity of the soil obtained in the field
shows the effect of fertilizers and microorganism with a pH range of 3.8–6.2. The
chemical composition of each of these soils is presented in Table 2.

3.2 Corrosion Rate

To see the corrosion rate that occurs at different locations, the test coupon that has
been buried for 2160 h is removed and cleaned of rust products. After cleaning, the
entire test coupon is weighed again to get the weight difference (gr). The values
presented in Fig. 3 below represent the value of the average weight loss for each
test coupon in different types of soil.

Figure 3 shows the value of heavy losses that occurred in the SA283 test
specimen after going through the buried period of 2160 h. The highest weight loss
value at Paloh Awe location 1.77 gr indicates this location has a high level of
corrosion. Observation in the field shows that this area is the location of rice fields
with conditions of watery clay. The smallest weight loss in the Reulet 2 area of 1.08
gr also indicates that this location is inclined to external corrosion attacks, i.e. from
the ground.

From the measurement of soil resistivity using the Wenner method at 150 cm
depth, it can be seen that the lowest resistivity value is 57.42 Xcm which indicates
this environment is at the soil level with extremely corrosive. This can be affected
by the position of pipelines in relatively wet rice fields and irrigation. A high
resistivity value can be seen at Pinto Makmur 2 with the value of 2241.94 Xcm
which indicates poor corrosion level take place within this location. The compar-
ison between the corrosion rate and soil resistivity can be presented as in Fig. 4.

The histogram graph in Fig. 4 shows the corrosion rate that occurred in SA 283
material in 5 different locations. The value of the corrosion rate is influenced by the
type of soil which is at a different location and is also influenced by changes in the
weather at the study site during the study period. Therefore, the chemical properties
of the soil will be compared with the corrosion rate to obtain a correlation between

Table 2 Chemical and physical analysis of experimental soil

No. Location Condition pH Potential redox (mV) Resistivity (Ωcm)

1 Reulet Barat 1 Silty clay soil 5.67 38.1 1796.90

2 Reulet Barat 2 Loamy soil 5.85 27.2 442.65

3 Paloh Awe Silt clay soil 3.84 61.6 57.42

4 Pinto Makmur 1 Sandy soil 4.96 38.2 385.22

5 Pinto Makmur 2 Humus soil 6.22 40.3 2241.94
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the main causes of corrosion growth. Comparison between the corrosion rates that
occur with soil acidity (pH) can be plotted as shown in Fig. 5.

The biggest corrosion rate is 0.45 mm/yr which occurs in the Paloh Awe area
which has a clay texture of 31.3%. The condition of clay has a smaller particle size
than sand so that it can inhibit the flow of water in the soil. Water as an
electron-carrying medium makes this type of soil a potential medium for corrosion
to occur compared to other locations. However, at the location of West Reulet 1, the
highest clay value is 38.3% but has a corrosion rate of only 0.3 mm/yr. According

Fig. 3 The average of weight loss specimen

Fig. 4 Comparison of corrosion rates with soil resistivity
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to the rating in the category of internal corrosion, the value of the corrosion rate
between 0.3 to 1 mm/year indicates a medium corrosion rate [2]. According to
previous literature and research, the level of acidity of the soil influences the growth
of corrosion rates in the range of values below pH 4. The relationship between
corrosion rate and redox potential in a soil can be seen in Fig. 6.

Figure 6 shows a significant correlation between corrosion rates that occur with
the value of redox potential in each study location. The biggest potential value is
61.6 mVwhich is proportional to the highest corrosion rate that occurs at 0.45 mm/yr

Fig. 5 Comparison of corrosion rates with pH

Fig. 6 Comparison of corrosion rates with redox potential
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in the Paloh Awe location which has a type of wet silt clay soil. The location of Reulet
2 with the type of humus shows the lowest potential value of 27.2 mV and has the
lowest corrosion rate of 0.43 mm/yr. Reduced potential values at the study site
showed a significant relationship to the growth of the corrosion rate. This is based on
the electron requirements in the corrosion process available with high redox potential
values in a location/place. In general the acidity and redox potential of the soil from
the study location showed an influence on the growth of the corrosion rate in the pipe
material if it is not protected.

4 Conclusion

The results of this research have been carried out related to soil composition for
corrosion rates along with underground pipelines with weight loss methods. It can
be concluded that the pipeline has the potential for external corrosion of it to be
caused by soil. External corrosion from soil varies in each location with the
composition of the soil itself. The corrosion rate of 0.45 mm/year is the highest
value for SA 283 material at Paloh Awe location. The highest acidity value and
potential redox are also obtained at the same location. In general, all land in
underground pipelines has the potential to cause external corrosion of underground
pipes. Optimization of the existing protection system and further research on the
potential for internal corrosion in pipe material needs to be done.
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Finite Element Model of Magnetic
Induction Tomography for Low
Conductivity Sample

Liyana Isamail and Muhamad Husaini Abu Bakar

Abstract Magnetic Induction Tomography (MIT) is a contactless and
non-invasive method that is sensitive to the conductivity properties of an object.
The application of the MIT in the biomedical field is in high demand, especially for
brain monitoring and tumour imaging. However, the implementation of MIT for
bone imaging application is not popular. In this paper, the performance of MIT for
bone imaging is studied. The objective of this paper is to study the eddy current
distribution for the bone with varying shape, size and location. The conductivity of
the other tissue also will be considered to see its effect on the eddy current dis-
tribution. The model in this paper used one excitation coil of the 10 AWG copper
wire with 10 turns. The frequency and current used in this study are 1 MHz and
1 A. The results show that the eddy current analysis able to detect the different
shape, size and location of the bone. The eddy current density of the bone is
0.509 A/m2 for the size of 1 cm, which located at the centre of ROI. The value
increases when the size of the bone is bigger and located near the transmitter coil. It
also shows that the conductivity of the tissue affects the eddy current distribution.

Keywords Magnetic induction � Tomography � Finite element � Low conductivity

1 Introduction

Magnetic induction tomography (MIT) has received much attention in recent years
due to its low cost, non-invasive and non-contact imaging method [1–6] in
biomedical applications. MIT is an imaging technique that use eddy current effect to
image the passive electromagnetic properties of an object, especially conductivity
[7]. The components of the MIT systems are excitation and receiver coil, interfaces
electronic and a host computer (Fig. 1). The transmitter coil used to generate the
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alternating primary magnetic field. Then, the induced eddy current will create a
secondary magnetic field.

MIT has been proposed for various medical applications, such as monitoring
temporal changes in the volume of hematoma in the head [8], measure intracranial
fluid-volume shifts [9], detect and identify stroke in human brain [10, 11], imaging
lung structure [12] and anomalous mapping conductivity in the heart [13].

However, most of the research does not appear focused on bone imaging. The
paper presents the study of MIT for bone imaging using Finite Element Method
Magnetics (FEMM) software, which is open-source software. This paper aims to
study the eddy current distribution of the bone with different shape, size and location.
The study also used a different conductivity sample to see its effect on the eddy
current distribution. Then, the results are used to mapping the image of the sample.

2 Finite Element Model for Magnetic Induction
Tomography

The simulation used the Finite Element Method Magnetics (FEMM) software
which is open-source. This study uses the 10 AWG copper wire, the number of
turns is 10 with 1 A of current and the frequency is set to 1 MHz. Four models were
developed to study the eddy current distribution on the varying shape, diameter,
location and conductivity.

The shape used in the first model is circle and square with a constant diameter of
1 cm, location centred at 2.5 and conductivity of 0.0244 S/m (Fig. 2). The second
model is in a square shape with a varying diameter of 1, 2 and 3 cm (Fig. 3). The

Fig. 1 Component of magnetic induction tomography system
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location and conductivity are fixed. In the third model, the shape, diameter and
conductivity of the bone are fixed. However, the centre of the bone is located at
x = 1 and x = 4 (Fig. 4).

Figure 5 shows the model 4 configuration of the 2D tissue model consists of skin,
fat, muscle and bone. The dielectric properties, such as conductivity was considered
in this study. According to Ref. [14], the conductivity of skin, fat, muscle and bone at
1 MHz was 0.0132 S/m, 0.0441 S/m, 0.503 S/m and 0.0244 S/m respectively. The
eddy current distribution for different conductivity is studied in this model.

Fig. 2 Model 1 configuration, a square shape bone and b circle shape bone

Fig. 3 Model 2 configuration, a 1 cm bone, b 2 cm bone and c 3 cm bone

Fig. 4 Model 3 configuration, a centre of bone at position x = 1 and b centre of bone at position
x = 4
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3 Result and Discussion

3.1 Eddy Current Distribution for Varying Bone Shape

Figure 6a, b shows the current density for the bone with a different shape. Since the
conductivity, location and size of the bone are similar, the value of the eddy current
density does not change. The current density of each bone is 0.509 A/m2.
Figure 6c, d show the image of the sample that mapped by using the eddy current

Fig. 5 Model 4 configuration of the 2D tissue model

Fig. 6 a Eddy current distribution graph for square shape bone, b eddy current distribution graph
for circle shape bone, c image for square shape bone and d image for circle shape bone
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distribution data in the MATLAB software. The data collected able to provide the
shape of the bone.

3.2 Eddy Current Distribution for Varying Bone Diameter

Figure 7a–c shows the current density graph for bone with a diameter of 1 cm,
2 cm and 3 cm, respectively. The induced eddy current density of the bone
decrease from 0.589 A/m2 (for 3 cm bone) to 0.547 A/m2 (for 2 cm bone) and
0.509 A/m2 (for 1 cm bone). The magnitude of the primary magnetic field that
flows through the large bone is higher due to its location that is near the transmitter
coil. This is the same as the study in [15] where the simulation focused on the eddy
current analysis for breast cancer. Figure 7d–f shows the image from the data
collected for different bone size. The image shows that the size of the bone can be
identified.

Fig. 7 a Eddy current distribution for 1 cm bone, b eddy current distribution for 2 m bone, c eddy
current distribution for 3 cm bone, d image for 1 cm bone, e image for 2 cm bone and f image for
3 cm bone
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3.3 Eddy Current Distribution for the Different Bone
Location

Figure 8a, b shows the graph for eddy current density for 1 cm bone located at the
left and right side of the ROI. The eddy current at the left side is approximately
0.638 A/m2 and decreased to 0.419 A/m2 for the right side. The value is higher for
the left side is due to the higher induced current density. The result is expected since
the study in Fig. 7a shows the same result. Figure 8c, d shows the image from the
eddy current density. From the data provided, the system able to identify the
location of the bone.

Fig. 8 a Eddy current distribution for the centre of bone at position x = 1, b eddy current
distribution for the centre of bone at position x = 4, d image for centre of bone at position x = 1,
e image for centre of bone at position x = 4

50 L. Isamail and M. H. Abu Bakar



3.4 Eddy Current Distribution for Different Conductivity
of Tissue Model

Figure 9a shows the current density graph for a different tissue sample. The eddy
current for skin (dry) is the lowest at 0.345 A/m2 because the conductivity of the
tissue is the lowest among all. The highest eddy current value is 11.783 A/m2 for
the muscle since the conductivity is the highest. For the fat and bone, the eddy
current is 1.116 and 0.496 A/m2. Figure 9b shows the image of different type and
conductivity of the tissue. Based on the results, the tissue can be distinguished since
it has different conductivity.

4 Conclusion

The simulation shows that the eddy current distribution is capable of providing data
for the shape, size, location of the bone. Other than that, it also indicates that the
conductivity of the tissue influence the eddy current distribution. This type of
information is crucial in bone imaging. For the next phases, some modification to
the study of the system is needed for the successful application for bone imaging.
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Fig. 9 a Eddy current distribution graph for different sample conductivity and b image of the
various sample conductivity
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Airside Heat Transfer and Pressure
Drop on the Spiral Finned-Tube
Compact Heat Exchanger
with Sharp Turns

Dedi Afandi, Ahmad Syuhada, and Sarwo Edhy Sofyan

Abstract This study aims to examine the airside heat transfer and pressure drop on
the outer surface of a spiral finned-tube compact heat exchanger with sharp turns.
The heat exchanger is made of a tube with sharp turns with an inside and outside
diameter, namely 0.02, and 0.022 m. The length of the heat exchanger is 0.3 m with
a turn length of 0.082 m and the total length of the heat exchanger is 6 m. The heat
exchanger fins are made of aluminum with a thickness of 0.0003 m and the fin
diameter is 0.042 m. The fin pitch of the heat exchanger tested was varied, namely
0.01, 0.02, 0.03, 0.05, and 0.07 m. Water is heated by a heater to a temperature of
80 °C and then circulated into the heat exchanger with a mass flow rate of 0.39 kg/s.
The air inlet temperature is constant, and the air outlet temperature is measured using
a thermocouple. The air velocity was varied, namely 2.4, 2.8, and 3.4 m/s. The
results showed that to some extent the smaller the pitch between the fins, the higher
the heat transfer rate. While the pressure drop is being higher as the pitch between the
fins decreases. Heat exchanger with a pitch of 0.02 m produced the highest heat
transfer rate compared to other configurations. The pressure drop in the heat
exchanger with a pitch of 0.02 m is also lower than that at a pitch of 0.01 m. These
results indicate the optimum fin pitch for this study is 0.02 m, where the high heat
transfer rate with the low-pressure drop is more effective for industrial thermal
system applications.

Keywords Compact heat exchanger � Fin pitch � Heat transfer rate � Pressure drop
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1 Introduction

The compact heat exchanger (CHE) is widely applied in the industry, the use of
CHE, in particular, can be found in power generation [1], chemical processes [2],
air conditioning [3, 4], heat recovery [5], cryogenic [6], and other industrial pro-
cesses. CHE characteristics are characterized by high surface area and heat transfer
rate per unit volume [7].

Many factors affect the performance of the heat transfer rate on the heat
exchanger, including the convection heat transfer coefficient (h), heat transfer
surface area, and temperature differences. The greater the convection heat transfer
coefficient, the higher the heat transfer rate. The convection heat transfer coefficient
is influenced by the dimensions of the heat exchanger and the fluid flow regime [8].
In turbulent regime, the resulting convection heat transfer coefficient will be greater
[9]. One way to increase the turbulence of fluid flow through the inner surface of the
heat exchanger tube is by using a sharp turning technology [10]. To increase the
turbulence of fluid flow on the outer surface of the heat exchanger, it is usually done
adding fins.

Innovations to improve heat exchanger performance are continuously being
developed. Increasing the surface area of heat transfer will increase the efficiency
produced by a heat exchanger [11]. The use of nanofluids can also improve the heat
exchanger performance [12]. Providing disruption to the flow of fluid through the
heat exchanger can increase the resulting efficiency [13]. Vortex and swirl gener-
ators are widely applied to improve the performance of heat exchangers [14].

The study of convection heat transfer involving CHE with sharp turns tech-
nology has been carried out by Syuhada et al. [15]. The results show that CHE with
a tube pass length of 10–16 times the hydraulic diameter produces the optimal heat
transfer rate. Carija et al. [16] performed a heat transfer analysis on a flat and
louvered fin heat exchanger. Syuhada et al. [17] have studied the effect of pitch on
convection heat transfer in spiral finned-tube heat exchangers. The effect of adding
fins with other geometries such as wavy fin, plain fin, offset strip fin, rectangular fin,
and annular fin has been previously studied [18–21]. These types of fins are widely
used to improve the performance of the heat exchanger. The effect of fin pitch with
offset strip fin and serrated fin on plate heat exchanger has been carried out [22, 23].
The effect of fin pitch with wavy fin, crimped spiral fin, continuous flat fin, and
discrete flat fin on tube-type heat exchanger has also been done before [24–26]. The
addition of fins on the outer surface of the heat exchanger can increase the surface
area of the heat transfer so that the heat transfer rate also increases. However, it also
results in a decrease in the pressure of the fluid flow through it [27].

Based on previous research that examined the effect of fin pitch on tube-type
heat exchangers with wavy fin, continuous flat fin, and discrete flat fin types.
Research on the effect of fin pitch on different heat exchanger configurations with
different fin types needs to be developed. Therefore, research on the effect of fin
pitch on the spiral finned-tube CHE heat exchanger with sharp turns needs to be
done. This study aims to examine the effect of the fin pitch configuration (0.01,
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0.02, 0.03, 0.05, and 0.07 m) on the spiral finned-tube CHE on heat transfer and the
pressure drop of the airside.

2 Experimental Set Up

In this study using a CHE type heat exchanger made of Galvanized with an inside
diameter and an outside diameter of the tube, namely 0.02 and 0.02 m. The total
length of the heat exchanger is 6 m with a tube pass length of 0.3 m. The fins are
made of aluminum with a thickness of 0.0003 m and the fin diameter is 0.042 m.
The fin pitch was varied, namely 0.01, 0.02, 0.03, 0.05, and 0.07 m. The heat
exchanger configuration is shown in Fig. 1.

Water is heated by a heater to a temperature of 80 °C and then circulated into the
heat exchanger using a pump with a mass flow rate of 3.9 kg/s. The temperature of
the water that enters the heat exchanger is maintained at 80 °C. The thermocouple
is placed at the inlet and outlet of the heat exchanger to measure the temperature of
the inlet and outlet of the water. The air exhaled by the fan is circulated in a
cross-flow through the heat exchanger. The air inlet temperature is constant and the
air outlet temperature is measured using a thermocouple. The air velocity was
varied, namely 2.4, 2.8, and 3.4 m/s. The research schematic is shown in Fig. 2.

3 Data Reduction

The heat transfer rate from high-temperature fluid to low-temperature fluid is cal-
culated using the following equation [28]:

(a) (b)

(c) (d)

(e)

Fig. 1 Heat exchanger configuration with a fin pitch of a 0.01 m, b 0.02 m, c 0.03 m, d 0.05 m,
e 0.07 m
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_Q ¼ _m � Cp � Ti � Toð Þ ð1Þ

where _Q is the rate of heat transfer (W) from high-temperature fluid to
low-temperature fluid, _m is the mass flow rate (kg/s) of water flowing in the heat
exchanger. Cp is the specific heat of water (J/kg K) at temperatures of 80 °C and
Ti; To is the water inlet and outlet temperatures (°C).

The convection heat transfer coefficient is calculated using the following
equation [28]:

h ¼ Q
A � DTm ð2Þ

where DTm defined by heat exchanger surface temperature (Ts) minus ambient
temperature (T∞), to calculated Ts and T∞ using the following equation [28]:

Ts ¼ Tin;water þ Tout;water
2

and T1 ¼ Tin;air þ Tout;air
2

ð3Þ

The pressure drop on the outer surface of the heat exchanger (airside) can be
calculated using the following equation [27]:

Dp ¼ n � L
de

� qw
2

2
CNr ð4Þ

Fig. 2 Schematic of research
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where ΔP defined by the pressure drop (N/m2) on the airside, n is the friction factor,
L is the heat exchanger length (m), de is the equivalent diameter (m), q is the air
density (kg/m3), w is the air velocity (m/s), and CNr is the correction factor.

Reynolds number for the flow through the outer surface of the heat exchanger is
calculated using the following equation [27]:

Re ¼ q � w � de
l

ð5Þ

where l is the absolute viscosity of dynamic fluids (Ns/m2) of air evaluated at
ambient temperature and w defined by the fluid velocity at the minimal
cross-sectional area (m/s).

The ratio of heat transfer surface of a row of a tube to frontal free flow area is
calculated using the following equation [27]:

W ¼ dop � sf � df
� �þ D2 � d2o

� � � p2 þD � p � df
s1 � doð Þ � sf � d

� �þ d � s1 � Dð Þ ð6Þ

where W is defined by the ratio of heat transfer surface of a row of a tube to frontal
free flow area, sf is the fin pitch (m), df is the fin thickness (m), D is the fin diameter
(m), do is the tube diameter (m), and s1 is the transversal pitch tube (m).

The equivalent diameter of the heat exchanger can be calculated using the
following equation [27]:

de ¼ 4 � re ¼ 4 � Vf

She
¼ 4 � e

SV
ð7Þ

where the equivalent diameter de is the ratio of the volume occupied by the air to
the surface area that sweeps (m). The equivalent diameter can be defined by the
volumetric porosity (e) and the specific surface area (SV).

The specific surface area SV is a ratio of airside heat exchanger surface to
the total heat exchanger volume (m2/m3), that calculated using the following
equation [27]:

sV ¼ She
Vt

¼ dop � sf � df
� �þ D2 � d2o

� � � p2 þD � p � df
s1 � s2 � sf ð8Þ

The volumetric porosity e is defined as a ratio of heat exchanger free volume
(unoccupied by tube bundle) to total heat exchanger volume, volumetric porosity is
calculated using the following equation [27]:
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e ¼ Vf

Vt
¼ 1�

p
4 � d2o � sf � d

� �þD2 � d� �

s1 � s2 � sf ð9Þ

The length of the heat exchanger is calculated using the following equation [27]:

L ¼ Nr � s2 ð10Þ

where L is the length of the heat exchanger (m), Nr is number of tube row and s2 is
defined by longitudinal pitch tube (m). For the heat exchanger with tube row less
than 5 row, the correction factor (CNr ) is adding to calculation.

4 Result and Discussion

Figure 3 shows the relationship between the heat transfer rate and the pressure drop
of airflow that passes through the outer surface of the heat exchanger at air
velocities of 2.4, 2.8, and 3.4 m/s. The heat transfer rate increases as the pitch
between the fins decrease to a certain extent. Based on Eq. (2) the heat transfer rate
is also influenced by the heat transfer surface area, where the greater the heat
transfer surface area, the higher the heat transfer rate. The smaller the pitch between
the fins, the greater the heat transfer surface area so that the heat transfer rate will
also be higher. However, under certain conditions, the fin pitch is too small
resulting in a larger boundary layer so that the heat transfer coefficient decreases
[25, 26]. This causes the heat transfer rate to decrease as the heat transfer coefficient
decreases.

From Fig. 3 it can also be seen that the smaller the pitch between the fins, the
higher the pressure drop will be. This is influenced by the Reynolds number and
airflow resistance that occurs. Based on Eq. (5) at the air velocity of 2.4 m/s the
Reynolds number produced by a heat exchanger with a pitch of 0.01 m, 0.02 m,
0.03 m, 0.05 m, and 0.07 m respectively, i.e. 7352, 11,778, 14,713, 18,365, and
20,546. At air velocity 2.8 m/s the Reynolds number increased by 14.2% compared
to an air velocity of 2.4 m/s. Reynolds number at air velocity of 3.4 m/s increased
by 17.6% compared to an air velocity of 2.8 m/s. The greater the pitch between the
fins, the higher the Reynolds number produced by the airflow after passing through
the outer surface of the heat exchanger. This is due to the resistance that occurs is
getting smaller so that the pressure drop is also getting smaller. Meanwhile, the
higher the air velocity, the greater the pressure drop that occurs, because air velocity
is one of the main factors affecting the pressure drop. Too large a pressure drop is
also undesirable because of the fan power required to distribute the airflow
increases.

These results indicate that the heat exchanger with a 0.02 m fin pitch has the
most optimal results which produce the highest heat transfer rate with a lower
pressure drop. Meanwhile, the heat exchanger with a 0.01 m fin pitch experienced a
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Fig. 3 The relationship between heat transfer rate and pressure drop of airflow on the outer
surface of the heat exchanger at air velocity a 2.4 m/s, b 2.8 m/s, c 3.4 m/s
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higher pressure drop with a lower heat transfer rate than the heat exchanger with a
pitch of 0.02 m. In a heat exchanger with a pitch of 0.03, 0.05, and 0.07 m, the heat
transfer rate and pressure drop were lower than at a pitch of 0.02 m.

5 Conclusion

For this research, it can be concluded that the heat transfer rate is influenced by the
pitch between the fins were to a certain extent the smaller the pitch between the fins,
the higher the heat transfer rate. The smaller the pitch between the fins, the greater
the thickness of the boundary layer so that the convection heat transfer coefficient
decreases. The pressure drop increases as the pitch between the fins decreases and
vice versa, so that in a heat exchanger without fins the pressure drop on the outer
surface is negligible. The heat exchanger with a pitch of 0.02 m produced the
highest heat transfer rate with a lower pressure drop compared to a pitch of 0.01 m.
While at a pitch of 0.03, 0.05, and 0.07 m, the heat transfer rate and pressure drop
were lower.
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Preparation of Chitosan-Silver
Nanoparticles Immobilized onto Pumice
for Antibacterial Testing Against
Escherichia coli

M. Adlim, M. I. Hidayat, N. Azmi, and R. F. I. Ramayani

Abstract Immobilization of chitosan-silver colloidal nanoparticles (AgNPs) onto
pumice was carried out to determine the effectiveness against Escherichia coli.
AgNPs was synthesized with photo-irradiation method due to low cost, simple and
environmentally friendly and using chitosan as the stabilizing agent. The
Chi-AgNPs colloid was characterized by using UV-Vis spectrophotometry method.
The surface of AgNPs immobilized on chitosan coated pumice (AgNPs-[chi-Pum])
was observed by using SEM method. Chi-AgNP-Pumice inhibited and reduced up
to 68.75% of Escherichia coli concentration (MPN/100 mL) in 30 minutes incu-
bation. The results indicate that immobilization was compatible and the AgNPs-
[chi-Pum] significantly reduced Escherichia coli concentration in aquatic pollution.

ketwords Antibacterial � Colloidal nanoparticles � Photo-irradition � Water
pollution

1 Introduction

Saving a clean and hygienic water is a major prevention of health risks to avoid
disease in human body. These health risks associated with the intake of microor-
ganisms in contained water. The absence of fecal coliforms per 100 mL of water is
established as a microbiological limit for drinking water [1]. That is given the
correlation between the presence of both fecal contamination and disease-causing
microorganisms [2]. It is important to learn about drinking water treatment to solve
diverse problems, such as preserving antimicrobial activity to reduce bacteria in
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water and helping the human’s crisis of clean water, so in the future we can produce
hygienic water from the nature.

Filtration technology can be improved by the immobilization of antimicrobial
agents in filtering material aimed to kill and inactivate microorganisms. Silver
nanoparticles (AgNPs) have received much attention due to their good antimicro-
bial agents [3, 4]. AgNPs has a broad antimicrobial spectrum and outstanding
activity that they can kill bacteria [5, 6], fungi [7, 8] and virus [9, 10]. The high
surface area of AgNPs offer better contact with microorganisms, which penetrate
inside the bacteria and interact with protein in the cell and leading to death. AgNPs
can control the release of Ag+ that contributing to antimicrobial endurance, so it is
better compare to bulk metal or salts [11]. Although AgNPs are highly toxic to
many microorganisms, they have low toxicity toward human cells, so it is
becoming a major reason to use silver.

The present research is what reported [12], as an example of immobilization of
natural antimicrobial agents that of attempting a lysozyme to a porous ceramic filter
to enhance antibacterial properties for water treatment purposes. Recently, a new
antimicrobial system based on the covalent immobilization of EOCs on silica
supports to enhance antimicrobial effect against microorganisms in both in vitro and
in vivo studies [13]. On the other hand, there has been no report about AgNPs
immobilized onto pumice surface and using chitosan to stabilize nanoparticles [14–
17]. Chitosan (Chi) is a natural renewable resource obtained from the deacetylation
of chitin and it has been used as stabilizer for preparation of metal and non metal
nanoparticles. In this study, we synthetized the Chi-AgNPs and immobilized them
onto pumice. Furthermore, we explore the antibacterial property of prepared
material (Chi-AgNPs onto pumice) against E. coli bacteria. Chitosan itself has
already antimicrobial activity in nature [18]. Thus, contributing the antibacterial
property to our prepared material that can expand its commercial application
especially in aquatic zone.

2 Materials and Methods

Chitosan medium molecular weight (400,000, Fluke). CH3COOH (99.8%; Merck
KGaA) was used to dissolve chitosan. AgNO3 (Merck KGaA) was used as source
of silver ions. Pumice (Alue Naga Beach, Aceh Besar) was used as solid support
material of silver nanoparticle. E. coli suspension was used to antibacterial test,
Mueller hinton agar (MHA) and Eosine methylene blue (EMB) were used as
bacterial growth medium, Mc Farland standard, alcohol sterilization and
aquabidest.

Microscope (Olympus CXZI) was used to look at bacterial culture.
Spectrophotometer UV-Vis (Shimadzu model no. UV1601) was used to determine
surface plasmon resonance of silver nanoparticle. Scanning electron microscope
(JEOL JSM 6510 LA) was used to evaluate the surface morphology of prepared
AgNPs-[Chi-Pumice].
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2.1 Preparation of Pumice

Pumice used was taken from Alue Naga beach area (googlemap;
5.605255768040228, 95.34585675631982 Pantai Alue Naga, Alue Naga, Banda
Aceh City, Aceh), Syiah Kuala district, Aceh Besar. Pumice was washed and
soaked to water for 24 h. Pumice was dried under the sunlight and it was mashed to
smaller pieces. Pumice was sieved with a 10 mesh sieve and dried at room tem-
perature for 3 � 24 h. The dried pumice was placed in an oven at 105 °C until a
constant weight. Pumice samples were stored in a desiccator before being used for
immobilization experiment.

2.2 Preparation of Chitosan Solution

Chitosan (0.6 g) was dissolved into 20 mL of 1.5% CH3COOH solution as a stock
solution. The chitosan stock solution was diluted with 1.5% CH3COOH solution
until the volume reached 100 mL. The solution was stirred using a magnetic stirrer
until it was clear and evenly mixed.

2.3 Immobilization of Silver Nanoparticles onto Chitosan
Coated Pumice

A solution of 10 mL of 0.1 M AgNO3 was added to 20 mL of chitosan solution
into Erlenmeyer flask. This mixture was irradiated with a 100 watt Tungsten lamp
light for 7 hours while stirring to form a brownish yellow colloidal nanoparticle
(Ago-Chi). The spectra of colloidal Ago-Chi was analyzed by using UV-Vis
spectrophotometer. Then this sample was labelled as AgNPs-Chi. Coating process
was carried out through soaking 2 g of pumice into 15 mL of AgNPs-Chi, and then
allowed to dry. The prepared material was named AgNPs-[Chi-Pumice] and was
observed using SEM to look at chitosan coating around the pumice surface.

2.4 Antibacterial Activity

The prepared material Ago-[Chi-Pumice] was evaluated for its antibacterial activity,
which is tested against E. coli by observing the inhibitory growth. The apparatus
used were washed and sterilized using an autoclave. The bacteria were bred in a
petri dish using MHA nutrient agar media with a standard concentration of Mc
Farland 2, and then agar media that contained E. coli bacteria were divided into 4
observation spots. Antibacterial testing of E. coli in more detail shown in Table 1.
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Furthermore, to test the effectiveness of AgNPs-[Chi-Pumice] as an antibacterial in
the aquatic zones, so their activity was tested in MHA liquid as a bacterial growth
media.

Two grams of AgNPs-[Chi-Pumice] was weighed and it put into a column until
it reached a height of 10 cm. Next, 50 mL of bacterial suspension on MHA liquid
medium with Mc Farland 6 standard was inserted into a column that contained
AgNPs-[Chi-Pumice], and then left the column with incubation period of 10, 20,
and 30 min before the bacterial suspension was lowered. The bacterial suspension
that descended from column was then collected in a sample bottle and diluted with
aquabidest until the volume reached 150 mL. Furthermore, bacteria were measured
their fecal coliform levels that remained after the testing process using SNI standard
(item 01-2897-1992 point 3.1).

Table 1 contains data on the type and quantity of material to test against E. coli
on the MHA agar media. Spot 1 was a testing point for 10 mesh pumice granules,
which were immobilized with 0.05 g of chitosan-silver nanoparticles. As a control
of errors and biases that might occur during the testing process, it was repeated until
3 times so that the results obtained were more optimal and accurate.

3 Result and Discussion

3.1 Immobilization of Chitosan-Silver Nanoparticle
onto Pumice

AgNO3 solution used as precursors of silver nanoparticles formation. To avoid the
aggregates of silver nanoparticles, so it used chitosan as stabilizer agent [19].
Chitosan had many functions such as high biocompatibility and biodegradability, and
non-toxicity [18]. Nowadays, people are looking for a green product with environ-
mentally friendly, good antimicrobial and barrier property to reduce the environ-
mental problems [20]. In the experiment, the reduction Ag+ was carried out by
photo-irradiation method to 0.1 M AgNO3 and used 100 W Tungsten lamp light for
7 h to form silver nanoparticles that produced brownish yellow. Thus,
photo-irradiation was effective for reduction of silver ions. Photo-irradiation method
was chosen due low cost, simple and environmentally friendly procedure. The
immobilization processed of colloidal AgNP-Chi onto pumice show stable particles
of AgNPs-[Chi-Pumice] which indicate compatibility mixture of AgNO3-
chitosan-pumice in appropriated concentration size and sequence procedure.

Table 1 Antibacterial testing against E. coli in MHA agar media

Spot 1 Spot 2 Spot 3 Spot 4

+0.05 g Ago-[Chi-Pumice] +1 drop AgNPs
solution

+1 drop AgNO3

solution
+0.05 g pumice
10 mesh
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3.2 UV-Vis Spectrum of AgNPs and SEM Analysis
of AgNPs-[Chi-Pumice]

The UV-Vis spectra characterization of silver nanoparticle showed the absorbance
peak at wavelengths around 430 nm with absorbance of 1.698 at 7 h synthesis
(Fig. 1). These wavelengths were the characteristic of surface plasmon resonance
(SPR) of silver nanoparticles [21]. According to previous research [22], the highest
absorbance of silver nanoparticles is around the wavelength of 390–470 nm when
measured with a UV-Vis instrument. Measurement was carried out using Shimadzu
UV-Vis spectroscopy (UV1601 model) with a golden yellow base color of silver
nanoparticles as solution testing and aquadest as blank.

The AgNPs-Chi on the pumices surface was proven by SEM analysis by
observing the layer of chitosan coated on the pumice surface. SEM analysis was
done with enlargement 10.000 times in a vertical cross section position. As shown
in Fig. 2a the sharp and hollow surface characteristic of pumice. Surface pumice
looks rough and there was no chitosan coat. However, the presence of chitosan
layer that attached to the surface and pores of pumice (Fig. 2b) and this layer was
characterized by the presence of a white film that coats the pumice surface. Cross
section of pumice immobilized appears to have chitosan particles and is finer when
compared to pumice surface without immobilization.

3.3 Antibacterial Test

Antibacterial test of AgNPs-[Chi-Pumice] against E. coli on MHA agar media was
carried out by the Kirby Bauer method with bacterial colony standard of Mc
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Fig. 1 UV-Vis spectra of silver nanoparticles
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Farland 2. Point tested was consisted of AgNPs-[Chi-Pumice], AgNPs, 0.1 M
AgNO3 solution and 10 mesh pumice granules. The process of testing a liquid
sample was done by injection first on paper discs, whereas the solid sample directly
tested on bacteria. Samples that have been placed on the bacterial spot are labeled
and stored in incubator (upside down petri dish position), so that there was no
residual liquid sample that drips on bacterial media and that measurement of
activity zone can be maximized. Sample incubation was carried out for 24 h started
from the injection period of sample on bacterial media. The result of inhibition zone
shown in Fig. 3. Antibacterial test was carried out 3 times (a, b and c), so that the
results obtained were reliable. Antibacterial properties showed positive reactions on
AgNPs-[Chi-Pumice] samples and AgNPs on disc paper. This was evidenced by the
formation of clear zone around bacteria in both samples. The AgNPs synthesized
using photo-irradiation was showed a good antibacterial property against E. coli
bacteria. This might be due to the superior antibacterial properties of AgNPs, which
killed the surrounding bacteria in the media [23]. AgNPs can interact with
sulfur-containing proteins in the cell membrane to change its permeability and made
cell leaking [24].

Immobilization process of AgNPs onto pumice surface did not show a sign of
decreasing antibacterial properties of AgNPs. Thereby it has the potential for a
bactericide in the aquatic zones. Table 2 contains data of antibacterial test that
observed through inhibition zone of each sample. The test of AgNPs was not only
carried out in agar media, but also on liquid that aimed to simulate antibacterial
properties of AgNPs in aquatic zones (Scheme 1). Antibacterial test on liquid media
of AgNPs-[Chi-Pumice] is expected as exterminator of E. coli in the aquatic phase
and this was done by intensifying the contact between E. coli bacteria and AgNPs-
[Chi-Pumice] in the column. The concentration of E. Coli before and after passing
the AgNPs-[Chi-Pumice] column was compared. Incubation time was 10, 20 and
30 min to observe the effect of incubation to the reduced concentration of E. coli
bacteria. The result of AgNPs-[Chi-Pumice] against E. coli on MHA liquid media
shown in Table 3. The best result was achieved at 30 min with a decrease amount
of bacterial concentration was 68.75% that is applicable in liquid phase to reduce
E. coli bacteria (Fig. 4).

(a) (b)

Fig. 2 SEM analysis of pumice without AgNPs-Chi (a) and with AgNPs-Chi immobilization (b)
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a b

c

Fig. 3 Antibacterial test in the first (a), (b) second and third (c) experiments

Table 2 The result of E. coli clear zone

Sample Inhibition zone diameter (mm)

Horizontal Vertical

P1 P2 P3 P1 P2 P3

Ago-[Chi-Pumice] 14.1 13.9 7.8 14.5 14.1 8.2

AgNPs 9.5 9.7 7.9 8.3 8.3 8.0

AgNO3 solution – – – – – –

Pumice – – – – – –

Table 3 The result of Ago-[Chi-Pumice] against E. coli on MHA liquid media

Sample Incubation
(min)

Initial
concentration
(MPN/100 mL)

Last
concentration
(MPN/100 mL)

E. coli + AgNPs-[Chi-Pum] 10 1600 900

E coli + AgNPs-[Chi-Pum] 20 1600 600

E coli + AgNPs-[Chi-Pum] 30 1600 500
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4 Conclusion

The synthesis of chitosan-silver nanoparticle by photo-irradiation has been con-
firmed by the UV-Vis spectra and immobilized the chitosan-Ago on pumice was
successfully conducted. The properties of AgNPs-[Chi-Pumice] as antibacterial of
E. coli on MHA liquid media reached the maximum condition at 30 min incubation
time. AgNO3 did active inhibit bacteria but Ago in form of AgNPs-[Chi-Pumice]
inhibit and reduced 68.75% of the E-coli growth from initial colony concentration
even at very low concentration of silver nanoparticles. AgNPs-[Chi-Pumice] is
applicable used in a column filter for water treatment.
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Study of the Effect Sudu Length
on Electricity Power Generated by Wind
Speed in Banda Aceh Beach

Abdul Munir, Ahmad Syuhada, and Muhammad Ilham Maulana

Abstract Wind is a renewable energy that has great potential with wind speed
potential in Banda Aceh ranging from 4 to 6 m/s which blows between 4 and 6 h/
day and blows speed of 6–9 m/s between 1 and 2 h/day. Studies on the use of wind
energy and wind turbines have been extensively researched. This research discusses
the effect of blade length on the electric power produced. The research was con-
ducted at Ulee Lhee beach in Banda Aceh. The wind turbine used is a horizontal
type with a blade length ratio of 1.25, 1.50 and 1.75 m and the number of blades 3,
4 and 5 to obtain the data results of wind speed and turbine rotation. Analysis of
electrical energy data was carried out on a 3-blade and 4-blade wind turbine by
installing a 2000 W generator with 1600 W power and using a transmission ratio of
1: 5. Data collection was carried out from February to August 2020 at wind speeds
of 3–8 m/s. The measurement results show that the 3-blade and 4-blade wind
turbines with a blade length of 1.25 m produce optimal turbine rotation at wind
speeds of 4–6 m/s compared to 4 blades and 5 blades with blade lengths of 1.50 and
1.75 m

Keywords Wind turbine � Wind speed � Blade length � Electrical energy

1 Introduction

Wind is a renewable energy that has great potential with potential wind speeds in
Indonesia, wind speeds ranging from 2 to 6 m/s within 6 h/day so it is very feasible
to build a small wind power plant (10 kW) to moderate (10–100 kW), while the
province of Aceh, especially the city of Banda Aceh, the coastal part of the average
wind speed of 4 m/s, wind speed between 4 and 6 m/s which blows between 4 and
5 h/day and wind speed of 7–9 m/s blows for 1–2 h/day.
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Fachri and Hendrayana [1] Analyzing Wind Potential with Weibull Distribution
for the Banda Aceh Bayu Power Plant. It shows that the average wind speed in
Banda Aceh every year is 4.5 m/s and the most frequency occurs at speeds of 1.5–
3.5 m/s [2].

Ryski [3] conducted a Feasibility Study on the Potential of Wind Energy in the
Area of the University of Tanjung Pura Pontianak to be Utilized as Electrical
Energy, showing the average wind speed at an altitude of 20 m at 2.3 m/s using
secondary data from NASA and included in the class 3 (three) wind category, can
produce an annual electric power of 86.19 kWh/year applied to the AWI-E1000T
micro wind turbine [4].

Tambrin et al. (2011) analyzed the Energy Potential in Supporting the Electricity
of the Border Area of Sambas Regency, showing that the average wind velocity of
2.9 m/s at an altitude of 20 m was applied with the AWI-E1000T micro wind
turbine, so the energy obtained was 1861 kWh/year [5].

Septiawan et al. [6] conducted a Study on the Potential of Wind Energy in Merak
Banten to generate electrical energy, showing an average wind of 7.2 m/s applied to
the FD16-20 kW wind turbine, producing 422–14,595 W of electric power [7].

Syuhada et al. (2019) Studied the potential of wind velocity in the Banda Aceh
coast to the ability to generate electrical energy by horizontal axis wind turbines, at
wind speeds of 3–9 m/s get optimal wind power at wind speeds of 6 m/s, with
392.73 W value because at a speed of 5–6 m/s the wind can blow 4–6 h/day and
wind speeds of 6–9 m/s the wind potential is 1–2 h/day [8]. Based on the above
phenomena, this research will conduct a study of the effect of blade length on the
electric power generated by the wind speed at Banda Aceh Beach. Based on the
potential wind speed on the coast of Banda Aceh the test is carried out on a wind
turbine which has a blade length of 1.25, 1.50 m with a number of 3 blades that will
be tested at wind speeds ranging from 3 to 8 m/s. The blade material is made of
local wood, namely meranti wood. Meranti wood is a versatile wood, has a hard
texture and is easy to shape, has an economical selling value that is easily found in
Aceh. The shape of the turbine blades is taken from the provisions of the NACA
4418 type airfoil with a horizontal shaft. This study aims to determine the electrical
power generated by a 2000 W generator with a load of 1600 W on a wind turbine
with blade length of 1.25, 1.50 and 1.75 m.

2 Methodology

In this test the parameters measured are wind speed, turbine shaft rotation, electric
generator shaft, and the voltage generated by the generator. Testing was carried out
from February to August 2020 on the coast of Ulee Lheue, Banda Aceh City,
Indonesia. To measure wind speed (m/s) a digital anemometer is used.
Measurement of the height of the wind speed is 20 m above sea level, equivalent to
the wind turbine shaft. To measure the shaft rotation speed (rpm) used a laser
tachometer.
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Measurement of electric voltage (V) using a voltmeter and measuring electric
current (A) using a clammeter by installing a clam meter on the cable and con-
necting it directly to the generator.

In this study, the wind turbine used a horizontal airfoil type turbine with a
2000 W generator with the following specifications.

a. Blades: 3

• Material: meranti wood
• Blade length: 1.25, 1.50 and 1.75 m.
• Blade width: 20 cm
• Maximum blade thickness: 2 cm
• Airfoil type: NACA 4418.

b. Pitch angle: 10°
c. Turbine body frame: 5 mm iron plate and iron hollow 2 cm
d. Rotor: 4 mm iron plate and r 20 cm
e. Guide tail: 1 mm iron plate
f. Stanchion: 10 cm iron pipe
g. Generator: 1 phase induction

• Capacity: 2000 W
• Speed: 1000–6000 rpm
• Frequency: 50/60 Hz
• Current: 8 A.

h. Controler System: Automatic Voltage Regulator
i. Transmission: Belt Pulley ratio 1: 5 (Fig. 1).

Fig. 1 Horizontal wind
turbine
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3 Experimental Results

This study examines and analyzes the wind speed potential on the coast of Banda
Aceh against the ability to generate electrical energy using horizontal shaft wind
turbines. Because of that, the measured parameters are wind speed, turbine rotation
and voltage generated by the generator and the electric current produced.

3.1 The Effect of Wind Speed on the Electric Voltage with 3
Blades at a Blade Length of 1.25, 1.50 and 1.75 m
Is Shown in Fig. 2 Below

Based on Fig. 2 above, it can be seen that at wind speeds of 3–3.5 m/s the generator
has not yet produced electrical power, so the required generator rotation is 1000–
6000 Rpm. Then a wind turbine with 3 blades at a blade length of 1.25 m produces
a voltage at a wind speed of 4 m/s of 95 V, a wind turbine with a blade length of
1.50 m produces a voltage at a wind speed of 4.5 m/s of 90.23 V and a wind
turbine with a blade length of 1.75 m produces a voltage at a wind speed of 5 m/s
of 118 V. While the highest voltage that can be generated by a wind turbine with a
blade length of 1.25 m is 219 V at a wind speed of 8 m/s, a wind turbine with a
blade length of 1.50 m at a wind speed of 7 m/s and the wind turbine can produce
as much as 219 V. And a blade length of 1.75 m produces 199 V with a wind speed
of 6.5 m/s.

Fig. 2 Effect of wind speed on electric voltage with 3 blades at a blade length of 1.25 m, 1.50 m,
and 1.75 m
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3.2 The Effect of Wind Speed on the Electric Voltage with 4
Blades at a Blade Length of 1.25, 1.50 and 1.75 m
Is Shown in Fig. 3 Below

Based on Fig. 3, it can be seen that the wind turbine with 4 blades at a blade length
of 1.25 m, at a wind speed of 3–3.5 m/s the generator also does not produce electric
power. A wind turbine with 4 blades at a blade length of 1.25 m produces a voltage
at a wind speed of 4 m/s of 98 V, a wind turbine with a blade length of 1.50 m
produces a voltage at a wind speed of 4.5 m/s 115 V and a wind turbine with a
blade length of 1.75 m produces a voltage at a wind speed of 5 m/s of 95 W. While
the highest voltage that can be produced by a wind turbine with a blade length of
1.25 m is 223 V at a wind speed of 8 m/s, a wind turbine with a blade length of
1.50 m wind speed of 6.5 m/s generates a voltage as wide as 221 V. And a blade
length of 1.75 m produces 210 V with a wind speed of 7 m/s.

3.3 The Effect of Wind Speed on Electric Power with 3
Blades at a Blade Length of 1.25, 1.50 and 1.75 m
Is Shown in Fig. 4 Below

Based on Fig. 4, it can be seen that the electric voltage is directly proportional to the
electric power produced, the greater the voltage the greater the electric power
produced. At a wind speed of 3–3.5 m/s the generator has not yet produced electric
power, so the 3 blade wind turbine with a blade length of 1.25 m produces electric
power at a wind speed of 4 m/s of 694 W, a wind turbine with a length 1.50 m
blades generate electric power at a wind speed of 4.5 m/s of 659 W and a wind

Fig. 3 Effect of wind speed on electric voltage with 4 blades at a blade length of 1.25 m, 1.50 m,
and 1.75 m
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turbine with a blade length of 1.75 m produces electric power at a wind speed of
5 m/s of 861 W. While the highest electric power that can be generated by a wind
turbine with a blade length of 1.25 m is 1599 W at a wind speed of 8 m/s, a wind
turbine with a blade length of 1.50 m can produce 1467 W of electric power at a
wind speed of 6.5 m/s. And a blade length of 1.75 m produces 1453 W with a wind
speed of 6.5 m/s.

3.4 The Effect of Wind Speed on Electric Power with 4
Blades at a Blade Length of 1.25, 1.50 and 1.75 m Is
Shown in Fig. 5 Below

Based on Fig. 5, it can be seen that the 4-blade wind turbine with a length of
1.25 m at a wind speed of 3–3.5 m/s the generator has not yet produced electric
power, the wind turbine with a blade length of 1.25 m can generate electric power
at a speed 4 m/s wind of 715 W, a wind turbine with a blade length of 1.50 m
produces electric power at a wind speed of 4.5 m/s of 840 W and a wind turbine
with a blade length of 1.75 m produces electric power at wind speed 5 m/s of
694 W. While the highest electric power that can be generated by a wind turbine
with a blade length of 1.25 m is 1628 W at a wind speed of 8 m/s, a wind turbine
with a blade length of 1.50 m can produce an electric power of 1613 W at a wind
speed of 6.5 m/s. And a blade length of 1.75 m produces 1533 W with a wind
speed of 6.5 m/s.
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4 Discussion

Based on the measurement results, it is clear that the number of blades, the length of
the turbine blades and the wind speed greatly affect the performance of the wind
turbine and the electrical energy generated. The 3-blade and 4-blade wind turbines
with a blade length of 1.25 m can generate electrical energy at wind speeds of 4 m/s
while the 3 and 4-blade wind turbines with 1.50 blades can generate electrical
energy at wind speeds of 4.5 m/s and turbines. 3 blades and 4 blades with a blade
length of 1.75 m can generate tension at wind speeds of 5 m/s.

The electrical energy generated by a 3-blade and 4-blade wind turbine with a
blade length of 1.25 m starts at a wind speed of 4–8 m/s while the 3 and 4 blade
wind turbine with a blade length of 1.50 m starts at a speed wind 4.5–6.5 m/s and
wind turbine 3 blades and 4 blades with a blade length of 1.75 m starting at a wind
speed of 5–7 m/s.

5 Conclusion

Based on the above discussion, it can be concluded that the wind turbine that can
produce optimal electricity is a wind turbine with 3 blades and 4 blades at a blade
length of 1.25 m which can be driven by wind speeds ranging from 4 to 8 m/s. while
the wind turbine blade length of 1.50 m and blade length of 1.75 m with blades 4
and 5 can generate electrical energy at wind speeds ranging from 5 to 6 m/s. So
according to data on the coastal wind speed of Banda Aceh city, wind speeds of 3–
4 m/s can blow 2–3 h/day, wind speeds of 4–6 m/s can blow for 4–6 h/day and wind
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speeds of 6–9 m/s can blow for 1–2 h/day, thus a suitable turbine for use on the coast
of Banda Aceh City is a 1.25 m long wind turbine with 3 and 4 blades.
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Study of Temperature Uniformity
on the Multi-shelf Type Drying System

Dina Shabri, Ahmad Syuhada, and Razali

Abstract The study of temperature uniformity on multi-shelf drying equipment,
using fuel as the drying energy was done. This study uses a 10-level dryer. The
system of heat divider to the drying chamber is equipped with a sharp turn channel
to equalize the temperature in the drying chamber. The hot gas distribution system
is conducted by natural convection. This drying equipment system is also equipped
with a combustion chamber, heat level, hot gas divider channel, drying chamber,
and chimney. The type of fuel can be selected from LPG, fuel oil, and other solid
fuels. In this test, the temperature in the drying chamber can be used between 60
and 90 °C. With a 60–90 °C, the temperature in the combustion chamber is 400–
500 °C, the temperature in the hot gas channel is from 120 to 90 °C and the exhaust
chamber temperature is 50–75 °C. From the test results, it was found that the
temperature in the drying chamber between the first shelf to the highest shelf was
1 °C vertically, and the temperature difference was 0.2–0.5 °C horizontally. It can
be said that the temperature distribution in the drying chamber is uniform. After
being tested, the drying capacity for fish is 50–80 kg, drying time is 10–12 h with
the water content of dried fish reach 12–15%. For drying fish 50 kg, requires 4 kg
of LPG.

Keywords Temperature uniformity � Multiple-shelf dryer � Fuel energy � Heating
channel � Sharp turn system

1 Introduction

Traditionally, drying is done by drying in the sun, where the temperature that can be
accepted by the drying object is only around 40–45 °C. The heat transfer system for
drying in the sun is a radiation module, which is when the drying is done, the drying
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object must be reversed [1], because the part of the object facing the sun will dry
quickly, and the part that is not exposed to the sun does not dry out. Another
disadvantage of solar energy is that drying energy can only be obtained in summer
[2–6]. The good drying temperature is between 60 and 80 °C. To increase the
drying temperature using solar thermal energy, a solar collector drying system has
been developed, the temperature of the drying air that comes out of the collector can
reach 80 °C by using absorbers and other technologies [7–10]. The disadvantage of
drying technology using a collector is that the drying capacity still small and cannot
be used during cloudy and rainy seasons for drying [11, 12].

To overcome the disadvantages of using solar energy, drying using heat energy
from fuel combustion has been developed. By using the heat energy of a fuel, the
drying temperature can be adjusted according to the need and the heat can take
place continuously. Usually, a drying system using combustion energy is conducted
by forced convection using a fan [13], which results in uneven drying. Accordingly,
to get even drying results can be done with a natural convection system. Natural
drying equipment using fuel energy has been conducted, this system is made with
7-shelf drying equipment, where the temperature variation between levels reaches
3–4 °C [14].

With the said background, the author conducted an experimental study of
temperature uniformity in a multi-shelf drying chamber using fuel as the drying
energy. In this study, the dryer is used with 10-levels, each level has a shelf where
the dryer object is placed. The hot gas divider system to the drying chamber is
equipped with a sharp turn channel [15, 16] with varying lengths to uniform the
temperature in the drying chamber. The hot gas divider system is conducted by
natural convection. This drying equipment system is also equipped with a com-
bustion chamber, heat guide, hot gas divider channel, drying chamber, and chim-
ney. The type of fuel used is LPG.

2 Experimental Set Up

The research was conducted at the Thermal Engineering Laboratory of the
Mechanical Engineering Study Program, Department of Mechanical and Industrial
Engineering, Faculty of Engineering, Syiah Kuala University, starting from
equipment planning, manufacturing, data collection, and data processing. With the
following stages.

2.1 Research Tools

The dryer designed is shown in Fig. 1, with its main part consisting of 5 (five) parts,
namely (1) the combustion chamber as a source of heat production, (2) drying
chamber, (3) hot gas divider channel, (4) shelf where a drying object is placed and
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(5) a chimney to remove water vapor. This dryer frame material is made of elbow
metal, the walls are made of zinc plate and coated with plywood as heat insulation.
The dryer with dimensions measuring 832 mm long, 820 mm wide, 1.440 mm
high, 10-shelf has a drying capacity of 80 kg, the dimensions of the combustion
chamber is 872 mm � 864 mm � 325 mm.

The hot gas divider channel is formed by a sharp turn channel. This sharp turn
channel made 18 pieces at each shelf level on the right and left sides of the inner
and outer walls of the drying chamber with a zinc plate thickness of 0.3 mm and an
angle of 45° aims to change the flow of hot laminar gas that comes out of the
combustion chamber into the drying chamber so that it can produce even heat in the
drying chamber and the resulting temperature is close to uniform so that it can
speed up drying time and produce good dry products as needed.

The variations in the length of the fins for sharp turns on the inner wall of the
drying chamber are 10 mm on hot gas channel 1, 2, 3, length of the fins 20 mm on
hot gas channel 4, 5, 6, 7 and lenght of the fins 15 mm on hot gas channel 8, 9.
Meanwhile, the hot gas channel 10 is closed so that there is no heat loss (Fig. 2).

(a) (b)

Part list:
1. Combustion chamber
2. Drying chamber
3. Hot gas divider channel
4. Shelf 
5. Chimney

Fig. 1 Dryer a the main part of the dryer, b the 3D design of the dryer designed
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2.2 The Test of the Dryer

In this test, the temperature distribution was conducted in the drying chamber. This
temperature distribution measurement includes with no dryer load and with dryer
load. The drying load that used was 50 kg of fresh fish. However, the drying
capacity of the tools tested was 50–80 kg. The type of fuel used can be selected for
LPG. The temperature tested in the drying chamber is between 70 and 90 °C. The
measurement points on the dryer test are given in Fig. 3.

Fig. 2 a Sharp turn channel, b sharp turn channel and variations of fins length
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3 Result and Discussion

3.1 The Test Result

In this test, the measurement of the temperature distribution was conducted on a
multi-shelf drying equipment (10-levels). The test conditions were carried out in
two conditions; measuring the temperature distribution at no load and measuring
the drying rate.

3.1.1 Measurement of Temperature Distribution in the Heating
Channel

In this section, the temperature distribution of the multi-shelf drying equipment has
been tested. The purpose of this study is to obtain a uniform temperature distri-
bution in the drying chamber. The working principle of this drying equipment is to
use hot gas from the combustion of fuel as the heat energy for drying. The heat
source for this drying system is the result of the combustion of fuel in the com-
bustion chamber with a combustion temperature of 400–450 °C. The hot gas from
the combustion chamber then funneled into the hot gas channel towards the drying
chamber. The standard point of this test is the temperature of 70, 80, and 90 °C in
the drying chamber. The temperature distribution points of the hot gas channel are
as shown in Fig. 3a. After the test the temperature distribution, the results can be

(a) Measurement point vertically (b) Measurement point horizontally

Description:
1. T.combustion 

chamber
2. T.inlet
3. Shelf 1
4. Channel 1
5. Shelf 3 
6. Shelf 5 
7. Channel 2
8. Shelf 6 
9. Shelf 7 
10.Channel 3
11.Shelf 9 
12.Channel 4
13.T.outlet

Fig. 3 Measurement points on the dryer test, a measurement point vertically, b measurement
point horizontally
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seen as in Fig. 4. In the dryer, the test was conducted on the temperature distri-
bution of the hot gas channel into the drying chamber at no-load conditions.

From the test results, at the 70 °C drying chamber temperature, the combustion
chamber temperature is 400 °C, at T.inlet the temperature is 125 °C, channel1 99 °
C, channel2 87 °C, channel3 82 °C, channel4 78 °C while at T.out 60 °C. From
this graph, it is clear that the temperature distribution between T.inlet and T.out is
appropriate, meaning that the temperature from point 1 decreases gradually [1]
according to the distribution of hot gas which is divided by a sharp turn channel
towards the drying chamber. From Fig. 4, it is clear that the distribution of the test
temperature at 80 and 90 °C, the temperature distribution characteristics tend to be
the same as the 70 °C test.

3.1.2 Measurement of Temperature Distribution in the Drying
Chamber

The Vertical Temperature Distribution of the Drying Chamber

The measurement point in this vertical temperature distribution test is as described
in Fig. 3a, for this test the measurement point is only conducted at 6 points; shelf 1,
shelf 3, shelf 5, shelf 6, shelf 7, and shelf 9. The test was conducted for 30 min and
tested at a temperature of 75 °C. The first test is tested after a stable temperature
(10 min after heating the combustion chamber), starting at a drying chamber
temperature of about 75 °C. In the first minute, the temperature distribution is
obtained at shelf 1 74.4 °C, shelf 9 75.2 °C and the average temperature of the six
measurement points is 74.8 °C (Fig. 5).

Horizontal Temperature Distribution of the Drying Chamber

The measurement of the temperature distribution horizontally in the drying chamber
conducted as many as 7 measuring points as shown in Fig. 3b. Measurements were
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Fig. 4 Temperature
distribution in the hot gas
channel
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made in the central area of the drying chamber, which is on a level 5-shelf. The
temperature distribution variations tested were 70, 80, and 90 °C. The measurement
results can be seen in Fig. 6. At the test temperature of 70 °C, the highest point was
70.2 °C and the lowest was 69.9 °C and the average was 70 °C. From Fig. 6, it is
clear that for the test at temperatures of 80 and 90 °C, the temperature distribution
characteristics tend to be the same as the 70 °C test.

3.2 The Drying System Performance Test

Based on the graphs of the test results, this multi-shelf type dryer, both in the hot
gas channel and in the drying chamber, has a good temperature distribution,
therefore the drying system performance will be tested by observing the drying rate.
The object used for the dryer was 50 kg of fresh fish even though the capacity of the
dryer able for drying up to 80 kg of fresh fish. The consumption of LPG during
10 h of drying 50 kg of fresh fish requires 4 kg of LPG fuel. The shelf where the
fish is placed was conducted on the sample shelf 3, shelf 5, shelf 7, and shelf 9 as
shown in Fig. 3a.
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Agood drying system for freshfish is conductedwith a higher initial temperature to
a lower temperature [17]. The temperature distribution in the drying chamber after
inserted the fish shown in Fig. 7 (black line). This test started with a temperature of
85 °C and after two hours the temperature gradually reduced to 75, 65 and 55 °C and
the temperature maintained at 55 °C until the drying completed. This process is
conducted so that the absorption of water content on the surface of the fish becomes
faster, while in the next process the amount of water absorbed decreasing because the
water content in the fish has reduced as the temperature decreases [18].

Figure 7 (shelf 3, shelf 5, shelf 7, shelf 9) shows the decrease in water content in
the drying object faster in the first four hours; at a temperature of 85 and 75 °C than
in the next process with a lower temperature.

The rapid decrease of water content is caused by a large amount of water content
in the drying object along with the high drying temperatures [19]. Thus it can be
seen that the higher the air temperature at the beginning of the drying process, the
more water is absorbed on the surface of the object [19]. The subsequent drying rate
is smaller at a drying chamber temperature of 65 °C and finally 55 °C because the
water content of the drying object is low and the drying temperature is also low
[20]. If the drying conducted at a high temperature for the drying object that has
reduced the water content, this will cause the surface of the drying object to be drier
so that heat cannot permeate the drying object [21], this is called thermal stress [22]
and must be avoided in the drying process.

3.3 Discussion

In the no-load test, it can be seen that the working ability of the dryer such as the
distribution of hot airflow in the drying chamber and temperature uniformity between
the shelves in the drying chamber has been reached very well. The temperature
setting from high to low temperature is faster than from low temperature to a higher
temperature [23], so it can save fuel as an energy source and use a shorter time.
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The drying rate at the time is influenced by several factors such as the length of
drying time required for the drying object, the drying chamber temperature, and the
decrease in the mass of the drying object at the time. Based on the data analysis, it is
shown that the more the hot steam in the drying chamber, the faster the drying rate
at the time required [24].

4 Conclusion

From the no-load test result data analysis, it can be seen that the temperature
variation in the vertical range between the lowest and the highest is small than 1 °C,
and the lowest and highest horizontal temperature ranges are also below 0.5 °C.
After observing the vertical and horizontal ranges are very small in terms of heat
uniformity in a drying chamber, the temperature in the drying chamber of the
10-shelf drying equipment can be stated as uniform.

From the test results to see the drying rate of the dryer between shelf-1 to shelf-9,
the temperature difference is very small, which means it can be said that the drying
rate is the same. Thus it can be stated that this drying chamber temperature can be
considered uniform.
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Design and Analysis of Automatic Fish
Dryer Prototype

Kevin Raynaldo, Richie Andrianto, and Steven Darmawan

Abstract Indonesia has lots of natural resources especially in marine sector such as
yellowstripe scad and long-jawed mackerel. Those fish are usually dried by fish-
erman for longer storage using conventional drying by heat from the sun. This
conventional drying method takes hours, about two or three days depends on sun
heat intensity. Based on that problem, mechanical drying system may overcome the
problem. Automatic fish dryer is designed to dry the fish effectively with even heat
distribution with palette rotation system which is hoped to increase productivity and
economic potential for coastal communities. The prototype is designed theoretically
with mechanical design to generate part specification including heater, shaft,
electric motor, bearing, pulley and transmission. CFD method to discover the heat
distribution inside with 5,239 nodes and STD k-e turbulence model.
A 400 mm � 500 mm � 420 mm prototype is generated to dry 2 kg of long-
jawed mackerels in 5.3 h with 0.00419 g/s for drying mass flow rate from 70 to
30% water content. CFD simulation shows the exhaust fan need to be installed at
outlet for better water-vapor flow distribution. This research indicates that auto-
matic fish dryer can dry 4 times faster than conventional drying system.

Keywords Fish dryer � Prototype � Mechanical design � CFD

1 Introduction

Indonesia is a country which has lots of natural resources especially in marine sector
that is referred to as maritime country. Some fish which has important role to coastal
communities are yellowstripe scad (Selaroides leptolepis) and long-jawed mackerel
(Rastrelliger). Based on Sungailiat Archipelago Fishing Port data, the amount of
yellowstripe scad catches in 2018 reaches 539.011 tons [1]. Then, long-jawed
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mackerel is wide-spread in Indonesia such as in Pekalongan, Central Java with
average catches from 2007 until 2016 reaches 1,386.199 tons per year [2].

Those fish are usually dried by fisherman for longer storage. However, that
drying usually uses heat from the sun that takes longer time, about two or three days
in accordance with the sun heat intensity. Another problem is when the rainy season
coming that makes the sun heat intensity reduced, so the drying can fail and cause
putrefaction to the fish.

Based on those problems, automatic fish dryer was designed to reduce water
content in the fish from about 50–80% into less than 25%. It will inhibit bacterial
activity and also the putrefaction [3]. It is recommended to set the drying tem-
perature less than 85 °C in order to maintain fish nutritional quality [3].

The objectives in this study are to design automatic fish dryer prototype with
mechanical concept that can dry the fish by heating evenly as well as numerically
analysis the heat distribution with CFD method. Then, the prototype can reduce the
drying time become 4 h that the fish water content reduced from 70 to 30%.
Furthermore, it is able to increase productivity and also economic potential for
coastal communities especially fisherman. Fish dryer already exists before, but new
thing comes in our prototype especially the utilization of palette rotation mechanism
for heating evenly without any changes in fish position. On the other hand, auto-
matic fish dryer prototype can be used to get effective way in fish drying either rainy
season or dry season. It also can encourage entrepreneurship sector because of its
reasonable price.

Nomenclature

q Sensible heat rate (Watt) cp Specific heat (J/kg °C)

Q Sensible heat (Joule) DT Temperature changes (°C)

t Drying time (s) Te Equivalent torque (Nm)

m Mass (kg) M Bending moment load (Nm)

T Torque load (Nm) d2 Driven pulley diameter (inch)

d Shaft diameter (mm) �V Linear velocity of v-belt (m/s)

�s Allowable shear stress (MPa) L Pitch length of v-belt (mm)

C Allowable dynamic load (N) x Distance between driver shaft and
driven shaft (mm)

Fe Equivalent dynamic load (N) r1 Driver pulley radius (mm)

K Dynamic factor for bearing (=3 for
ball bearing)

r2 Driven pulley radius (mm)

n1 Electrical motor revolution (rpm) m0 Fish mass before drying (g)

n2 Fish palette system revolution (rpm) m1 Fish mass after drying (g)

d1 Driver pulley diameter (inch)
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2 Methods

In this study, automatic fish dryer is made as prototype and object of analysis that
can be considered for development with larger scale and more products [4].
Components and dimensions of automatic fish dryer are obtained from machine
elements calculation and engineering approach [5, 6]. Furthermore, the selection of
heating element is conducted with heat transfer model [7, 8].

Methods of collecting the data to calculate the automatic fish dryer performance
is done by experiments [4, 9]. To get the drying mass flow rate distribution in dryer
room, a simulation using CFD is conducted [4].

2.1 Mechanical Design

In the process of automatic fish dryer design, there are some elements to be con-
sidered as conceptual design as follows:

• Sketch of the automatic fish dryer can be seen below (Fig. 1).
• The system is only used for yellowstripe scad which has 15 cm length and

4.5 cm width in average and long-jawed mackerel with 20 cm length and 6 cm
width in average. The data is obtained from directly measurement of the fish.

• Heating load calculation is influenced by fish, fish palette, and heater plate while
target temperature is set by 70 °C.

• The maximum mass of fish that will be dried is 2 kg which is divided to four
sections and each section mass is 500 g. The amount of yellowstripe scad that
can be dried is around 33 fish with 3,300 J/kg °C specific heat [10] while the
amount of long-jawed mackerel is 12 fish with 3,500 J/kg °C specific heat [10].

Side view

Exhaust 
fan

Fish

Fish

Fish

Heater

Fish

Front view

Fig. 1 Sketch of automatic fish dryer. The dimension is 400 mm (front length) � 500 mm (side
width) � 420 mm (height). There are four sections of fish palette for drying process
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• The rotation velocity of the fish palette is 30 rpm.
• The transmission system used for palette rotation mechanism is pulley and

v-belt.

2.2 CFD Simulation

The geometry model for CFD simulation is the area in the middle section of
prototype (palette rotation area) with 400 � 420 mm dimension without the palette
that can describe drying mass flow rate into velocity model [11]. The computation
model and solver preference are done with ANSYS Fluent (student version) 2020
R1. The mesh conducted is triangular with 5,239 nodes in the X-Y plane (2D) as
shown by Fig. 2. Turbulence model for this study plays important roles in CFD
analysis hence the turbulence model choice is necessary [12]. The turbulence model
for palette rotation area geometry is STD k-e which obtains convergence result.
STD k-e model is common in many turbulence models and has good performance in
general flow [13]. The fluid is water-vapor which is assumed to be steady-state,
ambient temperature and pressure is set to 25 °C, 1 atm respectively. The drying
mass flow rate is set by 0.00419 g/s that is obtained from experiments.

3 Result and Discussion

3.1 Mechanical Design

There are some parameters to be considered in components selection and dimen-
sions calculation such as heating load calculation, shaft calculation, electrical motor
selection, bearing calculation, and calculation of pulley and v-belt transmission.

Front view

Heat source

Outlet

Fig. 2 Triangular computational grid of palette rotation area
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3.1.1 Heating Load Calculation

There are four main components for heating load calculation such as yellowstripe
scad, long-jawed mackerel, fish palette, and heater plate. Sensible heat equation
used in this calculation can be shown below [7, 8]:

q ¼ Q
t
¼ m:cp:DT

t
ð1Þ

From the Eq. (1), sensible heat rate of each component can be obtained. The heat
transfer model used for those components take 4 h as setting time. For the fish,
heating load data will be taken from long-jawed mackerel because it has higher
value than yellowstripe scad. Long-jawed mackerel have 24.31 W heating load,
while yellowstripe scad have 22.92 W heating load.

From Table 1, total heating load will be multiplied with 1.25 as service factor
[16], so the total heating load (qtotal) becomes 32.406 W. Based on this calculation,
the 100 W heater is selected refers to market availability. In theoretically with that
heater, the drying time will be shorter becomes 0.972 h.

3.1.2 Shaft Calculation

Shaft is used as main element in palette rotation system to generate effective drying
process. It has Aluminium 6061-T6 with 276 MPa for yield strength and the
allowable shear stress obtained in the amount of 80.04 MPa.

Based on Fig. 3, the total torque can be calculated with friction coefficient for
single row radial deep groove ball bearing in the amount of 0.0015 [17]. The total
torque is obtained in the amount of 2.938 � 10−4 Nm with service factor of 1.25.
Furthermore, the result of shaft bending moment calculation is 9.555 Nm with
service factor of 1.25.

Then, the shaft calculation uses Guest Theory which affected by combination
load: torque load and bending moment load for ductile base material [6].

Table 1 Result of heating load calculation with setting time for 4 h

No. Component Variables q (Watt)

m (kg) T1 (°C) T2 (°C) cp
(J/kg °
C)

1 Long-jawed mackerel 2 20 70 3,300 24.31

2 Four fish palettes (woven wire
mesh—material: stainless
steel 304) [14]

0.2 25 70 500 1.25

3 Heater plate (material: zinc,
galvanize sheet) [15]

0.3 25 70 389.8 0.365

Total heating load (qtotal) 25.925
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Te ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M2 þ T2
p

ð2Þ

d ¼
ffiffiffiffiffiffiffiffiffiffiffi

16:Te
p:�s

3

r

ð3Þ

From Eq. (2), equivalent torque (Te) can be calculated and the result is 9.555 Nm.
Besides, from Eq. (3) the shaft diameter (d) can be obtained in the amount of
8.47 mm. Therefore, shaft with 10 mm diameter is chosen because of ease in
turning process and fulfil the design need.

3.1.3 Electrical Motor Selection

Electrical motor is chosen because of ease in installation and have appropriate
specification. The power needed to rotate the palette system when drying is
37.504 W. The most appropriate motor that fulfil that needs is electrical DC motor
with 115 W [18].

3.1.4 Bearing Calculation

Bearing used in fish palette rotation mechanism is single row radial deep groove ball
bearing 6900 type. This bearing has 2,691.04 N for allowable dynamic load [19] and
38.22 N for equivalent dynamic load that obtained from calculation of fish palette
rotation mechanism. Bearing lifetime can be calculated from equation below [6].

L ¼ C
Fe

� �K

�106 revolution ð4Þ

Side view

Shaft

Fig. 3 Free body diagram of
fish pallet rotation system.
Each point in A, B, C and D
have the same force in the
amount of 7.84 N. That
mechanism is a balance
system that makes torque
equals to zero. The available
torque is just affected by
friction force to bearing

96 K. Raynaldo et al.



From Eq. (4), the bearing lifetime is obtained in the amount of 3.491 � 1011

revolution.

3.1.5 Calculation of Pulley and v-Belt Transmission

Driven shaft revolution that used in palette rotation mechanism can be calculated
from equation below [5].

n2
n1

¼ d1
d2

ð5Þ

From the Eq. (5) and these data: n1 = 160 rpm; d1 = 2 inch; d2 = 10 inch, driven
shaft revolution (n2) is obtained in the amount of 32 rpm which is close to 30 rpm
in initial planning condition.

Then, the linear velocity of v-belt can be calculated using equation below [5].

�V ¼ p:d2:n2
60� 100

ð6Þ

From the Eq. (6), the linear velocity of v-belt is obtained in the amount of 0.425 m/s.
Then, pitch length of the v-belt can be calculated using Eq. (7) below [5].

L ¼ p: r2 þ r1ð Þþ 2xþ r2 � r1ð Þ2
x

ð7Þ

Based on the Eq. (7) and initial planning condition for x = 250 mm, pitch length of
the v-belt (L) is obtained in the amount of 1,019.826 mm. Pitch length of the v-belt
chosen is 1,026 mm for type-A in accordance with IS: 2494–1974 standard [5].

3.1.6 Drying Time

Drying process in automatic fish dryer is assumed to be steady-state condition.
Twelve long-jawed mackerels were taken as sample in an experiment which has
140 g mass for each fish before drying and were assumed to have 70% water
content. The drying process was followed by palette rotation mechanism in the
velocity of 30 rpm. A 100 W heater used to generate 67 °C in average for drying
room temperature. The drying time was set by 1 h that close to 0,972 h from
calculation at the end of Sect. 3.1.1. There must be an adjustment in drying time
because in 1 h, the water content only became 62.5% (125 g).

From Table 2, to obtain 30% water content for the fish, it needs 5.3 h drying
time from linear approach.
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3.1.7 Actual and Theoretical Comparison

In actual drying condition, temperature in drying room is only 67 °C while theo-
retically the temperature is set by 70 °C. The drying time for 67 °C has been
calculated before in the amount of 5.3 h. So, when the temperature is 70 °C the-
oretically, the drying time becomes 5.073 h. There is temperature deviation that can
be calculated using equation below.

Relative deviation ¼ Tactual � Ttheoretical
Ttheoretical

�
�
�
�

�
�
�
�
� 100% ð8Þ

Based on the Eq. (8), the relative deviation of performance in actual and theoretical
is 4.29%.

3.2 CFD Simulation of Drying Performance

3.2.1 Drying Mass Flow Rate

Drying mass flow rate of automatic fish dryer can be calculated theoretically using
equation below.

Drying mass flow rate ¼ Dm
Dt

¼ m0 � m1

t
ð9Þ

Drying mass flow rate from long-jawed mackerel sample to reduce the water
content from 70 to 30% for 5.3 h can be obtained from Eq. (9), and the drying mass
flow rate is 0.00419 g/s. The main objective of the CFD simulation is to prelimi-
nary discover the heat distribution inside the system. In order to get the flow
distribution that can describe the drying mass flow rate in drying room, CFD
simulation of velocity is conducted as represented in Figs. 6 and 7. Analysis is
focused on the water-vapor flow from inlet (assumed near the base of machine) to
outlet where an exhaust fan is installed.

Figures 6 and 7 show the velocity of water-vapor flow in the middle section of
prototype without palette that generated by STD k-e model. Heat is well distributed
from the heat source to each palette and sucked by the fan.

Table 2 Adjustment in drying time to obtain 30% water content

Data
source

Drying
time (h)

Mass
before
drying (g)

Water content
before drying
(%)

Mass after
drying (g)

Water content
after drying
(%)

Experiment 1 140 70 125 62.5

Approach 5.3 140 70 60 30
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The system simulated is palette rotation area which is the most ideal place to
analysis drying system performance. The simulation shows that there is water-vapor
flow concentration at exhaust fan with 1.155 � 10−4 m/s for maximum particles
velocity and 4.190014 � 10−6 kg/s for mass flow rate at the outlet. Furthermore,

Fig. 4 Drying system of
automatic fish dryer

Side

Fig. 5 Fish drying process

Exhaust fan

Corner 
wall

Front view

Fig. 6 Contour of particles
velocity. The maximum value
of particles velocity is
1.155 � 10−4 m/s at the
outlet of automatic fish dryer
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the flow distribution at corner wall area becomes obstructed which marked by the
less of particles velocity in the amount of 8.25 � 10−6 m/s and it is almost 0 m/s
near the wall. It implies that there is residual of water-vapor particles that accu-
mulated at the corner wall of drying room. Therefore, a development from this
study can be conducted to improve the flow distribution near corner wall by using
bigger exhaust fan or adding more exhaust fans. However, the fish palette rotation
mechanism can increase the water-vapor flow performance that makes drying time
faster which vector of velocity can be shown in Fig. 7. It shows particles movement
consists of water vapor from the fish to exhaust fan that influenced by palette
rotation mechanism to increase drying performance. These CFD simulation results
without the fish inside contributed as a preliminary design consideration. CFD
simulation with the fish will be done in further research.

Corner 
wall

Exhaust fan

Front view

Fig. 7 Vector of particles
velocity. The particles are
assumed to consist of drying
mass flow rate from the fish

Front view Heat source

Outlet
Fig. 8 Contour of total
temperature without palette
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3.2.2 Effectiveness Level

Conventional drying system needs average in 2 days which can be assumed optimal
drying time from 07.00 until 16.30 WIB in a day (9.5 h per day), so 2 days equals to
19 h drying. On the other hand, automatic fish dryer prototype needs 5.3 h to dry the
fish that shown by Table 2. Based on this data, automatic fish dryer is 3.585 times
(�4 times) faster than conventional drying system which uses heat from the sun.

4 Conclusion

Design and analysis of automatic fish dryer is conducted to make prototype that can
dry the fish by heating evenly and can be developed with larger scale and more
products. The prototype can increase productivity and economic potential for
coastal communities because of the effective way in drying. Furthermore, the
comparison between prototype and conventional drying can be obtained. The
prototype has some main design parameters to be considered, such as 100 W
heater, 10 mm diameter shaft with Aluminium 6061-T6, 115 W electrical DC
motor, single row radial deep groove ball bearing 6900 type, and 1,026 mm pitch
length of type-A v-belt. Then, the relative deviation performance of automatic fish
dryer in actual and theoretical is 4.29%. From the experiment, the prototype can dry
the sample of fish (long-jawed mackerel) in 5.3 h with 0.00419 g/s for the drying
mass flow rate. Besides, CFD simulation shows that there is water-vapor concen-
tration at an exhaust fan while the flow near corner wall becomes obstructed that
makes the particles accumulated. It implies that the drying performance still can be
developed by using bigger exhaust or adding more exhaust fans to increase the
particles velocity and makes the mass flow rate distribution more evenly when leave
drying room. However, the fish palette rotation system has been effective to
increase drying performance and can heat the fish evenly. This research indicates
that automatic fish dryer can dry 4 times faster than conventional drying system
which uses heat from the sun. Furthermore, this prototype has reasonable price for
only 1.5 million Rupiah.
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Experimental Study the Effect
of Reduction Temperature of Iron Ore
Briquettes on Minimum Energy
of Reduction

T. H. A. Furqan, Khairil, and Nurdin Ali

Abstract Analysis of the reduction kinetics of iron ore briquettes which are
reduced at high temperature is determined by experimental methods to calculate the
activation energy. The method used is to directly reduce the iron ore briquettes in a
reduction kitchen with a temperature of 950–1250 °C and see the mass decrease
that occurs. The briquettes are mixed with coal as a reducing agent and providing
thermal energy and using asphalt as an adhesive with a composition of 95:0:5,
70:20:5 and, 55:40:5. The results obtained showed that the highest mass reduction
occurred in briquettes with a composition of 55:40:5 at a temperature of 1250 °C
and the resulting activation energy was 3.126–5.911 kJ/mol. From these results, it
shows that the reduction temperature greatly affects the results of mass reduction
and the minimum amount of energy required for the reduction to occur.

Keywords Briquette � Direct reduction � Activation energy

1 Introduction

The use of iron in Indonesia continues to increase every year. To suppress steel
imports, the government issued regulations which are expected to be able to sup-
press steel imports and increase local steel production [1]. To produce iron ore as
raw material for steel, it can be done in several ways. Among them, Blast Furnace
(blast furnace), Direct Reduction Iron (Direct Reduction), Smelting Iron (Smelting
Iron). Direct Reduction is a process used to convert pellets into sponges. The
reducing gas that can be used is usually hydrogen or CO gas which can be produced
by heating liquefied natural gas (LNG) with water vapor in a reactor. One of the
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efforts to fulfill the desire to be able to produce high quality, efficient, and can
reduce the impact of emissions on the environment is by smelting iron ore using
coal as a basis both as a provider of thermal energy and as a provider of reducing
gas.

The direct reduction process is one of the processes to obtain sponge iron as raw
material for steel making. Previously, a study on iron ore reduction by Nurdin Ali
studied the reduction behavior of iron ore and low rank coal briquettes in Aceh
using temperatures of 550, 650, 750 °C [2]. He et al. also conducted direct
reduction research at temperatures of 650–850 °C [3]. Meanwhile Guo et al.
2017 conducted a study of direct reduction at temperatures of 850 and 1050 °C
using simulations [4]. From the four studies, both experimentally and in a simu-
lation, it shows that as the temperature increases, the reduction characteristics will
get better which showed results in the form of an increase in the quality of sponge
iron. Generated for each temperature rise. The use of temperatures that are getting
closer to iron smelting temperature can improve the quality of sponge iron which is
much better.

However, to find out the in-depth results of the reduction process, it is necessary
to test the sample after the reduction process is complete to see the characteristics of
the reduction process itself. Therefore, it is necessary to have research to determine
the results of iron ore reduction by looking at its reduction behavior.

2 Experimental Method

2.1 Samples Preparations

The main ingredients of iron ore briquettes are iron ore and coal originating from
the Aceh region. As seen in Fig. 1, iron ore and coal are ground to make the
mixture evenly when it becomes briquettes and use asphalt as the adhesive.
Supporting equipment is also used in the briquette-making process such as press
tools, briquette molds, asphalt heaters, scales and tumbler testing tools to determine
the strength of briquettes when rotated at a certain rotation.

Fig. 1 Briquette raw
materials a iron ore, b coal
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2.2 Experimental Set Up

In this test using furnace that uses LPG gas and compressed air from the compressor
for the combustion process, air and controls are manually adjusted using a
flowmeter. Figure 2 shows the kitchen schematic used and the description of its
components is presented in Table 1.

After setting the furnace, the sample is entered. The process of mass reduction is
read by the scale and recorded directly by a computer connected to the digital scale.

3 Results and Discussion

3.1 Effect of Temperature on Mass Reduction

Mass reduction was observed using a scale that is directly connected to the test
sample. The mass drop is calculated using Eq. 1.

8

9 
Laptop 

Fig. 2 Schematic of reductions furnace

Table 1 Furnace description Number Description

1 Furnace

2 Burner

3 Thermocouple

4 Flowmeter

5 Thermocouple display

6 LPG fuel

7 Compressor

8 Digital scales

9 Connectors from scales to briquette
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f ¼ M0 �Mtð Þ
M0

ð1Þ

where M0 is the initial mass of the briquette before reduction (gr), Mt is the mass of
briquette at any certain time (gr). The results obtained are the analysis of the effect
of reduction temperature on the rate of mass loss as well as reduction kinetics and
activation energy.

As seen in Fig. 3, the addition of coal to the briquettes gives a very significant
difference. The higher the temperature and composition of the coal, the more
reduction will occur.

The mixture of coal in iron ore briquettes affects the decrease in briquette mass at
the time of reduction. Briquettes with a composition of 55:40:5 are the briquettes
with the highest mass loss, which is 46.54% at a temperature of 1250 °C which is
caused by the content of coal which has a high heating value and impurities that
burn out during reduction.

3.2 Effect of Temperature on Reduction Rate

The mass reduction data were used as fractional reduction data. Previous
researchers Takouda et al. [6] and McKewan [7] have determined a mathematical
model for calculating fractional reduction based on chemical reaction control. To
calculate a the following equation is used.
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Fig. 3 The effect of mass reduction on reduction temperature
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1� 1� fð Þ1=3¼ a ¼ kt ð2Þ

This equation has also been investigated by Themelis and Gauvin who explained
that the rate of reduction is controlled by the rate of reaction on the surface so that
the rate of reduction towards the center of the particle will be constant with time.
The results of these calculations are shown in Figs. 4, 5, 6.
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In Fig. 4, we can see that the briquette sample needs a little time to start reacting
at the initial stage of reduction, this is because the composition of the briquette does
not contain too many volatile substances, however, after a slightly uniform com-
bustion occurs in the next minute, the fast reduction process is normal. The
resulting linear line shows the value of x which is not up to 1, this will affect the
placement of the graph when calculating the activation energy values.

In contrast to the 95: 0: 5 composition in Fig. 4, fast reduction occurs imme-
diately in the early minutes of the reduction process at compositions of 75:20:5 and
55:40:5 (Figs. 5, 6), this occurs because of the more volatile matter that contained
in the briquette which is able to reduce quickly, the substance comes from coal
which is mixed into the briquette.

From the results of the straight line equation, it can be seen in Fig. 3 that the rate
constants are obtained for each composition (Table 2).

The temperature difference affects the rate of reduction in briquettes during the
reduction process. The reduction process of briquettes with a composition of
55:40:5 at a temperature of 1250 °C is able to produce the highest reduction rate
constant of 1.1701.

3.3 Activation Energy

The Arrhenius equation is used to calculate the minimum energy required for
reduction [5].
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ln k ¼ lnA� Ea

RuT
ð3Þ

where Ea is activation energy (kJ/mol), Ru is the universal gas constant, T is the
absolute temperature (K). The plot of ln k versus 1/T values obtained in Fig. 4 are
used to find the activation energy value. Based on Table 2, the arrhenius plot is
obtained at a temperature of 950–1250 °C for each composition as shown in Fig. 7.

Table 2 Rate constants for each test temperature

Temperature (K) Rate constants ln k 1/T

95:0:5

1223 0.9590 −0.0418642 0.00082

1323 0.9619 −0.03884478 0.00076

1423 0.9889 −0.01116206 0.00071

1523 0.9999 −0.00010001 0.00066

75:20:5

1223 1.0359 0.035270614 0.00082

1323 1.0531 0.051738195 0.00076

1423 1.0865 0.082961521 0.00071

1523 1.1252 0.117960798 0.00066

55:40:5

1223 1.0659 0.063819513 0.00082

1323 1.1036 0.098577563 0.00076

1423 1.1350 0.126632651 0.00071

1523 1.1701 0.157089215 0.00066
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Fig. 7 Arrhenius plots (ln k vs 1/T) for each composition
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The slope value in the image shows different variations, for the 95:0:5 com-
position it is in the minus part of the graph, this has also been obtained in previous
studies [2]. Based on the previous studies this has no effect on the calculation of the
activation energy.

The straight line equation obtained is used to calculate the amount of activation
energy. Table 3 shows the activation energy values obtained for each composition.

The results showed that the activation energy of iron ore briquettes was 2370–
4828 kJ/mol at a temperature of 950–1250 °C. When coal is added to briquettes,
the required activation energy is increases. The activation energy value is lower
than Runsheng et al. [8], which reduced it by using coal at a temperature of 570–
740 °C which obtained an activation energy value of 35.2 kJ/mol. Meanwhile Guo
et al. [3] conducted research at a temperature of 1050 °C which produced an
activation energy of 97.53 kJ/mol. Qiang et al. [9] conducted research using a
temperature of 700–1000 °C to obtain an activation energy value of 120.58 kJ/mol.

4 Conclusion

The mixture of coal in iron ore briquettes affects the decrease in briquette mass at
the time of reduction. Briquettes with a composition of 55:40:5 are the briquettes
with the highest mass loss, which is 46.54% at a temperature of 1250 °C which is
caused by the content of coal which has a high calorific value and impurities that
burn out during reduction. The temperature difference affects the rate of reduction in
briquettes during the reduction process. The reduction process of briquettes with a
composition of 55:40:5 at a temperature of 1250 °C is able to produce the highest
reduction rate constant of 1.1701. The difference in composition and temperature
results in varying activation energy values. The greater the amount of coal con-
tained, the greater the minimum energy required for the reduction reaction. The
highest activation energy value occurred at the composition 55:40:5 at 4828 kJ/mol
and the lowest at the composition 95:0:5 at 2370 kJ/mol.
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Table 3 Activation energy value of iron ore briquettes

No Composition (Iron ore:coal:asphalt) Activation energy (kJ/mol)

1 95:00:5 2370

2 75:20:5 4341

3 55:40:5 4828
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Techno-Economic Analysis for Energy
Fulfillment in the University Farm

Maidi Saputra and Hamdani Umar

Abstract Renewable energy is energy sources that will not run out naturally. The
using of a hybrid generating system can be a solution to increase the using of
renewable energy sources in the electricity sector. The purpose of this study is the
modeling of hybrid system power plants and determining the most optimal system
configuration according to cost calculations. The electrical energy requirement in an
agricultural unit is the electricity requirement in the compost house and the energy
to run pumps for irrigation on agricultural land that the average electricity con-
sumption per hour is 165.44 kWh/d, the average electricity demand is 6.89 kW,
and a peak load during usage is 20.46 kW. The average radiation value is
4.71 kWh/m2/day, the level of brightness is at an average value of 0.472 and the
average wind speed is 3.30 m/s. Total Net Present Cost (NPC) value is $211,894.30
and a Cost of Energy (CoE) is $0,424 which is the average electricity generation
each month by each component consists of solar cells and generators are
21,264 kWh/yr (47.1%) and 23,866 kWh/yr (52.9%), respectively.

Keywords Renewable energy � Hybrid systems � Techno-Economic analysis �
University farm

1 Introduction

Renewable energy is energy sources that will not run out naturally. Renewable
energy comes from natural elements that are available on the surface of the earth in
large numbers, such as the sun, wind, streams, oceans, plants, and so forth [1].
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Hybrid system power generation combines several generating systems, both
from renewable sources and those from fossils [2, 3]. The using of hybrid gener-
ating system can be a solution to increase the using of renewable energy sources in
the electricity sector, as well as being an advantage in the future [2].

The using of electrical energy at a university farm is for compost houses and
pump operations for irrigation/sprinklers and other needs, with a total of about
21.4 kW.

1.1 Absorption of Solar Radiation by PV Modules

Solar panels that produced the electrical energy are related to the amount of sunlight
that can be received by the solar panels. The data of sunlight intensity that was
measured or was found in the meteorological and geophysical board can only
provide the amount of energy that was absorbed by the solar panel for horizontal
position, but in reality, the position of solar panel installation gave a tilted angle to
achieve optimal values [4]. The Perez model gives:

e � Gdh þGbhð Þ=Gdh þ 1:041h3z
� �

1þ 1:041h3z
� � ð1Þ

D � Gdh:m
Gon

¼ Gdh:m
G0= cos hz

¼ Gdh

G0
ð2Þ

where m is air mass.
The coefficient of brightness reduction and brightness coefficient, respectively

F1 and F2 are functions of sky clarity. This relationship is referred as the Perez
coefficient and the use of the Perez coefficient is given in Table 1.

F1 ¼ F11 eð ÞþF12 eð Þ � DþF13 eð Þ � hz ð3Þ

F2 ¼ F21 eð ÞþF22 eð Þ � DþF23 eð Þ � hz ð4Þ

Table 1 The Perez model coefficients for solar irradiance calculation

e F11 F12 F13 F21 F22 F23

1–1.065 −0.008 0.588 −0.062 −0.060 0.072 −0.022

1.065–1.23 0.130 0.683 −0.151 −0.019 0.066 −0.029

1.23–1.5 0.330 0.487 −0.221 0.055 −0.064 −0.026

1.5–1.95 0.568 0.187 −0.295 0.109 −0.152 −0.014

1.95–2.8 −0.873 −0.392 −0.362 0.226 −0.462 0.001

2.8–4.5 1.132 −1.237 −0.412 0.288 −0.823 0.056

4.5–6.2 1.060 −1.600 −0.359 0.264 −1.127 0.131

6.2– 0.678 −0.327 −0.250 0.156 −1.377 0.251
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1.2 Wind Energy Conversion System

Several factors affect the output power which was generated by the wind turbine.
The factors that influence the output power are the efficiency of aerodynamic
power, mechanical transmission ηm, and the efficiency of electrical energy con-
version ηg. Besides, the power of the wind turbine is also influenced by the con-
dition of the area where the wind turbine is installed, as well as the height of the hub
which shows the position of the generator against the ground surface [4].

The equation that gives the calculation result of the installed wind turbine power
is explained by:

PW vð Þ ¼
PR � v�vC

vR�vC
vC � v� vRð Þ

PR vR � v� vFð Þ
0 v� vC and v� vFð Þ

8<
: ð5Þ

where PR is the rated electrical power; vC is the cut-in wind speed; vR is the rated
wind speed; and vF is the cut-off wind speed.

Wind speed profile has greatly affected the power of the wind turbine which was
produced. This wind speed profile is strongly influenced by the vertical profile of
the wind speed in a homogeneous flat terrain region, such as desert, grassland, flat
field, and others. The following equation gives the basic shape of the vertical profile
of the wind speed [4]:

v
vr

¼ z
zr

� �a

ð6Þ

where v is the wind speed at hub height z (the height of the turbine above the
ground), m/s; vr is the wind speed measured at the reference height zr, m/s; a is the
power law exponent.

1.3 Hybrid Optimization Model for Electric Renewables
(HOMER)

Hybrid Optimization Model for Electric Renewables (HOMER) is a software
developed by the US National Renewable Energy Laboratory (NREL) to design
micro power systems and to facilitate comparison of power generation technology
[2, 3, 5]. HOMER models are the power of system based on physical behavior and
overall costs, where the total overall costs are installation and operation costs [6].

Previous studies have provided results and conclusions about the HOMER
program in the development of the hybrid system [1, 2, 3, 7, 8].

The purpose of this study is a modeling of hybrid system power plants and
determining the most optimal system configuration according to cost calculations.
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2 Research Methods

2.1 Load and Energy Resources

2.1.1 Electrical Load

Basically, the necessity for electrical energy in agricultural land is not so large
compared to the necessity for electrical energy in the housing sector both in rural
and urban areas. The electrical energy requirement that must be met in an agri-
cultural unit is the electricity requirement in the compost house and the energy to
run pumps for irrigation on agricultural land. Daily and monthly energy require-
ments are shown in Fig. 1.

The annual electrical energy requirements at the university farm that are shown
in Fig. 1 show that the average electricity consumption per hour is 165.44 kWh/d,
the average electricity demand is 6.89 kW, and a peak load during usage is
20.46 kW. Based on the usage profile for a year shows that the usage of electrical
energy in the university farm unit increased at 18:00 because at that time all
equipment worked optimally, such as pumps and sprinkles used for watering plants
and water distribution to agricultural land.

2.1.2 Solar Global Horizontal Irradiance (GHI) Resource

The Global Solar Horizontal Irradiance (GHI) Resource shows daily radiation data
for a year at the study site. This data also shows the level of sun brightness index
which is the necessary information about the availability of solar radiation on the
earth’s surface and change in atmospheric conditions [8, 9]. From the data on the
potential of solar radiation and the level of brightness in a year, as that is shown in
Fig. 2 shows that the average radiation value is 4.71 kWh/m2/day, with the highest
radiation value being found in February of 5180 kWh/m2/day and the lowest
radiation value being found in November of 4230 kWh/m2/day. The brightness
value of the sun at intervals of a year shows the level of brightness is at an average
value of 0.472 with the highest brightness value in February of 0.513 and the lowest
brightness value in October of 0.433. From the data of radiation value and
brightness level given, it shows that there is a linear correlation between the level of
solar radiation with the level of brightness that occurs in the same month.

Fig. 1 Daily average load profile and yearly average load profile
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2.1.3 Wind Resource

Wind speed data shows monthly wind speed for a year. From the data that is shown
in Fig. 2 shows that the average wind speed is 3.30 m/s. The highest wind speed in
August is 3930 m/s and the lowest wind speed in April is 2380 m/s. Measurement
of wind speed is done with the parameters of altitude above sea level is 0 m and the
height of the anemometer at the time of measurement is 50 m. The value of the
variation of wind speed to height for the wind speed profile is taken logarithmic and
surface roughness length is 0.01 m [10, 11]. The advanced parameter that gives a
Weilbull K value is 2, an autocorrelation factor is 0.85 and the diurnal pattern
strength is 0.25 (values are in the range of 0.0–0.40 [10, 11]).

2.1.4 Fuel Resource

In this study, the diesel fuel which is taken has the properties, it appears that the
Lower Heating Value of the diesel fuel is 43.20 Mj/kg, the density of the diesel fuel
is 820 kg/m3, the carbon content of the diesel fuel is 88% and the sulfur content of
diesel fuel is 0.4%. The purchase price of diesel fuel at the time of doing this
research and the additional possibility of inflation due to price changes are caused
by various factors that equal to 0.7 $/L.

2.2 Hybrid System Components

Hybrid system components are designed to consist of the flat-plate PV, wind tur-
bines, generators, batteries and converters; it is shown in Fig. 3. From the hybrid
system design, it can be seen that the system is designed to meet off-grid generating
systems for wind turbines, PV and generators. This hybrid system aims to meet the
increasing number of energy that comes from a renewable energy system, then
generators are used as energy reserves if energy from renewable sources is insuf-
ficient to produce energy. Each component included in the hybrid system is
explained below.

Fig. 2 Monthly average solar global horizontal irradiance (GHI) data and monthly average wind
speed data
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2.2.1 Wind Turbine

In this study, the selected wind turbine is Generic type 1 kW with the abbreviation
G1 and the power capacity is 1 kW. For the value installed wind turbine costs that
are for the purchase of one wind turbine unit is $7,000.00, the cost of replacing the
turbine when it has expired is $7,000.00, and operational and maintenance value is
$140.00 per year. The operating life of the installed wind turbine is around 20 years
and the height of the wind turbine tower against the ground is 17 m.

The installed wind turbine power output converts energy from the wind speed
which is received by the wind turbine. Wind turbines generate power based on the
air velocity that received and it is shown in Fig. 4. From the picture, it can be seen
that the Generic 1 kW type wind turbine provides increased power at wind speeds
of 10 m/s, and the turbine power starts to decrease at the prevailing wind speed of
15 m/s, this value applies with the assumption that air density is at standard
conditions.

Fig. 3 Hybrid system
schematic

Fig. 4 Wind turbine power curve and cost curve
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2.2.2 Photovoltaic

In this study, a flat plate type solar panel is used in combination with wind turbines
and generators to meet the electrical energy needs on agricultural land. The name of
the solar panel is Generic flat-plate PV, and the current capacity is 1 kW. The
installation cost required for 1 kW solar panel is $3,000.00, the replacement cost if
it has reached the usage age limit for 25 years that is $3,000.00, and operating costs
and maintenance are $10.00 per year.

2.2.3 Generator

The use of generators in this study aims to provide enough energy needed in the
University farm that is equal to 21.4 kW. Energy generation from renewable energy
sources does not guarantee the adequacy of the energy generated, because solar
panel generation systems cannot generate electricity at night and the energy from
wind turbines is very dependent on the availability of wind energy in nature. The
electric generator used is auto size generator type, fuel type is diesel, the price is
0.7 $/L, and it has properties such as Lower Heating Value of 43.2 Mj/kg, Density
of 820 kg/m3, the carbon content of 88%, and the sulfur content of 0.4%. The cost
of generators required with a capacity of $ per kW consists an installation cost of
$500.00, replacement costs if a usage period of 15,000.00 h has been reached
$500.00, and operational and maintenance costs are $0.030.

2.2.4 Storage Batteries

Batteries are used meeting electrical energy needs when electricity supply cannot be
directly from the available energy source. Batteries are used storing electrical energy,
which is generated by generating sources, such as wind turbines, solar panels, and
generators. In this research, the type of battery used is Generic 1 kWhLeadAcid, with
battery properties are a nominal voltage of 12 V, a nominal capacity of 1 kWh and a
maximum capacity of 83.4 Ah. The cost required per 1 unit of battery consists an
installation fee of $300.00, replacement costs if a life span of 10 years has been
reached of $240.00, and operational and maintenance costs are $10.00 per year.

2.2.5 Converter

A converter is used as a modifier of DC power, which is generated by renewable
energy sources into the form of AC power. In this study, the type of converter used
is a system converter with the cost required for a capacity of 1 kW, including
installation costs is $300.00, replacement costs if a time limit for the use of 15 years
has been reached for $300.00. The efficiency of the inverter and rectifier are 95%
and 90%, respectively.
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3 Results and Discussions

3.1 Sensitivity Cases Analysis

Sensitivity cases do a combination of variable sensitivity values. When we deter-
mine the value of some wind speed and several values of the price of fuel, sensi-
tivity cases will multiply each value according to the number of combinations of
each value. Then Homer will do the optimization process for all the entered sen-
sitivity values. In the sensitivity analysis, the value of the price of diesel fuel and
average wind speed is taken into consideration in determining the configuration of
the system. The value of the price of diesel fuel which was taken at the time of the
design of this system was 0.7 $/L, and the average value of the entered wind speed
was 3.30 m/s. for the proses of sensitivity analysis, the price value of diesel fuel
was taken varies which is 0.35; 0.70 and 1.40 $/L, and the wind speed values were
taken vary, namely 3.00; 3.30 and 8.00 m/s. The sensitivity analysis results are
shown in Fig. 5, showing there are variations in the optimization results of each
sensitivity value; there is the amount of power generated from each type of power
plants, such as solar cells, wind turbines, and generators. The resulting costs show
that the lowest Cost of Energy (CoE), Net Present Cost (NPC), Operating Cost and
Initial Capital values occur in the combination of sensitivity values for diesel fuel
prices of 0.350 $/L and average wind speeds of 3.30 m/s, as well as the most
significant cost incurred in the sensitivity analysis for diesel fuel prices of 1.40 $/L
and average wind speeds of 8.00 m/s.

The results of the sensitivity analysis are given in the form of a surface plot
graph which is shown in Fig. 5, showing that the sensitivity variable is given by the
y-axis is the average wind speed (m/s), and the x-axis gives the price of diesel fuel
($/L). The value of the variable was plotted in the form of a surface graph for the
Cost of Energy (CoE) value that is combined with the Total Net Present Cost
(NPC) value.

3.2 Optimization Results

Optimization results are given for system configuration with a variable value of
diesel fuel price sensitivity of 0.700 $/L, and average wind speed is 3.30 m/s that is

Fig. 5 Sensitivity cases analysis result and surface plot graph for cost of energy (CoE) with
superimposed total net present cost (NPC)
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shown in Fig. 6. The optimization results give an order based on the lowest value of
the Total Net Present Cost (NPC) and Cost of Energy (CoE), which is a total Net
Present Cost value of $211,894.30 and a Cost of Energy of $0,424. The architecture
systems which are obtained from the optimization of many components are a
generator of 15.0 kW, a solar cell of 15.5 kW, a battery of 15 strings, a converter of
7.83 kW, and the generating method of charging cycle.

The cost summary provides total Net Present Cost values and Annual cost values
for each component, such as Autosize Genset, Generic 1 kWh Lead Acid, Generic
flat-plate PV, and Converter systems. The total Net Present Cost and the Annual
cost which are the optimization results of the system are $211,894 and $16,576,
respectively, as shown in Fig. 7. The types of costs that are shown in the cost
summary diagram consist a Capital cost, Operation costs, Replacement costs,
Salvage costs and Resource cost. Capital cost on the value of the Net Present Cost
and the Annual cost gives each a value of 34.75%, respectively, based on the total
costs required. This cost shows that the capital cost is a value that is very important
to be prepared and it becomes the basis for system development.

The average electricity generation each month by each component consisting of
solar cells and generators are 21,264 kWh/yr and 23,866 kWh/yr, respectively. The
color code shows the orange color as the value of power which was generated by a
solar cell that is 47.1% and the green color as the value of power which was
generated by a generator is 52.9%, as shown in Fig. 7. From the image data which
was provided shows that the power generation which was generated by the gen-
erator having a high value compared to the generation of power which was gen-
erated by solar cells, this is influenced by less solar radiation during power

Fig. 6 Optimization system analysis results

Fig. 7 Cost summary by cost type and monthly average electric production
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generation. The yearly power consumption which was required by the university
farm is 39,055 kWh/yr for AC power. The power which was generated by the
system is 45,130 kWh/yr, so there is excess electricity that can be stored in the
battery by 1882 kWh/yr or by 4.17%.

4 Conclusion

This study aims to analyze the Techno-Economic Analysis for Energy Fulfillment
at the University Farm, which is carried out by modeling a hybrid system of power
plants and determining the most optimal system configuration according to cost
calculations. The annual electrical energy requirement as average electricity con-
sumption per hour is 165.44 kWh/d. Global Solar Horizontal Irradiance
(GHI) Resource shows that the average radiation value is 4.71 kWh/m2/day. Wind
speed data shows monthly wind speed for a year that the average wind speed is
3.30 m/s. The sensitivity analysis results show variations in the optimization results
of each sensitivity value; there is the amount of power generated from each type of
power plants, such as solar cells, wind turbines, and generators. Optimization
results are given for system configuration with a variable value of diesel fuel price
sensitivity of 0.700 $/L, and average wind speed is 3.30 m/s. Total Net Present
Cost value is $211,894.30 and a Cost of Energy is $0,424 which is obtained from
the optimization of many components are a generator of 15.0 kW, a solar cell of
15.5 kW, a battery of 15 strings, a converter of 7.83 kW, and the generating
method of charging cycle. The average electricity generation each month by each
component consists of solar cells and generators are 21,264 kWh/yr (47.1%) and
23,866 kWh/yr (52.9%), respectively. The yearly power consumption which was
required by the university farm is 39,055 kWh/yr for AC power and the power
which was generated by the system is 45,130 kWh/yr, so there is excess electricity
that can be stored in the battery by 1882 kWh/yr or by 4.17%.
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Thermal Performance of a Heat-Pipe
Evacuated-Tube Solar Collector

Wayan Nata Septiadi, I. Ketut Gede Wirawan,
I. Putu Agus Saskara Yoga, Gerardo Janitra Puriadi Putra,
and Sulthan Alif Ramadhan Lazuardy

Abstract The heat pipe solar water heater utilizes an evaporator to capture heat
which is then used to heat water in the condenser section. The greater the heat that
is able to be absorbed on the evaporator, can improve the overall performance of the
solar water heater. Fins are added to the evaporator to increase the heat absorption
area, but the shape of the fins can also affect the amount of heat absorbed. This
research was conducted to determine the effect of fin shape on heat absorption in the
evaporator section. Fins on the evaporator are made in a circular and flat shape with
a width of 43 mm, a length of 516 mm for a flat fin and a diameter of 43 mm
totaling 50 for a circular fin. From the test results it was found that the circular fin
can reduce thermal resistance 43.48% greater than the flat fin and 9.89% of the solar
water heater heat pipe without fins.

Keywords Heat pipe � Vacuum tube � Solar collector

1 Introduction

In general, the energy used in various human activities is energy that comes from
fossils. In fact, fossil fuel combustion can cause serious health and developmental
harms through its emission of carbon dioxide (CO2) which is toxic for humans and
the major pollutant of climate change [1]. In Indonesia for example, Surabaya is one
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of the most populated and polluted city, second only to Jakarta. The main air
pollutants found in Surabaya is carbon monoxide (CO), lead (Pb), nitrogen oxyde
(NO2), ozone (O3), particulate matter (PM) and sulfur dioxide (SO2) [2]. This
pollutant mainly produced by vehicle engines, industrial activity and diesel elec-
tricity generators.

Indonesia is a tropical country in equator. Solar energy has enough potential to
generate electrical energy since Indonesia has average sunshine of 6–7 h per day
and can be utilized through solar panel for electrical energy for 5–6 h a day [3]. One
of the uses of sunlight is as a source of electricity. Sunlight is also used as an energy
source in heating water, both hot water in households and hot water in hotels using
a solar water heater [4].

The solar water heater that is widely used is a solar water heater conventional
where the working fluid is circulating in the solar collector using a pump so that it
still uses electrical energy, which mostly comes from fossil energy. To reduce the
use of electrical energy sourced from fossils, many have been developed solar water
heaters using evacuated tube collectors that utilize natural fluid circulation. Because
the circulation of the working fluid in the evacuated tube collectors only takes
advantage of the effect of gravity and the vapor and liquid trajectory on the path,
which causes dryness and the collector becomes malfunctioning [5].

To solve the problem of fossil energy, a heat pipe finned with the axis of the
capillary developed as a tube was collector tube for solar water heater. The capillary
axis is a porous medium that can separate the vapor path leading to the condenser
and the liquid passage leading to the evaporator, where the capillary axis is one of
the factors that greatly determines the performance of the heat pipe which of course
will also affect the performance of the solar water heater [6].

According to N. Putra, et al., the development of a heat pipe with a capillary axis
is screen mesh still not optimal because the screen mash has low capillarity so that
the working fluid circulation is not optimal which results in the transfer of heat to
the condenser is also not optimal. In addition, the collector is only a pipe cylinder,
so that a lot of sunlight is still overlooked due to the limited area of the sun’s heat
catchment [7].

The research of solar collectors is currently focused on innovation and modi-
fying current solar collector. For example the evacuated tube solar collector with
u-tube [8], evacuated tube solar collector based on mini channels [9], evacuated
tube solar collector with a variety of absorber tube shape [10], and even incorpo-
rating some technology into a solar collector such as nanofluid [11, 12] and phase
change material [13, 14].

2 Experimental Setup

The solar collector is made using a copper heat pipe with a diameter of 10 mm
length 700 mm. The insulator part is made using a glass tube with the size of the
outer diameter is 60 mm and a length of 600 mm. This tube is closed with a plange
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equipped with a vacuum valve as shown Fig. 1. This solar collector section will be
fitted into a water heating system based on finned heat pipes.

This water heating system consists of 4 (four) tubes, each of which contains a
heat pipe. The evaporator part of the heat pipe inserted in a pipe with a diameter of
100 mm as a place to accommodate heated water as shown in Fig. 2. The detailed
tube collector of the designed water heater presented in Table 1.

The heat pipe of the designed water heater made from oxygen-free copper with
700 mm in length and 10 mm in diameter. The working fluid used in the solar
collector water heater is purified water and pressurized below 5 � 10−3 Pa. The
maximum working temperature for this specific material is 300 °C. The vertical

Fig. 1 Flat fin (a) and circular (b) heat pipe

Fig. 2 Water heating system with solar collector based on heat pipe fin
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installation angle for the heat pipe varied at 20°–70°. There are 2 type of fins used in
the sun collector. It has 50 pieces of circular fin with 43 mm diameter and a sheet
shaped fin with 516 mm in length and 43 mm in wide. The experimental scheme is
presented in Fig. 3.

The experimental setup of the solar collector is referred to the real application of
the solar collector. The water from water source streamed into the condenser section
of the solar collector to catch the heat through natural convection process. Hot water
coming from the condenser section called the water output then cooled in the heat
exchanger to be streamed back to the condenser section. The pump is needed to
vary the water flow rate. The data obtained from this experiment is evaporator
temperature, condenser temperature, water output temperature, and the water flow
rate. The data obtained using thermocouples through the data acquisition system
into the laptop using LabView application.

Heat received by heat pipe depends on the solar heat flux and heat pipe surface
area. Figure 4 shows the solar heat flux measured with solar energy meter from
9.00 am to 2.30 pm WITA.

Table 1 Tube collector specification

Length Outer diameter Weight Material Pressure

600 mm 60 mm 1100 gr Glass <1 atm

Fig. 3 Solar collector experimental scheme
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The graph in Fig. 4 shows that the solar heat flux is tend to increase from 9 am
to around 2 pm central Indonesia time. The results are affected by the weather that
changes almost every day. The highest average solar heat flux obtained in 4 days is
recorded at around 2 pm even though the highest solar heat flux recorded at 1 pm in
the third day.

The graph in Fig. 5 shows the temperature distribution of evaporator section,
Fig. 6. Shows the temperature distribution of condenser section, and Fig. 7. Shows
the water output temperature distribution on flat and circular fin heat pipe. The
graph shows that the temperature of each section is increasing every hour from
9 am to 2.00 central Indonesian time. The highest temperature recorded in each
graph occurred around 2 to 2.30 pm. The highest evaporator temperature obtained

Fig. 4 Solar heat flux

Fig. 5 Evaporator temperature of flat fin (a) and circular fin (b) evaporator temperature with water
flow velocity variable
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is 70.27 °C at 3 Lpm using flat fin heat pipe and 77.56 °C at 3 Lpm using circular
fin heat pipe. The highest condenser temperature obtained is 66.33 °C at 3 Lpm
using flat fin heat pipe and 75.34 °C at 3 Lpm using circular fin heat pipe. The
highest water output temperature obtained is 73.75 °C at 1 Lpm using flat fin heat
pipe and 86.88 °C at 2 Lpm using circular fin heat pipe.

The water flow velocity mainly affect the heat transfer process at the condenser
section and water output temperature. Based on the mathematical model provided
by Sabharwall et al., mass flow rate and velocity affect heat transfer coefficient.
Increase in mass flow rate while maintaining constant velocity resulting in a
decrease in the value of the heat transfer coefficient. But, the increase in mass flow
rate results the increase of velocity, could improve the heat transfer coefficient [15].
The substantial advantage on heat transfer could obtained by increasing velocity.
But, the result shows that the water output temperature at the highest water flow
velocity recorded lower than lower water flow velocity. This result could caused by
the water flow itself. Increase in heat transfer rate is more significant under turbulent
flow condition [16].

Fig. 6 Condenser temperature on flat fin (a) and circular fin (b) with water flow velocity variable

Fig. 7 Water output temperature on flat fin (a) and circular fin (b)
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Fig. 8 Evaporator
temperature comparison
based on fin shape at 3 Lpm
water flow velocity

Fig. 9 Condenser
temperature comparison at
3 Lpm water flow velocity

Fig. 10 Comparison of
output water temperature
based on fin shape at 3 Lpm
water flow velocity
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The graph provided above are temperature data comparison between evaporator
section, condenser section and water output temperature based on fin shape at
3 Lpm water flow velocity as showed in Figs. 8. 9, 10. From the evaporator graph,
it shows that the temperature of heat pipe with flat fin, circular fin, and without fin is
pretty much similar in 9 am to 10 am central Indonesia time. Daghigh et al. in their
research about solar collector stated that the greater the solar energy, the greater the
heat captured by the heat pipe solar collector [17]. The data obtained is directly
proportional to the solar heat flux provided in Fig. 4 especially for the evaporator
section which directly capture the heat from the solar heat flux. The circular heat
pipe shows the higher temperature than the flat fin and without fin heat pipe starting
from 1 pm to 2 pm central Indonesia time. This phenomena occurred because the
circular fin heat pipe has wider surface area to handle the solar heat flux.

From the experimental data obtained, solar water heater thermal resistance based
on fin shape obtained. The thermal resistance comparison between flat fin and
circular fin solar water heater can be seen in Fig. 11.

The use of flat and circular fins in the Solar Water Heater provides different
thermal resistance values, namely the use of circular fins gives a thermal resistance
value of 91.28% lower than the use of horizontal fins at 3 Lpm conditions. The
same conditions also occur at 2 and 1 Lpm flows where the thermal resistance of
the heat pipe on the Solar Water Heater with circular fins is lower than that of the
solar water heater with flat fins.

The graph in Fig. 11 shows that the thermal resistance is reduced while the
temperature data shows temperature increase between 9 to 12 am central Indonesia
time and the thermal resistance increases with increasing temperature after 12 pm.
Some research has similar pattern on thermal resistance result. Chen et al. research
has the same data trend. They found that as the heat load is increasing, the thermal
resistance is decreasing [18]. Meanwhile, in Septiadi et al. research about heat
resistance stated that this behaviour happened only before the heat pipe reach
maximum heat load. After the maximum heat load passed, the heat resistance will

Fig. 11 Thermal resistance
comparison between flat fin
and circular fin solar water
heater
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increase as the heat load increase [19]. This behaviour happened after 12 pm which
can be concluded that the heat load at that time was the maximum heat load can be
handled by the heat pipe since based on the data, the temperature keep increasing
until 14 pm.

Electrical analogy in Fig. 12 shows the heat transfer process with heat resistance
occurred during the process. This electrical analogy contains the process of trans-
ferring heat from the sun and air (Tamb) to the outer surface of the glass (Tgo) and by
conduction, heat enters the inner surface of the glass (Tgi). The space in the
evacuated tube is in a vacuum. Hence, heat transfer from the inner surface of the
glass occurs radiantly to the fins (Tfin) and the outer surface of the heat pipe (Thpo),
after which the heat transfers to the inner surface of the heat pipe (Thpi) by con-
duction. This process occurred in the evaporator section of the solar collector.

Heat that is on the inner surface of the heat pipe (Thpi) is transferred along the
heat pipe and transferred by convection to the working fluid of the heat pipe (Thpwf).
After the working fluid changes in phase to vapor and moves to the condenser, the
steam heat transfers by convection to the inner surface of the heat pipe on the
condenser (Thpi) and conduction moves to the outer surface of the heat pipe (Thpo)
until finally the heat transfers conventionally to the water flow (Twf). This process
occurred in condenser section of the heat pipe.

According to Elsheniti et al. thermal resistance on the solar collector is closely
related to the heat loss in the solar collector manifold. The mathematical model
combining liquid film in the evaporator and nucleate in pool boiling calculation and
other mathematical model presented by Elsheniti et al. has a huge correlation with
heat pipe heat rate. In order to get both thermal resistance value, the heat pipe
heat rate value must be obtained with calculations involving the heat loss manifold
value [20].

Fig. 12 Electrical analogy of tube evacuated heat pipe
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3 Conclusion

The conclusions obtained from this study are as, the addition of fins on the evap-
orator can reduce thermal resistance on the solar water heater. The flat fin can
reduce thermal resistance 9.89% and the circular fin can reduce the thermal resis-
tance 43.48% compared to the finless evaporator. The fin shape of the solar water
heater affects heat absorption in the evaporator with circular fins which can increase
heat absorption by 39.46% and flat fins can increase heat absorption by 29.30%
compared to heat pipes without fins.

Acknowledgements Thank you to the Ministry of Technology and Higher Education and the
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An Experimental Model
for the Prediction of Chip
Thickness in Steel Turning

L. B. Abhang, Mohd. Iqbal, and M. Hameedullah

Abstract In this research paper, a statistical exponential model was prepared for
the determination of chip thickness during turning process of alloy steel by response
surface methodology (RSM) with design of experiment method. The relationship
between the chip thickness and machining conditions were analyzed. In the pre-
diction of predictive models, cutting speed, feed rate, depth of cut and tool
geometry (effective tool nose radius) were considered as input model variables and
chip thickness was considered as response variable in the output form. The deter-
mined statistical model shows that the feed rate is the main influencing factor on
chip thickness followed by tool nose radius and depth of cut. It increases with
increase in feed rate but decreases with increase in cutting velocity and tool nose
radius, respectively. The predicted values were found similar to the actual values.

Keywords Chip thickness � Response surface methodology � Factorial design �
ANOVA

1 Introduction

Turning process is one of the most common processes applied for machine elements
manufacturing in metal cutting industries, i.e. aerospace, automotive, and shipping.
In turning/machining process, the work piece is rotated and the cutting tool trav-
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elling to the left, removes a surface layer (chip), of the work piece material. The
chip quality (chip thickness) is an important parameter to evaluate the productivity
of machine tools as well as machined components. The comparison of chip pro-
duced is one of the major parameters in metal cutting industries. In other words,
from the point of view of quality machining, interaction between the cutting tool
and work material in metal cutting operations in material science. Chip size and
thickness during turning processes are an integral part of many manufacturing
operation. It is important to study the many factors influencing these operations in
order to achieve better performance and economy. In metal cutting occurring plastic
deformation of materials, work hardening, heat generation, and tool wear [1].
Finding a range of machining conditions that will give maximum efficiency can
help manufactures produce more economically during machining process, chip
thickness has great affects on mach inability i.e. cutting force, tool wear, surface
smoothness, power requirement, like specific power etc. which affects on the per-
formance of machining process. During machining chip, thickness affects the cut-
ting materials. During machining two actions are there, one is rubbing and second
one is chip removal. When increasing rubbing action the cutting force increases its
affects on formation of burrs and decreasing surface smoothness. Therefore, the
prediction and analysis of chip study is important in metal cutting. The chip size
and colours are depends on machining variables and environmental conditions.

Tungsten carbide cutting tools are used in metal cutting industry to machine
alloy steels due to their strength and toughness properties. To optimize their use, it
is essential to control and properly select the machining variables applied in cutting
operations to obtain higher material removal rate and proper type of chip for higher
machinability. Therefore, chip thickness is considered significantly important for
evaluating productivity of any cutting operation leading to the need to formulate
prediction model for chip thickness as function of operating conditions. In
machinability studies, statistical design of experiments such as factorial design and
response surface methodology are used quite extensively. The methodology gives
the required information about the main and interaction effects on the response [2].
Many researchers have applied response surface methodology for modelling and
analysis of process parameters during machining of different materials. Zhou et al.
[3] used response surface methodology for modelling the machining parameters for
micro milling forces. Lu et al. [4], studies the influence of cutting parameters,
considering the spindle speed, the feed rate per tooth, and the axial cutting depth, on
surface Vickers hardness and predicts the Vickers hardness of the machined surface
on Inconel 718 by RSM.

Przestackil et al. [5] obtained minimum uncut chip thickness and cutting forces
during laser assisted turning. Author [6–8] prepared surface roughness and power
prediction model for alloy steel with dry and different environment conditions. The
author also [9] used the grey relational analysis technique and determined the
optimum turning process parameters. Bhushan [10] applied Response surface
methodology (RSM) for modelling surface roughness and tool life during turning
composite materials with carbide tool.
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However, little work on the machining of steel have been given to the prediction
and analysis of turning parameters, cutting forces and chip-tool contact length in
orthogonal cutting. Reddy has made analysis of surface roughness and chip
thickness during end milling on Aluminium 6351-t6 alloy. He has applied Taguchi
design of experiment method for study the quality response [11].

Fredink et al. [12] studied minimum chip thickness during longitudinal turning
of duplex stainless steel. They have explored how the value of h1min changes with
varying process parameters.

Anurag et al. [13] used Taguchi optimization approach for turning of Ti-6Al-4 V
ELI (grade 23) titanium alloy workpiece with coated carbide tool under dry
condition. They have studied effect of turning parameters on chip thickness and
chip reduction coefficient during machining process [14]. Mishra [14] has per-
formed machining on composite materials and observed that there are different
types of chip generated during machining.

Iqbal et al. [15] investigated hole delimitation in drilling Kevlar composite panel
by HSS drill tool. They have employed 12 mm diameter of drill and a 4 mm thick
Kevlar composite panel for experimental work. Abhang et al. [16] applied the
simple multi-objective optimization technique on the basis of ratio analysis
(MOORA) for solving multi-criteria (objective) optimization problem in the
machining process. In this research paper experimental analysis are done on
machining of EN-31 steel alloy with carbide inserts under without lubricating
machining. The machining parameters studied are cutting speed, fed rate, depth of
cut and effective tool nose radius. Chip thickness values were measured and sta-
tistically analyzed through statistical MINI-TAB-18 [17] software.

Response surface methodology (RSM) is a statistical method applied for
developing statistical model. In RSM responses are influenced on several variables
and the objective is to optimized easily. RSM involves, dependent and independent
variables and response studied properly. The experimental values were collected
from actual experiment and data utilized to build mathematical model by regression
method. All these variables are measurable; the response surface expressed as:

Y ¼ ; v; f; d; rð Þþ 2 ð1Þ

where, the parameters (v, f, d, and r) are speed, feed, depth of cut and tool nose
radius etc. of the metal cutting processes, and є is the error, which is normally
distributed with mean = 0 according to observed response Y and Ø is the response
function. The relationship between surface roughness and other independent
variables are modelled as shown in Eq. (2)

Ra ¼ c va fb dc rd
� � ð2Þ

where (c is constant, a, b, c, and d, are the exponents).
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2 Experimental Procedure

Experimental work a commercial alloy steel work piece (EN-31 steel alloy) is used
for machining. Engine lathe machine (LTM-20) is used for test with tungsten
carbide tools under without lubricating conditions. The work piece taken 400 mm
in length and 50 mm in diameter, for machining, to maintain the stiffness of chuck/
work piece/cutting tool system, L/D ratio was kept as 8. During machining test
samples were trued, cantered and cleaned. En-31 steel is used widely in automotive
sectors. The cutting tools used during machining are CNMA 120404, CNMA
120408, CNMA 120412 and carbide tip. The tool holder used for machining was
WIDAX SCLCR 12, Fo9 (ISO-designated) recommended in metal cutting indus-
tries. In this work, four parameters namely cutting speed, feed rate, depth of cut and
tool nose radius of the cutting tool were selected for the experimentation. The range
of each parameter was set at three different levels, namely low, medium and high
based on preliminary test as shown in Table 1. Statistical technique composite
factorial design of experiment with eight added centre points (24 + 8) used in this
work. The complete design consists of 24 experiments as shown in Table 2.

Table 1 Level designation of different process variables

Level Cutting speed
(m/min)

Feed rate
(mm/rev)

Depth of cut (mm) Tool nose radius (mm)

−1 39 0.06 0.2 0.4

0 112 0.10 0.4 0.8

1 189 0.15 0.6 1.2

−1 represents the level for minimum value, 0 for the middle value, 1 the maximum value of the
range of the parameters

Table 2 Completed design matrix

Sr. No. X1

V
(m/min)

X2

F
(mm/rev)

X3

D
(mm)

X4

R
(mm)

*Chip thickness tc (mm)
(response)

1 −1 −1 −1 −1 0.472

2 −1 −1 −1 +1 0.453

3 −1 −1 +1 −1 0.475

4 −1 −1 +1 +1 0.428

5 −1 +1 −1 −1 0.550

6 −1 +1 −1 +1 0.510

7 −1 +1 +1 −1 0.539

8 −1 +1 +1 +1 0.501

9 +1 −1 −1 −1 0.470

10 +1 −1 −1 +1 0.443
(continued)
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A randomized experimental test has been done to overcome the experimental error
due to machining set-up or manual operator error. Chips were collected at the end
of each experiment and the chip thickness was measured using calibrated slider
calliper as recommended by Sreenivasulu [11]. Collecting data from each test
experiment, average chip thickness were measured of five readings of each chip
produced during machining test as shown in Table 3.

3 Results and Discussion

Microsoft excel (MS Office-2010) and Mini-Tab-18 program were used in models
training [17]. Model adequacy checking for significance of regression model and
model coefficients, as well as test for lack-of-fit [2, 7, 13]. Analysis of variance
(ANOVA) test is for checking the effect of each parameters on response.

The fit model is statistically significant for analysis of chip thickness at 95%
confidence level for having p-values less than 0.05. The multiple regression coef-
ficient of model is 95.20%. This means that the model can explain the variation to
the extend of 95.20%. The value of R-sq(adj) is 94.47%. So it means model is more
accurate to represent the En-31 steel turning process. Model F-value of 21.64
implies that model is significant. Lack-of-fit is not significant relative to the pure
error. There is a 74% chance that a lack-of-fit value this large could occur due to
noise. Non- significant lack-of-fit is good in model. Predicted R2 of 0.9311 is in

Table 2 (continued)

Sr. No. X1

V
(m/min)

X2

F
(mm/rev)

X3

D
(mm)

X4

R
(mm)

*Chip thickness tc (mm)
(response)

11 +1 −1 +1 −1 0.455

12 +1 −1 +1 +1 0.436

13 +1 +1 −1 −1 0.535

14 +1 +1 −1 +1 0.521

15 +1 +1 +1 −1 0.520

16 +1 +1 +1 +1 0.483

17 0 0 0 0 0.500

18 0 0 0 0 0.473

19 0 0 0 0 0.475

20 0 0 0 0 0.492

21 0 0 0 0 0.486

22 0 0 0 0 0.500

23 0 0 0 0 0.479

24 0 0 0 0 0.480

*Average of three experimental results
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reasonable agreement with the adjusted R2 of 0.9447 (Table 4). As seen from
Fig. 1, the predicted chip thickness using the RSM model is closely match with the
experimental values.

tc ¼ 0:6838 V�0:010 � F0:148 � D�0:0275 � R�0:0566� � ð3Þ

From the exponential model it is observed that the factor with highest value of
coefficient posses the most dominating effect over the chip thickness (response).
From the model, it is observed that feed has the most significant effect over chip
thickness, followed by the cutting speed and tool nose radius. However, depth of
cut have very little effect on chip thickness as compared to other machining
parameters during test. The normal probability plot of residuals for chip thickness
as shown in Fig. 2. The normal probability plot is used to vary the normality

Table 3 Experimental data for average chip thickness

Exp
No.

Chip thickness
(mm)
Response for
Run1

Chip thickness
(mm)
Response for
Run2

Chip thickness
(mm)
Response for
Run3

Average Chip
thickness (mm)
Average response

1 0.470 0.472 0.474 0.472

2 0.451 0.452 0.456 0.453

3 0.473 0.478 0.474 0.475

4 0.421 0.427 0.436 0.428

5 0.550 0.549 0.551 0.550

6 0.511 0.510 0.500 0.510

7 0.538 0.539 0.540 0.539

8 0.499 0.500 0.503 0.501

9 0.468 0.474 0.467 0.470

10 0.440 0.448 0.441 0.443

11 0.451 0.460 0.456 0.455

12 0.430 0.442 0.435 0.436

13 0.534 0.538 0.533 0.535

14 0.520 0.523 0.520 0.521

15 0.518 0.523 0.519 0.520

16 0.480 0.485 0.484 0.483

17 0.510 0.499 0.498 0.500

18 0.470 0.472 0.477 0.473

19 0.469 0.476 0.480 0.475

20 0.494 0.490 0.493 0.492

21 0.485 0.480 0.493 0.486

22 0.499 0.520 0.499 0.500

23 0.477 0.482 0.479 0.479

24 0.479 0.483 0.477 0.480
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Table 4 Analysis of variance for chip thickness (RSM model)

Source DF SS MS F-value P-value

Model 11 0.022473 0.002043 21.64 0.000

Linear 04 0.022073 0.000907 9.61 0.000

Square 01 0.000008 0.000008 0.08 0.776

Interaction 06 0.000392 0.000065 0.69 0.661

Residual error 12 0.001 0.000094 − −

Lack-of-fit 05 0.000317 0.000063 0.54 0.74 ns*

Pure error 07 0.000816 0.000117 − −

Total 23 0.023606 − − –

Note Rsq = 95.20%, Rsq (Pred.) = 93.11%, Rsq (adj) = 94.47%

Fig. 1 Comparison between experimental results and values predicted by mathematical model for
chip thickness

0.020.010.00-0.01-0.02

99

95

90

80
70
60
50
40
30
20

10

5

1

Residual

P
er

ce
n
t

Fig. 2 Normal probability plot of the residuals (response is chip thickness)
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assumption. Figure 3 shows that residuals are falling on a straight line, which
means the errors are normally distributed. Figure 4 represents the residuals versus
fitted responses for chip thickness values, which shows only the maximum variation
of −0.010 to +0.015 mm (logarithmic scale) in chip thickness between the mea-
sured and the fitted values. It is seen that no obvious patterns or unusual structure
implying models are accurate.

Equation (3) is used to develop the contour plots in terms of the process vari-
ables are shown in Fig. 5a–c. From the plots observed that the chip thickness
decreases with increase in cutting speed and tool nose radius and the chip thickness
increases with increase in feed rate.
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Fig. 3 Residual versus order of the data (response is chip thickness)
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It is clear from above figures that lower chip thickness produced by higher
cutting speed, depth of cut and lower feed rate as well as using a larger tool nose
radius. Figure 6 shows the effect of machining parameters on chip thickness. From
this figure, a minimum chip thickness can be produced by lower feed rate
(0.06 mm/rev), higher cutting speed (V3 = 189 m/min), higher depth of cut
(0.6 mm) followed by tool nose radius (1.2 mm).

After building the regression model, a numerical optimization technique using
desirability functions to optimize the machining parameters and response. Table 5
shows three alternative solutions of the optimization approach used to determine the
optimum machining conditions and response. Table 5 revealed that highest desir-
ability obtained at high level of cutting speed, low level of feed rate, high level of
depth of cut and tool nose radius. There are the optimal conditions to obtain high
value of desirability (0.985). The minimum chip thickness obtained is 0.4298 mm
at a cutting speed of 189 m/min, feed rate 0.06 mm/rev, depth of cut 0.6 mm and
tool nose radius 1.2 mm as shown in Fig. 7. The chips produced during machining
with optimum conditions (V, F, D and R) as shown in Fig. 8.

4 The Validation of the Optimal Experimental Results

After identifying the most effective parameters, the final phase is to verify the
regression models of the chip thickness by conducting confirmation experiments
and comparing the results of these validation runs with respect to the model pre-
dicted values. According to Table 6, a cutting speed 189 m/min, a feed rate
0.06 mm/rev, depth of cut 0.6 mm and tool nose radius 1.2 mm are taken for
experimentation. The predicted and experimental values of chip thickness are close
with each other as shown in Table 6.

Fig. 6 Effect of machining parameters on chip thickness (1 represents the level for minimum
value, 2 for the middle value, 3 the maximum value of the range of the parameters)

Table 5 Alternative solutions of optimum conditions

Soln V (m/min) F (mm/rev) D (mm) R (mm) tc (mm) Desirability

1 189 0.06 0.6 1.2 0.4298 0.985

2 39 0.06 0.6 1.2 0.4312 0.950

3 39 0.06 0.2 1.2 0.4340 0.852

Note V—cutting speed (m/min), F—feed rate (mm/rev), D—depth of cut (mm) and R—nose
radius (mm), D = desirability
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Fig. 8 Chips produced during optimum machining conditions

Table 6 Optimal setting and confirmation runs showing results for the chip thickness (mm)

Soln V
(m/min)

F
(mm/rev)

D
(mm)

R
(mm)

tc
(mm) Exp.

tc
(mm) Pred.

Desirability

1 189 0.06 0.6 1.2 0.428 0.4298 0.985

2 39 0.06 0.6 1.2 0.430 0.4312 0.950

3 39 0.06 0.2 1.2 0.439 0.4340 0.852
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5 Conclusions

• The mathematical models were found to be adequately representing the chip
thickness with experimental results. The predicted equations clearly show that
the cutting speed, feed rate and depth of cut were main influencing factor on the
chip thickness. It increased with increasing feed rate but decreased with
increasing the tool nose radius and cutting speed. Low value of chip thickness at
high tool nose radius (1.2 mm) and high cutting speed (189 m/min).

• The optimization of metal cutting parameters for machining of En-31 steel alloy
is carried out using global desirability based technique. The optimal conditions
reduce the chip thickness in machining of EN-31 steel alloy within the
machining parameters considered.

• Response surface methodology design of experiments actually save lot of time
and cost of the experiments. From this design of experiments, lot of useful
information is collected such as developed mathematical models of chip
thickness and counter plots.

• The counter and the counter plot show the safe zone, to produce the optimum
chip thickness with optimum machining parameters. This reduces the machining
time, operation efforts, cost and save the cutting tools. A good combination
among the cutting speed, feed rate, depth of cut and tool nose radius can achieve
required chip thickness within machining variables.

Acknowledgements The authors would like to express their thanks to the Department of
mechanical engineering (AMU), for providing the laboratory for conducting experiments.

References

1. Kalpakjian S (2000) Manufacturing process for engineering materials, 3rd edn, pp 467–4727.
Addison-Wesley, Menlo Park, Calif, USA

2. Montgomery DC (2010) Design and analysis of experiments, 3rd edn. John Willy and Sons,
New York, USA, pp 521–568

3. Zhou M, Chen Y, Zhang G (2020) Force prediction and cutting-parameter optimization in
micro-milling Al7075-T6 based on response surface method. J Micro Mach 11(8):766. https://
doi.org/10.3390/mi11080766

4. Lu XH, Jia ZY, Wang H, Feng YX, Liang SY (2019) The effect of cutting parameters on
micro-hardness and the prediction of Vickers hardness based on a response surface
methodology for micro-milling Inconel 718. Measurement 140:56–62

5. Przestacki D, Chwalczuk T, Wojciechowski S, (2017) The study on minimum uncut chip
thickness and cutting forces during laser-assisted turning of WC/NiCr clad layers. Int J Adv
Manuf Technol 91:3887–3898. https://doi.org/10.1007/s00170-017-0035-5

6. Abhang LB, Hameedullah M (2019) Wear behaviour of carbide tool during machining of
steel SSRN: https://ssrn.com/abstract=3332379

7. Abhang LB, Hameedullah M (2011) Statistical modelling of surface roughness produced by
wet turning using soluble-oil water mixture lubricant. Int J Manuf Mater Sci 1(1):26–30

148 L. B. Abhang et al.

http://dx.doi.org/10.3390/mi11080766
http://dx.doi.org/10.3390/mi11080766
http://dx.doi.org/10.1007/s00170-017-0035-5
https://ssrn.com/abstract=3332379


8. Abhang LB, Hameedullah M (2010) Chip-tool interface temperature prediction model for
turning process. Int J Eng Sci Technol 2(4):382–393

9. Abhang LB, Hameedullah M (2011) Empirical modeling of turning parameters using grey
relational analysis. Appl Mech Mater 110–116:2596–2603

10. Bhushan RK (2020) Multi-response optimization of parameters during turning of AA7075/
SiC composite for minimum surface roughness and maximum tool life. Silicon. doi:
s12633-020-00640

11. Sreenivasulu R (2016) Taguchi based optimization for surface roughness and chip thickness
during end milling process on aluminium 6351-t6 alloy. Independent J Manage Prod 7(4)

12. Shultheiss F, Agmell M, Bushlya V, Stahl J-E (2018) Analysis of the minimum chip thickness
during turning of duplex stainless steel. Proc Instit Mech Eng Part B J Eng Manuf 13

13. Kumar AR, Joshi KK, Das RK (2018) Analysis of chip reduction coefficient in turning of
Ti-6Al-4 V ELI. In: The 3rd international conference on materials and manufacturing
engineering. IOP Publishing

14. Mishra A (2016) Overview study of the machining of composite materials. Int J Res
EngTechnol 4(7):1–8

15. Iqbal M, Tadjuddin M, Abhang LB (2020) Investigation of hole delamination in drillingkeblar
composite panel using HSS drill tool. Defect Diffus Forum 402:108–114

16. Abhang LB, Iqbal M, Hameedullah M (2020) Optimization of machining process parameters
using moora method. Defect Diffus Forum 402:81–89

17. Minitab: version-18 Document, 2018, www.minitab.com

An Experimental Model for the Prediction … 149



The Effect of Atmosphere Media
on Temperature and Mass
of Torrefacted Coffee Beans

Faisal, Khairil, Husni Husin, and Y. Abubakar

Abstract Torrefaction of coffee beans is a practicable way of producing various
coffee products. Considering the fact that the variation of atmosphere media in
biomass torrefaction results in changes in its characteristics, therefore, it is expected
that atmosphere variations during torrefaction of coffee beans would also impact the
characteristics and taste of the coffee products. Based on this, the purpose of this
study was to determine the effect of atmosphere variations on the temperature and
mass of torrefacted coffee beans. The study involved conducting a thermogravi-
metric test on Arabica coffee beans with atmosphere variations using argon,
nitrogen and air at temperature rates of 10 and 20 °C/min. The data obtained were
tabulated and statistically analyzed using the Kruskal-Wallis method at a temper-
ature range of � 250 °C. Results with both temperature rates showed the p values
for the temperature were 0.308 and 0.311 while the p values for each coffee mass
were 0.000. In conclusion, there was no significant effect of the atmosphere vari-
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ation on the temperature but had a significant effect on the mass reduction of coffee
beans torrefacted in argon, nitrogen and air media.

1 Introduction

Coffee is the second most popular and traded commodity in the world after oil [1].
It has some advantageous features which makes it more desirable than other
commodities [2]. Coffee also has many product variations but sometimes inade-
quate in terms of production. Also, different plant varieties, height, planting location
[3], method of processing [4], mixtures and compositions used during its produc-
tion, all result to the difference in the coffee products [5, 6]. According to a previous
study, one of its variants currently used as a solution in the production of coffee
beans for exports were the specialty coffee products, higher in terms of quality,
price and with unique taste [7].

Harvested coffee usually go through several stages of processing before con-
sumption [2, 8]. One of these is the roasting stage conducted at a maximum tem-
perature of 165–250 °C and in the open atmosphere. This temperature is usually
reduced from the maximum temperature to 90 °C in a few moments (<1.5 min),
when the coffee beans are put into the roasting drum. It is then increased again to
the maximum temperature in about 12–15 min. The green coffee beans normally
change color and give coffee aroma when roasted [9]. Also, temperature and time
always have effect on the taste and aroma of the manufactured coffee products
during the heating process [10]. In general, an exothermic process occurs during
this heating thereby causing various reactions, which impact on the products and
the quality of its taste [4, 6].

However, torrefaction of coffee beans could be used to substitute the roasting
process [11]. Torrefaction is an exothermic process with the use of temperature
lower than that of pyrolysis [12], usually <260 °C [13]. This process is commonly
used to increase the characteristic value of biomass fuel. It is divided into two based
on the atmosphere fluid used, these are wet and dry torrefaction. The wet tor-
refaction uses water vapor media at high pressure as its atmosphere fluid, while the
dry type consists of non-oxidative and oxidative torrefaction. The non-oxidative
uses inert gases such as nitrogen, argon, etc. as the atmosphere fluid but oxidative
torrefaction uses air or oxygen. The torrefaction process is carried out at a relatively
low temperature. Even with air or oxygen fluids, there are usually no oxidation
reaction as it is conducted below the ignition point. However, several tests have
shown that oxidation occurs on the surface of the biomass [14]. In general, tor-
refaction has a similarity slice with pyrolysis and roasting. The non-oxidative type
has a similarity slice close to the pyrolysis process but with a lower temperature,
then, the oxidative type is similar to the roasting process.

Generally, the various types of atmosphere media used during biomass tor-
refaction produce different characteristics of the products [15]. Considering the fact
that variations in the types of atmospheric media usually impact the characteristics
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of the torrefacted biomass, it is assumed it could also affect that of the torrefacted
coffee, especially the taste quality. Based on these considerations, the aim of this
study was to determine the effect of atmosphere variations on the temperature and
mass of torrefacted coffee beans.

The use of a pilot scale reactor during biomass torrefaction with a larger mass
could provide more complete data. However, the torrefaction process could also be
studied using the Thermogravimetric Analysis (TGA) test method with a small
sample mass. This TGA test is needed to obtain data on the characteristics of the
material to be torrefacted accurately and more quickly, mainly by measuring and
illustrating changes in sample mass versus time and temperature with high accu-
racy. Therefore, the TGA test on coffee bean products would be able to determine
its thermal degradation and mass reduction. The two main variables usually
examined are the effect of atmospheric variations on changes in temperature and
mass of the torrefacted coffee beans.

2 Research Methods

The sample material was subjected to the TGA testing process to obtain its char-
acteristics. The material used in this study was an exported quality Arabica coffee
beans, known as Specialty Arabica Green Bean, obtained from Gayo, Central Aceh,
in Aceh Province. The bean samples were made into powder form and placed in an
aluminum container.

Prior to the torrefaction process, about 5 mg of the sample mass was measured and
its container placed in a tube attached to a digital scale. During the process, the gaswas
allowed to flow into the tube at a rate of 20 ml/min. Considering the relationship
between temperature and time of the roasting process, the estimated range of

Fig. 1 a The working principle of the TGA test tool and b photo of the TGA test tool
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temperature rates for torrefaction with TGA were measured around 10–20 °C/min.
The gases used include argon, nitrogen and air. Then, the final temperature of the
torrefaction process was � 360 °C. The working principle of the TGA tool is shown
in Fig. 1a while the (b) part is a photo of the TGA test tool, Shimadzu DTG-60 with
Serial No: C30564800501TK, found in the Testing Laboratory, Department of
Chemical Engineering, Politeknik Negeri Lhokseumawe, Aceh, Indonesia.

Data obtained were tabulated and analyzed to measure the effect of atmosphere
variations on changes in temperature and mass of the torrefacted coffee beans. The
data for the effect of atmospheric variations on the temperature and mass of tor-
refacted coffee beans through TGA at a temperature of � 250 °C were subjected to
statistical analysis. This was adjusted to the temperature range for the roasting
process generally carried out to obtain torrefacted coffee products with good quality
and not over-processed.

3 Results and Discussion

The graphs in Fig. 2 shows the relationship between changes in temperature and
mass of torrefacted coffee beans with variations in atmosphere media at temperature
rates of (a) 10 °C/min and (b) 20 °C/min. Based on the graphs, the curve of
temperature-time relationship for each atmosphere variation increased linearly with
time. Also, the three curves were seen almost coinciding with each other from the
beginning to the end of the torrefaction process. This shows that there was only a
slight difference in temperature changes over time due to atmosphere variations.
These figures also show that the coffee mass (TGA) relationship with time has a
continuous difference, which change from the beginning to the end of the tor-
refaction process. In addition, the mass percent of coffee continuously decreased
with increase in time and temperature of torrefaction.

The TGA versus time graphs for both argon and air have similar pattern where the
argon gas curve was always above the air curve in both figures. Also, the two curves
traverse on parallel paths with a position which was farther away from one another.
However, the TGA versus time graph for nitrogen has a different pattern from that of
argon and air. Initially, the nitrogen curve was above that of argon with a slight
difference when the minutes was � 600 and temperature � 130 °C, as shown in
Fig. 3a or minutes � 375 and temperature � 155 °C, as shown in Fig. 3b.
Subsequently, the graph tends to coincide with the argon gas graph until 1775 min
and at a temperature of 260 °C, as shown in Figs. 2a and 3a. This continued to be
under the argon gas curve with a greater difference in distance until the end of the
process. Also, the nitrogen gas curve in Figs. 2b and 3b coincided with that of argon
only at a small temperature interval of 155–175 °C and then continued to be below
the argon gas curve. Even at 400 min and a temperature of 275 °C, it was below the
air graph with an increasing distance until the end of the process.

According to Fig. 3a and b, the torrefaction process experienced two stages of
thermal decomposition. The first was dehydration, where water evaporated up till
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100 °C. This was followed by the evaporation of volatile substances up to a tem-
perature of 250 °C. The first stage is shown by the gentle slope of the mass
reduction curve. The torrefacted coffee beans then entered the second stage, known
as devolatilization. The volatile substances in the coffee beans drastically evapo-
rated at this stage. Devolatilization of the torrefacted coffee beans occurred at a
temperature � 250 °C until the process was completed, indicated by the sharp
decrease in the slope of the TGA curve. The maximum torrefaction temperature of
coffee beans was 360 °C which was less than the ignition point temperature at

Fig. 2 Graphs showing the relationship between temperature, mass reduction (TGA) and time
with variations in atmosphere media used during the torrefaction process at temperature rates of
a 10 °C and b 20 °C/min

The Effect of Atmosphere Media on Temperature … 155



380 °C [16, 17]. However, the statistical analysis of data on the effect of atmo-
sphere variations on temperature and mass was limited to � 250 °C.

Tables 1 and 2 show the results of statistical analysis for the temperature of the
torrefacted coffee beans at temperature rates of 10 and 20 °C/min for argon,
nitrogen and air. The data obtained were not normally distributed, at p (probabil-
ity) = 0.000. Then, the statistical analysis used, i.e., Kruskal-Wallis test, which is

Fig. 3 The graphs showing the relationship of mass reduction (TGA) to temperature with
variations in atmosphere media in the torrefaction process at temperature rates of a 10 °C and
b 20 °C/min
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an alternative to the ANOVA test, showed that the p values were 0.308 and 0.311.
These mean that there is no significant difference of temperature in the variations of
argon, nitrogen and air.

Tables 3 and 4 show the results of statistical analysis for the mass of the tor-
refacted coffee beans at temperature rates of 10 and 20 °C/min for argon, nitrogen
and air. Similarly, the data obtained were not normally distributed, at p = 0.000,
therefore, were again subjected to the Kruskal-Wallis test. This resulted to a p value
of 0.000, meaning that the mass reduction percent showed a significant difference
with the atmosphere variations.

Table 1 Kruskal-Wallis analysis on the temperature of the torrefacted coffee beans at a
temperature rate of 10 °C/min with atmosphere variations

Types of
atmosphere

N Temperature (°C) P

Mean ± SD Median (minimum–

maximum)

Argon 1269 138.5990 ± 62.44780 138.4500 (35.88–246.82) 0.308

Nitrogen 1269 141.4736 ± 62.94791 141.8500 (35.61–249.77)

Air 1269 142.1924 ± 62.41038 142.3700 (36.70–250.00)

Total 3807

Table 2 Kruskal-Wallis analysis on the temperature of the torrefacted coffee beans at a
temperature rate of 20 °C/min with atmosphere variations

Types of
atmosphere

N Temperature (°C) P

Mean ± SD Median (minimum–

maximum)

Argon 627 133.0628 ± 63.76554 131.8400 (35.10–244.85) 0.311

Nitrogen 627 135.6598 ± 64.46498 135.0300 (37.02–248.12)

Air 627 138.4721 ± 64.51471 138.2100 (36.68–250.22)

Total 1881

Table 3 Kruskal-Wallis analysis for the mass reduction of torrefacted coffee beans at a
temperature rate of 10 °C/min with atmosphere variations

Types of
atmosphere

N Mass reduction (%) P

Mean ± SD Median (minimum–

maximum

Argon 1269 94.931 ± 3.2293 95.600 (88.0–99.0) 0.000

Nitrogen 1269 95.399 ± 3.4304 96.000 (87.8–99.6)

Air 1269 93.665 ± 4.4835 94.600 (83.4–99.4)

Total 3807

Kruskal-Wallis test. Post hoc Mann-Whitney test: argon versus nitrogen p = 0.000; argon versus
air, p = 0.000; nitrogen versus air, p = 0.000
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The results were further subjected to the Mann-Whitney post hoc test in order to
determine the significant differences between the atmospheric media used in the
study. Based on the tests involving mass data with temperature rate of 10 °C/min,
the p value of argon versus nitrogen, argon versus air, and nitrogen versus air was
0.000. This means that there was a significant difference among these three com-
parisons at p < 0.05 [18]. Then, the Mann-Whitney post hoc test a temperature rate
of 20 °C/min showed that argon versus nitrogen, argon versus air, and nitrogen
versus air had a p value of 0.013, 0.000, and 0.000 respectively. This means that
there was also a significant difference among these three comparisons at p < 0.05.

Furthermore, the mass reduction percent of the torrefacted coffee beans with
argon, nitrogen, and air were 11, 11.8, and 16% respectively at temperature rate of
10 °C/min and 9.4, 14.2 and 14.8% at temperature rate of 20 °C/min. These were
obtained from the difference between the maximum and minimum values.

4 Conclusions

The following conclusions were drawn based on the findings of this study:

1. The mass reduction during the torrefaction process with air was always greater
than argon in both the dehydration and devolatilization stages.

2. The mass reduction of the torrefacted coffee beans with nitrogen had a different
pattern from argon and air. Then, at the initial stage of dehydration, the mass
reduction was lower in argon and air, but increased at mid-dehydration equaled
to that in argon at temperature rate of 10 °C/min, and then greater than argon at
20 °C/min. During the devolatilization stage, the mass reduction was greater
than argon at a temperature rate of 10 °C/min and then greater than both argon
and air at 20 °C/min.

3. The results of the statistical analysis obtained from the thermogravimetric test
showed that the atmospheric variations had no significant effect on the tem-
perature but had a significant effect on the mass reduction of the torrefacted
coffee beans.

Table 4 Kruskal-Wallis analysis for the mass reduction of the torrefacted coffee beans at a
temperature rate of 20 °C/min with atmosphere variations

Types of
atmosphere

N Mass reduction (%) p

Mean ± SD Median (minimum–

maximum

Argon 627 97.600 ± 2.7320 97.600 (90.2–99.6) 0.000

Nitrogen 627 98.200 ± 4.2404 98.200 (85.4–99.6)

Air 627 95.000 ± 4.3507 95.000 (84.0–98.8)

Total 1881

Kruskal-Wallis test. Mann-Whitney post hoc test: argon versus nitrogen p = 0.013; argon versus
air, p = 0.000; nitrogen versus air, p = 0.000
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4. The mass reduction of the torrefacted coffee beans with atmosphere variations
showed a significant difference among argon versus nitrogen, argon versus air
and nitrogen versus air, at p < 0.05 for both temperature rate of 10 and
20 °C/min.

5. Finally, the mass reduction percent of the torrefacted coffee beans with argon,
nitrogen, and air were 11, 11.8 and 16% respectively at temperature rate of
10 °C/min and 9.4, 14.2 and 14.8% at 20 °C/min.
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Boundary Element Inverse Analysis
(BEIA) Simulation for Detecting
Corrosion Location in Reinforced
Concrete

Syahrul Fathi, M. Abrar Masykuri, Israr Bin M. Ibrahim,
Syarizal Fonna, and Syifaul Huzni

Abstract The purpose of this research is to develop the Boundary Element Inverse
Analysis (BEIA) for detecting corrosion location of reinforcing steel in concrete. In
this study, the locations of corrosion to be detected were limited into only two
corrosion locations. BEIA is based on Boundary Element Method (BEM) and
Particle Swarm Optimization (PSO). BEM is used to calculate the potential value
on a concrete surface. Then, PSO is used to evaluate the cost function to detect
corrosion of reinforcing steel in the concrete. BEIA was performed by using several
electrical potential data of the concrete surface. The numerical simulation results
show that the developed BEIA has successfully identified two locations of corro-
sion on the reinforcing steel. Hence, it shows that BEIA is a promising method for
detecting rebar corrosion.

Keywords Rebar corrosion � Boundary element method � Optimization �
Particle swarm optimization � Inverse analysis

1 Introduction

Every infrastructure can be affected by corrosion which leads to a country’s losses.
Generally, the losses caused by corrosion range from 1 to 5% of gross national
product (GNP) [1]. According to experts, the damage caused by corrosion in
Indonesia can reach up to 1.5% of GNP [2].

Based on the Badan Informasi Geospasial (BIG), Indonesia is the country with
the second longest coastline in the world (around 99,093 km) [3]. Hence, the
environment poses a risk of corrosion losses caused by sea water. This losses can
affect reinforced concrete infrastructure such as buildings, bridges, tunnels and
other structures. Corrosion in reinforced concrete causes a decrease in the strength
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of the infrastructure thus shortening the service life [4]. Therefore, corrosion in
reinforced concrete needs to be detected as early as possible so that corrective
action can be taken immediately [5].

The widely used technique in detecting corrosion in reinforced concrete is the
half-cell potential mapping method which refers to ASTM C876 [6]. The result
obtained from this technique is the level of probability of corrosion based on the
potential value of the concrete surface [7]. In the case of uniform corrosion, this
technique gives good results in detecting corrosion, where the potential value of the
concrete surface is almost the same as that of the reinforcing surface [8]. However,
problem arises when detecting localized corrosion, that is, corrosion with a small
anode-cathode ratio, because the potential of the concrete surface differs greatly
from the surface of the reinforcement [9]. In addition, the problem of corrosion
detection in reinforced concrete is an ill-posed problem that cannot be solved by
direct methods such as the half-cell potential mapping method [10]. Thus, the
method is less effective in detecting local corrosion.

Fonna [5, 9, 11] has developed an inverse method for detecting localized cor-
rosion of reinforced concrete. This method is based on the boundary element
method (BEM) and particle swarm optimization (PSO) and is also called the
boundary element inverse analysis (BEIA). BEIA is run using several potential
measurement data on concrete surface. However, the capacity of BEIA is still very
limited, which only capable of detecting a single corrosion location [11]. BEIA
needs further development due to the fact that corrosion occurs in various places,
sizes and shapes. The purpose of this research is to improve the ability of BEIA so
that it is capable of detecting multiple locations of corrosion in reinforced concrete.
In this study, the corrosion locations to be detected were limited to two corrosion
locations.

2 Methodology

BEIA was developed with a combination of the Boundary Element Method
(BEM) and Particle Swarm Optimization (PSO) for detecting corrosion in reinforced
concrete. Research on BEIA has been carried out in previous studies [5, 9, 11].

BEIA is run based on the flow chart shown in Fig. 1. The initial step is to
determine the required parameters such as Z, jmax, e0, a1, a2, and Wj. The parameter
Z is the number of particles, jmax is the maximum iteration, a1 and a2 are constant
values,Wj is the Weight Inertia value. Then, the initial corrosion locations (Xj) were
randomly guessed on the concrete surface. These locations are the “particles”. BEM
is run to calculate the potential value on the concrete surface for each particle.

The next step is to input N measured electrical potential data �/
� �

on the concrete
surface. The objective function (e) value for each particle is calculated by following
Eq. (1).
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e Xð Þ
XN
l¼1

¼ /l � �/l
�/max

� �2
ð1Þ

In this equation, X represents the corrosion location on the reinforcing steel. / and
�/ are potential values calculated using BEM and measured potential data such as
using half-cell potential mapping. �/max is the highest measured electrical potential
value among N. The objective function value is evaluated for each particles from
each iteration with predetermined conditions.

When the maximum iteration has been reached, the simulation has been com-
pleted. However, if this is not achieved then the iteration continues by updating Xj and
Vj. The change in position and velocity of each particle for each iteration follows
Eqs. (2) and (3). In this equation, Xj + 1 = next particle position, Xj = current particle

Fig. 1 The flowchart of BEIA
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position, Vj + 1 = next particle velocity, Vj = current particle velocity, Wj = Weight
Inertia, a1 and a2 = constant, r1 and r2 = random numbers (0–1), pbest = local best
particle position, gbest = global best particle position, and j = iteration.

Xjþ 1 ¼ Xj þVjþ 1 ð2Þ

Vjþ 1 ¼ WVj þ a1r1 pbest � Xj
� �þ a2r2 gbest � Xj

� � ð3Þ

The value of e is continuously evaluated following the flow diagram in Fig. 1. So that
each particle can locate the corrosion when the stopping criterion has been reached.

The case study used in this research is a model of reinforced concrete which
refers to the previous study [11] with a length of 400 cm, a width of 30 cm and a
height of 30 cm. Then the reinforced concrete geometry was simplified into two
dimensions as shown in Fig. 2. It can be seen in Fig. 2 that the location of the
corrosion is still unknown. In this study, corrosion was detected using the devel-
oped BEIA method.

Furthermore, reinforced concrete geometry was meshed using constant element.
The coordinates, nodes and elements were arranged in order, then integrated into
the BEIA code. To run the BEIA simulation, potential data on the concrete surface
obtained from field measurements are required. However, in this case the potential
data from the field measurement results were taken from the BEM simulation
results assuming the corrosion was at X1 = 100 and X2 = 300 cm.

Potential data from the BEM simulation results were obtained as in Fig. 3. The
potential data were rounded-off into three-digit precision to imitate the measured
data in the field. For this study, 15 potential data points were chosen for BEIA
simulation from BEM simulation results. The BEIA was performed based on those
15 potential data points.

Fig. 2 Model of corrosion of reinforcing steel in the concrete structure
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3 Results and Discussion

The results generated from the Boundary Element Inverse Analysis (BEIA) simu-
lation can be seen in Figs. 4, 5, 6. The figures show the movement of particles at
each iteration.

Figure 4a shows that twenty (20) particles were randomly scattered in the
searching area along the rebar with various locations for the first iteration. Both
corrosion locations (X1 and X2) were represented by each particle. On the subse-
quent iterations, each particle has started to form a group as shown in Fig. 4b.
However, the positions of the particles were not at the actual corrosion location yet.

Fig. 3 Potential distribution on the concrete surface for the RC model using BEM
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Then, in the 25th iteration, the particles become less-scattered as shown in
Fig. 5a. Here, almost all particles have found the X1. There were two large group of
particles that correspond to X2. After the 50th iteration, most particles have clus-
tered around the corrosion locations (X1 and X2) as depicted in Fig. 5b. There were
only three particles that were still outside of the group. However, it indicated that
the corrosion locations were starting to be located by the particles.

As the iteration continues, the clustering becomes dense, which means that the
corrosion location has been determined by almost all particles, as shown in Fig. 6a.
There was only one particle that still is outside the group in the 75th iteration. In the
100th iteration (Fig. 6b), all particles have converged in certain position that were
the corrosion location (X1 and X2). Comparison of actual corrosion locations
(X1 = 100 and X2 = 300 cm) and the BEIA result yields error of � 5%. Thus, the
result is acceptable [9, 11].

Figure 7 shows the cost function values for all particles with increasing iteration.
The criterion for finding the corrosion location was set at the cost function value of
<10−1. The figure shows that all particles start to have the cost function value of
<10−1 after 94th iteration. It means that after 94th iteration, all particles already
converged, and the corrosion locations have been detected. The same implication
can be also be found from Fig. 6b the locations of corrosion were identified on
100th iteration.
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4 Conclusion

BEIA was developed by combining BEM and PSO to detect the locations of
corrosion in reinforced concrete. The development of BEIA has been successfully
carried out. The BEIA effectively performed in locating two locations of corrosion
with good accuracy and an error of � 5%. Hence, the developed BEIA can be used
to detect corrosion in reinforced concrete. Further study is needed to improve the
capability of BEIA to detect multiple locations of corrosion in reinforced concrete.
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Performance of Ultrasonic Atomization
on Mini Sea Water Humidification
and Dehumidification Technology

I. D. G. Agustriputra, Putu Wijaya Sunu, Sudirman,
Nyoman Sugiartha, I. Wayan Temaja, and Wayan Nata Septiadi

Abstract Ultrasonic atomization is one of methods to generate very narrow dro-
plets on atmospheric pressure and ambient temperature. Droplets are ejected on low
velocities and microns size distribution. Sea water distillation process removed salts
and minerals from sea water as saline water. Normal salinity of the sea water is
about 3500–4000 ppm. Many kinds of technology had been developed to convert
saline water into fresh water with various methods and apparatus. This project was
performed an experimental to observe the performance of new technology within
humidification and dehumidification process that is assisted by ultrasonic humidi-
fier. It has been performed a mini humidification and dehumidification technology
which utilized a commercial ultrasonic humidifier with power rating 10 watts and
resonance frequency of 1.65 MHz. This work also analyses measurement of the
production of fresh water by their quality and quantity. Quality of the fresh water
has been indicated by salt concentrations of output of mini seawater humidification
and dehumidification technology and also number of output fresh water flow rate as
their quantity. It has been measured about 1150–1165 ppm and the rate of fresh
water production about 65–84 ml/h by single unit of ultrasonic humidifier.

1 Introduction

Water is a part of life and our life necessities. There are two main problems for
sustainable fresh water supply, scarcity of fresh water and increasing demand of
fresh water for the population. The world’s water consumption is enormous and
spread across various applications and industries. Maintenance costs of equipment
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are one of the biggest problems that has been faced to develop technology of fresh
water production. Fresh water is generally characterized by concentrations of dis-
solved salts and other total dissolved solid. Though seawater and brackish water
excludes specifically by the terms. Indonesia is an archipelago which has a large
amount of seawater. Separation technique to distilled water from seawater were
performed by using many different kind of systems [1]. One of the methodologies is
humidification and dehumidification (HDH) for distillation of sea water. Many
researchers have designed HDH desalination system and their target was to reduce
the power consumption or increasing use of free renewable energy [1–4]. Along
with these development steps, various design and capacity becomes important
parameter for sustainable technology and appropriated by user in different culture.

Several Technology was developed by atomization process on distillation sys-
tem for extraction and separation binary liquids solutions. One of atomization
process had been applied an ultrasonic vibration which produced by piezoelectric
disc. Unlike conventional atomization, ultrasonic atomization of liquid can be more
energy efficient and requires only electrical energy which it’s transmitted to a
piezoelectrically vibrating disk [5]. There are no moving parts and only mechanical
vibrations generated by the supplied electrical energy are used for the generation of
the droplets. Ultrasonic atomization is the ejection of fine droplets from a liquid film
formed on an ultrasonically vibrating surface. The ejection of the droplets from a
vibrating surface has been explained by a combination of two major hypothesis viz.
capillary wave hypothesis and cavitation hypothesis. The capillary wave hypoth-
esis, which can’t be observed visually, considers the formation of a capillary wave
consisting of peaks and troughs on a vibrating surface. The cavitation hypothesis
suggests that droplet formation is controlled by cavitation, a phenomenon which is
basically the formation of cavities in the liquid film on the vibrating surface of the
atomizer. The collapse of these bubbles, especially near the surface, it’s expelled
directly from the droplets by a cavitation event around the oscillating piezoelectric
disk [4, 6, 7].

However, cavitation are difficult to control in a random droplet size distribution
from ultrasonic atomizer. Consequently, the narrow size distribution of droplets
observed from ultrasonic atomizer have been difficult to explained by the cavitation
theory. On this project work, we carry out experiments on ultrasonic atomization to
investigate humidification process at excitation frequency of 1.65 MHz, to provide
insight into the dynamics of ultrasonic atomization. We base our analysis on cav-
itation wave mechanism which is responsible for fog formation on sea water
humidification and dehumidification technology. This choice have been considers
by recent works that had been proposed, such as: utilization ultrasonic atomization
on solar still technology, enrichment of ethanol solutions and also others work to
investigate increasing of humidification process by ultrasonic atomization [1, 8, 9].
This experimental study was conducted to analyses production of fresh water and
reduced of salt concentrations as the process of desalination output quality.
A portable ultrasonic humidifier had been utilized to increase humidity in humid-
ification chamber [1, 6]. The thickness of sea water layer and mass flow rate of the
air will be important parameter on design for application of ultrasonic humidifier.
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2 Literature Review

Ultrasonic Atomization has been used in a large number of applications, as the
droplets generated are very large in number and small in size, typically only a few
micrometers in diameter. The most common commercial applications are in room
humidifiers for domestic use and in the delivery of aerosol drugs such as in asthma
treatment. Room humidifier have been used on room air conditioning system,
mostly utilized in subtropic for domestic appliances and also for fresh fruits and
vegetable supply chain. The generation of a very fine mist also finds application in
the fumigation of fresh food and in the sanitization of food service equipment. The
mist generated by acoustic atomization has a very large surface area per unit volume
of solution, due to the small diameter of the droplets. This means that surface-active
species such as amino acids and peptides will be preferentially concentrated within
this mist. This approach has been used to concentrate the ethanol in rice wine and
the amino acids tryptophan and phenylalanine from dilute aqueous solutions. Series
of experiments were performed to analyze the influence of physical parameters such
as temperature, carrier gas flow and position of mist collection on the enrichment of
ethanol distillation. Besides, droplet size measurements of the atomized mists and
visualization of the oscillating fountain jet formed during ultrasound application
were utilised to understand the separation mechanism [5, 10]. However, the level of
concentrations that can be achieved is limited by the rate of mass transfer of
generated mist through the liquid to the surface of the droplets as their form [8].

So far, there is no general consensus in the literature on the actual mechanism
that is responsible for ultrasonic atomization. Evidence for cavitation has been
reported only in situations where the forcing acceleration is very high, such as in
horn atomizers. On the other hand, there are no evidence of cavitation was reported
in the case of ultrasonic atomization which occurred on surface of vibrating
piezoelectric disc. Sea water desalination plant is a technology for separation of
fresh water from sea water. Amount of salt will be removed by distillation process
or others similar separation process. Solar still is common technology as a con-
ventional method. This technology had been developed significant by various
research and methods cause of utilization of solar thermal energy which has been
free energy [8, 11, 12]. Utilization of ultrasonic atomization becomes favorable
technology in recent years for application on several fields such as humidification
[13], aroma diffusion, dust control and nanoparticles separation. Advantages of
ultrasonic atomization separation are easy operation, available to heat-sensitive
materials, and maintenance free. An ultrasonic atomization process utilized more
efficient electric energy, generating mist by mechanical vibrations which supplied
by electrical power.
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3 Testing Method and Experimental

In this experimental we were looking into whether we consider to examine ‘ul-
trasonic humidifier’ presumably as an evaporation (or humidification) process on
partly of mini sea water humidification and dehumidification technology. We
assume that the ultrasonic transducer contributed as a mechanical work through
vibrations to generate the mist or fog water on the air circulation of the carrier gas.

3.1 Materials and Equipments

A commercially available mist-maker or ultrasonic humidifier (also known as
nebulizer) was used to carry out the experiments. The resonant frequency of the disc
was f = 1.65 MHz with a working disc diameter of 20 mm and power rating about
10–15 W. Acrylic materials utilized for construction of design two chamber on
prototype mini humidification and dehumidification technology Micro dc sub-
mersible pump was utilized to drain water to the surface of 20 mm piezoelectric.
Dry air was blown by single blower unit to ducting and PWM module applied to
speed controller of the blower unit (Fig. 1). DC power supply has been used to
supply an electrical power for ultrasonic generator (24 V) and blower.

Fig. 1 a Schematic figure of mini humidification and dehumidification technology; b Prototype
mini sea water humidification and dehumidification technology
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3.2 Experimental Setup

The dry air was driven into humidifier through intake manifold of the air blower.
After ultrasonic atomization, humid air mixed with water vapor were injected in
humidifier chamber through “upside chamber” dry air temperature and relative
humidity were measured. Figure 1 shows schematic (a) and model test (b) of mini
humidification and dehumidification in vertical plane, respectively. During mea-
surement process, dry air was directly humidified on the humidification chamber.
The experiments were conducted to evaluate the overall performance on application
ultrasonic atomization for humidification process and salt concentrations on output
of fresh water. The dry air temperature, relative humidity, and energy consumption
as input electrical current to ultrasonic generator, were measured continuously in
duct system of two chambers.

3.3 Measurement Procedure and Data Analysis

Measurements were made to determine the effect of water layer thickness and mass
flow rate that occurs on relative humidity and air temperature. Measurement pro-
cedure is by observing the limits of water layer thickness so that it’s generated
fountain fog as visual observation. Next procedure is to control the blower’s
rotation speed using the PWM module. After observations were determinate, data
of measurement have been collected from several sensor which installed in
humidification dehumidification chamber.

We have been designed arduino environment for an embedded system on
measuring system and collecting data this experiment. 3 thermocouple type K with
max 6675 module were utilized to measure temperature of air flow on mini sea-
water humidification and dehumidification technology. 2 humidity sensors type
SHT 11 has been used for measure relative humidity and dry bulb temperature.
Arduino uno R3 installed for collecting and digital reading all sensors and module.
Arduino uno R3 was configured by IDE environment software for create an
embedded system. Max 6675 module supported for Serial Peripheral Interface
(SPI) data transfer and SHT 11 configured by analog data transfer to arduino base
system.

Based on the measured results (dry temperature and relative humidity), the
absolute humidity (humidity ratio or moisture content), and partial pressure of water
vapor could be obtained by following equations:

x ¼ 0:622u
Pb � Pswxð Þ ð1Þ
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where x is humidity ratio (kg/kg), u is relative humidity, Pb is atmospheric pres-
sure (Pa), Psw is partial pressure of water vapor (Pa), then it has been determinate
by dry air function (T);

lnP ¼ C8=T þC9 þC10T þC11T
2 þC12 ln T ð2Þ

and coefficient of C8 = −6069.9385; C9 = 21.2409643; C10 = 0.027111929;
C11 = 1.673952 � 10−5; and C12 = 2.433502, which could be utilized to describe
the relationship between air temperature and partial pressure of water vapor.

Measurement of salt concentrations utilized a digital salinometer and also
number of productivities fresh water measured by measuring cup and stopwatch. It
is not easy to measure on side the fresh water out (Fig. 1) by digital measurement.

4 Result and Discussion

Firstly, it is necessary to measure the electric current to the ultrasonic humidifier
module for limits of sea water layer thickness. The limits of the test are referred to
the limits on the thickness of the sea water layer for humidification chamber and air
mass flow rate which has been set on the prototype of mini sea water humidification
and dehumidification technology.

According to electrical current measurement (Table 1), the limits on the thick-
ness of the water layer and air mass flow rate are considered on gain of electrical
supply and observations about fog formation. We have decided to the testing limit
of water layer thickness on 3–5 cm and also air mass flow rate on 0.0000558–
0.000372 kg/s. Water layer thickness influenced on increasing of electrical current
up to 0.01 A at thickness 4–5 cm water layer.

On this experiment we have been collected data relative humidity and dry air
temperature from sensors SHT 11 and then, data have been determined for moisture
content of dry air. Based on the psychrometric of the air we calculate flow rate of
the moisture content. Figure 2 shows that rise of moisture content by gained of
ultrasonic humidifier on the chamber. On the higher limit of mass flow rate
increased their moisture content but lower mass flow rate reduced moisture content

Table 1 Electrical current
supply to ultrasonic
humidifier module

Sea water thickness (cm) Electric current (A)

3 0.42

3.5 0.42

4 0.42

4.5 0.42

5 0.43

5.5 0.43

6 0.43
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of dry air on humidification process. Humidification process have been determined
for effective limits of water layer thickness about 3.5–4.5 cm and also air mass flow
rate about 0.0186 kg/s.

Temperature difference of dry air is deviation of dry air temperature between dry
air temperature in suction blower and temperature humid air on the humidifier
chamber. Figure 3 shows that almost all the testings are increased their temperature
of dry air. Electrical equipment produced heat which transferred to sea water on
humidification and dehumidification chamber. Increasing of temperature have been

Fig. 2 Gained of moisture contents on mini sea water humidification and dehumidification
technology

Fig. 3 Temperature deviation on mini sea water humidification and dehumidification technology
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held on 4.5 cm water layer thickness and it’s maximized on 5 cm water layer
thickness. Air mass flow rate about 0.000186 kg/s shows that the temperature
deviation is higher relatively than others air mass flow rate.

Performance of mini sea water humidification and dehumidification indicated by
measurement of fresh water output flow rate and reduction of salt concentrations as
quality of fresh water production. Measurement had been performed by 30 min of
time interval and we have been observed repetition for 10 times measurement. Base
on preliminary testing we have decided to adjusted 4 cm thickness of sea water
layer on the surface of piezo electric disc.

Based on Table 2, this prototype could be reduced the salt concentrations of sea
water. It’s normally, about 4000–5000 ppm which has been reduced up to 1150–
1165 ppm of salt concentrations on fresh water outputs. Productivity of fresh water
is about 60–84 ml/h. Post-treatment of this fresh water is needed to meet the
requirement of fresh water outputs for water consumption. Even though develop-
ment of this technology is still promising for utilizations of free renewable energy
(PV power) and also sustainable fresh water supply for coastal area. Pressure
difference between humidification and dehumidification chamber will be influenced
of rise of fresh water productivity and also carrier gas properties which is circulated.
It’s a major objective for next project on over all investigation of this technology.

5 Conclusion

On this paper, the utilization of ultrasonic humidifier for mini seawater humidifi-
cation and dehumidification technology had been tested their performance experi-
mentally. It performed shows that ultrasonic humidifier on humidification and
dehumidification process had been reduced sea water salinity up to 1150 ppm and
maximum fresh water productions is 84 ml/h.

Table 2 Salts concentrations
and flow rate

No. experiment Salt concentrations
(ppm)

Flow rate
(ml/h)

1 1164 60

2 1165 67

3 1160 68

4 1158 74

5 1155 75

6 1152 80

7 1150 84

8 1154 81

9 1150 78

10 1152 80
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Experimental Research of Solar Cooker
with High Solar Energy Concentration
Using Parabolic Dish

Muhammad Amin, Fazri Amir, Nasruddin A. Abdullah,
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and Aron Okto Tri Yanto Sirait

Abstract The problem on energy consumption in the household, especially in
cooking activities is the air pollution. Therefore, the priority to overcome the matter
is by creating a solar cooker that can produce a high temperature energy which can
be applied for cooking, boiling, and frying. The concept of Concentrating Solar
Power (CSP) is to produce maximum temperature, and it was achieved using an
environmentally friendly parabolic dish solar cooker. The purpose of this study was
to determine the performance of environmentally friendly parabolic dish solar
cookers. In his study, a parabolic dish equipped with a solar reflector film was used
to reflect solar radiation. The samples used were water and oil. The parameter
measurements were temperature distribution of solar cookers and the efficiency of
solar cookers. At the end of this study, fish as a food product was tested to fry using
the solar cooker. Based on the test, it found that the solar cooker has an efficiency of
20.5% at a solar radiation of 887.9 Wm−2 with an ambient temperature between
32.7 and 36.2 °C. The fried fish has a normal flesh texture and flavour. It indicated
that this type of solar cooker is suitable to be used as cooking, boiling, and frying
tool. Thus, this solar cooker can be recommended as a cooking tool for the needs of
households and home industries.

M. Amin (&) � F. Amir � N. A. Abdullah � A. O. T. Y. Sirait
Department of Mechanical Engineering, Faculty of Engineering,
Universitas Samudra, Kota Langsa 24416, Indonesia
e-mail: muhammadamin@unsam.ac.id

A. P. A. Samad
Department of Aquaculture, Faculty of Agriculture, University of Samudra,
Kota Langsa 24416, Indonesia

H. Umar
Department of Mechanical Engineering, Universitas Syiah Kuala,
Banda Aceh 23111, Indonesia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Akhyar (ed.), Proceedings of the 2nd International Conference on Experimental
and Computational Mechanics in Engineering, Lecture Notes in Mechanical
Engineering, https://doi.org/10.1007/978-981-16-0736-3_18

179

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0736-3_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0736-3_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0736-3_18&amp;domain=pdf
mailto:muhammadamin@unsam.ac.id
https://doi.org/10.1007/978-981-16-0736-3_18


1 Introduction

Energy consumption in cooking activities plays an important role in household [1].
In developing countries, such as Indonesia, most household energy consumption is
used for cooking purposes [2]. Nowadays, some underdeveloped and most devel-
oped regions in Indonesia still use wood-burning cookers [3]. Mostly, the smoke
from wood contains toxic particles and compounds which are not good for the
human health, especially the eyes and lungs [4]. Moreover, the smoke can produce
CO2 emissions that affect bad impact on the earth where climate change can occur
erratically [5]. Therefore, the use of renewable energy is the best alternative as a
source of energy to replace wood fuel.

The sun is an abundant source of energy that never runs out. It also very easy to
obtain, inexpensive, has no effect on economic conditions, politics and pressure
from richer countries. Indonesia is a country with an astronomical position on the
equator, 6o of North Latitude to 11o South Latitude and 95o of East Longitude to
141o East Longitude which are on the path of energy sources [6]. The geographical
position of Indonesia, which is crossed by the equator, causes very long solar
irradiance and abundant energy sources and sunny weather each year, so that the
heat in the sun can be used as an alternative energy. Indonesia has an average of
4.8 KWhm−2 intensity of solar radiation per day in all regions [6]. Solar energy is a
good choice as an alternative energy source for cooking and heating water. There
are many social and economic benefits for cooking and heating water using solar
energy. Therefore, it is necessary to design techniques for an effective solar cooker
for cooking purposes.

Solar cookers are simple devices that use environmental friendly and
pollution-free, because solar energy does not consume any type of fuel [7]. Solar
cookers are suitable for all locations with sufficient solar radiation throughout the
year, especially in the tropics [8] and are very well used for areas that do not yet
have electricity networks as reported Akayleh et al. [9]. The solar cooker was firstly
made as a solar collector and then used to cook by a Swiss geologist in 1767 [10].
Furthermore, in 1878 India produced a mass production of these solar cookers [11].
At that time, solar cookers were generally used by the community for household
needs such as cooking and boiling food. The advantages of solar cookers are cheap,
simple design, easy to assemble, low maintenance, comfortable, safe cooking and
free from pollution [12]. The temperature obtained by a solar cooker can reach 260–
538 °C [13, 14] depending on the type of solar cooker used. The temperature on a
solar cooker obtained easily when using solar Concentrating Solar Power
(CSP) technology.

The principle of this CSP system is solar energy collected by a len/glass, then the
len/glass reflects solar radiation to the focus point until an increase in energy flux
occurs. This energy flux produces high temperatures [15]. The high temperature can
be used for cooking purposes. CSP technology is commonly used a type of para-
bolic reflector, electric tower, parabolic plate, and using Fresnel Reflector [16].
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Moussaoui et al. making a solar cooker system using a parabolic. The obtained
temperature averages above 200 °C [17].

The solar cooker also has a pretty good performance compared to other cookers
in general. Onokwai et al. made solar cookers that have good performance with
efficiencies of 44.2% [18]. The time needed for a solar cooker to cook, boil, and fry
is relatively short. The solar cooker made by Coccia et al. is able to boil 1 kg of
water in just 11 min [19], the solar cooker Bhave and Thakare could cook
140 grams of rice in 30 min [20].

Based on the analysis above, whereas a solar cooker can be used to cook, boil,
and fry, then a study on solar cooker is important to be done in order to produce a
new type of solar cooker which suitable to Indonesian climate. Thus, the purpose of
this study is to examine the performance of a parabolic dish type solar cooker as an
environmentally friendly new technology. In his study, a parabolic dish equipped
with a solar reflector film to reflect solar radiation that produces high temperatures.

2 Methodology

2.1 Experimental Set Up

This research is an experimental research. The test instrument studied was a solar
cooker using a parabolic dish type CSP technology. All components of this solar
cooker consist of a satellite dish, solar reflector film, a buffer, and a pot for placing
loads. The assembly system for the test equipment is a parabola made of circular
steel plates coated with a solar reflector film. The image and its size are shown in
Fig. 1 which consists of (a) side view, (b) front view, (c) top view, and
(d) three-dimensional complete image. The sun tracking system is used manually
which can be adjusted using a hydraulic system and the angle is adjusted using an
arc that is adjusted to the latitude of the sun. In this study, the location of the focus
point of the test equipment used equation [18]:

f ¼ D2

16h
ð1Þ

whereas,

f Where the focus point (m)
D Aperture diameter (m)
h Depth of the dish (m)
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2.2 Procedure

In this research, the solar dish type parabolic was tested in 3 (three) stages. The first
stage was measuring the temperature distribution above the parabolic area without
any loads. It was done to determine the temperature distribution obtained on the
solar cooker. The location of the focus point obtained was then compared with
Eq. (1). The second stage was to test the performance of the solar cooker with a
load. In this test, the loads used were water and oil with a mass of 1 kg each. The
performance of the solar cooker tested was its efficiency only with a sample in the
form of water and then analyzed using equation [18]:

g ¼ mC Te � Twð Þ
IADt

ð2Þ

whereas:

η Solar cooker efficiency (%)
m Mass of the water (kg)
Te Water boiling temperature (°C)
Tw Initial water temperature (°C)
C Water specific heat capacity at constant pressure (4.186 kJ kg−1 °C−1)
I Incoming average solar radiation (Wm−2)
A Aperture area of the dish (m2)

Fig. 1 Solar cooker instrument using parabolic dish
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A ¼ pD2

4
ð3Þ

The third stage was carried out the same as in the second stage. In this third
stage, focus on seeing the final results of fish frying.

The first stage of this test was carried out from morning to evening, starting at
09.00 a.m. until 18.00 pm during the hot weather. The temperature data were
obtained using a k-type thermocouple which was installed at several points as
shown in Fig. 2a. The thermocouple is linked to the Agilent 34970A data acqui-
sition type. Data is recorded every 1 (one) minute. The data was then processed in
graphical form using a computer device. The graph that is displayed in the form of
the y-axis represents the temperature and the x-axis represents time. The time taken
is the average time per hour. The method of placing the focus point was by placing
several thermocouples at several points where a plus sign shaped iron has been
installed on the surface of the dish. The second stage of this test was using the
samples (water and oil) as shown in Fig. 2b. Then the data in the form of tem-
perature and time were taken and displayed in a graph and then analyzed and
calculated the performance of the solar cooker in the form of efficiency only. The
third stage is carried out the same as in the second stage. In this third stage, it is only
to see the final result of frying fish.

In this study, the solar tracking system was set manually by rotating the angle by
3o continuously. The lever is rotated by monitoring the temperature of the focus
point due to changes position of the sun latitude. The intensity of solar radiation
was obtained using the HOMER energy software application by determining the
coordinates of the research sites. The place of research is in the coordinates 4o 27,
5′ N, 97o 56.3′ E then the data was taken according to the testing time.

Fig. 2 Solar cooker parabolic dish test a without any loads, b with loads
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3 Results and Discussions

Figure 3a shows temperature distribution of the solar cooker without load. The
temperature was measured using a k-type thermocouple which spread at several
points as shown in Fig. 3b. The placement of the thermocouple at these points was
intended to determine the highest temperature position. The points were given the
notation T1 to T9 with a distance of 0.1 m. Based on the test, the highest temper-
ature was obtained at T1. T1 was the focus point which exactly 0.6 m from the
center of the parabola. Based on Eq. (1) the focus point also located at a distance of
0.61 m. The temperature of T1 can reach 400 °C, much different compared with T2

to T9. These results proved that the placement of the pot was in accordance with the
calculations and experimentally. In addition, the results of Fig. 3a explained that the
temperature distribution of the solar cooker (T1) has a temperature that good enough
to be tested using loads. This research was conducted from 09.00 a.m. to 18.00 p.
m. which was conducted on July 2, 2020 with a maximum solar radiation intensity
of 785.8 Wm−2. The results of measuring the intensity of solar radiation were not
much different from the results of the test Sianturi et al. [21]. The ambient tem-
perature (Ta) ranges from 34 to 35 °C. The temperature distribution of the solar
cooker (T1) reached 100–400 °C which could be operated for 6 h. Based on these
data, this solar cooker can be carried out further research with loads.

Figure 4 showed the performance of a solar cooker with water and oil samples.
The water tested was done on July 9, 2020 as shown in Fig. 4a. The experiment
was carried out starting at 12.23 pm. when the weather was hot for 24 min. The
Average solar radiation intensity was 887.9 Wm−2 with ambient temperature (Ta)
between 32.7–36.2 °C. At first, the water was put into the pot; the initial temper-
ature of water (Tw) at that time was 32 °C. Due to the high intensity of solar
radiation, caused an increase in the pot’s temperature (Tp) from 35.2 to 113.5 °C for
1 min. In these conditions the CSP system works to cause heat transfer, radiation
and convection. The reflection from the solar reflector which focused on the pot was
changed into heat. Therefore, the temperature in the pot increasing to heat the pot.
Then it affects the water temperature. In this study, the boiling water was left
constant for several minutes. The time needed to boil 100 °C of water was
12.5 min. So that the efficiency of the solar cooker based on Eqs. (2) and (3) is
obtained 20.5%. Pot average temperature (Tp) was 324.7 °C. The working principle
in this study is the same as that described in the research of Rekha and Sukchai
[22]. Meanwhile, the oil sample test was carried out on July 11, 2020 as shown in
Fig. 4b. Testing time starts at 11.52 a.m. on a hot 40-minute day. The Average
solar radiation intensity at that time was 923.9 Wm−2 with an ambient temperature
between 34 and 36.5 °C. Initially the oil was put into a pot where the initial oil
temperature (To) was 34 °C and continues to increase to 108.8 °C within 7 min.
Oil temperature (To) continue to increase until above 200 °C within 15 min. The
maximum oil temperature obtained was 248.8 °C at 25 min and at 40 min the oil
temperature was constant at 230 °C. During 40 min of this test, the average
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temperature of the pot was 270.7 °C. Based on these results, the solar cooker is
very possible for frying applications.

After testing the parabolic dish type solar cooker using oil, then the solar cooker
was applied to test with food products. The food product tested in this study was
fresh fish with a mass of 0.3 kg. Initially, the fresh fish were cook using frying pan
filled with oil. The oil temperature at that time was 140 °C and frying pan

Fig. 3 a Solar cooker distribution without loads; b Thermocouples positioning to detect the
highest temperature

Experimental Research of Solar Cooker with High … 185



temperature was 191 °C. The process of frying fish into fried fish using a parabolic
dish type solar cooker takes 15 min. The process is shown in Fig. 5. The result of
the fried fish was still in accordance with the standard of fried fish in general. The
same thing was done by Zafar et al., whereas in their research solar cookers were
applied to cook rice and roast chicken. The result is that cooking rice and roasting
chicken takes 60 and 90 min, respectively [23].

4 Conclusions

Research on solar cookers using CSP system equipped with parabolic dish has been
successfully tested. This solar cooker does not use any fuel, it only uses solar
energy. Therefore, this solar cooker can be proved to be an environmentally
friendly cooker. From this study, found that the temperature of the solar cooker
could reach an average of 100 °C and the maximum temperature reached 500 °C.
This solar cooker can be operated within 6 h per day during high solar radiation

(a) water (b) oil

Fig. 4 Solar cooker performances using different samples

(a) The cooking process (b) Fresh fish (c) Fried fish

Fig. 5 The cooking process of fresh fish to be fried fish using parabolic solar cooker
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intensity. The efficiency of solar cookers obtained 20.5%. Meanwhile, the test
results of food products using a parabolic dish type solar cooker were carried out
with a sample of wet frying fish. The final result obtained fried fish which has the
same texture and flavour as fried fish in general. Therefore, this solar cooker is
suitable to be applied as a tool for cooking, boiling, and frying. This solar cooker
can also be recommended as an environmentally friendly cooker for household and
home industry needs.
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Investigation the Effect of Concrete
Element Size on the Potential
Distribution of RC Cathodic Protection
Simulation Using BEM 3D

Iqbal Tanjung, Affandi, Syifaul Huzni, and Syarizal Fonna

Abstract The boundary element method (BEM) has been widely used as a tech-
nique to evaluate the performance of cathodic protection (CP) in reinforced con-
crete (RC) structures. The concrete element size is one of the parameters that is
suspected to affect the performance of the BEM. The objective of this study is to
investigate the effect of concrete element size on the electrical potential distribution
of RC. The geometry used in this study is a concrete beam with nine reinforcing
steel that is applied with CP. The geometry was built and meshed using the
open-source software Salome mecca 8.3. Triangular elements were selected during
the meshing process and then five variations of concrete mesh size were defined for
this study. The simulation results show that the sacrificial anode is active in per-
forming protection and the reinforcing steel is in a well-protected condition for all
variations (� −850 mV vs. Cu/CuSO4). Furthermore, the electrical potential
becomes evenly distributed when the concrete element size is smaller. However, it
is still tolerable because the distribution pattern that occurs is conformable with the
characteristics of common corrosion distribution.

Keywords Corrosion � Boundary element method � Reinforced concrete �
Cathodic protection
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1 Introduction

Concrete has been used as a construction material for 3500 years. This material is
believed to have built the pyramids, the Roman Colosseum, and others. Concrete is
a composite material, namely the arrangement of cement, sand, coarse aggregate,
and water. Throughout the development of technology to increase the tension
mechanical properties and high loading capabilities, reinforcing steel (rebar) has
been selected as a reinforcement in the concrete [1].

The high alkaline nature of the concrete initially provides passive protection for
rebar against corrosion. However, environments with high humidity, high tem-
perature, intense wet conditions, and hygroscopic conditions can bring damage to
the oxide layer of the rebar surface. This is the beginning of the decline in the
alkaline condition of concrete to pH < 14 and the corrosion of reinforced concrete
(RC) could be initiated. The study stated that corrosion causes a loss of 3–4% of
GDP in a country, so corrosion is a serious problem that needs to be controlled [2].

Corroded rebar induced deterioration in the RC structure produces a new product
which has a greater volume than the original material, which makes cracks in the
concrete structure that can generate damage and thereafter lead to the failure of the
RC structure. To prevent corrosion of RC structures, generally, rebar is

Fig. 1 a SACP applications on RC. b Damaged structure by corrosion
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implemented using a corrosion protection system such as a sacrificial anode
cathodic protection (SACP). This system has been widely applied in various con-
crete structures and has succeeded in preventing corrosion of the rebar. However,
this system also has a weakness, i.e. it can only be evaluated when it has already
been implemented [3, 4]. The Examples of SACP applications on RC and dam-
aged structure by corrosion can be seen in Fig. 1.

In attempts to solve this problem, many researchers used numerical methods to
solve a corrosion-engineering problem. One of the numerical methods used in
solving corrosion-engineering problems is the boundary element method
(BEM) [5]. This method is successfully used in solving some corrosion-engineering
problems such as corrosion engineering on a pile pump and a pier structure. Thus,
the development of the effectiveness of BEM is one of the most important studies.
Development to increase the effectiveness of BEM has been conducted by Fonna
et al. They evaluated the performance of BEM by observing the influence of the
type of anode, the distance of anode to cathode, the size of the anode, and the
concrete conductivity value to the protection potential of SACP [6, 7].

Iqbal et al. also carried out similar development. They observed the effect of the
mesh ratio to the distribution of the RC potential applied with SACP [8]. However,
some parameters such as the effect of the concrete element size to the RC potential
distribution needs to be studied further. The objective of this study is to investigate
the effect of concrete element size on the potential distribution of RC simulations
applied with SACP using BEM.

2 Research Method

The Domain (Ω) in this study is a model of an RC beam that is applied electrically
with SACP. The domain is considered in a steady-state so that it has a constant
conductivity value. After it is defined, domains can be transformed into mathe-
matical models using Laplace equations as shown in Eq. 1. The relationship
between electrical potential and current density occurring in all domains is
enclosed in Eq. 2, as well as for the all boundary conditions are set in the Eqs. (3–
5).

r2/ ¼ @2/
@x2

þ @2/
@y2

þ @2/
@z2

¼ 0 ðXÞ ð1Þ

i ¼ �j
@/
@n

A=m2� � ð2Þ

i ¼ i0 ¼ 0 C1 A=m2� � ð3Þ
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/ ¼ �fc ið Þ C2 Vð Þ ð4Þ

/ ¼ �fa ið Þ C3 Vð Þ ð5Þ

where / is the electrical potential, i is the current density of the domain, j is the
conductivity of the concrete, n is the normal vector and C is the boundary condition
of the domain. By determining the boundary conditions of the domain, Eq. 1 can be
solved using a matrix equation by following the standard formula for the BEM
derivative as shown in Eq. 6. Hereafter, the potential value for the entire domain
surface can be determined [5–9]. The model of SACP for RC is shown in Fig. 2.
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3 Case Study

The test object in this study was a RC beam with 9 rebar which is applied with
SACP. The dimensions of the RC beam refer to previous research by Mahasiripan
et al. [10] where the dimensions of the concrete beam were (100 mm � 100
mm � 1000 mm). The diameter and length of the rebar were U12 mm and 80 mm
and the dimension of sacrificial anode was (U25 � 50 mm). The model and
geometry of the RC can be seen in Fig. 3a and 3b, respectively.

The rebar and the sacrificial anode used in the study were mild steel and Zn,
respectively. The distance between the anode and the reinforcing steel was 20 mm
for each variation. The geometry was built and meshed using the open-source
software Salome Mecca 8.3. During the meshing process, five variations of the

Fig. 2 The model of SACP for RC
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Fig. 3 a Modeling of RC. b Geometry of RC

Table 1 The variation of concrete element length for the study

Mesh length

Variation Anode/cathode (mm) Concrete (mm) Number of element

1 14 50 774

2 14 40 1074

3 14 30 1590

4 14 20 2538

5 14 10 6810
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length of the concrete elements were tested, and the length of the anode/cathode
elements was constant. In this study, the type of element used was a triangular
element. After the built and meshing process finished, the data was incorpo-
rated into BEM code which afterward run the code using the FORTRAN compiler.
The variation of mesh length of the concrete element and mesh length of anode/
cathode element is tabulated in Table 1.

4 Result and Discussion

The successfulness of SACP in performing protection was observed based on the
electrical potential value of the sacrificial anode and the rebar. The anode is active
for protection if its electrical potential value ranged between (−1000 mV to
−1200 mV) [1], whilst the rebar is categorized as protected from corrosion if
the electrical potential value was (� −850 mV vs. Cu/CuSO4) [11]. The simula-
tion results show the sacrificial anode has the electrical potential value in the range
of −1000 mV to −1200 mV, whilst the reinforcing steel has the electrical potential
value in the range of −900 mV to −920 mV for each variation. These indicates
that the sacrificial anode is active in performing protection and the reinforcing steel
is in a well-protected condition from corrosion. These results are consistent with the
experiments conducted by Mahasiripan [10], so BEM has been used successfully in
this study.

Hereafter, the effect of concrete element size is observed based on potential
different value and the distribution of electrical potential that occurs throughout the
concrete surface. In this study, it is assumed that the source of corrosion is only
from the Zn sacrificial anode.

Figure 4 shows the potential distribution of variation 1 and 2. By observing the
results in Fig. 4a, b shows that the distribution of electrical potential on the surface
of the concretes have a relatively similar pattern. The simulation results describe the
value of the highest electrical potential located in the area adjacent to the sacrificial
anode. This case is a common corrosion potential distribution pattern [5]. The
simulation results show the concrete surfaces have a potential value in the range of
−897.72 mV to −1081.01 mV for variation 1 and −890.70 mV to −1084.38 mV
for variation 2.

Figure 5 shows the potential distribution in variations 3, 4 and 5. The different
distribution pattern was found for each variation respectively. By observing Fig. 5a,
it shows there are points of higher electrical potential on the RC side. Furthermore,
these points are more visible in variations 4 and 5 as shown in Fig. 5b, c. These
points are the area directly adjacent to the rebar. This case indicates the potential
distribution on the concrete surface is more even, where the area adjacent to the
corrosion source has a more negative value than other areas [12]. The simulation
results show the concrete surfaces have a potential value in the range of
−893.51 mV to −1084.68 mV for variation 3, −893.52 mV to −1085.37 mV for
variation 4, and −892.66 mV to −1086.09 mV for variation 5.

194 I. Tanjung et al.



The potential difference value for each variation is shown in Fig. 6. From the
simulation result, it can be seen that the potential difference value decreases as the
element size used in the simulation gets smaller. This is consistent with the potential
distribution previously discussed. The electrical potential distributes more evenly
when the potential difference value from the simulation results is smaller [6].
However, this decreased value is not significant and can still be tolerated because
the distribution pattern that occurs conformable with the characteristics of common
corrosion distribution and also within protection criteria.

Fig. 4 Potential distribution for: a variation 1, b variation 2
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Fig. 5 Potential distribution for: a variation 3, b variation 4 and c variation 5
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5 Conclusion

In conclusion, BEM has been used successfully in this study for analysing the effect
of concrete element size on the potential distribution of RC. In this study, the
concrete elements size affects the potential distribution pattern of RC. However, this
influence is still tolerable because it is within a reasonable limit.
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Design and Calibration of Temperature
Monitoring Device for a Cold
Box with Hydrated Salts as Phase
Change Material (PCM)

Gunawati, M. N. Nasruddin, Adi Setiawan, K. Sebayang, A. Makruf,
and Zakaria

Abstract Development of Phase Change Material (PCM) for cold storage appli-
cation requires devices for monitoring the changes in temperature during the
charging and discharging processes. This device helps to understand the behaviour
of PCM during the solidifying-liquefying process and predicts how long PCM can
store the energy. The aims of this study were to design and prepare a temperature
monitoring system using DS18B20 sensors for recording and displaying the tem-
perature changes at six points within a box cooled by salt hydrate PCM. Thermistor
types were used as temperature gauges due to their lower prices and flexibility. Six
DS18B20 sensors were programmed with Arduino Uno as microcontroller. Output
temperature measurement values in degrees Celsius were stored in a computer using
PLX-DAQ software. Calibration of temperature measurement was performed by
comparing the measurement results of the DS18B20 sensor and a commercial
thermometer data logger using the Root Mean Square Error (RMSE) method.
Results show that the first DS18B20 sensor was RMSE 1.75, the second sensor was
0.98, the third sensor was 1.2, the fourth sensor was 1.21, the fifth sensor was 1.24,
and the sixth sensor was 1.7. The changes in temperature measured by the
DS18B20 sensor were successfully recorded for three days without any
interruption.
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1 Introduction

There are many thermometers in the market ranging from cheap to expensive ones,
analogue to digital ones. Yet, it depends on the needs of users to decide which one
they need. In addition to thermometers, various effective and modern tools for
measuring temperature are available, such as thermocouples, Resistance
Temperature Detectors (RTDs), and thermistors. All these three devices have their
own advantages and limitations. Thermocouple has a strong resistance to temper-
ature when measuring, medium accuracy, and is expensive while a Resistance
Temperature Detector (RTD) has a high accuracy, less resistance to low temper-
atures, and is relatively expensive. Meanwhile, a thermistor has medium resistance
and accuracy, and its price is relatively cheap [1]. Therefore, this device is more
appropriate to be used in this study.

In a recent study conducted by Gunawati et al. [2] to test the temperature
stability in a cold box made from PCM (Phase Change Material) from local
hydrated salt, a digital thermocouple was used with a manual recording process for
8 h. In another study conducted by Gunawati [3], temperature measurements were
carried out using a commercial digital thermometer (MASTECH MS6514) where
the data was automatically stored in Microsoft Excel, which can only record data
for 8 h. In both studies, temperature measurements were still carried out through the
process of recording for 4 different points, once every 5 min for 8 h. If the tem-
perature measurement is conducted for more than 8 h, it will complicate the
measurement. Hence, a device which can store the measurement results automati-
cally is desirable. In addition, a study carried out by Rozaq [4] to test the charac-
terization sensor of the waterproof DS18B20 was used to measure water
temperature. The calibration results using a thermometer show that the error rate of
using one DS18B20 sensor is less than 2%.

Based on the aforementioned explanation, a study to design a temperature
monitoring device for a PCM in a cold box was undertaken [5, 6]. The output will
be displayed and saved automatically into the computer, so there is no need to
record the measurements manually, and the measurement period can be done more
than 8 h with more than 4 observation points. Six DS18B20 sensors were used to
facilitate measurement at several points of observation as this sensor can be used to
measure temperatures from −55 to 125 °C.

The aims of this research were to design and manufacture a temperature mea-
suring device using the DS18B20 sensor as well as its display in the form of data
logger, in order to calibrate and test the ability of the temperature measuring device
in a cold box with 10% hydrated salt as the PCM. The test needs to be conducted to
find out whether the DS18B20 sensor can work effectively in hydrated salt with the
temperature ranging from −55 to 125 °C.
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2 Method

A number of materials such as cables, 56 X resistors, DS18B20 sensors, Arduino
Uno modules, which are assembled on a circuit board, were used to design the
measuring device. After finishing the design, a program with Arduino software was
compiled to display the output of the assembled tool. The output of the device is a
display of 6 temperature measurement points as shown in Fig. 1.

After the programming was complete, the calibration was carried out by com-
paring the measurement results of the temperature measuring device using sensor
with the commercial temperature device, MASTECH MS6514. Then, a test for
measuring the temperature rate in a cold box with hydrated salt of 10% water as
PCM was carried out.

3 Results and Discussion

3.1 Design and Installation of Monitoring Device

Figure 1 shows a schematic diagram of the temperature monitoring device that has
been designed. There is a cold box with six measurement points using six DS18B20
sensors as detectors for temperature values and the Arduino Uno as a microcon-
troller. The detection results are then sent to the output on the computer screen. The
resulting output is the temperature in Celsius which will be stored directly in the
computer.

The results of the design framework can be seen in Fig. 2, connected using a
PCB board and soldered so that it is not easily separated. Six DS18B20 sensors
were connected by one-wire, meaning that they can be connected at one point only;
there is no need for many cables. The red wire functions as power that is connected
to the 5 V Arduino Uno, the black one is the ground cable connected to the GND
Arduino Uno, and the yellow one is the data receiver output cable connected to

Fig. 1 Sensors measuring points and data acquisition scheme
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Arduino pin number 3. To make all the functions of the circuit work, several cables
and resistors are needed. Resistors serve as pull-ups so that the data reception
process runs smoothly while the cable serves to connect the Arduino Uno to
DS18B20 sensor and to the output.

After completing the design of the DS18B20 sensor, it was then connected to the
cold box with measurement points. There are 6 measurement points: the water
temperature, the wood temperature in the cooler, the temperature of the Styrofoam
in the cold box, the interior temperature in the cold box, the temperature in the PCM
bottle, and finally the ambient temperature. The location of the measurement points
can be seen in Fig. 1, and the cold box that has been made and connected to the
DS18B20 sensor can be seen in Fig. 2.

Arduino Uno software has a direct connection with the Arduino Uno device.
This connection can be adjusted in the devices by changing the board and processor
according to the type of Arduino used. DS18B20 sensor initially uses the
“DallasTemperatur.h” library which functions to detect the type of sensor DS18B20
and “OneWire.h” as a sensor control [7]. One DS18B20 sensor can connect to 1
cable, but this study needed 6 sensors requiring a lot of cables. Thus, the library
“OneWire.h” was used so that 6 DS18B20 sensors can be connected to one cable.

Furthermore, in the program, it was defined that the output was connected to the
Arduino Uno pin, which has 12 pins. In this study, the output was connected to the
3rd Arduino Uno pin. The number of sensors was then defined. For example, when
using 3 sensors, “temperature 1, temperature 2, and temperature 3” were measured.
For more details, the main program of the sensor can be seen in Appendix 1, which
has been successfully executed so that the sensor can read, display, and save the
results of the temperature measurement in the computer. After the main program
was finished, it was followed by setting the output in the next part of the program,
instructing the pin to display in Celsius. Measurement results can also be displayed
in Kelvin, Fahrenheit, and Réaumur. However, the program was displayed in
Celsius. Then, the program was repeated with “loop”, to enable the variation of

Fig. 2 The circuit of temperature monitoring device
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duration such as every 1 s, 10 s, 1 min, 5 min, and other variations. The complete
output setting program can be seen in Appendix 2.

3.2 Calibration

Calibration was undertaken by comparing the measurement results of DS18B20
sensor with measurements from commercial instruments (Mastech MS6514). As
shown in Figure 3 and 4, the calibration process was carried out by measuring cold
water from the refrigerator at a temperature of 6.4 °C, with 300 grams of the mass
of water. The temperature was recorded from the time it was removed from the
refrigerator until it reached equilibrium temperature [8]. Figure 5 is a graph of the
results of the cold water calibration.

Calibration was also carried out for hot water temperature, with the same mass as
cold water, which is 300 grams. The temperature was recorded from 68.1 °C until it
reached the equilibrium temperature. Figure 6 is the result of the hot water
calibration.

The temperature of the cold water and hot water was taken 60 times a minute
during the calibration process using the DS18B20 sensor. It was also carried out on
5 other DS18B20 sensors with the same method. The results on the first DS18B20

Commercial 
thermometer

Computer

Cold Box

DS18B20 Sensor Circuit

Legends:
Power (3 – 5.5) :
Output :
Ground :

Measurement point remarks:
1. Water Container
2. Wooden Case
3. Styrofoam
4. Inside Cold-box
5. Outside Box
6. PCM bottle

Fig. 3 The scheme of temperature sensors calibration
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sensor for measuring the cold and hot water were used to look for the RMSE (Root
Mean Square error) value. The value of sensor 1 can be calculated using the
equation below:

RMSE :

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 XW � XTð Þ2
n

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

184:82
60

r

¼
ffiffiffiffiffiffiffiffiffi

3:08
p

¼ 1:75

Table 1 shows the RMSE value of 6 DS18B20 sensors. To obtain more accurate
measurement results, the RMSE value was used to find errors in the sensor results
so that they could be fixed. From this table, it can be seen that the RMSE value was
below 2% and this is in accordance with previous research [4].

The RMSE value obtained was re-measured to find the difference in the results
before and after the calibration. The measurement results after being calibrated are
closer to those measured with commercial device which means the error from the
sensor is reduced. The value of the calibrated measurement results can be seen in
Figs. 7 and 8.

Fig. 4 Callibration set-up

Table 1 RMSE values of
DS18B20 sensors

Sensor Minimum
difference

Maximum
difference

RMSE

1 0.01 3.32 1.75

2 0.22 2.35 0.98

3 0.07 2.30 1.2

4 0.26 2.36 1.21

5 0.26 2.75 1.24

6 0.34 3.24 1.7
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3.3 PCM Temperature Profiles

PCM testing in the form of a 10% hydrated salt in water using a cold box was
carried out for approximately 3 days. Figure 9 shows the temperature profile
observed using a calibrated design monitoring device. This graph demonstrates the
device’s ability to record data up to almost two days of observation simultaneously
through six sensors. From the results which can be seen in the graph, it can be said
that the purpose of this study was fulfilled, meaning that the manual recording
process and time constraints could be replaced by a more efficient and more
accurate recording system [2, 3]. Figure 9 shows the temperature changes at six
measurement points with the main focus of temperature changes in the PCM bottle
(T6) as a medium that releases energy. As a medium for receiving energy, water
was filled into a cup in the box (T1). This graph depicts the process of releasing

35

40

45

50

55

60

65

0 5 10 15 20 25 30 35

Te
m

pe
ra

tu
re

 ( ̊
C

)

Time (t)

DS18B20

COMMERCIAL TOOLS
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energy from the PCM which can be seen from the temperature increase since the
beginning of the test (−10 °C). Meanwhile, the temperature of the water in the cup
continued to decline, as evidence of energy absorption, from 22 to around 6 °C in
the first 5 h. After five hours of experiment, there was temperature equilibrium
between the PCM and the cooled medium. Furthermore, the temperature increased
slowly after 12 h of testing until it reached the final temperature of around 25 °C.
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Fig. 7 Calibration curve for cooling process

Commercial 
thermometer

Computer

Cold Box

DS18B20 Sensor Circuit

Legends:
Power (3 – 5.5) :
Output :
Ground :

Measurement point remarks:
1. Water Container
2. Wooden Case
3. Styrofoam
4. Inside Cold-box
5. Outside Box
6. PCM bottle

Fig. 8 Calibration curve for heating process
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4 Conclusion

This study has succeeded in compiling the design of a temperature measuring
device using DS18B20 sensor which is capable of recording and storing mea-
surement result data automatically (data logger). The calibration result of the first
DS18B20 sensor was 1.75, the second sensor was 0.98, the third sensor was 1.2, the
fourth sensor was 1.21, the fifth sensor was 1.24, and the sixth sensor was 1.7.
A temperature measuring device using DS18B20 sensor is capable of testing the
temperature of the interior of 10% salt concentration for two days. Further research
on calibration can be conducted by looking at the digital output (binary) of
DS18B20 sensors and also looking at the accuracy, sensitivity, precision, and
linearity to obtain more accurate results.
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Kuala under Lektor Research scheme 2020.
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Appendix 1: The Main Program of the PCM Temperature
Monitoring Device
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Appendix 2: The Output Setting Program
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Stress Analysis of the LN2 Storage
Container on Head and Nozzles Using
Finite Element Method

Asbar, Amir Zaki Mubarak, Muhardian Supanji, Irwansyah,
and Irwansyah

Abstract Liquid nitrogen (LN2) container is a common pressure vessel used for
storage in the fertilization industry. Due to it works at a design temperature
of –196 °C and design pressure 1.02 MPa, the fluids may be evaporated if there is a
leak in the pressure vessel. Mostly of vessel leaks are caused by stress either
internal or external pressure. Leaks may occur by the significant stress concentra-
tion, particularly at vessel head nozzles. The objective of this study to analyze the
maximum stress of LN2 storage tank head using finite element analysis. The LN2
container material is Stainless Steel 304 with yield strength 205 MPa. The initial
stress simulation results carried out from three different locations of stress con-
centration at the head. Then the result was compared with analytical calculations.
The result of stress analysis presents the maximum stress in the LN2 storage tank is
279.8 MPa. The result is not allowable due to it exceeds yield strength (ry)
205 MPa. Hence, the reinforcement strip in the nozzle model was applied. The
maximum stress of LN2 container redesign presents 162.2 MPa. The results show
that maximum stress concentration was in a safe condition.

1 Introduction

The liquid nitrogen (LN2) storage tank is a common pressure vessel found to store
or transmit the fluids at different temperatures and pressure from ambient in the
fertilizer plant. Pressure vessels are defined as containers for the containment of
pressure, either internal or external. This pressure may be obtained from an external
source, or by the application of heat from a direct or indirect source, or any
combination sources [1]. The LN2 storage container was fabricated by complex
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geometric structures which is lead to some drawbacks [2–4]. Due to it works at a
design temperature of −196 °C and design pressure 1.02 MPa, the fluids may be
evaporated if there is a leak in the pressure vessel. Mostly of vessel leaks due to
stress caused by either internal or external pressure. Despite the wall thickness,
other factors like the effect of supports, types of end covers used for closing the
vessel, nozzles, thickness variation, and external attachments like piping system
caused uneven stress distribution in the pressure vessel. ASME Boiler and Pressure
Vessel provide a large factor of safety at the geometrical discontinuity areas [5, 6].
Hechmer and Hollinger have studied stress behavior at the nozzle vessel intersected
region and recommend to use the 3-D finite element models for studying the stress
behavior of a nozzle-to-cylinder intersection structure [7, 8]. The stress distribution
in a horizontal pressure vessel using finite element analysis has been studied [9].
The stress concentration usually among of the connection between the vessel and
the piping system. Therefore, in this study, the maximum stress in the LN2 pressure
vessel, at the head and nozzles were calculated and analyzed to get the safety design
of the container.

2 Methods

In this study, the LN2 storage container fabricated by Toyo Engineering
Corporation was used as a pressure vessel model, with vertical type and located
outdoor. This type of pressure vessel consists of a shell, head, nozzle, support, and
other components. Vessel head type is ellipsoidal with five (5) nozzles on the upper
head and four (4) nozzles on the bottom head. The LN2 storage container speci-
fication is presented in Table 1 and the material properties are shown in Table 2.
Then calculation refers to the ASME (American Society of Mechanical Engineers)
Sect. VIII Div 1.

Analytical calculation of pressure vessel based on internal pressure calculation
refer to ASME Section VIII Division 1. Shell with cylindrical type and a thin wall was
calculated and analyzed. The thickness of the shell calculated using Eqs. 1 and 2.

Table 1 LN2 storage tank Properties

Fluid Nitrogen cair

Location Outdoor

Capacity 50 m3

Operation pressure (Po) 0.88 MPa

Design pressure (Pd) 1.02 MPa

Operation temperature (To) −171 °C

Design temperature (Td) −196 °C

Corrosion factor (CA) 3

Welding efficiency (E) 0.85

Support type Legs support
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t ¼ PRi

2SE � 0:4P
ð1Þ

t ¼ PRi

SE � 0:6P
ð2Þ

Stress on pressure vessel act by pressure in a longitudinal direction (longitudinal
stress) and circular (circumferential stress). Longitudinal stress on the shell was
calculated using Eq. 3 and circumferential stress calculated using Eq. 4.

rx ¼ PðRi � 0:4tÞ
2Et

ð3Þ

r/ ¼ PðRi þ 0:6tÞ
Et

ð4Þ

According to ASME Section VIII, to calculate maximum stress on the ellipsoidal
head could be addressed on three points around the head. On the point x calculated
using Eq. 5, at the center of the head using Eq. 6, and at the tangent line using
Eq. 7. While equivalent stress which is the combination of longitudinal and cir-
cumferential stress was calculated using the distortion energy method or known
well called Von Mises. Equivalent stress calculated using Eq. 8.

rx ¼ PRL

2t
; dan r/ ¼ PRt

t
1� RL

2Rm

� �
ð5Þ

rx ¼ PR2

2th
; dan r/ ¼ rx ð6Þ

rx ¼ PR
2t

; dan r/ ¼ PR
t

1� R2

2h2

� �
ð7Þ

r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2x þ r2/ � rxr/

q
ð8Þ

LN2 Storage container model designed using Autodesk Inventor Professional
2020 software and analyzed using PC Desk computer Intel (R) Core i7, RAM
16 GB, as shown in Fig. 1.

Table 2 Material properties
of Stainless Steel type SA 240
Gr. 304 [10]

Property

Young’s modulus 203,000 MPa

Mass density 8000 kg/m3

Yield strength 205 MPa

Tensile strength 515 MPa
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3 Discussion

Stress analysis using an analytical approach was calculated to refer to ASME
Section VIII. It employs to validate the result of pressure vessel model calculation,
as shown in Fig. 2. Both approaches, computer simulation, and analytical calcu-
lation, even though shown differentiate results but it is not significant. It means that
the developed model is acceptable for further analysis and calculation.

Then the maximum stress that occurred on the entire surface of the LN2 storage
container was evaluated by simulating the model with software Autodesk Inventor
Professional 2020. The result showed that stress distribution is concentrated on the
bottom head of the vessel, as presented in Fig. 3. It indicates a nozzle presented a
higher stress concentration 279.8 Mpa, see in Fig. 3a. This result is not acceptable

Fig. 1 LN2 Storage container, a pressure vessel, b 3D model, c mesh model

Calculated 
position at 
container head

Von Mises
Simulation Analytic

1 79 Mpa 84,2 Mpa

2 100,1 Mpa 98,3 Mpa

3 59,4 Mpa 58,2 Mpa

(a)
(b)

Fig. 2 Maximum stress concentration on vessel head, a comparison results, b simulation
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due to higher than allowable stress 205 MPa, whereas (rmax � ry). For solution,
the modified pressure vessel at initial design steps was conducted by adding extra
reinforced strip around the nozzles, namely known as reinforcement factor (Rf), as
presented in Fig. 3b, c.

After redesign by adding the reinforcement on the nozzle, the pressure vessel
was restimulated to find the maximum stress concentration. It found that the
redesigned model was given the maximum stress 162.2 MPa which is below the
allowable stress 205 MPa (rmax � ry). It means that the redesign LN2 storage
container is acceptable, as presented in Fig. 4.

4 Conclusion

3D model of LN2 storage container was successfully generated and simulated. The
equivalent stress of model simulation results was compared with the analytical
approach which is not significantly different. The maximum stress at the nozzle
bottom head 279.8 MPa, shows that the pressure vessel unsafe due to the results
higher than yield strength material. Reinforcement (Rf) was employed as the extra
at the nozzle. The result significantly improves 162.2 MPa, lower than yield
strength 205 MPa (rMAX � ry). It can be concluded that the LN2 storage con-
tainer design is safe.

Fig. 3 Stress distribution on the LN2 storage, a the container, b head bottom, c nozzles
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Using QFD and FMEA to Improve
Maintenance Effectiveness
in a Petroleum Refinery

Fauzan Rahman, Mohamad Sazali Said, Azmi Hassan,
Mohd Shahrizan Yusoff, and Surya Atmadyaya

Abstract A case study is reported which Improve the maintenance effectiveness by
combines Quality Function Deployment (QFD) and Failure Mode and Effects
Analysis (FMEA), QFD was used to identify the critical technical attributes which
affect the customer satisfaction the most. FMEA was adopted to identify potential
failure models and causes of critical manufacturing processes. Customer require-
ments (CRs) were obtained through Internal MMIP team. Analytic Hierarchy
Process (AHP) selections was used to sort the importance of CRs and then com-
pared to the technical attributes (TAs) in the House of Quality (HoQ). FMEA were
used to analyse the Maintenance activity which resulted the relative solutions from
High Risk Priority Number (RPN) indices failure models. By the integration of
FMEA into QFD, a new maintenance management model developed and imple-
mented, has increase by 116% Mean Time Between Maintenance and Decrease by
41% Number of Breakdown Maintenance Intervention, 47.6% Mean Time To
Repair and 82% of maintenance cost or Rp. 5,754,791,630.00 lower compare to the
same period in the previous year maintenance cost.

1 Introduction

Global demands over high-quality products in the manufacturing sector continue to
increase. However, the future of competitiveness for any manufacturing companies
are become more challenging due to the equipment’s aging, equipment’s addition
and modification, upgrading technology, or expansion production unit are
mandatory to be maintain to reduce downtimes, stoppages, breakdowns, and fail-
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ures to increase the reliability of a production system. The scheduling of mainte-
nance activities may improve its productivity, efficiency, and quality [10].
Maintenance productivity aims to get the reduction of the maintenance cost by
maximizing the maintenance performance [1].

In the Petroleum refinery, where this research implemented the 2018–2019
maintenance activity at the selected Critical equipment Hydroskimming Plant
resume, show that there is 59 times cumulative maintenance breakdown during
May 2018–June 2019 period, and then MTBM and MTTR analysis, the average
duration in which at least one maintenance breakdown will be required in this
system is 52 Days with the average repair duration is 21 days, and as the impact of
those activity cost Rp. 7,014,206,497. The product quality strongly related to the
maintenance quality which it also has a direct contribute to the cost reduction. The
measurement of asset maintenance performance and its continuous control and
evaluation is becoming critical through the outsourcing, separation of asset owners
and asset managers, and complex accountability for the asset management [5].
However, the latest methodology for designing maintenance systems, i.e., no fully
structured approach leading to an optimal maintenance system organizational
structure with a defined hierarchy of authority and span of control; defined main-
tenance procedures and policies, etc. and currently still there is no method or model
that universally accepted. Even if there are similar product organizations, but if the
technology advancement and production size is different [5]. For this reason,
maintenance systems are designed using experience and judgment supported by a
number of formal decision tools and techniques [5] and the developed Maintenance
models are typically valid solely for a specific industry. Analysis and implemen-
tation effort through a wider scope which considers other aspects within the man-
ufacturing system should be carried out. This means is very potential to provide a
more realistic picture of the Maintenance Effectiveness Implementation prospect in
the manufacturing industries. Therefore, it is urgent to produce a creative solution to
increase the maintenance effectiveness to achieve the reliability improvement. This
study will focus on the problems that occurring the maintenance management
which are coped by the QFD and FMEA combination.

2 Literature Review

Consumer requirements into an appropriate company requirements at each stage
from research and product development is critical and QFD has the ability to
translated it [4]. QFD helps designers to reveal the voice of customers (VOC), or
customer requirements, to determine which engineering elements or product
specifications are the most crucial. This prioritization helps designers to know
which part of the product or process is the most beneficial to focus on during
design, resulting a better acceptance [11]. So it can give a benefit for a new product
development or current products improvement [2].
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To identify potential failures of a product or service and then to determine the
frequency and impact of the failure by using disciplined approach with FMEA.
FMEA is an important method for preventive quality and reliability assurance. It
involves investigation and assessment of all causes and effects of all possible failure
modes of a product, from the earliest development phase [14]. For present study the
equipment failure mode during normal operation and regular maintenance activity
was analyse using FMEA. There are three indices that help to define the priority of
failures: occurrence (O), severity (S) and detection difficulty (D). Occurrence is the
frequency of the failure. Severity is the seriousness of the failure. Detection diffi-
culty is the hardness to detect the failure before it reaches the customer. Risk
Priority Number (RPN) is used to evaluate the risk level of a product’s failure
mode, and is determined by multiplication of the three failure mode indices:

RPN ¼ O � S � D ð1Þ

QFD and FMEA are from different perspectives but tackling the same issue of
customer satisfaction. Tanik [13] presented an integrated application of
FMEA-QFD on a food package industry. FMEA analysis was helped the sales team
for channeling these efforts in a better direction. The author also indicated that with
the help of FMEA customer satisfaction is guaranteed by eliminating potential
errors through the order handling process. Ginn introduced two schools of thought
from Ford Motor Company with regards to the effective deployment of QFD and
FMEA together in 1996. The first approach is applying QFD Phase 1 or Phase 2
followed by a full FMEA process. The second approach is arguably the ideal
long-term solution, applying four-phase QFD with full support of an FMEA pro-
cess. Based on the two thoughts, Ginn et al. [7] proposed a new model to push
FMEA upstream and QFD downstream along the product development circle [7].
Programming model with a fuzzy linear to consider quality elements and parts/
components risk analysis during the stage of new product development were
developed by Chen and Ko [6]. Almannai [3] developed a joint QFD and FMEA
model to choose the best alternative. Both QFD and FMEA were used to support
the manufacturing decision-making process. This model combines two quality tools
in a systematic way and forms a good decision tool because QFD has the ability to
identify the most fit alternatives and FMEA has the ability to identify the associated
risks with that alternative in design and implementation phases. For present study,
QFD-FMEA a combined methodology was conducted to increase the maintenance
effectiveness, first of all by introduce the critical of technical attributes using QFD
while FMEA was used to reveal the critical failure modes during maintenance
activity which has high level of RPN indices. Finally as the result of the analysis
from QFD-FMEA combination, the Solutions and suggestions were delivered to
improve current performance. The study plan and steps as shown in Fig. 1.
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3 Methodologies

3.1 The Application of QFD

3.1.1 Customer Requirements (CRs) Collections

CRs were collected through Workshop Internal Maintenance Group Division
(MMIP Team) as shown in Table 1.

Fig. 1 Study plan

Table 1 Customer requirements arrangement for the effective maintenance management

1st level 2nd level 3rd level

Effective
maintenance

High maintenance productivity Zero accident, high skilled
people

Good maintenance organization Proven maintenance practice

Easy maintenance control Comply to procedure, well
documented

Accurate maintenance planning Comply to scope of work, value
added

Accurate maintenance scheduling Comply to work duration

High availability of material and
spare part

Minimum rework
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3.1.2 Prioritization of Customer Requirements

AHP matrix was generalized based on the questionnaire data in Table 2.
Importance rating for each customer requirement was calculated and listed in the
last column of the AHP matrix. Satty [12] proposed a consistency index

CI ¼ ðkmax�nÞ
ðn�1Þ , the CRs for maintenance effectiveness was adopted to prioritize AHP

with a 9-scale. Three main operations consisted under AHP: construction of hier-
archy, analysis from priority and verifications consistency [8] as shown in Table 1.
This hierarchy, can be obtained through applying Affinity Diagram. Then
AHP-based questionnaire for the selected different CRs was designed to collect
customers’ preferences. For more information on AHP-based questionnaire please
refer to Kahraman et al. [9] (Fig. 2).

The dimension of the matrix are n and kmax and the maximal eigenvalue,
respectively. When the consistent ratio is less than 0.1 the matrix is consistent [1].
Consistent ratio is the ratio of CI and RI, and which CI and RI are the consistency
index and the random index, respectively.

3.1.3 Quality Planning Assessment

This team consisting of members from maintenance senior supervisors, mainte-
nance area section heads, maintenance execution manager and human resource
manager was established. Current and targeted level from companies related the
maintenance effectiveness also decided to compared and analysed. Each customer
requirement and the target level was set by the team, as value in Table 3. Target
level/Current level resulted the Improvement ratio. Absolute importance value was
taken from Importance rating � Improvement ratio. The percentage of the absolute
importance value in the sum of total absolute importance values is Relative
importance. The voice of customer give thought from the relative importance value.

3.1.4 Relationship Matrix CRs-TAs

Refer to the collected CRs and The internal target, 9 Zero Accident, High skilled
people, Proven maintenance practice, Comply to procedure, Well documented,
Comply to scope of work, Value added, Comply to work duration and Minimum
rework. For CRs and TAs the Relationship matrix set up numerical values are 1, 3
and 5 as data shown in Table 4. To show the relationships strength (weak, moderate
or strong), respectively. And no relationship indicate by the Blank cells.
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Fig. 2 AHP questionaire

Table 3 Quality planning table

CR’s Importance
rating

Current
level

Target
level

Improvement
ratio

Absolute
importance

Relative
importance

Maintenance
productivity

0.4 4.0 5.0 1.3 0.5 0.4

Maintenance
organization

0.1 4.0 4.0 1.0 0.1 0.0

Maintenance
control

0.1 3.0 4.0 1.3 0.2 0.1

Maintenance
planning

0.2 3.0 5.0 1.7 0.3 0.3

Maintenance
scheduling

0.1 3.0 5.0 1.7 0.2 0.2

Material and
spare part
management

0.0 4.0 4.0 1.0 0.0 0.0
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3.1.5 Quality Designing

Technical attributes calculated to obtain the importance rating by the following
equation:

Tj ¼
Xn

i¼1

RWiRij 1� i� n; 1� j�mð Þ

n for CRs and m for technical attributes, ith row of customer requirement, the jth
column of technical attribute where i, j, Tj, RWi, Rij, importance rating for the jth
column of technical attribute, relative weight for the ith row of customer
requirement.

Relationship strength of the ith row of customer requirement and the jth column
of technical attribute [14]. Refer to the technical decision of Current operation level,
target level and importance rating for every technical attribute, the target level of the
matched technical attribute was determined. And then, critical technical attributes is
the technical attribute with a high ranked, technical attributes which in range of
category Need improvement their background would have colored in grey
(Table 5).

3.1.6 House of Quality

The House of quality for the maintenance management as shown in Table 6. Based
on the first phase of QFD analysis, key technical attributes, such as Zero Accident,
High Skill People, Comply to Procedure, scope of Work, Work Duration and
Minimum Rework were selected to be focused issue. Which has major impacts to
the customer satisfaction of Maintenance Management.

3.2 FMEA Application

After result in QFD was obtained as the issue that need improvement, and then the
main failure mode from the Maintenance Activity in Maintenance Management
were predict by calculated the possibility of the incident and accident using FMEA.
Maintenance management include Plant Reliability, Equipment Strategy,
Redundant/Spare Equipment readiness, Energy consumption, Planned–Unplanned
Maintenance Order and Rework Maintenance, etc. Then investigated the failure
causes, severity, frequency of occurrence and assessed the difficulty of detection.
with relatively high RPN indices several Failure modes were marked in grey, as
shown in Table 7. In this case items with RPN index above 100 are taken as the
focused item. As the result, in term to eliminate the possible failure modes or at
least decrease its frequency of occurrence, recommendation for improvement action
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are suggested. Such as, the cause of Unplanned Maintenance Order is High is Lack
of Preventive Maintenance Compliance and Lack of Operator Awareness.
Suggestion were provided, such as standardized PM task list and improve the task
list and the schedule accuracy so it will guide the technician activity and the
operator schedule.

4 Discussion

By using QFD-FMEA analysis, the solution for improvement offered from tech-
nical attributes for maintenance activity, respectively.

Table 7 The maintenance activity failure mode and effect analysis

No Ops. failure Failure mode Sev Failure cause O D RPN
index

1 Production
capacity

Lack of plant
reliability

7 Inappropriate
processes

3 4 84

Lack of maintenance
quality

4 3 84

Uncomplete
maintenance service
(material/spare part is
not ready)

4 2 56

2 Maintenance
strategy

Insufficient
equipment
strategy

7 Lack of capability 5 4 140

Unclear role and
responsibility

5 5 175

3 Critical
equipment

Lack of
redundant/
spare eqp
readiness

7 Lack of maintenance
quality

6 5 210

Uncomplete
maintenance service
(material/spare part is
not ready)

3 4 84

4 Energy
consumption

Highly use
and or
release
energy

5 Inappropriate
processes

4 4 80

Inadequate design 5 3 75

5 Maintenance
activity

Unplanned
maintenance
order is high

6 Lack of PM
compliance

8 6 288

Lack of operator
awareness

6 5 180

Rework
maintenance

5 Low quality of
material

5 3 75

Lack of workmanship
internal/external

6 5 150
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4.1 Solutions for Technical Attribute Improvement

As listed in Table 6 several technical attribute were identified for improvement,
such as Zero accident, high skill people, comply to procedure, comply to scope of
work, comply to work duration and minimum rework. Solutions were given
accordingly as shown in Fig. 3. The role of new maintenance management activity
design as shown in Fig. 3. Therefore, The maintenance role clearer and more
manageable.

To optimize the targets “Zero accident, High skill people & Minimum rework”
the activity is Work progression sharing, knowledge sharing, learning from events,
success story, and the task list which specifically design for each selected equip-
ment is also expected as guide for junior technicians and minimize human error
(30 m Meeting, Visual PM Program). And for “Comply to Procedure, Comply to
Scope of Work & Comply to Work Duration” the activity is Basic equipment care
by Plant Patrol, using critical equipment sharing dashboard, maintenance perfor-
mance measurement and implementing engineering standard (Basic Equipment
Care, Equipment Status Dashboard, Maint. Analysis Report, Workshop Mgmt).

Based on the discussion above, the maintenance management improvement
program as proposed are summarized in Table 8.

Fig. 3 Improvement of maintenance activity
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4.2 Solutions for Maintenance Effectiveness Improvement

Based on the Maintenance effectiveness analysis, as shown in Table 8 several items
with high RPN indices were identified through FMEA application.
Recommendation are given as shown in Table 9. The qualification ratio of main-
tenance effectiveness was increase and equipment reliability improve accordingly.

This case study was carried out in 2018 until 2020, in May 2018 to June 2019
February were compared with those in July 2019 to August 2020 in Table 10.

Several key items were exposed as the result of QFD-FMEA Analysis, such as
Unplanned Maintenance order is High and Lack of PM Compliance, which highly
impacted to customer complaints including maintainability as well as the

Table 8 Improved results of technical attributes

Critical
problems

Proposed solution Effects

• Maintenance
productivity

Activate a standard plant patrol Increase maintenance
productivity, early detection of
unplanned repair

• Maintenance
control

Top down cascade communication,
standardize visual information board,
standardize technical routine meeting
and monthly report

Build togetherness, faster
decision making, encourage
frontline and raise up the
technician and the operator
awareness

• Maintenance
planning and
scheduling

Develop an accurate maintenance
activity schedule at the critical
equipments with a clear and fit
maintenance task lists

Improve maintenance
effectiveness, develop a better
working culture, increase
prevention rather than detection
of any maintenance problem, a
standard guidelines will make
easier for junior technician to
execute the maintenance activity

Table 9 Improvement strategy of maintenance management

Critical problems Proposed solutions

Inappropriate maintenance strategy Introduce a new maintenance management under
maintenance execution

Unclear role and responsibility Implement a new maintenance management model, with
a detail and clear target and scope of work

Lack of PM compliance Standardize PM task list schedule and evaluate the
realization

Lack of maintenance quality in
terms of critical equipments

Improve the accuracy PM

Lack of frontline awareness and
workmanship

Encourage frontline, build togetherness by top down
cascade communication
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maintenance quality. Activate a standard Plant Patrol and Develop an Accurate
Maintenance Activity Schedule at the Critical Equipment with a clear and fit
maintenance task lists are proposed as the Improvement strategies. To ensure the
study can capture a wider range of the customer satisfaction by using QFD and
FMEA to explore problems from several point of views.

5 Conclusions

The QFD-FMEA combination, used as the methodology to answer the lack of
maintenance management and to improve the maintenance effectiveness. QFD
identify technical attributes, such as Zero Accident, High Skill People, Comply to
Procedure, scope of Work, Work Duration and Minimum Rework were appears as
critical issue which has highly impact to the costumer satisfaction. At the same
time, FMEA analyze possible failure modes from the maintenance activity from the
technical point of view. Recommended action were delivered accordingly.
Significant result of maintenance effectiveness improvements achieved by using
this method. the new maintenance management model has successfully developed
and implemented, has increase by 116% Mean Time Between Maintenance and
Decrease by 41% Number of Breakdown Maintenance Intervention, 47.6% Mean
Time To Repair and 82% of maintenance cost or Rp. 5,754,791,630.00 lower
compare to the previous year maintenance cost. but this method is required a big
effort at the beginning, such as organized an event that can gather all senior
supervisors and maintenance area section head to collect all common symptoms

Table 10 Comparison chart of maintenance performance

No Parameters May 2018–June
2019

July 2019–August
2020

Value (%) Desc.

1 Total
maintenance
intervention
(events)

59 times 35 times # 41.0 The total
maintenance
intervention
is reduced
significantly

2 Mean time
between
maintenance
(MTBM)

24 days 52 days " 116 MTBM
increased
drastically

3 Mean time to
repair
(MTTR)

21 days 11 days # 47.6 MTTR
decreased
significantly

4 Maintenance
cost

Rp. 7,014,206,497 Rp. 1,259,414,867 # 82 Maintenance
cost
decreased
significantly
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under their area and then set the CR’s. This hybrid QFD-FMEA worked effectively
for improving the maintenance effectiveness.
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Maintenance Strategy for Engine Oil
100-Ton Truck Using Taguchi Method
at Coal Mining Company

Surya Atmadyaya, Mohamad Sazali Said, Azmi Hassan,
Fauzan Rahman, and Iwan Susanto

Abstract The purpose of this thesis is to provide the best fit maintenance man-
agement alternative to assets owned by the company from the point of view of
operational readiness. The nature of this topic is to determine the use of the ref-
erence maintenance management model, with several parameter adjustments for the
implementation area at the plant and other critical operational assets. This research
aims to the research is to analyze effectiveness engine oil drain interval and
replacing engine oil filter to reduce contaminant on engine oil to meet acceptable
level parameters as equipment manufacturing recommendation to meet target
replacement 500 h using Taguchi Method. Based on the results of the analysis
conducted, conclusions can be drawn (1) Oil formula factor and filter replacement
have been proven to have a significant effect on all elements of the oil condition,
wear metal, and additive response variables. The contribution of the oil formula
factor in influencing the response was 33.33% and the contribution of the filter
replacement factor in influencing the response was 66.66%. (2) The combination of
factor levels that provide the most optimum results is an oil with a new formula and
filter replacement is performed at 250 h. The alternative conditions that might be
applicable in addition to the optimum conditions, namely oil with a new formula,
but no filter replacement was performed at 250 h. (3) The average value of each
element at the optimum conditions and alternative conditions compared with the
applicable limit or standard, where the results can be concluded as (a) Optimum
conditions: In the oil condition response variable, TBN falls into the caution cat-
egory at 250 and 500 h, while OXI is normal. In the wear metal response variable
Al, Cr, Fe, Pb, Cu, Sn are normal at the 250th and 500th hours. While the additive
response variables, Zn, Pb, Mo are trending down but 2 other elements namely Mg
and Ca have increased. (b) Alternative conditions: In the oil condition response

S. Atmadyaya (&) � M. S. Said � F. Rahman � I. Susanto
Manufacturing Section, Malaysian Spanish Institute, Universiti Kuala Lumpur,
Kulim Hi-Tech Park, 09000 Kulim, Kedah, Malaysia
e-mail: atmadyaya.surya@s.unikl.edu.my

A. Hassan
Electrical, Electronics and Automation Section, Malaysian Spanish Institute,
Universiti Kuala Lumpur, Kulim Hi-Tech Park, 09000 Kulim, Kedah, Malaysia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Akhyar (ed.), Proceedings of the 2nd International Conference on Experimental
and Computational Mechanics in Engineering, Lecture Notes in Mechanical
Engineering, https://doi.org/10.1007/978-981-16-0736-3_23

233

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0736-3_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0736-3_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0736-3_23&amp;domain=pdf
mailto:atmadyaya.surya@s.unikl.edu.my
https://doi.org/10.1007/978-981-16-0736-3_23


variable, TBN falls into the caution category at the 250 and 500 h, while OXI is
normal. In the wear metal response variable Al, Cr, Fe, Pb, Sn are normal at 250
and 500 h, but Cu is only normal at 250 h while at 500 h’ critical category. While
the additive response variable, P and B are trending down but 4 other elements
namely Zn, Mg, Ca and Mo have increased.

1 Introduction

Effective integration of the maintenance function with the engineering functions
and other production functions in the organization can help save large amounts of
time, money, and other resources in managing needs, availability, maintenance, and
performance problems. Maintenance is an important cost factor in the oil and gas
industry, so research and development is an important area to focus on [4]. In order
to reduce the risk and the consequences of unexpected shutdowns and enterprises in
digital production, support must play a key role [11]. Industrial maintenance is
recognized as a function that has a significant impact on the overall results of
industrial companies and whose efficiency usually has great potential for
improvement [10].

The responsibility of this unit ensures that material and spare parts are available
in the right quality and quantity at the right time at minimal cost. In large or
medium-sized organizations, this unit can be independent from the maintenance
organization [1]. This proposal will make it possible to reduce not only the material
losses of a single company, but also avoid a significant proportion of all the material
losses that occur in transformation processes throughout a supply chain [3].
Maintenance research has been conducted to demonstrate better performance, cost
reduction, and/or increased profitability, and to demonstrate profitability from
maintenance based on circumstances [11].

Manufacturers look for opportunities to provide maintenance services in the
service phase of the product life cycle to generate additional revenue and profit.
Customers and end users expect to pay for product usage rather than full ownership
[17]. The most important factor that can reduce engine performance and life is
related to the friction and wear that is controlled by the engine oil system, moni-
toring the condition of the engine oil is getting more and more attention.
Lubrication is a basic task in condition-based treatment. Lubricant analysis is useful
for all critical equipment [15].

In order to implement the operating parameters and to achieve the best results, the
Taguchi method is well known. It is a statistical and mathematical collection method
for optimal system performance. To solve various kinds of industrial problems, this
method is often used. One of the main benefits of using this method is a reduction in
cost and time compared to a complete factorial design experiment [8].
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2 Literature Review

The main purpose of care is to maintain the equipment, respond to its needs and get
it running. However, in a business context, protection is not the goal [16]. Two key
elements of a strategic maintenance management approach: “(1) maintenance
management is a fundamental business activity that is essential to business conti-
nuity and success, and as such must be managed strategically. (2) Effective
maintenance management must be based on a quantitative business model that
integrates maintenance with other solutions such as production, etc.” [7].
Operational level. Implementation at policy level transforms business priorities into
a priority. Production equipment is used without a planned maintenance method
[12]. Systematic maintenance replaces parts frequently to avoid stopping unex-
pected equipment, but increases the time associated with the cost of an inoperative
and maintenance machine [9].

Gackowiec outlined three care strategies. Basically, the phases based on time
intervals include pre-planned maintenance or fixed/planned timing adjustment,
where the actions are predetermined [6]. Analyzing the components of the equip-
ment provides a maintenance program for the machines. The second point is, in the
said paper there is a precautionary measure or condition. In these cases, predicting
reliance on a set of data and measurements to control the machines, to detect
abnormal conditions and to avoid failures. Thirdly, the authors propose a correction
or correction for failure. In general, these policies have steps and actions, which
take place after the damage has occurred.

Considering the theories of TPM Production Product, two phases of compre-
hensive maintenance strategies: practical and also known as remedial remediation
and applicable [18]. Practical approaches are aimed at repairs after a breakdown,
while pre-designed tasks are intended to avoid these repairs and errors. A general
classification of technical care policies such as breakdown or repair or running to
ineffective maintenance, preventive maintenance, planned repairs, effective main-
tenance, conditional maintenance, planning maintenance [19].

Improved step-by-step analysis of the effective reduction of water thickness at
each stage is achieved with the Taguchi method. In Taguchi’s case, we think we’re
designing an engineering system—either a machine that does a specific job or a
machine that produces. We use basic knowledge about the system and process
phases for practical tests. We can skip all the extra efforts that would have gone into
researching collaborations. With this, we can reduce the number of points. Taguchi
divides data into two categories: regulatory causes, under our control and noise
factors, which are not under our control, except during laboratory experiments [2].

Taguchi products can be found or scanned up. Small parts can be pulled by
hand; large groups can come from dedicated algorithms. In general, arrays can be
found online. The arrays are determined by the number of parameters (variety) and
the number of positions (mean). This is also explained later in this article.
Analysing the differences between the data collected from the Taguchi experimental
design can be used to select new parameter values to improve performance

Maintenance Strategy for Engine Oil 100-Ton … 235



characteristics. Data from arrays can be evaluated by drawing data and performing a
visual inspection, ANOVA, bin products and Fisher’s accurate test, or Chi-squared
test to assess significance [5].

Numerous studies have used Taguchi’s method to improve surface quality (such
as sharpness) for polishing process. Typically, the automatic polishing process
consists of a number of steps that use different components such as the size of the
coarse grain, the polishing processors, the supply chain, the polishing force and so
on. ling. Tsai and Huang developed a self-organizing step-by-step design system
that is compatible with the tool for selecting the best brightness levels for different
lighting stages [13]. Another limiting factor is that Taguchi’s methods do not work,
so they do not fit into a dynamic process that changes as a simulation study. In
addition, since Taguchi’s methods work on quality design as opposed to fixing it for
low quality, it is best used in the early stages of development process. After the
various types of design have been mentioned, the implementation of the test plan
may be cheaper [5] (Fig. 1).

3 Methodologies

3.1 Data Collection Method

The data of this research focuses on data taken from the results of the scheduling of
engine lubricant oil inspection in the maintenance of mining equipment at a coal
mine. The number of samples is 4300 samples from 171 units of 100T Haul Dump
trucks, oil life of 250–500 h of operation from 100-ton truck engine.

3.2 Data Analysis

a. Determine controllable factors and their initial level settings for inner
orthogonal array

When designing an experimental plan, the decision maker is primarily concerned
with establishing the impacts associated with the various control conditions, and
adjusting the condition so that it does not take into account the effects of noise.

b. Determine the parameters of the adopted forecasting method for outer
orthogonal array

In Taguchi experiments, many external factors that are not built into the experiment
influence their results. These fruits have a profound effect on the emergency, and
they damage its stability. On the other hand, the performance of the forecast is
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determined by the appropriate method of prediction. A particular process is affected
by the phases of the accepted climate model. Studies have shown that different
stages of predictive methods have different predictive results [14].

Fig. 1 Taguchi Method
Design of Experiments
(Fraley et al. 2020)
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c. Using Taguchi method to evaluate controllable factors and levels

Taguchi’s method reduces the cost of experiments by using orthogonal arrays to
extract practical and sufficient information from a minimum of experimental data.
By analysing the effects and co-operation of a variety of controlled factors, the use
of an orthogonal team enables decision-makers to evaluate and position individual
data in order to establish their high-level standards. In addition, orthogonal groups
ensure a consistent result when different experiments perform design experiments.

d. Construction of an orthogonal design

In design experimentation, the correct choice of orthogonal sequence follows the
liberal steps of a particular experiment. Thus, a parallel graph is used to indicate
appropriate treatment and group status conditions. The current study focuses on
three manageable factors and one interaction, thus accepting an internal orthogonal
group to measure status levels.

e. Implementation of an experiment

In Taguchi method, controlled points are assigned to specific columns of the
internal orthogonal component. Thus, the current study provides data time (factor
A), length (factor B), and number of observed factors (factor C) in Columns 1, 2,
and 4 of the internal orthogonal array, respectively. Each test will be repeated
several times in different contexts of external prediction methods. In practice, these
data can be assigned randomly to any of the arrays columns, as long as all com-
ponents are included.

The Taguchi method recommends the use of the converted loss rate at the S/N
rate to measure deviations from the approximate value to the S/N average for each
level of p. ebetso is evaluated according to the S/N average rating and the S/N ratio
corresponds to a high quality character regardless of class and the value is evaluated
according to the S/N standard and the ratio The large S/N is accompanied by a good
performance feature regardless of class and quality. After assigning appropriate
level settings, the S/N analysis is needed to evaluate experiment results.

Smaller is the better characteristic S/N:

�10 log
1
n

X
y2

� �
ð1Þ

Nominal is the better characteristic S/N:

�10 log
1
n

X �Y
S2y

 !
ð2Þ
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Larger is the better characteristic S/N:

�10 log
1
n

X 1
y2

� �
ð3Þ

where

�Y is the average of the observed data variables

S2y is variations of y
n is the number observed
y1, y2,… etc. is the result of experiments; and n, the number of repetitions (yi).
After obtaining further values by transforming the S/N Ratio of Response

Variables into PCR-S/N Ratio, using the formula:
Smaller is the better characteristic:

nij ¼ �10 log10
1
l

X1
k¼1

yijk
� �2" #

ð4Þ

Nominal is the better characteristic:

nij ¼ �10 log10
1
l

X1
k¼1

1

yijk
� �2

2
64

3
75 ð5Þ

Larger is the better characteristic:

nij ¼ �10 log10
y�i
j

� �2
Sij
� �2

2
64

3
75 ð6Þ

The next step is the result of the PCR-S/N Ratio; we convert into TOP-SIS with
the formula:

diþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
j¼1

Ci
j � Cþ

j

� �2vuut ð7Þ

f. Ranking of selected factors

ANOVA is performed to evaluate the critical performance of an assumed perfor-
mance affecting product value a statistical variance of the data that can be calculated
by measuring quantities such as degree of freedom, total square, difference ss, v and
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part of the percentage of each point. Improvement in the process of coating and
hardening of industrial ceramic ornaments using the Taguchi design process.

g. Pooling of factors

The conditional and diagnostic tasks described above can enable a researcher to
combine one or more manageable items to reduce costs. It may be necessary to
carry out some improvement process with the remaining details. Because the cost of
the experiments controls the elimination of the process and the information, the
combined data can produce satisfactory results. The test should be willing to
compromise between the quality of the solution and the cost of the test, reflecting
the phases of the system well.

h. Optimization of factor level settings and construction of forecasting model

After conducting some improvement experiments with remaining or updated items,
we analysed the main outcome table to find the right test plan. It is important to
identify the optimal conditions that improve the average response. These status
settings are selected by analysing the final table of responses.

i. Validation of experiment

In the development of multiple products, the correct choice of system was evaluated
with the help of the TOPSIS method. The correct installation steps were selected
using the TOPSIS and AHP combination method on the Inconel 718 machine. The
best lubricant is selected among a number of cosmetics using TOPSIS and AHP
combined to convert EN31steel. The overall performance has been achieved for its
operational activities in the success of the manufacturing company using the
TOPSIS and AHP method. So the benefits of the TOPSIS and AHP methods are
combined to achieve a flexible performance.

4 Discussion

4.1 Estimated Average of Elements

4.1.1 Estimated Results for Optimum Conditions

The optimum conditions, in this case, are based on the highest PCR-TOPSIS values
obtained for each factor. It can be seen from Table 4.5 that the highest PCR-
TOPSIS value is obtained at a combination of factor levels A1, B2 i.e. oil with a new
formula, and filter replacement is done at 250 h.

a. Estimation of Oil Condition Response Variables

The estimated value of each element is carried out at 250 h and at 500 h. In
calculating the average estimation of oil condition response variables for TBN and
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OXI elements, the estimation calculation is based on the average sample data for
each experiment/factor level combination.

The calculation of TBN and OXI elements at 500 h sample is done in the same
way but the calculations are based on the average 500 h sample data in Table 1.
The estimation results of the oil condition response variable are presented in
Table 2 as follows.

b. Estimation of Wear Metal Response Variables

The estimated value of each element is carried out at 250 h and at 500 h. In
calculating the average estimate of the wear metal response variable for the ele-
ments Al, Cr, Fe, Pb, Cu, and Sn, the estimation calculation is based on the average
sample data for each experiment/factor level combination.

Element calculation Al, Cr, Fe, Pb, Cu, and Sn at 500 h sample is done in the
same way but the calculations are based on the average 500 h (Table 3).

c. Estimation of Additive Response Variables

The estimated value of each element is carried out at 250 h and at 500 h. In
calculating the estimated average of the additive response variables for the elements
Zn, Mg, Ca, P, B, and Mo, the estimation calculation is based on the average
sample data for each experiment/factor level combination (Table 4).

Element calculation Zn, Mg, Ca, P, B, and Mo at 500 h sample is done in the
same way but the calculations are based on the average 500 h.

Table 1 TBN and OXI sample average data

Element Type oil Filter replacement 250 h sample
average

500 h average
sample

TBN (total base
number)

New
formula

Without filter
replacement at 250 h

7,043 6,093

With filter replacement
at 250 h

7169 6.224

Old
formula

Without filter
replacement at 250 h

6,988 6,075

With filter replacement
at 250 h

6,891 6,254

OXI (oxidation) New
formula

Without filter
replacement at 250 h

14,333 16,667

With filter replacement
at 250 h

13,177 16,417

Old
formula

Without filter
replacement at 250 h

13,000 14,583

With filter replacement
at 250 h

13,000 13,750
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4.1.2 Estimation of Results in Alternative Conditions (New Formula
Oil with No Filter Replacement)

Estimation of Oil Condition Response Variables

See Table 5.

Table 2 Estimation of the
value of oil condition
response variables under
optimum conditions

Element Estimated average value
of response variables
under optimum
conditions

250 h 500 h

Oil condition TBN 7.1135 6.2363

OXI 14.0208 16,2708

Table 3 Estimated value of
wear metal response variables
under optimum conditions

Element Estimated average
value of response
variables under
optimum conditions
(new formula oil, filter
replacement)

250 h 500 h

Metal wear Al 2.1042 2.4583

Cr 0.0208 0.3125

Fe 96,250 17.125

PB 0.5625 1.6667

Cu 2.8958 0

Sn 0.0417 0.0625

Table 4 Estimated value of
additive response variables in
optimum conditions

Element Estimation of optimum
conditions

250 h 500 h

Zn 1111.1667 1104.1458

Mg 9,7708 10.8125

Ca 3548.0208 3563.9792

P. 1100.5833 1076.5417

B 306.4792 273,2083

Mo 42.9167 42,1458
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a. Estimation of Wear Metal Response Variables

The estimated value of each element is carried out at 250 h and at 500 h. In
calculating the average estimate of the wear metal response variable for the ele-
ments Al, Cr, Fe, Pb, Cu, and Sn.

Element calculation Al, Cr, Fe, Pb, Cu, and Sn at 500 h sample is done in the
same way but the calculations are based on the average at 500 h (Table 6).

b. Estimation of Additive Response Variables

The estimated value of each element is carried out at 250 h and at 500 h. In
calculating the estimated average of the additive response variables for the elements
Zn, Mg, Ca, P, B, and Mo, the estimation calculation is based on the average
sample data for each experiment/factor level combination.

Element calculation Zn, Mg, Ca, P, B and Mo at 500 h sample is done in the
same way but the calculations are based on the average 500 h (Table 7).

Table 5 Estimated value of
oil condition response
variables in alternative
conditions

Element Estimated average value
of response variables in
alternative conditions

250 h 500 h

Oil condition TBN 70,990 6.0813

OXI 14.2292 16.8125

Table 6 Estimated value of
wear metal response variables
in alternative conditions

Element Estimated average value
of response variables in
alternative conditions
(new formula oil, filter
replacement is
available)

250 h 500 h

Metal wear Al 1.9792 2.2917

Cr 0.0625 0.3542

Fe 9,953 19.2917

Pb 0.8542 35,000

Cu 4.1042 36.3542

Sn 0.125 0.1875
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4.2 Estimation Test Validation Results

If the estimation result is invalid, then the observation data will be used as con-
sideration in concluding the estimated value at the optimum conditions for the Cu
element at 500 h and the P element at 250 h has a significant difference when
compared with the observations, so it can be said that the estimated value is invalid,
whereas all values other estimates are valid. Therefore, for consideration of the
decision, then for the Cu element at the 500 h and the P element at 250 h, the
average data from observations is used because the estimation is invalid.

4.3 Comparison of Estimated Results for Optimum
Conditions and Alternative Conditions

The average value of each element or response variable must also be compared
again with the applicable quality standard or limit to see whether the average value
of the element or response variable still meets the quality standard or limit
(Table 8).

Although the estimated average value of the oil condition elements namely TBN
and OXI in alternative conditions is higher, there is no difference in terms of
compliance with applicable standards or limits. For wear metal elements in
Table 10, it can also be seen that the estimated average value of wear metal
elements in alternative conditions is higher. Mostly there is no difference in terms of
compliance with applicable standards or limits except for Cu elements which even
if using oil with a new formula, but if there is no filter replacement, the average Cu
value is estimated to be quite high and into the critical category. As for the addictive
elements in Table 11, it can also be seen that the estimated average value of the
wear metal element in alternative conditions increases more than at 250 h at 500 h,
this is natural because there is no filter replacement at 250 h, so that it causes in
alternative conditions, the value of more additive elements does not meet the
standard because it does not have a trending down pattern.

Table 7 Estimated value of
additive response variables in
alternative conditions

Element Estimation of optimum
conditions

250 h 500 h

Zn 1067.4167 1101.3542

Mg 9,6458 10,6042

Ca 3431.8125 3531,1042

P. 1034.4167 1015,1250

B 309.9375 274.6250

Mo 40.9167 41.5208
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5 Conclusions

Oil formula factor and filter replacement have been proven to have a significant
effect on all elements of the oil condition, wear metal, and additive response
variables. The contribution of the oil formula factor in influencing the response was
33.33% and the contribution of the filter replacement factor in influencing the
response was 66.66%. The combination of factor levels that provide the most
optimum results is an oil with a new formula and filter replacement is performed at
250 h. In this study, the researchers set alternative conditions that might be
applicable in addition to the optimum conditions, namely oil with a new formula,
but no filter replacement was performed at 250 h. The average value of each
element at the optimum conditions and alternative conditions compared with the
applicable limit or standard, where the results can be concluded as beircut.
Optimum conditions: In the oil condition response variable, TBN falls into the
caution category at 250 and 500 h, while OXI is normal. In the wear metal response
variable Al, Cr, Fe, Pb, Cu, Sn are normal at the 250th and 500th hours. While the
additive response variables, Zn, Pb, Mo are trending down but 2 other elements
namely Mg and Ca have increased. Alternative conditions: In the oil condition
response variable, TBN falls into the caution category at the 250 and 500 h, while
OXI is normal. In the wear metal response variable Al, Cr, Fe, Pb, Sn are normal at
250 and 500 h, but Cu is only normal at 250 h while at 500 h critical category.
While the additive response variable, P and B are trending down but 4 other
elements namely Zn, Mg, Ca and Mo have increased.

Table 8 Limit table Category Element Normal Caution Critical

Wear metal Cu <9 10–11 > 11

Fe <22 23–28 > 28

Cr <1 1 > 1

Al <3 4 > 4

PB <3 3 > 4

Sn <3 4 > 4

Addictive Zn Trending down

Mg

Ca

P.

B

Mo

Condition TBN > 5 <5

OXI <20 20–25 > 25
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Effect of Pineapple Leaf Fiber Volume
Fraction with 157 BQTN-EX
as a Matrix on the Tensile Strength
of the Composite

Muhammad, Reza Putra, T. Hafli, and Asnawi

Abstract In this study, natural fiber-reinforced polymer composite materials were
fabricated by hand lay-up method. The pineapple leaf fiber as reinforced composite
has been investigated for tensile strength using Universal Testing Machine (UTM).
The chemical treatment with soaking in 5 wt% NaOH solution and varying the type
of fiber arrangement, the composite specimens have been made. The comparing of
fibers fraction volume is restricted from 20, 30, and 40 vol.% with Unsaturated
Polyester Resin (UPR), Yukalac 157 BQTN-EX Series as a total volume of the
composite. The results showed that the fiber volume fraction ratio of 40% and
unidirectional fiber orientation succeeded in increasing the tensile strength to
103.5 MPa.

Keywords Reinforced composite � Polyester � Pineapple � Hand lay-up

1 Introduction

Increased application of technology in composite materials have been fully leading
on the composite-based naturally well as material reinforcement [1, 2]. Natural fiber
has become an important commodity for economic matters and becomes a signif-
icant source of employment for developing countries. The natural fibers can be
easily obtainable in many areas of tropical and available in the whole world. The
characteristic of this composite are the properties of the fibers and the matrix was
enabled to modified without reducing the functions and chemical properties of the
materials itself. The development of natural reinforced composite has replaced the
function of metal and carbon [1–3].

Study on the reinforced natural fibers as substitute glass fiber as composites had
increased and got an opportunity to be mass-produced. However, the major
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weakness of the natural fibers is the compatibility between the fibers and the matrix.
Consequently, chemical treatment has been considered in modifying the properties
of the surface of the fiber [2, 3]. One of the reinforced natural fibers is made from
the leaves of a pineapple. It has been a lot of research with improvement through
the properties of physical and mechanical fiber pineapple that are combined with
polyester resin as a matrix [3].

In this research, the pineapple leaf will be used as a natural reinforced fiber. The
term of composites also includes the materials that have a form of particles or
layers. Volume fraction (in wt%) is the rule for mixing the volume of fiber and the
volume of the matrix towards the total volume of the composite [4]. Usually, the
term volume fraction refers to a large proportion (%) of the volume of reinforcing
materials used in the manufacture of composites.

If the purpose of making a composite is strength, the reinforced fibers must have
a larger aspect ratio when compared to the matrix [4, 5]. Obviously, the reinforced
composite should be a component that is powerful to carry the load, and the
reinforced fibers must have higher modulus elasticity. When the value of stiffness
between matrix and reinforcement is critical, the load must able transferred from the
matrix to the fibers if the composite was desirable with function with either [6].
Pineapple leaf fiber (PALF) which is relatively inexpensive and widely available,
has been to potential composites with natural fiber strengthened [7].

Based on previous research, it’s necessary to study the effect of volume fraction
of pineapple leaf fiber with polyester matrix by comparing types of unidirectional
and random fiber arrangement.

2 Experimental

2.1 Material

In this study, the materials of the natural composite of Pineapple Leaf Fiber (PALF)
were obtained at the village in the district of Bener Meriah, Aceh. Unsaturated
Polyester Resin (UPR), Yukalac 157 BQTN-EX Series with a density of 1.12 g/cm3

at 25 °C from Justus Sakti Raya Company used as matrix and 1% catalyst methyl
ethyl ketone peroxide (MEKP) used as a hardener of polyester. From the other
research in the same field, the physical and chemical properties of natural fiber
summarized as shown in Table 1.

2.2 Preparation of Specimens

The chemical used for the treatments of pineapple leaf fiber (PALF) was Sodium
Hydroxide (NaOH) at a concentration of 5% of water volume. The process of
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making the fiber is done by way of soaking pineapple leaves in water that contains
NaOH 5 wt% for 2 h. Then, the pineapple leaves are scratched in order to produce
fiber. The fibers are dried at room temperature for 48 h [3]. Some of the fibers are
cut into short fibers and others are cut out to the size of the test mold.

2.3 Methods

Comparison of volume between fiber and matrix in at 20, 30, and 40 vol.% of the
composite. The composite materials have been made by a hand lay-up method.
Composite fiber with unidirectional and random short fiber was created in the mold
with dimensions of 24 � 14 � 3.2 mm. Specimens have been removed from the
mold were cutting according to standard ASTM D638 [10] for tensile tests. The
specimen test sample is repeated several times and the average results are taken to
be discussed as the characteristic properties of the composite. Figure 1a, shows the
device that has been used for tensile test, and Fig. 1b and c, show the shape of the
composite specimen that has been made accordingly to ASTM D638.

Table 1 The properties of
pineapple leaf

Properties Pineapple leaf References

Cellulose (wt%) 71.6 [8, 9]

Lignin (wt%) 5–12.7 [8, 9]

Hemicellulose (wt%) 4.58 [6, 8]

Microfibril angle (wt%) 14 [7, 8]

Density (g/cm3) 1.3 [8]

Tensile Strength (MPa) 150–1627 [9]

Fig. 1 a Universal testing machine (UTM), b random fiber test specimen, c unidirectional fiber
test specimen
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3 Results and Discussions

Has been achieved the results of tensile testing on reinforcement composites
pineapple leaf fiber (PALF) with chemical treatment (5% NaOH) and optimization
of fiber volume fraction of 20, 30, and 40 vol.%.

Figure 2 shows the relationship between the tensile strength of the differences in
random fiber volume fraction. The results of the volume fraction of 20% random
fiber arrangement have an average tensile strength value of 25.9 MPa. On the
volume fraction of 30%, the average tensile strength only increased by 28.22 MPa.
For fibers with 40% volume fraction, there was a significant increase in tensile
strength above 40 MPa. This occurs since the greater the number of random fibers
results in more bonds between the fibers and the matrix [11].

Figure 3 shows a tensile test specimen with a unidirectional fiber arrangement
with a fiber volume fraction of 20, 30, and 40 vol.%. The average value of tensile
strength increases more than 100% where the lowest value occurs at the fiber
content of 20 vol.%, specifically 51.2 MPa. The highest tensile strength value was
found in the fibers with a volume fraction of 40% is 103.5 MPa with an average
tensile strength of 94.35 MPa.

The tensile strength increased of the reinforced composite was strongly influ-
enced by the fiber arrangement and fiber volume from its comparison to the matrix
[12]. The random arrangement did not significantly increase the tensile strength
even with a large fiber volume (40%), While the unidirectional arrangement of the
tensile plane showed significant strength results that exceeded twice than the ran-
dom fibers with a minimum fiber volume fraction (20%).

Different types of pineapple leaves based on the sampling location and variations
in chemical treatment also affected increased the tensile strength value. The bond
between the fiber and matrix is more uniform across the surface of the fiber with
chemical treatment [13]. The lower value of the tensile strength on this research,
when compared with the previous studies, is due to the difficulty of obtaining a
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uniform dimension of natural fiber [14, 15]. To ensure the results of the tensile
strength test, the specimen was taken in a microscopic image to see the shape of the
fracture. Figure 4 shows the results of the microscopic picture on random fiber
fracture and unidirectional arrangement at volume fraction 40%.

The fracture morphology of the two images in Fig. 4 shows different results. In
random fibers, the fracture that occurs does not show a significant fiber effect. The
fracture is shown in Fig. 4a shows the fracture of the brittle materials where the
strength of the matrix was dominant. Figure 4b shows the shape of the fracture that
extends in the direction of the pull, where the fracture results show the pull out of
the fiber without visible voids in the bonds between the fibers and the matrix.
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Fig. 4 Specimens after tensile test a fracture in random fibers, b fracture in unidirectional fibers
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4 Conclusion

Pineapple fiber has been extensively studied with various techniques and compo-
sitions to achieved results as a reference for natural reinforced fiber. Research on the
effect of chemical treatment with NaOH 5 wt% Pineapple leaf fiber showed that the
ratio of fiber volume fraction and fiber direction orientation succeeded in increasing
the tensile strength significantly up to 103.5 MPa. The selection of unidirectional
fibers with a fiber volume fraction composition of 40% is highly recommended
because it has an average tensile strength up to 94.35 MPa.
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The Effect of Tool Angles on Welding
Temperature in Friction Stir Lap
Welding Process on AA1100 Aluminum
Sheet

Suwarsono, Budiono, R. H. Hendaryati, and W. B. Wicaksono

Abstract Investigation of micro friction stir laps welding joints on aluminum
AA1100 sheet, applying high rotation tool. This research aims to observe the effect
of the tool angles on the temperature during the joining process. The parameters to
be used are the traverse speed, the tilt angles during the welding process and the
diameter of tool pin, the tool rotation speed of 33,000 rpm. The results of data
analysis used multi variable analysis with Response Surface Methodology (RSM).
There are 3 parameters (Tilt angle, Travers speed, Pin diameter) and 3 variances.
Here it can be seen that the tool angle greatly affects the increase in welding
temperature.

Keywords Friction Stir Lap Welding (FSLW) � Lap welding � Aluminium
A1100 � Temperature

1 Introduction

The development of the industry is starting to consider aluminum as the main
material in the production process. The need for aluminum plate in the industry is
also getting higher. This is because aluminum and alloys are light metals which
have high strength. Resistant to rust, a fairly good electrical conductor and of course
lighter than iron or steel. Aluminum plate is widely applied in the industrial world
such as in automotives, trains, airplanes, ships, and so on. This aluminum plate is
very much needed in the industrial world, but has a problem with weldability.
Therefore, it is necessary to have a suitable welding method to be able to join the
aluminum plate so as to get the maximum welding strength.

Current technology various aluminum welding methods, including Friction Stir
Welding (FSW). Friction Stir Welding is a solid welding method that was invented
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in 1991 at The Welding Institute (TWI) [1]. The FSW welding method itself has
been widely used in the industrial world; automobiles, airplanes, ships, and so on.
The Friction Stir Welding (FSW) method has a very simple working principle,
utilizing the heat energy generated from the friction between the shoulder and the
materials to be joined. This friction generates heat which causes the material to
become plastic (solid state), allowing the tool to stir the materials so that it can
joint [2].

There is no standardization regarding the parameters of Friction Stir Welding
(FSW) according to metal thickness, metal type, welding speed, tool rotation speed
and tool dimensions used. This becomes an obstacle to produce high quality of
weld. Therefore it is necessary to experiment in Friction Stir Welding (FSW) on
aluminium sheet to produce a good connection and have a high connection strength.

To find a suitable welding speed with a 0.4 mm aluminum plate, this research
requires the traverse speed variable. The material tool used is HSS (High Speed
Steel), with the dimensions of the tool, namely 4 mm shoulder diameter, pin
diameter and pin length, while the type of connection used in this study is the lap
welding connection.

In general, heat energy generated from material deformation and friction
between the tool and the material. during the FSSW process, a very large axial force
is applied, to produce deformation. Therefore, this process is very difficult when
large CNC machines are not available or the process needs to be carried out in a
location where it is not possible to carry a CNC machine. The FSSW hand tool
mechanism cannot generate large axial forces. However, the high axial force cannot
be maintained properly. Therefore, it is necessary to apply low axial force. Low
axial force requirements allow the increases of high rotational tool speeds.

Previous research has investigated the relationship between the rotational speed
of the FSW tools in terms of the microstructure and mechanical properties of the
joints [3–6]. Zhang et al. [7] applied high rotational tool speed, and investigated the
mechanical properties and microstructure. However, most of the researchers used a
low rotational tool speed under 3000 rpm.

2 Material and Method

In this research, the aluminum material used is aluminum AA 1100. The chemical
composition of aluminum AA 1100 is shown in Table 1.

Table 1 Chemical compositions of aluminium AA1100

%Si %Fe %Cu %Mn %Mg %Ti %Zn %Ai UTS (N/mm2) Elong (%)

0.14 0.56 0.08 0.01 0.01 0.01 0.02 99.08 119.5 10
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2.1 Material

a. Material Preparation

Prepare the material welding object to be welded 2 plates AA1100 aluminum with a
thickness of 0.4 mm. The specimen are cut to size length � wide = 75 � 50 mm
(Fig. 1).

b. Tools Dimension

The tools material used are HSS, with shoulder diameter Ø 4 mm, pin length
0.6 mm and variate pin diameter Ø 1.5, Ø 2, Ø 2.5 mm (Fig. 2).

c. FSLW Steps
1. Installation of the hand grinder on a modified Emco 3A CNC machine with a

stand (Fig. 3).
2. Installation of the FSW tool on the hand grinder, which has a rotating speed of

33000 rpm.
3. Installation of load cell to measure axial force.

Fig. 1 Dimension of FSSW tool (a), and welding speciment (b)

Fig. 2 Tools dimension of
FSSW
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4. Prepare 2 plates AA1100 aluminium with a thickness of 0.4 mm, arranged an
overlap of 20 mm.

5. Clamping the plate with a chuck so that the material does not shift during the
welding process

6. Adjust the speed of the machine and the FSSW process (Fig. 4).

Fig. 3 Installation of equipments

Fig. 4 FSSW Speciment a after welding b Speciment for tensile test
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3 Analysis and Testing Techniques

Welding using the friction stir welding method is a welding that occurs in solid state
joining by utilizing the friction of a rotating tool with another workpiece, so that it
is possible to melt the stationary workpiece and eventually join together. In this
welding experiment, the parameters to be analyzed are the aluminum temperature of
Friction Stir Lap Welding (FSLW).

Table 2 Data of temperature measurement

No. Tilt angle
(°)

ØPin
(mm)

Feeding (mm/
mint)

Temperature rate (°C) Center of
weldT1 T2 T3 T4

1 2 1.5 40 100.4 79.9 63.9 49.2 115.75

2 2 1.5 60 95.8 82.5 68.2 52.2 110.95

3 2 1.5 80 91.7 77.7 62.3 38.7 113.6

4 2 2 40 91 72.5 57.8 38 108.25

5 2 2 60 84.9 74.1 63.2 52.6 100.5

6 2 2 80 92.7 74.8 61 41 109.6

7 2 2.5 40 92.9 70 55.9 39.2 108.3

8 2 2.5 60 84.1 76.1 59.5 51.8 101.5

9 2 2.5 80 86.6 71.6 58.7 37.9 103.45

10 3 1.5 40 88.6 72.6 64.6 57.6 100.15

11 3 1.5 60 84.9 72.3 61.1 54.7 98.5

12 3 1.5 80 85.1 71.6 61 56.5 92.65

13 3 2 40 93.7 72.5 52.9 37.8 111.05

14 3 2 60 85.3 70.3 57.9 39.4 100.75

15 3 2 80 77.2 65.8 49.8 35.7 92.25

16 3 2.5 40 91.5 77 63 56.3 101.85

17 3 2.5 60 82.9 72.6 63.9 55.5 91.45

18 3 2.5 80 83.2 70.6 59.5 53.5 91.75

19 4 1.5 40 84.2 70.6 59.9 52.4 93.3

20 4 1.5 60 79.4 70.6 57.8 51 89.2

21 4 1.5 80 79.3 70.3 57.1 51.5 89.7

22 4 2 40 84.3 75.5 69.9 52.4 95.85

23 4 2 60 81.3 71.9 60 52.4 91.05

24 4 2 80 80 71.4 58.7 52.2 90.6

25 4 2.5 40 77.7 70.4 58.5 41.2 92.3

26 4 2.5 60 78.4 70.5 59.6 40 93.65

27 4 2.5 80 79.5 72.9 60 45.7 93.1
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3.1 Result and Discussion

Response Surface Methodology (RSM) is statistical and mathematical techniques
that are useful for analyzing the problem of several independent variables that affect
the dependent variables of the response, and aiming at optimizing the response.
Thus, the response surface methodology can be used by researchers to find a
suitable approach function to predict future responses and determine the values of
the independent variables that optimize the response.

Result of RSM method for Equation of the relationship between the variations
made at the time of welding with the temperature f (Eq. 1).

YTemperature ¼ 99:68�8:18�A þ 1:19�B þ 0:40�C þ 2:78�A�B
�0:61�B�C þ 0:59�A�C þ 0:14�A2 þ 0:15�B2 þ 2:54�C2 ð1Þ

From Eq. 1, it can be seen that the parameter that has a major influence on
temperature increase is “A” (tool tilt angle). Which is smaller tilt angle, will
increase temperature significantly.

Effect of translation speed (feed rate) and tool Tilt angle (°) on the result of
temperature (extrapolation) of the lap welding.

Figure 6 shows that the pin diameter with an angle affects the temperature of the
Friction Stir Lap Welding (Fig. 7).

Effect of translation speed (feed rate) with tool diameter variations on the
temperature results (extrapolation) in the lap welding connection method. It shows
that the translation speed (feed rate) with an angle affects the temperature of the
Friction Stir lap Welding.

Effect of translation speed (feed rate) with tool variations on the temperature
results (extrapolation) in the lap welding connection method. Figure 8 shows that
the higher translation speed (feed rate) with a lower tilt angle affects the increase of
the FSLW temperature.
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Fig. 6 The RSM relationship between the effect of translation speed and tilt angle on temperature

Fig. 7 Relation of translation speed (feed rate) with tool diameter variations on the
temperature
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4 Conclusion

Based on the results of data processing and analysis, the following conclusions are
obtained:

1. Parameter which greatly influences the temperature increase is the tool tilt angle.
The smaller tilt angle will increase the temperature.

2. The changing of tool diameter variations has no temperature effect.
3. The increase in parameter will not be the same as the speed of tool translation

(feeding) has an effect on increasing the temperature of the results of Friction
Stir lap Welding (FSLW).

4. Future work will be more emphasized in the micro structure and axial force and
transverse force.
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Slow Pyrolysis of Areca-Nut Fibres
in a-Pilot Scale Batch Reactor

Tuti Aryati, Akbar Williansyah, Zulnazri, and Adi Setiawan

Abstract Areca-nut fibers is one of agricultural residues which potentially can be
converted into energy or fuel through thermochemical method. In this study,
investigation on thermochemical process of areca-nut fibers was performed by
preparing a pilot-plant pyrolysis reactor to find out product distribution of pyrolytic
oil, tar and biochar. Pyrolysis test was carried out by feeding 1.5 kg of
dried-areca-nut fibers and heated up to 400 °C. Another set of experiment was
performed by dividing feedstock into three segments with supported stainless-steel
wire-mesh to reduce feedstock piling-up effect. The temperature profiles and pro-
duct distribution of both type of experiment was then compared in order to find out
the best procedure for areca-nut fibers pyrolysis. The product distribution of areca
nut fiber pyrolysis without trays were 34% for biochar, 15% for pyrolytic oil, 7%
for tar and balanced with non-condensed gas. Meanwhile, the product distribution
of pyrolysis process with trays was 32% for biochar, 16% for pyrolytic oil, 9% for
tar and balanced with un-condensable gas. The result show that pyrolysis run with
trays leads to the changes in product distribution and biochar quality. Supported
trays are beneficial in improving the heat diffusion during the run and makes
reaction temperature more stable.
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1 Introduction

In many countries, a number of studies have been devoted to investigate the
potential utilization of agricultural wastes however profitable and technically
feasible methods are still under development. A number of works have devoted
recently for utilizing agroindustry-by-products including coffee-pulp [1, 2], leu-
caena leucocephala biomass [3] wheat bran [4], jute [5], areca-nut [6, 7] and many
more. These biomass wastes can be directly used as fuel, however the combustion
process cannot be maximized due to several factors, including high ash content, low
density, non-competitive calorific value per unit volume, higher moisture contains
and produces smoke [8].

In general, thermochemical process includes pyrolysis, gasification, combustion,
liquefaction, and co-firing. In these processes, biomass is decomposed into smaller
molecular weight compounds in the presence of heat. Among all the thermo-
chemical process, pyrolysis has the potential to convert biomass into solids, liquids,
and gases. Pyrolysis is the process that can be performed in an inert atmosphere and
is highly affected by a variety of parameters such as heating rate, temperature,
biomass composition, residence time, moisture content, particle size, and type of
reactor [9]. This process is the initial stage of a series of processes in the gasification
process, and it involves a complex physical chemical process as a change in
operating conditions can affect the overall process.

Areca nut is known as palm species which is classified as a high-potential
perennial crop. This tree is cultivated at a large scale to meet the need of raw
materials for many sectors, such as the paint industry and chocolate manufacturing
[10]. Matured areca nut fruit is harvested when reached full maturity and detached
from the fruit bunch. Its color is commonly exhibiting brownish shades with coarse
fiber. Actually, fiber is extracted from the fibrous part encapsulating the betel nut
fruits which is mainly consisted of two types, i.e., fine and coarse fibers. The coarse
fibers are composed of cellulose, hemicellulose, lignin, pectin and protopectin at
varying compositions [11, 12]. Utilization of areca nut fiber reported in the liter-
ature are mostly focused on composite material development. Very limited work
has been reported on the use of areca nut fibers as feedstock for pyrolysis process.

The objective of this investigation is to develop a simple pilot scale set-up and
procedure for pyrolysis of areca nut fibers. Temperature changes during pyrolysis
run and product distribution are the main parameter observed in this work. In order
to optimize the performance of reactor, stainless steel wire mesh trays were installed
inside the reactor and tested under similar condition to those run without trays.

2 Experimental Methods

The schematic of the experimental set up is shown in Fig. 1. This set-up consists of
pyrolysis reactor, condenser, tar separator, gas burner and furnace. The mass of raw
material fed into the reactor was 1.5 kg. A heat generator is needed to heat the
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pyrolysis tube. In this experiment, the heat is generated from combustion of LPG.
A burner was installed inside the furnace to heat up the reactor. The furnace was
made of refractory bricks and cement. There is a valve installed after condenser for
collecting most of pyrolytic oil and another valve installed under tar separator to
collect tar-containing bio-oil.

As shown in Fig. 1b, the pyrolysis chamber was divided into three feedstock
layers by two supported stainless-steel wire mesh. Each layer has one thermocouple
to record the temperature changes in the pyrolysis chamber, where T1 is the
temperature of the bottom chamber of the tube, T2 is the temperature of the middle
of the chamber, and T3 is the temperature of the top of the pyrolysis tube. K-type of
thermocouple was used to observe the temperature changes during the pyrolysis
process and to find out maximum temperature that can be achieved in the pyrolysis
tube. A stop watch is used to record the length of time required for the pyrolysis
process. In each experiment, the reactor was fed with 1.5 kg of areca nut fibers. The
variables measured after the run include the mass of biochar, mass of pyrolytic oil
(tar and liquid smoke).

3 Result and Discussion

Figure 2 shows that the temperature profiles recorded during the run without trays.
It can be seen that the lower section of pyrolysis chamber has higher heating rate
compared to those observed from middle and top section. After 30 min run, the
valve of liquid product was firstly opened resulting a drop in temperature. At any
run, when the valve is opened, the pressure in the pyrolysis camber is suddenly
dropped and makes the pyrolysis temperature also dropped, but then it is increased

Fig. 1 a Slow pyrolysis experimental set-up, b Cross-sectional detail of segmented chamber
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again. Once the maximum temperature reached 400 °C, the fire inside the furnace
was adjusted to maintain the reaction temperature relatively constant at 400 °C.

Figure 3 shows temperature changes monitored during pyrolysis process of
areca nut fibers with trays. This figure indicates that the temperature at the lower
part of pyrolysis chamber was increased at a constant rate and relatively more stable
compared to those observed from experiment without trays. Less drop in pressure
was observed during this experiment indicating a positive effect on trays installa-
tion. Interestingly, a significant difference between T1 and T2 is shown in this figure
where the average temperature of middle section was around 180 °C and bottom
temperature (T1) was about 400 °C. In term of top section temperature profiles, a
significant difference can be observed between data in Figs. 2 and 3. This suggests
that the use of trays leads to a decrease in temperature at the top section of chamber.

Figure 4 displays the images of biochar produced by using trays in comparison
with those produced without trays. These images indicate differences in color
between biochar from bottom layer, middle and top. The biochar from bottom part
is darker compared to the others. Thus, the pyrolysis process was completely done.
Whilst, in the middle and top section, the pyrolysis process was not 100% com-
pleted due to less heat diffused into this section. On the other hand, brownie colored
biochar can be observed at any part of the image of biochar produced without tray
(Fig. 4a). Indeed, the reaction time was set to 180–190 min. It seems that the
residence time was not sufficient to complete thermal decomposition of 1.5 kg areca
nut fibers.

Table 1 shows the average temperature and product distribution of pyrolysis
without trays. In general, it is shown that the pyrolysis temperature greatly affects
the distribution of the resulting products. The higher the temperature of the
pyrolysis process, the less biochar and tar is produced. This is because the higher
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the reactor temperature, the faster the devolatilization process occurs, and carbon
levels begin to decrease [13]. From this table, it can also be seen that the mass of
biochar is 0.5 kg and the mass of tar is 0.11 kg. Conversely, the lower the operating
temperature, the more biochar and tar produced from the pyrolysis process. The
average of mass of biochar produced is 0.508 kg and the mass of tar is 0.111 kg.

Based on data of pyrolytic oil yield from pyrolysis without trays, it can be seen
that the higher the pyrolysis temperature, the more bio-oil is produced. The yield of
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pyrolytic oil will increase with increasing temperature until a condition where the
un-condensable gas production is higher so the temperature increase will further
decrease the amount of pyrolytic oil production [14]. As seen in the table, the mass
of pyrolytic-oil is 0.23 kg.

Table 2 summarized the average temperature and product distribution of
pyrolysis with trays. It is shown that the pyrolysis temperature greatly affects the
distribution of the resulting products. The higher the temperature of the pyrolysis
process, the less biochar and tar is produced. The average mass of biochar and
tar-containing oil respectively are 0.484 kg and 0.135 kg.

Nevertheless, in terms of pyrolytic oil formation from pyrolysis of areca nut
fibers without trays, the higher the operational temperature of the pyrolysis, the
more distribution of liquid smoke products will be. Meanwhile, the lower the
operating temperature, the less oil is produced.

Table 1 Average temperature and product distribution of pyrolysis without trays

No. Raw
material

Temperature (°C) Mass of
biochar
(mcharcoal)

Mass
of tar
(mtar)

Mass of
pyrolytic
oil (mls)

Un-condensed
gas

kg Bottom
(T1)

Middle
(T2)

Top
(T3)

kg kg kg

1 1.5 364.5 171.6 152.8 0.52 0.115 0.215 Balanced

2 1.5 352.4 193.5 157.8 0.5 0.11 0.23 Balanced

3 1.5 362.2 175.1 156.5 0.505 0.11 0.225 Balanced

Avg. 1.5 359.7 180.1 155.7 0.508 0.111 0.223 Balanced

Table 2 Average temperature and product distribution of pyrolysis with trays

No. Raw
material

Temperature (°C) Mass of
biochar
(mcharcoal)

Mass
of tar
(mtar)

Mass of
pyrolytic
oil (mls)

Un-condensed
gas

kg Bottom
(T1)

Middle
(T2)

Top
(T3)

kg kg kg %

1 1.5 387.2 164.9 119.4 0.477 0.12 0.255 45

2 1.5 363.4 166.2 103.9 0.482 0.13 0.25 43

3 1.5 363.1 159.8 106.0 0.495 0.155 0.235 42

Avg. 1.5 366.7 163.6 109.7 0.484 0.135 0.246 43
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4 Conclusion

Investigation on the pyrolysis process of areca nut fiber has been performed with
and without using trays in a pilot scale batch reactor. The result showed that the
thermochemical conversion of areca nut fibers using trays (segmented reactor) leads
to the changes in product distribution and biochar quality. The pyrolysis test
without trays produces 34% biochar, 15% pyrolytic oil, 7% tar, and balanced with
uncondensed gas. Meanwhile, the pyrolysis test with feedstock trays results in 32%
biochar, 16% pyrolytic oil, 9% tar, and balanced with uncondensed gas. Installation
of wire mesh trays helps in improving the heat diffusion during the run and makes
reaction temperature more stable.
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Community Services (DRPM), Ministry of Research and Technology/National Agency for
Research and Innovation, Republic of Indonesia.
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Stress Analysis on an Automotive Lower
Arm Steered on the Straight
and Turning Roads

Wahyudin, Husaini, and T. E. Putra

Abstract This study aims to analyze the stress that occurred on an automotive
lower arm made from the SAE 1513 carbon steel that was driven on a straight road
as well as turning roads. The strain signals throughout 60s measured on the left
lower arm were used as the loads in these analyses. The analysis results showed that
the maximum stress occurred at the joint of the lower arm. These dynamic analyses
also showed that the three types of roads provided almost the same stress. The
clockwise road gave the highest stress value, which was 278.5 kPa, followed by the
counter-clockwise road (277.9 kPa) and the straight road (277.7 kPa). The highest
stress obtained when the car turns was the result of the load resting on the opposite
side of the turn.

1 Introduction

The suspension system has a role in holding the weight of the car and isolating the
car body from shocks when driving, as well as to maintain the interaction between
the tire and the road surface. In a suspension system, there are several important
components with their respective functions [1], one of them is the lower arm. As is
known, the main function of the lower arm is to connect the suspension system to
the mainframe of the car, to control the wheel movement, both up, down, back and
forth as well as when the car turns [2]. Given this very important role, it is necessary
to analyze the stress distribution that occurs in the lower arm when the car is driven
on straight and turning roads.

Many studies have been conducted to analyze the stress on a lower arm. Singh
[3] analyzed the stress in the lower arm which was subjected to statistical loads. In
its application, this component receives dynamic loads from the road surface. In
another study, Husin and Abdullah [4] provided a dynamic analysis on a lower arm.
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However, the load only came from a straight path. Road conditions are not only
straight but also turn which can affect the failure of a lower arm.

Therefore, the aim of this study was to analyze the stress distribution on a lower
arm due to the dynamic loads. These dynamic loads were derived from the strains
received by the lower arm when steered on straight and turning roads. By knowing
the stress on the lower arm due to road conditions, it can be identified the type of
road that accelerates the failure of the component.

2 Material and Method

One of the recent studies on stress distribution analysis on the lower arm was
carried out by Husaini et al. [5]. In that study, the front lower arm on the left side of
the minibus made of the SAE 1513 carbon steel was given a static load of 3591 N.
At the location of the maximum stress resulting from the load, a strain gauge was
attached. The sensor functioned to measure the strains on the lower arm, when the
car was driven on a straight, clockwise, and counter-clockwise road. The strain
signals that were obtained has a duration of 60 s with a total data size of 30,000, as
shown in Fig. 1.

In the dynamic analyses that were carried out in the current study, the strain
signals in Fig. 1 were used as a load. The strain signals were converted into stresses
using the Ramberg-Osgood equation [6], which is stated as follows.

e ¼ r
E
þ r

K 0
� �1

n ð1Þ

where e is the strain, r is the stress, E is the material modulus of elasticity, K’ is the
cyclic strength coefficient, and n is the cyclic strain-hardening exponent. The values
of the material modulus of elasticity, cyclic strain-hardening exponent, and cyclic
strength coefficient were from Table 1. The stresses were then converted to forces
using the following equation:

r ¼ P
A0

ð2Þ

where P is the force and A0 is the cross-sectional area of the lower arm.
The forces that were obtained from Eq. 2 were entered into the finite element

simulation. The lower arm model in this analysis was the same as the model in the
research by Husaini et al. [5]. A model in finite element simulation is divided into
smaller elements [7] to be analyzed with static and dynamic loads as well as linear
and non-linear in the form of a mesh with boundary conditions and certain physical
quantities [8]. T shape of the element used in this simulation was a 10-noded
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tetrahedral solid element. The mesh size used was 0.2 mm. The number of elements
was 46.822 and 85.769 nodal after the meshing process was carried out. The
meshing and boundary condition are shown in Fig. 2. A force was applied to the
red part vertically upwards.
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Fig. 1 Strain signals: a straight road, b clockwise road, c counter-clockwise road

Table 1 Mechanical
properties of the SAE 1513
carbon steel [9]

Properties Values

Ultimate tensile strength, Su (MPa) 585

Material modulus of elasticity, E (GPa) 210

Yield strength (MPa) 450

Fatigue ductility coefficient, e’f 0.4109

Fatigue strength exponent, b −0.078

Fatigue ductility exponent, c −0.5425

Fatigue strength coefficient, r’f (MPa) 1089

Cyclic strain-hardening exponent 0.1169

Cyclic strength coefficient (MPa) 978

Poison ratio 0.27–0.3
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3 Results and Discussion

Figures 3, 4, 5, present the stress distributions for straight, clockwise, and
counter-clockwise roads, respectively. The critical area due to the three types of the
surface was at the same area, namely in the middle part near the small hole below
the component surface shown in red. This was similar to the results by Husaini et al.
[5, 10, 11]. However, the maximum stress values that occurred were different from

Fig. 2 Meshing and
boundary condition

Fig. 3 Stress distributions
due to the straight road
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the three road conditions. For straight road, the maximum stress was 277.7 kPa.
The clockwise road gave the maximum stress of 278.5 kPa. The counter-clockwise
road provided stress of 277.9 kPa. The turning roads provided greater stress than
the straight road because when turning, the weight of the car was supported by one
side. As a result, the lower arm on that side received a bigger load.

The stress values that occurred were still smaller than the yield strength of the
SAE 1513 carbon steel, which was 450 MPa, as given in Table 1. They were

Fig. 4 Stress distributions
due to the clockwise road

Fig. 5 Stress distributions
due to the counter-clockwise
road
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61.9% of the yield strength of the material. Even though they were small, these
stresses can cause the failure of the lower arm because this component is subjected
to continuous loads.

4 Conclusion

The aim of this study is to analyze the stress that occurs in the lower arm when the
car was driven on straight and turning roads. The results showed that the turning
roads provided greater stress than the straight road. The turning roads provided the
stress of 278.5 kPa and 277.9 kPa, while the straight road provided the stress of
277.7 kPa. This is the result of the load resting on one side when the car turns.
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Quality Improvement in a Multi-cavity
Injection Moulding Process Using
Response Surface Methodology

H. T. Toh and Adnan Hassan

Abstract Multi-cavity injection moulding process is challenging due to increasing
complexity in design and higher precision requirement. Quality defects need to be
addressed effectively and systematically. This paper reports an investigation based
on a case study company producing consumable injection moulded parts for
medical application. The current process suffers high reject rate due to excessive
warpage and gate flash where the company lose about 17% of daily production.
This has significantly effected the company’s productivity. The objective of this
study is to minimize warpage and gate flash of the injected moulded polyvinyl
chloride (PVC) parts. Significant process parameters contributing to both warpage
and gate flash defects are identified. The study also attempted to search for an
optimum setting such that it could be used as a guide to concurrently improve the
warpage and gate flash. A fractional factorial design and Response Surface
Methodology (RSM) techniques were used. An optimum parameter setting is
proposed through an overlaid contour plot that combine the two responses. The
recommended feasible setting leading to an optimum performance are −1.6 for
holding pressure and 0.6 for mould temperature (coded values). Practical validation
indicates a significant reduction in rejection rate. This study shoud be further
extended to refine the proposed regression model.

1 Introduction

Injection moulding is a common process for producing complex and precision
plastic components. There has been an increasing demand for disposable plastic
injected moulded devices in medical application to replace other material like steel,
alloy, wood due to low cost and higher strength to weight ratio [1]. This process
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also common for production of polymer materials products of complex structure as
found in high precision medical products. Such high precision medical production
line may suffer high defects rates due to inconsistency of injection moulding pro-
cess settings. Acheiving high quality moulded plastic parts remain challenging
since the process is delicate and involved variety of variables. Generally, an
injection moulding process requires an injection moulding machine and an injection
mould. The injection moulding machine comprises a clamping unit, a mould
assembly and an injection unit. Figure 1 illustrates schematic steps for an injection
moulding process. An injection moulding cycle begins with plasticizing, mould
close, injection, holding pressure, cooling and mould open phases.

There are five categories of process variables in injection moulding that are time,
pressure, speed, temperature, and stroke [2]. Each of these categories can be further
divided into their respective variables. For example, speed can be injection speed,
screw speed, speed for mould close and open, among others. Example of temper-
ature related process variables are melted temperature and mould temperature. Each
of the process variable may interact with another variable and they cannot be
independently isolated. An increase in melting temperature would lead to higher
material viscosity which then influence the fill in, pressure and velocity. This
characteristic might vary depending on raw materials and therefore it is important to
understand the material behaviour as a result of process variable changes.

In some companies, trial an error method is still a common practice to acheive
desirable process and product quality. Unfortunately, this approach is not sustain-
able and costly [1]. Researchers such as Attira and Alcock [4], Yang et al. [5], Eladl
et al. [6], and Yizong et al. [1] have used designed of experiment (DoE) to evaluate
the effect of process parameters in injection moulding processes on different
responses. The challenge is to achieve high productivity while maintaining high
quality production. To the best of our knowledge, there has been limited work
focusing on optimization of precision injection moulding processes for medical
components with focus on multiple quality defects optimisation.

This paper reports a study to improve process quality for a case study company,
located in Johor Malaysia producing moulded injector known as connector, a

Fig. 1 Process steps in injection moulding of a plastic component [3]
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consumable for dialysis device. The injection moulding machine was equipped with
eight cavities. The current process setting resulted in high rejection rate due
excessive warpage and gate flash defects where the company loss about 4000 units
per day representing about 17% of daily production. This has negatively impacted
on the company’s productivity. The objective of the study was to identify signifi-
cant process parameters contributing to both warpage and gate flash defects. We
attempted to concurrently minimize these two quality characteristics. The second
objective was to search for an optimum setting for both quality characteristics such
that it could be used as a guide for process control. The rest of this paper is
organized into five sections which are Methodology in Sect. 2, Results and
Discussion in Sect. 3 and ends with a Conclusion in Sect. 4.

2 Methodology

The consumable connectors investigated in this study were produced using
Sumitomo SE100D injection moulding machine. This was a 100-tonnage machine
with VIP temperature controller unit attached for mould temperature control. The
tooling was operated with semi-cold runner with runner and hot tip system. The
moulding material was soft polyvinyl chloride (PVC) raw pallet material. The main
product defects were physical warpage and gate flash.

Figure 2 shows a tool maker microscope and a jig holding a sample product. The
samples were measured using a tool maker microscope (TMS) to identify the
distance of bend and gate flash height. Ideally, the warpage should be within 7.05
±0.25 mm and the gate flash should not exceed 0.40 mm. The injection moulding
process was operated in a controlled clean room environment. The machine was
equipped with a special filtration unit to remove particulate matter. It was partic-
ularly important to consistently monitor the temperature and humidity in the clean
room for this moulding process.

The study was implemented based on the following two phases: (i) characteri-
sation phase, and (ii) optimisation phase. The characterisation phase involved the
following steps:

a. Determine experimental variables and levels setting (parameter range) that could
affect to the responses (warpage and gate flash).

b. Select the fractional factorial design of experimental plan (half factorial for 5
factors was selected).

c. Run the screening experiment and analyse results using ANOVA to identify
significant factors.

d. Identify possible curvature in the response of each factor.

The process optimization using response surface methodology then proceed with
the following steps:
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a. If curvature exist in the response, use central composite design (CDD), a
response surface methodology (RSM). This method was used for modelling and
analysing the process with the objective to optimize the responses.

b. Identify overlaid contour between two responses.
c. Predict an optimal ideal setting within the operating window.
d. Conduct confirmation run to validate the optimal parameter settings and the

prediction model.

Statistical software Minitab 14 was used for data analysis. To comply with the
case study company restriction, the numerical process setting presented here are in
terms of coded values.

2.1 Experimental Design for Characterization Phase

Running all possible combinations to test the effect of all potential parameter is too
costly and wasteful. A better approach is to use an analytical technique such as
Taguchi Method or design of experiment (DoE) that could determine the rela-
tionship between factors affecting a process and the output of that process. Some
researchers used Taguchi method to minimise the number of experiments [1, 7, 5].
However, this study adopted DoE and response surface methodology (RSM) since
these methods are better approaches to study the effect and relationship of responses
as argued by Montgomery [8].

Tool maker scope a sample product 

Fig. 2 Tool maker microscope and a jig holding a sample product
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Five process factors namely injection speed (A), injection pressure (B), mould
temperature (C) melt temperature (D) and holding pressure (E) were investigated.
Injection speed determines the linear filling speed when injected material is in
molten state. The correct injection speed is important and it depends on product
geometry, material type and mould design. The rate of molten material flow into
mould is also very much dependent on injection pressure applied. This filling
process is one of the most important process cycles. Holding pressure time is the
time when the screw is held almost stationary in the most forward position.
Necessary holding pressure is applied to the molten material in order to pack it into
the mould cavities during the early stages of material solidification. The selection
selected holding time should apply just before the gate freezes off. Once the gate
freezes off, any further pressure applied has no pack to the cavity. The melt tem-
perature dependent on many process parameter and machine setting. Due to the
proprietary restriction, only coded settings are presented in this paper as either (−1)
for low level and (+1) for high level respectively. The two level for five factors of
half factorial design (25−1) with resolution V resulted in 16 runs as shown in
Table 1. The same design was applied to both warpage and gate flash responses,
respectively. Each of the basic design was replicated two times for each response.

For each production run, the machine runs for a stable 50 continuous full cycles.
Samples were taken from three shots and replicated twice. Thus, a total of 768
pieces (3 shots � 8 cavities � 2 replicates � 16 runs) were taken, labelled, and
measured. The measured samples were characterized through analysis of variance
(ANOVA). If the ANOVA analysis shows significant curvature exists in the

Table 1 25−1 half factorial
experiment run design

Run A B C D E = ABCD

1 −1 −1 −1 −1 +1

2 +1 −1 −1 −1 −1

3 −1 +1 −1 −1 −1

4 +1 +1 −1 −1 +1

5 −1 −1 +1 −1 −1

6 +1 −1 +1 −1 +1

7 −1 +1 +1 −1 +1

8 +1 +1 +1 −1 −1

9 −1 −1 −1 +1 −1

10 +1 −1 −1 +1 +1

11 −1 +1 −1 +1 +1

12 +1 +1 −1 +1 −1

13 −1 −1 +1 +1 +1

14 +1 −1 +1 +1 −1

15 −1 +1 +1 +1 −1

16 +1 +1 +1 +1 +1
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process parameters, then Response Surface Methodology (RSM) would be applied
to determine the optimum operating parameter for the process to minimize both that
warpage and gate flash to all cavities.

2.2 Optimisation Phase with Response Surface Methodology

If there is a curvature in the relationship, then polynomial of higher degree must be
used. RSM techniques would be an appropriate technique to optimize injection
moulding process parameters [9]. The shape of response surface can be visualised
when plotted on a three-dimensional space. It also provides contour plot which is a
line of constant response when drawn in x1 and x2 plane. Each contour corresponds
to a particular height of response surface. This will be helpful to study the result
changes in the shape or height of response surface. In this study, Central Composite
Design (CCD) was used to fit the second-order polynomial model which consist of
13 runs. Table 2 shows the design matric for the CCD made of cube points (nos. 1–
4), 4 axial runs (nos. 5–8) and 5 centre points (nos. 9–13).

Then finally validation test was conducted to verify the optimal process
parameter obtained

Table 2 CCD design metric Std
order

PtType Blocks Mold
temp

Pack
pressure

1 1 1 −1.00000 −1.00000

2 1 1 1.00000 −1.00000

3 1 1 −1.00000 1.00000

4 1 1 1.00000 1.00000

5 −1 1 −1.41421 0.00000

6 −1 1 1.41421 0.00000

7 −1 1 0.00000 −1.41421

8 −1 1 0.00000 1.41421

9 0 1 0.00000 0.00000

10 0 1 0.00000 −1.00000

11 0 1 0.00000 1.00000

12 0 1 −1.00000 0.00000

13 0 1 1.00000 0.00000
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3 Results and Discussion

The experimental results of DoE responses for the multi-cavity moulding warpage
and gate flash responses were analysed from the normal probability plots, main
effect plots and residuals plots. The significant factors were identified, and the
contour plots provide curvatures in the response surfaces. Finally, the overlay of
warpage and gate flash responses indicates the optimum result.

3.1 DOE Characterization

3.1.1 Significant Factors for Warpage

The normal probability and standardized main effects plots of warpage for all
respective eight cavities were analysed. The analysis revealed that each cavity gave
varying significant effect and interaction. Figure 3 shows a sample of normal
probability and main effect plots for cavity number 1. Since this study involved
eight cavities, all the main effects and interactions need to be concurrently analysed.
Table 3 consolidates the main effect and interactions of the eight cavities and
reveals that only the main factor E (packing pressure) appears in all cavities.

3.1.2 Significant Factors for Flash

Similar analysis of significant main effect and interaction for all eight cavities was
done for flash and the results are consolidated in Table 4. The table shows that the
most significant main effect was attributed to factor C (mould temperature) where
all eight cavities were sensitive to its setting.

Fig. 3 Example of normal probability and main effect plots for cavity no. 1 for warpage
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3.2 Analysis of Variance

To have more insight and interpretation of experimental result, analysis of variance
(ANOVA) was performed on a warpage model to identify any curvature in the
warpage response. All the cavities scored curvature test with P-value less than 0.05
except cavities 5 and 8. Since the majority of cavities demonstrated possible cur-
vature existed in the model, we tentatively concluded that there was non-linearity in
the warpage response and it should be modelled using RSM [10]. ANOVA was also
conducted for the flash response and found that the curvature was significant for all
outputs of all cavities except cavities 6 and 8. Only cavity 8 did not show any
curvature in both warpage and flash. In general, it can be concluded both warpage
and flash responses are non-linear in majority of the cavities with holding pressure
(E) and mould temperature (C) having the most significant effects to all cavities.
There are significant two-factor interations for some cavities. However, in selection
of the main factors, we ignored the interation effects since they were widely in-
consistent among the cavities, especially for warpage. As such, we selected holding
pressure (E) and mould temperature (C) for further process optimzation using
RSM.

Table 3 Significant main effect and interaction for warpage

Cavity A B C D E AB AC AD AE BC BD BE CD CE DE

1 / / / / / / / / / /

2 / / / /

3 / / / / / / / /

4 / / /

5 / / / / / / / /

6 / / / / /

7 / / / / / / / /

8 / / / / / / / / /

Table 4 Significant main effect and interaction for flash

Cavity A B C D E AB AC AD AE BC BD BE CD CE DE

1 / / / / / / / / / /

2 / / / / / /

3 / / / / / / / / /

4 / / / / / / / / /

5 / / / / / / / /

6 /

7 / / / / / / /

8 / / / / / / / / / / /
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3.3 Optimum Process Setting Through Response
Surface Model

Figure 4 presents the contour plots showing second order model (with interaction
and main effects) which is twisted plane. In overall, it is observed that the holding
pressure (E) at low level and mould temperature (C) at high level resulted in the
best result (lowest warpage). Given that the holding pressure was the most sig-
nificant factor to the warpage response where lower mould temperature resulted in a
higher warpage. The results indicate that at low holding pressure with mould
temperature at centre level can reduce the warpage.

Figure 5 shows the contour plot for the second response, flash. From the contour
plots, it can be observed that mould temperature at low level and holding pressure at
low level resulted in the minimum flash. However, there are contradiction between
warpage and flash responses since the warpage required high level of mould
temperature while flash required low level of mould temperature to achieve the
optimum. We resolved these contradicting responses by using an overlaid contour
plot to visually identify an area of compromise.

Fig. 4 Contour plots for warpage response at eight cavities

Fig. 5 Contour plots for flash response at 8 cavities
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3.4 Optimal Overlaid Plot

Figure 6 shows the overlaid contour plot between two responses and the feasible
region is shown in white colour. The predicted optimum value was selected where
the pack pressure was at −1.6 and mould temperature was at 0.6 (coded values).

3.5 Confirmation Run

The confirmation of the predicted regression model is critical for both responses to
ensure they are within the acceptable practical settings. In this study, the confir-
mation was more critical for warpage since the flash defects remained within the

Fig. 6 Overlaid plot of warpage and flash responses for eight respective cavities

Table 5 Predicted
observation to actual test run

Cavity Predicted warpage value Actual warpage value

1 50.52408 7.10

2 −6.1339 6.85

3 4.17144 6.95

4 −13.4948 6.82

5 4.47934 7.02

6 −18.668 6.81

7 −26.1065 7.00

8 −8.576 6.82
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acceptable level. An example of the regression model to predict the response
warpage (by) for cavity 5 is given in Eq. (1), where x1 is the value of packing
pressure and x2 is the value of mould temperature.

by5 ¼ 6:9107 þ 0:01616ð Þ x1ð Þ þ �0:08224ð Þ x2ð Þ þ 0:01824ð Þ x21
� � ð1Þ

Table 5 summarises the predicted warpage values compare to the actual warpage
values. This findings suggest that there is a need to further improved the prediction
model for some of the cavities since the difference between the predicted warpage
and the actual warpage remain unsatisfactory. However, in the actual practical
experiment the new recommended packing pressure (−1.6) and mould temperature
(0.6), generally gave an improved overall performance and bring the warpage to an
acceptable level (within the specification limits).

The preliminary results reported in this paper should be treated with precautions
and more thorough investigations are needed before the above findings can be
generalised.

4 Conclusion

This study proposes quality improvement for multi-cavity injection moulding
process to reduce warpage and flash defects. The fractional factorial experimental
design was applied to identify the key significant factors affecting the multi
responses problem. The screening experiment using factorial experiments has
revealed that two significant factors which are packing pressure and mould tem-
perature. The CCD from RSM were used to optimize the process parameter set-
tings. The optimization through RSM using overlaid method lead to optimal
solution identification where the packing pressure setting should be at -1.6 and
mould temperature should be at 0.6 (coded values). The confirmation run reveals
that the proposed optimal parameters setting was able to meet the required speci-
fications. This research provides reference for practitioners on the application of
traditional DOE and RSM technique to address multi-cavities injection moulding
process with multi responses. This study should be further extended to refine the
formulation of prediction model. Interaction effects need to be thoroughly recon-
sidered in the analysis to obtain better prediction and more consistent performance
among the cavities.

Acknowledgements The authors would like to thank Ministry of Higher Education Malaysia and
Research Management Centre, Universiti Teknologi Malaysia for providing financial support to
publish this work through FRGS-UTM Grant No: Q.J130000.2551.21H58.

Quality Improvement in a Multi-cavity Injection … 287



References

1. Yizong T, Ariff Z, Muhammad Khalil A (2017) Influence of processing parameters on
injection molded polystyrene using Taguchi Method as design of experiment. Procedia
Engineering 184:350–359

2. Thyregod P (2001) Modelling and monitoring in injection molding. PhD thesis. Technical
University of Denmark

3. Müller E, Schillig R, Stock T, Schmeiler M (2014) Improvement of injection moulding
processes by using dual energy signatures Procedia CIRP 17(Supplement C):704–709

4. Attia UM, Alcock JR (2010) Optimising process conditions for multiple quality criteria in
micro-injection moulding. Int J Adv Manuf Technol 50(5):533–542

5. Yang Y-K, Shie J-R, Liao H-T, Wen J-L, Yang R-T (2008) A study of Taguchi and design of
experiments method in injection molding process for polypropylene components. J Reinf
Plast Compos 27(8):819–834

6. Eladl A, Mostafa R, Islam A, Loaldi D, Soltan H, Hansen H, Tosello G (2018) Effect of
process parameters on flow length and flash formation in injection moulding of high aspect
ratio polymeric micro features. Micromachines. 9(2):58

7. Sharma V, Goyal A, Sharma S (2015) Quality improvement of plastic injection molded
product using doe and Taguchi techniques Int J Recent Adv Mech Eng 4(2):93–103

8. Montgomery DC (2019) Introduction to Statistical Quality Control (8th ed). Wiley
9. Jayakaran S, Jeevanantham AK (2018) Optimization of injection molding process to

minimize weld-line and sink-mark defects using Taguchi based grey relational analysis. Mater
Today: Proc 5(5):Part 2 12615–12622

10. Carley KY, Kamneva N, Reminga J (2004) Response surface methodology. CASOS
Technical Report, Pittsburgh PA

288 H. T. Toh and A. Hassan



Stress and Strain Analysis
of the Traditional Boat Jaloe Kayoh
Made of Composite Materials
with Centered Loading Using the Finite
Element Method

Akram Tamlicha, Samsul Rizal, Iskandar Hasanuddin,
Adhittya Pahlevi, Nazaruddin, M. M. Noor, and Ichsan Setiawan

Abstract A composite material is a combination of two or more different materials
between resin and fiber. The characteristic of this material is that it has a high level
of corrosion resistance. This study aims to analyze the strength and durability of
Jaloe Kayoh made of jute fiber polyester composite materials. Static analysis on
Jaloe Kayoh is carried out through simulation or modeling using CAE-based
software with the Finite Element Method (FEM), in static-general conditions. The
parameters studied include the stress and strain values for centralized loading on the
body of the boat with a minimum load of 650 N and a maximum load of 1950 N.
The variations of the materials applied to Jaloe Kayoh include jute, jute-glass,
jute-glass-jute, and fiberglass. From the simulation results on the 1950 N loading,
the maximum stress is obtained by the jute-glass material with a value of
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3.356 � 109 Pa. The greatest maximum strain by jute-glass material is with a value
of 1.442 � 10−1. The results of this study show that the four composite materials
are categorized as good to be applied as the main material of the Jaloe Kayoh.

1 Background

The majority of Acehnese people who live in the coastal areas work as traditional
fishermen [1–3]. The boats used by the fishermen are made of wood with a dis-
tinctive shape, known as the jaloe kayoh. Traditionally, the jaloe kayoh is made of
wood as the main material. The wooden boat usually only lasts two to three years.
Wood is a low-quality material that is easily degraded, but producers of the jaloe
kayoh heavily depend on wood as the main material for the boats [1, 2].

One material that is not prone to degradation and decay is composite materials.
Composite materials are materials that consist of two or more constituent materials
at a macroscopic scale that are designed to have better performance and mechanical
properties than the constituent materials independently [4]. Based on their origin,
fibers can be divided into natural fibers and synthetic fibers. Natural fibers are good
for the manufacture of various products. One of them is abaca fiber, which is used
in composite panel products [5]. In this study, the natural fiber jute is used as the
reinforcing material.

The development of CAD/CAE technology with features such as 3-Dimensional
(3D) modeling and finite element simulation (FEM) has succeeded in reducing
some of the problems or difficulties faced by the manufacturing industry. The
machining process is a very important part of production in every production of the
manufacturing industry [6, 7]. Software-based on CAD (Computer Aided Design)
and CAE (Computer Aided Engineering) are an effective tool in creating and
performing simulations with the Finite Element Method [8, 9]. Then, the stress and
strain values obtained can be compared with the values from Finite Element
Analysis (FEM) and the calculation of their material properties [10].

This study uses several variations of composite materials; they are jute,
jute-glass, jute-glass-jute, and fiberglass as materials that are simulated against the
jaloe kayoh design with the Finite Element Method (FEM). The strength and
resistance levels of the materials are then analyzed. The parameters taken to express
strength and resistance levels of the jaloe kayoh are the stress and strain values at
the minimum loading variation of 650 N and the maximum loading of 1950 N
which are distributed centrally on the body of the jaloe kayoh.
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2 Literature Review

2.1 Jute Fiber

Jute fiber is a natural fiber that is commonly used as reinforcement in materials, that
is classified as a green composite. Known under the scientific name Corchorus
capsularis, it is a low-cost natural fiber with the maximum production volume in the
world, at around 2.300 � 103–2.850 � 103 tons [11, 12]. Jute fiber has poor
resistance to moisture, acids, and UV rays. On the other hand, its good texture and
resistance to heat and fire make it a material that can be widely applied in industries
such as textiles, construction, and automotive [13].

2.2 The Jaloe Kayoh

The jaloe kayoh is a small wooden boat from Aceh that is commonly used by the
fishing community for fishing, water transportation, and pond maintenance see
Fig. 1 [14].

2.3 FEM (Finite Element Method)

Finite Element Method (FEM) is a numerical science that can be applied to solve
problems such as stress analysis on the structure and deformation of ships, vehicles,
machines, building structures, and human body parts [15]. Analysis using FEM
makes it possible to get the stress distribution in the analyzed model. The failure of
a construct can be identified using this analysis and the precise point at which it is
indicated or occurred. Thus, it is easier for engineers to modify or reinforce the
construction that is identified as having a risk of damage or failure of construction.

Fig. 1 Acehnese traditional boat, the Jaloe Kayoh [14]
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2.4 Stress

Stress is the quantity of the tensile force acting on the cross-sectional area of an
object. The stress that occurs greatly affects the material properties of the object. If
the load is static or changes relatively slowly with time and is applied uniformly
over the cross-section or member surface, the mechanical behavior can be ascer-
tained by a simple stress-strain test; this is most often done with metals at room
temperature. There are three main ways in which loads can be applied: tensile,
compressive, and shear. Voltage is defined by relation [16].

r ¼ F
A0

ð1Þ

2.5 Strain

The strain is defined as the change in the length of a material divided by the initial
length due to the tensile and compressive forces on the material. The stress and strain
relationships are no longer linear as the material reach the phase limits of its plastic
properties. The strain is divided into two: engineering strain and true strain.
Engineering strain is the strain calculated according to the dimensions of the original
object (initial length). The amount of strain that occurs is calculated by dividing the
elongation by the original length. The strain is defined by the relation [18].

e ¼ DL
Lo

ð2Þ

True strain can be calculated in stages (increment strain). The amount of strain is
calculated on the actual dimensions of the object at certain times and not calculated
based on the initial length of the dimensions of the object [16].

3 Methodology

3.1 Material

In this study, the materials used in the jaloe kayoh boat model are jute, glass jute,
glass jute, and fiberglass which are formed through a lamination process, with the
following mechanical properties as shown in Tables 1, 2, 3, and 4.
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3.2 Testing Procedure

3.2.1 Design

Before simulation was conducted, the design of the jaloe kayoh used CAD-based
software. The length of the boat is 4398 mm, with a width of 1233 mm and a height
of 596 mm (Fig. 2).

3.2.2 Application of Materials

In this simulation, four different types of materials are used, namely jute, glass jute,
glass jute, and fiberglass, each of which is applied to the jaloe kayoh boat model.

3.2.3 Constraint

The stage of constraints used in the jaloe kayoh model is the coupling type. This
stage aims to connect the reference point to the jaloe kayoh body so that later a
concentrated load can be placed on the reference point (Fig. 3).

Table 1 Jute material
mechanical properties [2]

Modulus young (E) 84799 MPa

Poison ratio (v) 0.38

Density (q) 1409.443 (kg/m3)

Table 2 Jute glass material
mechanical properties [2]

Modulus young (E) 28681 MPa

Poison ratio (v) 0.29

Density (q) 1456.077 (kg/m3)

Table 3 Jute glass jute
material mechanical
properties [2]

Modulus young (E) 295722 MPa

Poison ratio (v) 0.32

Density (q) 1504.491 (kg/m3)

Table 4 Fiberglass material
mechanical properties [2]

Modulus young (E) 86129 MPa

Poison ratio (v) 0.2

Density (q) 2550.0 (kg/m3)
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3.2.4 Determining the Boundary Condition and Load

In this study, the type of load given is concentrated force with a load variation of
650 N, 1300 N, and 1950 N. Furthermore, the type of support chosen (Fig. 4).

• Boundary condition 1 used the ENCANSTRE (U1 = U2 = U3 = UR1 =
UR2 = UR3 = 0).

• Boundary condition 2 used displacement/rotation (U2 = U3 = UR1 =
UR2 = UR3 = 0).

Fig. 2 Jaloe Kayoh dimensions (mm) [17]

Fig. 3 Constraint results from the jaloe kayoh model
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3.2.5 Meshing

The meshing stages carried out on the wooden jaloe model used a tetrahedron mesh
type with a size of 7 mm (Fig. 5).

4 Results and Discussion

4.1 Stress Simulation

Stress analysis of the simulation using the Finite Element Method (FEM), the
following results are shown in Fig. 6.

The maximum stress values that occur with variations in material and given load
can be seen in Table 5.

4.2 Strain Simulation

Strain analysis of the simulation using the Finite Element Method (FEM) can be
seen in Fig. 7.

The maximum strain values that occur with variations in material and given load
can be seen in Table 6. The greatest maximum strain by jute-glass material is with a
value of 1.442 � 10−1.

BC 1

BC 2

Fig. 4 Given Load and boundary condition
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Fig. 5 Meshed model of the jaloe kayoh structure

Fig. 6 Stress contours that occur in the jute-glass with a minimum load

Table 5 Stress simulation results

Material Maximum stress (Pa)

650 N 1300 N 1950 N

Jute 8.601 � 108 1.796 � 109 2.844 � 109

Jute-glass 1.007 � 109 2.195 � 109 3.356 � 109

Jute-glass-Jute 8.718 � 108 1.766 � 109 2.684 � 109

Fiberglass 9.758 � 108 2.030 � 109 3.154 � 109
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5 Conclusion

From the research that has been carried out through simulations using FEM, several
conclusions can be drawn, including:

1. From static analysis with concentrated force on the jaloe kayoh using FEM, it is
found that the jute-glass material produced the greatest maximum stress and
strain values.

2. At a load of 650 N, the greatest maximum stress is found in the jute-glass
material with a value of 1.007 � 109 Pa. The largest maximum strain is also
found in the jute-glass material with a value of 2.625 � 10−2. At a load of
1950 N, the largest value of the two parameters is also found in the jute-glass
material with a maximum stress of 3.356 � 109 Pa, and a maximum strain of
1.442 � 10−1.

Fig. 7 Strain contours that occur in jute-glass with a minimum load

Table 6 Strain simulation results

Material Maximum strain

650 N 1300 N 1950 N

Jute 1.130 � 10−2 2.436 � 10−2 3.870 � 10−2

Jute-glass 2.625 � 10−2 8.746 � 10−2 1.442 � 10−1

Jute-glass-Jute 2.384 � 10−3 4.796 � 10−3 7.233 � 10−3

Fiberglass 8.859 � 10−3 1.799 � 10−2 2.724 � 10−2
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3. The four composite materials that have been tested are found to be feasible and
good alternatives for the use of wood as the main material for making the jaloe
kayoh if the wall thickness is increased.
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Numerical Analysis of Traditional Aceh
Fishing Boat with Various Scenario
Loading and Hull Thickness,
Manufacturing by Metal Plasma Cutting
and Welding

Akhyar, Akram Tamlicha, Iskandar Hasanuddin, Yusrizal Muchlis,
Amir Zaki Mubarak, Azwinur, Teuku Muhammad Yusuf,
and Asbahrul Amri

Abstract Numerical analysis for the traditional Aceh fishing boat was studied with
three loading scenarios, such as 2100, 3500, and 4200 N and four thickness vari-
ations are 3, 4, 5, and 6 mm. The analysis carried out involved stress, strain, and
displacement on the low carbon steel St-37 alloy. This simulation aims to analyze
the maximum stress, strain, and displacement of a traditional Aceh fishing boat with
several variations in loading conditions and hull thickness. Then it is produced
using CNC plate cutting techniques and assembled with welding techniques. The
load is applied evenly to the lower half of the surface on a traditional Aceh fishing
boat with the assumption boat receiving a pressure load from the water when it is
placed above the water level. The results show are that the maximum load and
strain are 340 MPa and 1.1 � 10−3 with third scenario loading conditions, the load
is 4200 N which was applied to the simulation with a plate thickness of 6 mm. The
maximum displacement was 4.76 mm in the third scenario loading conditions (the
load applied is 4200 N), with a plate thickness of 2 mm.
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Keywords Traditional Aceh Fishing Boat � Various Scenario Loading � Metal
Plasma Cutting � Welding

1 Introduction

Finite element analysis can be used to solve complex elasticity problems and
structural analysis problems in various engineering. Stress analysis, strain, defor-
mation, and other structural analysis can be done through this method. Several
solutions have been analyzed, including the phenomenon of hydrogen-induced
cracking in pipeline steel which has been analyzed using the finite element model.
The results of experimental modeling and validation show that the crack propa-
gation path can be predicted by the fracture mechanic approach [1]. Studies on the
moment connection with the bolt on the end-plate have carried out finite element
software through a cyclic-void growth model, the results show that the vibration
mode has an important role in increasing damage to high-rise structures [2]. Finite
element software analysis for thermal and mechanical simulations of single butt
welding with several angle variations has been carried out on the St-37 material [3].
Toluene storage tank failures with varying capacities have been analyzed using
Axisymmetric finite element analysis for the welding of tank roof fillets on St.37-2
[4]. Stress distribution and deformation were analyzed using the finite element
method under various loading conditions [5]. Three-dimensional finite elements
with a Goldak double ellipsoid heat source model were analyzed for the repair of
the butt weld of two thin St 37 plates. The results obtained are finite element
simulation can predict the residual stress in the initial welding and its repair [6].
Modeling of St 37 and St-70 plates of steel for three-dimensional I beam with a
thickness of 3 mm has been analyzed through the finite element method to the
elastic stress carried out on the X, Y, Z axes, the result is that the elastic stress of St
37 steel is higher than St 70 steel [7]. Simple three-dimensional numerical modeling
on marine composite panels with the principle of damage mechanics using cyclic
test data to obtain a reduction in modulus with damage has been carried out [8].

Stress distribution and bending behavior were analyzed for thin carbon fiber
sandwich material for sailboat hull using the finite element method [9], and a
composite hull response analysis with the finite element method has also been
performed [10]. Finite element analysis was performed to predict the effect of shock
pressure loading on the ring stiffened submersible hull [11], and the slope of the
steering construction with several degrees of slope [12]. Optimization through ship
structural analysis and design has been analyzed using elements to non-linear [13].
As well as optimization of the composite hull pressure design under 3 MPa
hydrostatic pressure has been carried out at a depth of 300 m through the Tsai-Wu
and Tsai-Hill failure criteria. The results show varying responses to variations in the
angle of fiber orientation, and the total deformation increases linearly with
increasing depth as expected [14].
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Several methods/processes can be used in producing engineering products such
as welding [15], casting [16–18], machining, and many other processes. The dis-
cussion of the process of removing vibration stress and heat treatment post welding
by applying resonant vibrations has been observed in low carbon steel welding
St.37 [15]. The effect of variations in shoulder rotation on the Friction Stir Welding
(FSW) process has been analyzed through numerical simulations of welding joints
in aluminum 5083 and 6061-T6. The simulation results of welding temperature
distribution and reaching the maximum on the FSW weld metal due to shoulder
rotation [19]. Multi-response analysis and optimization of the cutting speed, gas
pressure, arc current, and stand-off distance to improve the quality characteristics of
plasma arc cutting were investigated on the Monel 400 superalloy. The results
obtained are that the optimal plasma arc cutting parameters consisting of cutting
speed: 2400 mm/min, gas pressure: 3 bar, arc current: 45A, and stand-off distance:
2 mm are determined to obtain good quality [20].

The purpose of this simulation is to analyze the stress, strain, and displacement
of a traditional Aceh fishing boat with several variations in loading and hull wall
thickness. This FAE analysis will obtain the maximum value (for stress, strain, and
displacement), as well as the area where the maximum number was formed in
traditional Aceh fishing boats when load and thickness variations are applied. The
results of the stress, strain, and displacement analysis are required to optimize the
design and manufacturing of the traditional Aceh fishing boat.

2 Method and Parameters

This simulation has conducted stress, strain, and displacement analysis on a tra-
ditional Aceh fishing boat with three variations of the load number and four vari-
ations of wall thickness. This simulation has been carried out in the Computation
Mechanic Laboratory at the Mechanical Engineering Department of Universitas
Syiah Kuala. Currently, traditional Aceh fishing boats are produced with wood and
fiberglass materials, and these boats are often used for fishing boats with a small
size of around three GT (gross tonnage) in Aceh Province. The detailed dimensions
of the boats include the length, width, and maximum height of the boats, which are
8717, 2062, and 2069 mm, respectively. The surface shape of the hull boat is wavy
following the fluidity of the water. The schematic of the traditional Aceh fishing
boat analyzed in this simulation is in more detail as shown in Fig. 1.

The material used in this study is low carbon steel St. 37 as shown in Table 1.
The load given to the traditional Aceh fishing boat in this study is evenly distributed
with four variations of the load magnitude as shown in Table 2. The loading
scenario given in this simulation assumes the number of loads that work when
loaded by passengers, machines, and other equipment when fishermen go to sea
(with various load conditions). Meshing is carried out on the traditional Aceh
fishing boat model using the tetrahedron mesh type. Figure 2 shows the conditions
and location of the pedestal placement and the boundary conditions for static
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loading, where the support chosen for boundary condition 1 is the type of pinch
support (U1 = U2 = U3 = UR1 = UR2 = UR3 = 0) while the support for bound-
ary condition 2 uses the type displacement/rotation (U2 = U3 = UR1 =
UR2 = UR3 = 0). Furthermore, the simulation results have been manufactured
through CNC plasma arc cutting technology for plate cutting and metal welding
technology for assembling into a traditional Aceh fishing boat prototype.

3 Result Analysis

First scenario loading condition. The stress, strain, and displacement distributions
with the variations in hull thickness given, they are 3, 4, 5, and 6 mm, respectively (as
shown in Figs. 3, 4, 5, and 6). The results of the analysis show amaximum stress value

Fig. 1 Schematic upper, front, side views of traditional Aceh fishing boat

Table 1 Material properties of low carbon steel St. 37

Elastic (Young’s tensile) modulus 69 GPa

Elongation 26%

Poisson’s ratio 0.29

Shear modulus 75–80 GPa

Tensile strength 340–470 MPa

Yield strength 225–235 MPa

Density 2.7 g/cm3

Table 2 Variation in loading
conditions during the
traditional Aceh fishing boat
simulation

Loading Condition Load Applied (N)

First loading condition 2100

Second loading condition 3500

Third loading condition 4200
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Fig. 2 a Boundary Conditions, b Load applied

Fig. 3 Traditional Aceh fishing boat with 2100 N as loading application with 3 mm of plate
thickness: a Stress, b Strain, and c displacement
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Fig. 4 Traditional Aceh fishing boat with 2100 N as loading application with 4 mm of plate
thickness: a Stress, b Strain, and c displacement

Fig. 5 Traditional Aceh fishing boat with 2100 N as loading application with 5 mm of plate
thickness: a Stress, b Strain, and c displacement
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of 170 MPa with the location of the bottom keel at the front, the maximum strain of
5.46 � 10−4 with the location of the bottom keel at the front, and the maximum
displacement of 2.37 mm with the location of the body draft upper midship. The
distribution of stress, strain, and displacement along the bottom keel in the traditional
Aceh fishing boat in the first scenario loading condition is shown in Fig. 7.

Second scenario loading condition. The stress, strain, and displacement distri-
butions with the variations in hull thickness given of 3, 4, 5, and 6 mm, respectively
(as shown in Fig. 8, 9, 10, and 11). The results of the analysis show a maximum
stress number is 284 MPa with the location at the front bottom keel, the maximum
strain of 9.12 � 10−4 with the location at the front bottom keel (6 mm of plate wall
thickness), and a maximum displacement of 3.96 mm with the location of the body
draft upper midship (3 mm plate wall thickness). The distribution of stress, strain,
and displacement along the bottom keel of the traditional Aceh fishing boat under
the second scenario loading condition, as shown in Fig. 12.

Third scenario loading condition. The distribution of stress, strain, and dis-
placement with the variations in hull thickness given are 3, 4, 5, and 6 mm,
respectively (as shown in Figs. 13, 14, 15, and 16). The results of the analysis show
the maximum stress value is 340 MPa with the location at the front of the bottom
keel, the maximum strain of 1.10 � 10−3 with the location at the front-bottom keel
(6 mm of plate thickness), and a maximum displacement of 4.76 mm with the
location of the body draft upper midship (3 mm of thickness). The distribution of

Fig. 6 Traditional Aceh fishing boat with 2100 N as loading application with 6 mm of plate
thickness: a Stress, b Strain, and c displacement
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stress, strain, and displacement along the bottom keel in the traditional Aceh fishing
boat in the third scenario loading condition is shown in Fig. 17.

Summary of simulation results of traditional Aceh fishing boat from three load
variations and four thicknesses with maximum values. The location where the
minimum stress, strain, and deformation is formed can be seen in Table 3. The
results obtained are that the maximum load is 340 MPa and the maximum strain is

Thick Stress (Pa) Strain Displacement (mm) 

3 mm 

4 mm 

5 mm 

6 mm 

Fig. 7 Stress, strain, and displacement distribution along the mainframe of a traditional Aceh
fishing boat with a load number is 2100 N
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Fig. 8 Traditional Aceh fishing boat with 3500 N as loading application with 3 mm of plate
thickness: a Stress, b Strain, and c displacement

Fig. 9 Traditional Aceh fishing boat with 3500 N as loading application with 4 mm of plate
thickness: a Stress, b Strain, and c displacement
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Fig. 10 Traditional Aceh fishing boat with 3500 N as loading application with 5 mm of plate
thickness: a Stress, b Strain, and c displacement

Fig. 11 Traditional Aceh fishing boat with 3500 N as loading application with 6 mm of plate
thickness: a Stress, b Strain, and c displacement
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1.1 � 10−3 with third scenario loading conditions (load 4200 N) with a plate
thickness is 6 mm. The maximum displacement is 4.76 mm formed in the third
scenario loading conditions (load 4200 N). The simulation results show that there is
an increase in stress and strain with an increase in the loading value given in the
simulation. However, the displacement value decreases with increases in the load
applied to the boat structure. Furthermore, the thickness of the steel plate also

Thick Stress (Pa) Strain Displacement (mm) 

3 mm 

4 mm 

5 mm 

6 mm 

Fig. 12 Stress, strain, and displacement distribution along the mainframe of a traditional Aceh
fishing boat with a load number is 3500 N
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Fig. 13 Traditional Aceh fishing boat with 4200 N as loading application with 3 mm of plate
thickness: a Stress, b Strain, and c displacement

Fig. 14 traditional Aceh fishing boat with 4200 N as loading application with 4 mm of plate
thickness: a Stress, b Strain, and c displacement
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Fig. 15 Traditional Aceh fishing boat with 4200 N as loading application with 5 mm of plate
thickness: a Stress, b Strain, and c displacement

Fig. 16 Traditional Aceh fishing boat with 4200 N as loading application with 6 mm of plate
thickness: a Stress, b Strain, and c displacement

Numerical Analysis of Traditional Aceh Fishing Boat … 313



affects the number of stress and strain produced from the simulation. The number of
stress and strain increases with increasing thickness of the steel plate. Subsequently,
the displacement value decreases with increasing thickness of the steel plate.

Traditional Aceh fishing boat manufacturing. Traditional Aceh fishing boat
production has been carried out at the Material and Combustion Engineering
Laboratory at the Mechanical Engineering Department of Universitas Syiah Kuala.

Thick Stress (Pa) Strain Displacement (mm) 

3 mm 

4 mm 

5 mm 

6 mm 

Fig. 17 Stress, strain, and displacement distribution along the mainframe of a traditional Aceh
fishing boat with a number load is 4200 N
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Boat design is done using CAD software to produce working drawings and 3D
design of a traditional Aceh fishing boat model. Furthermore, the model is cut using
a CNC plasma arc cutting, the shape and cutting parts are as shown in Fig. 18. The
pieces of low carbon steel plate are then assembled by welding techniques. The
cutting and welding processes can be seen in Fig. 19.

4 Conclusions

Stress, strain, and displacement on traditional Aceh fishing boats with various
loading variations have been analyzed through FAE simulations and are discussed
in this paper. The results of this analysis will obtain the maximum and minimum
values (for stress, strain, and displacement). The maximum stress obtained is
340 MPa and the maximum strain obtained is 1.1 � 10−3 with third scenario

Table 3 Maximum stress, strain, and displacement with various loading conditions and different
plate thicknesses

Scenario
Loading
Conditions

Plate
thickness
(mm)

Stress (MPa) Strain Displacement
(mm)

Min. Max. Min. Max. Min. Max.

First
loading
condition
as 2100 N

3 8.36 � 10−3 89.2 – 4.17 � 10−4 – 2.37

4 8.36 � 10−4 110 – 4.71 � 10−4 – 2.31

5 2.28 � 10−4 132 – 4.16 � 10−4 – 2.10

6 2.01 � 10−4 170 – 5.46 � 10−4 – 1.93

Second
loading
condition
as 3500 N

3 1.40 � 10−2 212 – 6.96 � 10−4 – 3.96

4 1.39 � 10−3 183 – 7.87 � 10−4 – 3.86

5 3.8 � 10−4 221 – 6.94 � 10−4 – 3.52

6 3.36 � 10−4 284 – 9.12 � 10−4 – 3.22

Third
loading
condition
as 4200 N

3 1.67 � 10−2 254 – 8.35 � 10−4 – 4.76

4 1.67 � 10−3 220 – 9.45 � 10−4 – 4.63

5 4.56 � 10−4 265 – 8.34 � 10−4 – 4.23

6 4.03 � 10−4 340 – 1.10 � 10−3 – 3.87

Fig. 18 Schematic of cutting a metal plate to be cut via CNC plasma cutting
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loading conditions (load 4200 N) and the plate thickness is 6 mm. The maximum
displacement is 4.76 mm at third scenario loading conditions (4200 N load).

The location area that occurs on the traditional Aceh fishing boat for the three
load variations applied for shows at the front bottom keel, this can be seen in the
maximum stress and strain which is 6 mm of the hull thickness. Whereas the
location of maximum displacement shows at the upper midship body draft with
3 mm of hull thickness, this occurs in the third loading scenario. The simulation
results show the influence of increasing stress and strain on the loading variation
applied to simulation. The number of stress and strain increases with the increasing
number of the load. However, the displacement value decreases when the number
of loads applied to boat structures increases. The thickness of the steel plate also
affects the value of stress and strain produced. The number of stress and strain
increases with the thickness of the steel plate, but the displacement value decreases
with increasing thickness of the plate steel. So that it can be recommended to
improve the traditional Aceh fishing boat design on the upper midship body draft,
the improvements are intended for safety during boat applications at the ocean.

Fig. 19 Manufacturing traditional Aceh fishing boat through metal cutting and welding processes
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The results of the stress, strain, and displacement analysis are needed to optimize
the design and manufacturing of traditional Aceh fishing boats. The manufacturing
of traditional Aceh fishing boats goes through two processes. Specifically, metal
cutting using a CNC plasma cutting then assembling it with a metal welding
process. Generally, the hull traditional Aceh fishing boat was produced by wood,
particularly for a size of about three GT. The change of material from wood to low
carbon steel has been successfully analyzed numerically and manufactured through
this study.
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A Simple Low-Cost Apparatus
for of Single Fiber Tensile Strength
Measurement

S. Sabri, Z. Fuadi, R. Kurniawan, I. Hajar, Samsul Rizal,
and H. Homma

Abstract Concerns about environment impacts of synthetics fiber composites
usages have led to various researches in Natural Fiber Composites (NFCs). Since
various natural fibers are available worldwide, one of the issues in its application is
the evaluation of mechanical properties of the fiber. In this study, we have designed a
simple low-cost tensile test apparatus for evaluation of ultimate tensile strength of
single natural fiber. The simple apparatus is built using a low-cost linear stage driven
by a stepper motor. A cantilever spring is employed to measure the tensile force
during the tensile test. The apparatus shows a good performance when used to
evaluate the maximum tensile strength of single Abacafiber. However, the apparatus
still has the limitation in that it has no feature to measure the fiber’s elongation
during the test. Nevertheless, the apparatus is considered useful for preliminary
evaluation of the ultimate tensile strength of various single natural fiber.

Keywords Tensile test � Single fiber � Test apparatus � Ultimate tensile strength

1 Introduction

Natural Fiber Composites (NFCs) have been extracting attentions from many
researchers because it could reduce the environmental impacts of synthetics fiber
composites applications. NFCs have advantages such as [1] low density but high
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modulus and stiffness, renewable, low-production cost, low-hazard, produces low
emission, and less abrasive. Natural fibres such as Ramie, Flax, Hemp, Jute, Sisal,
and Abaca have been applied as natural reinforcing material in matrix composites
and they have been showing promising results in various applications. Nevertheless,
there are still various kinds of natural fibres available worldwide that are still
unexplored which could have good properties for natural composite reinforced
materials.

Among the most important factors in fiber selection for reinforcing material are
the tensile strength and the interfacial shear strength. These two factors determine
the performance of the composites since they decide the bonding strength between
the fiber and the matrix. The interfacial shear strength of the fiber and the matrix
have become the focus of several researchers previously [2–4].

Despite various kind of natural fiber availability, the mechanical properties of
the fiber, such as tensile strength and interfacial shear strength, are still limitedly
available. This is due to wide variation of fiber and matrixes selection as well as the
limitation in the test equipment designated to natural fiber especially that for sin-
gle fiber. The commonly available tensile test equipment is generally designed for
high load so that they are less sensitive for evaluation of single fiber, which usually
breaks at a tensile force less than 40 N [5].

In this study, we have designed a simple low-cost test apparatus for evaluation of
the ultimate tensile strength of single natural fiber. The test apparatus is designed
based on, although not fully complied to, ASTM-D3379-75; the standard test
method for tensile strength and Young’s Modulus for high modulus single filament
materials. The objective of this study is to fabricate a simple and low-cost exper-
iment set up to enable a simple and low-cost evaluation for the ultimate tensile
strength of various single natural fiber. The apparatus is designed with flexibility to
enable various modifications conducted to the main components for flexibility in
the evaluation.

2 Apparatus Set-Up and Data Acquisition

2.1 Apparatus Set-Up and Components

The apparatus setup for the tensile test is given in Fig. 1. It consists of a linear guide
equipped with a worm gear driven by a DC stepper motor. The linear guide has a
maximum sliding distance of 150 mm. An x-y-z stage is installed on the linear
guide stage. The x-y-z stage is installed for the alignment purpose of the single fiber
specimen prior to the tensile test, controlled by micro meter screws. An L-shape bar
base structure is installed on the x-y-z stage to support the specimen’s holder.
A cantilever beam is installed on the base.

In the tensile test, the specimen is positioned between two C-shape holders. The
fiber specimen is mounted on a piece of paper using adhesive tape. Before the tensile
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test, the paper is cut and the specimen is aligned horizontally by adjusting the x-y-z
stages. A fiber specimen is shown in Fig. 2. Figure 2a shows the specimen before the
tensile test and Fig. 2b shows that after the test showing broken fiber after subjected
to tensile force.

Fig. 1 The simple test apparatus for single fiber tensile test

Fig. 2 A single
fiber specimen before the test
(a) and after the test (b)
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The length of the specimen shown in Fig. 2 is 8 cm. Here, the gauge length of
the fiber is 5 cm, which means that in the tensile test it is expected that the fiber
will break at a location somewhere at ±2.5 cm from the centre. The designed
apparatus allows the maximum gauge length of the specimen up to 15 cm.

The linear stage is moved in horizontal direction using the stepper motor by
means of a worm gear shaft. The 12 V DC motor rotation is controlled by an
Arduino controller through a Personal Computer (Fig. 3). The speed of linear stage
is determined by the number of steps-per-second assigned to the stepper motor. The
motor used in this setup allows the linear stage to slide at maximum speed of
50 mm/s without any load.

2.2 Data Acquisition

In order to record the tensile force data during a tensile test, a DAQ (Data
Acquisition) system was built (Fig. 4). It consists of a pair of strain gauges, a
cantilever beam, a bridge box, a strain amplifier, and a DAQ software installed on a
PC. The data acquisition system is built based on Kyowa instrumentation system.

The cantilever beam (Fig. 5) is used to acquire the tensile force applied during
the tensile test by means of the strain gauges. The beam is made of Copper-Zinc
alloy, 2 mm thick, 4 mm wide, and 100 mm long. Two strain gauges,
KFGS-1-120-C1-16 L1M2R made by Kyowa, were installed on the middle of the
beam, 50 mm from the top. The beam is bolt-mounted on an L-shape bar mounted
to the base.

The theoretical deflection of the cantilever beam is given in Fig. 6 for tensile
force up to 15 N. The calculation was conducted by assuming that the length of the
cantilever beam is 85 mm (from the edge of L-shaped bar to the specimen’s mount)

Fig. 3 Motor speed
controller
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and the Young’s Modulus value of the material is 117 GPa. The maximum
deflection, dmax, of the beam at tensile force of 15 N, which is the maximum
designed load, is 2.46 mm with an angle of deflection of 2.48°. At the tensile force
of 5 N, the maximum deflection, dmax, is 0.82 mm.

Kyowa DCS100A Dynamic Data Acquisition Software is used for data acqui-
sition. The allowable sampling frequency of the software is from 1 Hz to 10 kHz.
The software allows the conversion of the recorded data, which is in the format of
KS3 file, to a number of file formats such as CSV file which can later be processed
by using spreadsheet or other data processing software.

Fig. 4 Data acquisition components

Fig. 5 Cantilever beam
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3 Results and Discussion

3.1 Load Calibration

One of the most important factors in a tensile test is the tensile force application.
On this apparatus, the tensile force is achieved as the result of linear stage move-
ment in horizontal direction, in which the value of the force is acquired by a pair of
strain gages installed on the cantilever beam. Since the data acquired is the strain, it
is necessary to establish a relationship between the strain, lm/m, and the force, N,
for the particular cantilever beam. Figure 7 illustrates the method for tensile force
calibration.

The method simply uses a bucket filled with water, in which the weight of the
bucket depends on the volume of the water (Fig. 7). Three loads were used for the
calibration; 3 N, 5 N, and 6.4 N. The load was measured by using a weight scale
having a tolerance of 1 g. The result is given in Fig. 8. The three loads used
resulted in strain of 140 lm/m, 234 lm/m, 306 lm/m for the respective load of 3 N,
5 N, and 6.4 N. Using this results, the relationship between the load, N, and the
strain, lm/m, for the particular cantilever beam setting can be written as follows.

Load,N ¼ 0:0208 � Strain
lm
m

� �
ð1Þ

Therefore, Eq. 1 is the constant for the cantilever beam. In the tensile test, Eq. 1
is used to calculate the value of maximum tensile force at the fiber break-up using
the acquired strain value.

Fig. 6 Theoretical deflection of the beam
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3.2 Strain vs. Time Relationship

A particular result of the tensile test is given in Fig. 9. It can be observed that the
force application started after 2 s recording time. The tensile force increased lin-
early with time until reaching maximum at a strain value about 246 lm/m at 18.8 s.
Thus, in this particular test, the time from fist tensile force application until
break-up was about 16.8 s. This data was acquired with a sampling frequency of

Fig. 7 Load calibration method

Fig. 8 Cantilever beam constant; relationship between strain and force
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1 kHz. The tensile force during this period can be obtained by using Eq. 1. For this
case, the strain value of 246 lm/m is equal to a tensile force of 5.1 N.

The strain rate at which the data is recorded in Fig. 9 is 14.65 lm/m/s; equal to a
loading rate of 0.3 N/s. Depending on the speed of the linear stage, which is
controllable by motor rotation, the loading rate can be adjusted. However,
the loading rate is decided by the stiffness of the cantilever spring and the speed of
the linear stage. Figure 10 shows two tensile tests conducted at two different strain
rates. For this particular apparatus, the maximum recommended loading rate is 1 N/
s. Here, the loading rate more than 1 N/s is not recommended because it may cause
a slippage in the stepping motor.

The strain rate or loading rate for the tensile test of single fiber is seldom dis-
cussed in literature. However, ASTM D3379-75 [6] indicated that the movable
member should be driven to have a constant strain rate. Here, it is shown by Figs. 9
and 10 that constant strain rates were achieved.

3.3 Ultimate Tensile Strength

Single Abaca fiber were selected as specimens for evaluation of tensile strength
using the designed apparatus. Five specimens were prepared with a gauge length of

Fig. 9 A result of tensile test
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25 mm. The single fiber were randomly selected from an Abaca trunk. No addi-
tional treatments were applied to the fiber. The tensile tests were conducted with a
loading rate of 0.3 N/s with a linear stage movement of 0.05 mm/s.

The results of the tensile tests are given in Fig. 11. Specimen No. 1 broke at a
maximum strain of 248 lm/m equal to a maximum tensile force of 5.16 N. The
maximum tensile forces for other four specimens are 5.26 N, 5.66 N, 5.84 N, and
6.3 N for respective specimen Nos. 2–4. It can be seen in Fig. 12 that all five tests
were having a relatively similar loading rate.

The calculation of ultimate tensile strength of the fiber requires a microscopic
evaluation of the cross-sectional area of each fiber. Due to large distribution of the
cross-sectional area of the fiber along its longitudinal direction, some researchers
used the average value of diameter which is evaluated for certain length [7]. For
this particular case, the diameter of the single fibre was determined by evaluating
the width of the fibre at break-up location. This assumption is taken because the
break-up location tends to occur at the weakest part, which in this case the location
where cross-sectional area is the smallest.

Figure 12 shows a single fiber at break-up location. Here, it is assumed that the
fiber has a circular cross-section. Using this assumption, the single fiber shown in
Fig. 12 has a diameter of 100 lm, which resulted in a cross-sectional area of
0.0082 mm2. Using this value, the ultimate tensile strength of this particular fibre is
calculated as 657 MPa.

Using similar assumption, the ultimate tensile strengths of the five specimens are
given in Table 1. The maximum value of the tensile strength occurred for specimen
No. 4, i.e. 1.012 MPa, while the smallest value occurred for specimen No. 3 with a
value of 423 MPa. The value of the tensile strength may differ according to the
method of determining the cross-section area of the fiber. Liu et al. [7] measured the

Fig. 10 Adjustable strain
rate
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average diameter of the single fiber using optical observation at three locations.
A more reliable result of the tensile strength value could be obtained by individual
observation of the cross-section area at break-up point using three-dimensional high
magnification optical microscope such as SEM in the axis normal to load appli-
cation. However, conducting such analysis can be complicated and time consum-
ing. Therefore, the exact value of the tensile strength of natural fiber depends not
solely on the tensile test apparatus but also to the method used for cross-sectional
area measurement.

Fig. 11 Maximum strain at fiber break-up

Fig. 12 Assumption for
diameter evaluation of the
fiber
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In literatures, there are a wide range value of the tensile strength of Abaca single
fiber. Among those are 717 MPa [4], 755 MPa [3], 955.7±299.7 MPa [8], and
500 MPa [9]. This wide variation of the tensile strength value and its margin of
errors is caused by the randomness of the fiber’s dimension, which is caused by the
nature of its cultivation region as well as climates.

3.4 Limitation

The standard test method for tensile strength and Young’s Modulus evaluation for
high modulus single filament materials is described in ASTM-D3379-75 [6].
However, the test apparatus designed in this paper does not have full compliance to
the standard's requirements. The limitation is that the system has no equipment for
evaluating the elongation of the fiber during the tensile test. Therefore, the value of
Young’s Modulus for the evaluated fibre cannot be determined.

4 Conclusion

A simple experimental setup for tensile strength evaluation of single fiber has been
designed in this study. The experiment setup uses a low-cost linear stage driven by
a stepper motor controlled by an Arduino board. The data acquisition system is
build using Kyowa instruments and data acquisition software. The performance of
the tensile test apparatus was tested by using single abaca fibre. The results show
that the fiber broke at a maximum tensile force between 5.16 N and 6.3 N, which
resulted in ultimate tensile strength values from 423 MPa to 1.012 MPa.

The designed system has a limitation because it has no apparatus to measure the
elongation of the fiber during the tensile test. Therefore, the value of Young’s
Modulus of the fiber cannot be calculated. Despite this limitation, such simple
apparatus is considered having a good cost benefit for preliminary evaluation of the
tensile strength of various single natural fiber.

Table 1 Maximum tensile strength of evaluated Abaca single fiber

Specimen
no.

Strain
max

Force
max

Cross section area
(mm2)

Max. Tensile Strength,
(MPa)

1 248 5.16 0.0082 657

2 253 5.26 0.0065 813

3 272 5.66 0.0134 423

4 281 5.84 0.0058 1.012

5 303 6.3 0.0121 519
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Three Dimensional Modeling
Fractured Bone Reconstruction
Using CT Scan Images

Irwansyah, Asbar, Redyarsa D. Bintara, Jiing-Yih Lai,
and Pei-Yuan Lee

Abstract The medical three-dimensional model currently uses as an invaluable
source of information to enhance clinicians in preoperative surgical planning. The
favourable computer-aided design tool applied to improve the visualization quality
of the medical model. In this study, the virtual reconstruction of proximal femur
fractures with multi fragments was included. The mesh correction and smoothing
algorithm also performed. The aim study is to analyze each step of the visualization
digital model and their aspects that affect the accuracy and reproducibility. It found
the complex fracture model took longer to reconstruct the virtual model. The
beneficial approaches described in this study are not just limited to orthopaedic
case, but also for many other fields of medicine.

1 Introduction

Three-dimensional (3D) virtual medical modeling has become state-of-the-art in
preoperative surgical planning. The rapid growth of computer imaging technology
transforms the traditional method from manual sketching to computerization.
Generally, 3D-preoperative planning software assists the clinician to demonstrate a
3D medical model, diagnose malunity, and virtually planning before held in the
theater room [1, 2]. The use of computer-preoperative planning also leading to
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reduce surgical time and potential misinterpretations, as a consequence benefit is
reducing the recovery time [3]. Computer-aided design (CAD) as a representative
tool in engineering design and modeling is now being used extensively in medical
modeling. Typically, a 3D bone model is constructed by extracting the boundary
pixels of a bone structure on each slice of computed tomography (CT) images,
following by bone segmentation, bone reduction, and implant fixation procedures.
Precisely geometry to imitate the anatomic structure is the key to the successful
treatment of bone fractures. Several 3D medical model reconstruction techniques
were reported based on a 2D X-ray image and from CT images [4, 5]. However, the
method which offers acceptable accuracy and appropriate local minima with fewer
geometric errors still is debatable. The objective of this study is to describe and
illustrate those aspects of each step of the virtual model reconstruction that affect
the accuracy and reproducibility of the 3D medical models.

2 Methods

A patient’s fractured femur data, intertrochanteric hip fractures with multi frag-
ments AO/OTA 31-A2 were included in this study. The 3D femur model was
developed prospectively, based on a CT scanned image using clinical CT images,
0.2 mm slice interval between two cross-sectional images, and size 512 � 512
pixels on each image. Thin-slice CT was saved in Digital Imaging and
Communications in Medicine 3.0 format (DICOM, .dcm), and input into the pre-
operative planning system for 3D model reconstruction. The system operates in a
PC-based environment including virtual surgery simulation tools into a single
computer program package (Intel® Core™ i5-4440 CPU, 3.1 GHz processor, 4 GB
RAM, Windows 7 operating system) [6]. The system displays a 3D model with a
volume rendering technique. A multi-region segmentation was employed by sep-
arating bone tissue individually from surrounded tissues. Smoothing and imaging
processes were performed by adjusting threshold values to reduce the error caused
by imaging geometrical noises. The 3D medical model was converted to solid
models and exported to a **.STL (STereoLithography) file. Triangulated-mesh
formation and correction were finally performed to meet the desired virtual model
for further stages either 3D modeling or 3D printing fabrication.

3 Results and Discussion

In this study, a series of femur multi-fragments were reconstructed and repositioned
into their original anatomy position. The result of 3D modeling reconstruction is
presented in Fig. 1.

CT images are imported to perform the segmentation by considering the mini-
mum intensity value for bone and cortical bone tissues (Fig. 1a, b). The
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multi-region segmentation algorithm was employed to determine seed points
automatically, then the region growing algorithm used to propagate regions
simultaneously (Fig. 1c, d). Figure 1e depicts the screenshot after segmentation,
whereas the interface displays 3D CT images where the pixels associated with each
bone fragment are marked with different colors. The triangulated-meshes bone
model formation is presented in Fig. 2. 3D meshes model was generated using the
marching cubes algorithm. Smoothing and meshes correction was performed by
adjusting the threshold value before converting the segmented model into a mesh
model. The image processing approach was used to remove geometric errors for
ready files in preoperative simulation and 3D printing fabrication.

The computation time for reconstructing a 3D femur AO/OTA 31-A2.2 was
recorded 483 s, segmentation (134 s), and bone reduction (349 s). During seg-
mentation, many unwanted noises and segmented artifacts can be accidentally
captured. The erroneous data usually presents as the non-manifold vertices and
folded poly-faces on the surface model, as presented in Fig. 3. Small poly-faces
clusters within the model can also create problems when mesh correction and
smoothing algorithms were applied. These drawbacks are necessary to be removed
during the first stages of the process by using the mesh correction tool.

Fig. 1 Virtual fractured bone reconstruction modules, a CT-images, b GUI segmentation,
c segmentation each images, d 3D fragments, and e 2D and 3D monitoring display
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The complexity of the microarchitecture of cancellous bone creates geometric
erroneous during the model creation process. This difficulty of geometry occurs due
to the complexity clusters of vertices and triangles nearby to one another. Holes
defect can appear when the smoothing algorithm was performed to reduce the
number of triangles in the mesh model. To create a water-tight model, the fill holes
function in CAD software was used to fill the most simple holes in the mesh model.

Fig. 2 Triangulated-mesh generation, a surface model of 3D fractured bone, b and c 3D model
after the triangulated-meshes formation

Fig. 3 The 3D Femur 31-A2.2. a A 3D model with four pieces of dissembled fragments,
b assembled model and geometric defects correction on the surface model
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However, mesh erroneous were still occurred when attempting to fix the complex
holes, resulting in unrepresentative meshes. When this function fails to close a
complex hole, the hole boundary can be simplified by break off the poly-faces into
more manageable shapes for the further filling holes stage.

3D model smoothing surface strongly depends on the voxel size of the CT scan,
size of the anatomy being modeled, number of fragments and level of complexity
trabecular structure, and variety in a number of the poly-face mesh model. The
Mesh model surface is made up of vertices that are connected by small triangles.
Those triangles or poly-face count variety range, for a small tarsal bone (� 2000
faces) to upwards for a high-resolution scan of a skull (� 5,000,000 faces). The
higher number of faces the greater the detail, as consequence high-resolution files
require more computation to edit and visualize the meshes. Therefore, reducing the
number of triangles early in the editing process is necessary, to minimize the
processing times.

A balanced decision is required in reducing the number of polygons without
losing important anatomical details. Several methods were used to reduce the
number of poly-faces and vertices, and increase the uniformity of the mesh triangles
[7–9]. A smoothing algorithm is used to optimize and smooth mesh quality by
improving the consistency of edge lengths for each triangle that creates the
appropriated meshes. Triangulated meshes have changed from a random configu-
ration of tightly clustered triangles to a smooth and consistent mesh. Geometric
erroneous and distance errors for each of the fragments before mesh correction were
calculated. Facets number of fragment 1 before and after overlapping mesh removal
and smoothing algorithm applied, 106,988 and 99,811, with a percentage different
6.94%. The maximum error and RMS error between two of fragment models are
calculated 1.833 and 0.295 mm, respectively. The results for other fragments are
shown in Table 1.

Discrepancy errors along the fragment boundaries have to be assembled as small
as possible to facilitate bone adhesion. The measurement results of the gap and
overlapping distance errors for the 3D femur model after modifying and smoothing,
shown in Table 2. The histograms of the distance errors for both fragments showing
that most of the errors are concentrated on the mean value. The percentage dif-
ference for each part of the bone model is calculated and the final model is
deformed less than 2 mm from the original model. Figure 4 presents a 3D model

Table 1 Geometry errors before and after mesh-defect removing and smoothing

Case Fragments Number of facts Max.
error

RMS
errorBefore

modified
After
modified

Percentage
different (%)

Femur31-A2.2 Part 1 (F1) 106.988 99.811 6.94 1.833 0.295

Part 2 (F2) 44.314 45.832 3.37 1.397 0.195

Part 3 (F3) 32.456 32.372 0.26 1.309 0.263

Part 4 (F4) 6.044 6.044 0.00 1.12 0.266
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after mesh correction and smoothing compares to the original model before mesh
correction and the 3D printed fabrication. Favier et al. [10] reported that a global
error between non-smoothed meshes and smoothed meshes was ranged between
0.083 and 0.203 mm [10]. Thomas et al. [11] reported also that for a tibias case the
alignment error of the reconstructed bone fragments was in the range of
0.03-0.4 mm [11].

It noticed that the many errors around the fragment boundary are collided and
penetrated after bone reduction. The result clearly shows that applying the
triangulated-mesh correction and smoothing algorithm can practically improve the
quality of the 3D model for use in further stages, either simulation preoperative
planning or fabrication 3D-printing.

4 Conclusion

This study proposes a comprehensive step to reconstruct the advanced visualization
3D model with more appropriate accuracy and reproducibility. The femur
multi-fragments model was included and produced on average less than 10 min to
digitally edit the CT scan. It found that a significant difficulty increase was observed
in the number of fragments, segmentation time, reduction time, mesh editing time,
and overall model built-up time. Therefore, the more complex the fracture, the

Fig. 4 Femur modeling, a model after mesh correction and smoothing b comparison original
model before mesh correction
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longer it took to create a model for 3D medical modeling. The beneficial proposed
method is not only limited to femur fracture, but also other clinical cases of medical
fields of study.
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FAE Analysis of Boat Propeller
with Differences of Loading Conditions
and Manufacturing by Casting Process

Iqbal, Nurdin Ali, Husni Husin, Akhyar, Khairil, and Ahmad Farhan

Abstract Finite Element Analysis (FEA) in this study was carried out on a boat
propeller with five loading variations, such as 150, 300, 450, 600, and 800 MPa.
The analysis carried out included stress, strain, and displacement on aluminum
8176 (AlFeSi) material. The purpose of this simulation is to analyze the maximum
stress, strain, and displacement of the boat propeller with several loading variations.
The process of manufacturing the propeller also has been carried out through metal
casting techniques. The load is applied evenly to one side of the propeller surface
with the assumption that it receives the pressure load from the water when the
propeller rotates and the boat moves forward. The result is that the maximum stress
and strain values are 70.03 MPa, 7.59 � 10−4 (respectively) at a load of 800 N,
formed at the inner base of the propeller. The maximum displacement is 2.75 mm at
the outer end of the propeller with a given load scenario of 800 N. Stress, strain,
and displacement values in this simulation increase with the increasing load applied
to the propeller. The production of boat propellers has been successfully imple-
mented in this research by a gravity casting technique with permanent molding.

Keywords FAE Analysis � Boat Propeller � Differences of Loading Conditions �
Casting Process
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1 Introduction

Marine propellers are currently very interesting to discuss through design
improvements, finite element analysis to improve better performance with various
types of materials, such as metal alloys; plastics, glass and carbon composite
materials; and metal matrix composites. Analysis of the propeller of a six-blade
vessel through a finite element analysis has been discussed on the propeller of the
composite for increased flexibility. The operating range can be increased from the
cavitation inception point analysis [1]. The focus of using composite materials for
marine propellers has been discussed in the review with various numbers of blades
with fixed pitch. Apart from that, structural simulation, fluid mechanics, CFD,
cavitation, wear test, and twist cocking are also reviewed in this study [2, 3]. The
technology for producing composite propeller on a military ship has been carried
through improving the design, manufacturing, and testing it directly at sea through
FabHeli’s Naval Research Group [4]. Stress, deformation, and strain analysis of
composite torpedo blades have been discussed in a complex 3D model [5].
Numerical approaches, as well as validation at the ocean, have been carried out on
metal and resin propellers. The simulation results show that the metal is considered
to be more rigid and the resin variant shows measurable deformation, this is
appropriate after field validation [6]. Carbon fiber propellers as an alternative to
ship propellers have been produced and analyzed using FEM software, the direction
of fiber orientation can improve the propeller hydrodynamic performance [7]. The
independent adaptation behavior of composite marine propeller produced through
fiber-reinforced plastic (FRP) has been observed under stable and unstable oper-
ating conditions, and the fluid-structure interactions were also analyzed. The results
show that the significant efficiency of the composite propeller has been achieved
[8]. Mechanical and vibration properties tested on marine propeller through two
materials, they are CFRP (carbon fiber reinforced plastics) and NAB (nickel alu-
minum bronze casting) against cavitation erosion. The results showed that TLV is
more resistant to cavitation erosion than FRP [9]. Three types of flexible propellers
have been compared concerning the resulting thrust, flexion, cavitation stability,
sound pressure level slip flow was also observed against the glass composite pro-
pellers [10]. Numerical simulations on submarine propellers have been carried out
to predict underwater noise with several stages that have been observed. These
stages include computational fluid dynamics (CFD) simulations for submarines and
propellers, the transient response from submarines and propellers, thrust, and torque
to calculate acoustic response [11].

Propeller analysis for the low draft ship has been simulated with data
cross-section and pitch angle has been discussed through static structure and fatigue
analysis of various material inputs [12]. The propeller fatigue analysis was evalu-
ated against time over one revolution [13]. Analysis of ship propeller fatigue which
is produced through the metal casting process has been successfully carried out
using finite element software with two variations of shipload and hull load [14]. The
implementation of the marine propeller model with a two-part validation approach,
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namely a model for predicting the lifespan and comparing experimental and the-
oretical results has been discussed [15]. Stress and displacement analysis on bicycle
frame through finite element analysis with several loading variation scenarios has
been executed and produced by sand casting [16, 17]. Some other solutions through
finite element simulations are the analysis of thermoplastic polyurethane elastomers
at uniaxial stresses which have been analyzed by the classical strain energy density
constitutive algorithm [18]. The ship propulsion system has been executed using
finite element method software by considering the yield strength of the simulated
material [19]. Investigations of metallic matrix nanocomposites (MMNCs) at uni-
axial stress, three bending tests, and uniaxial compression have been studied by the
finite element method [20]. Marine propellers can be produced through a metal
casting process. The process of manufacturing a product using metal casting
techniques can be done in several ways, including gravity casting [21], centrifugal
casting [22], and high pressure die casting. Various types of molds can be used to
produce boat propellers as well as various types of materials, one of which utilizes
recycled metal alloys [23].

Prediction of the service life of ship propellers through heterogeneous models of
materials. Porosity defects and inclusions from the metal casting were mapped
through the finite element model. Besides that, the prediction of ship propeller
fatigue was also carried out by integrated methods such as casting temperature and
the gatting system was discussed [24]. The objective of this simulation is to analyze
stress, strain, and displacement on boat propellers with various loading variations.
This FAE analysis produces the maximum value (for stress, strain, and displace-
ment), the location, and the area that occurs on the boat propeller when the load
value variations are given. The results of stress, strain, and displacement analysis
are needed to optimize the design and manufacturing of the boat propeller. The
propeller production process through gravity casting techniques has been suc-
cessfully carried out using a steel mold.

2 Method and Parameters

This simulation has performed stress, strain, and displacement analysis on the boat
propeller with four load variations. This simulation has been carried out in the
computation mechanic laboratory at the Mechanical Engineering Department of
Universitas Syiah Kuala. Boat propeller with two blades and this propeller is often
used for fishing boats with a low size of about three GT (gross tonnage) in Aceh
Province. The length range of the two blades is 222 mm with a wavy surface
following the fluidity of the water when the propeller rotates the pressure on the
surface and then the boat can move. There is a hole for the placement of the shaft
with a tapered hole with a small radius of 6.5 mm, a large radius of 9.77 mm, and
an outer radius of 13 mm. The hole thickness for shaft fitting is as follows, on the
straight side, it is 19 mm while the overall thickness is 32 mm. The schematic of
the propeller analyzed in this simulation is more detailed as shown in Fig. 1.
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The material used in this study is aluminum 8176 (AlFeSi), its material prop-
erties are as shown in Table 1. The load given to the boat propeller in this study is
evenly distributed with four variations of the load magnitude as shown in Table 2.
The loading scenario given in this simulation assumes the amount of load needed to
move the boat with various load and passenger conditions. Meshing is performed
on a boat propeller model using a tetrahedron mesh type. Figure 2 shows the
loading and boundary conditions, providing support for the boundary condition is
displacement/rotation (U2 = U3 = UR1 = UR2 = UR3 = 0). Furthermore, the
simulation results have been manufactured through metal casting technology,
namely gravity steel mold casting.

Fig. 1 Schematic of boat propeller: a upper view, b front view, and c 3D view
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3 Result Analysis

First scenario loading condition. Figure 3 shows the distribution of stress, strain,
and displacement with the number of loads applied is 150 N. The simulation results
show a maximum stress value of 13.14 MPa with a location at the inner base of the
propeller, a maximum strain is 1.42 � 10−4 with a location at the inner base of the
propeller and a maximum displacement is 0.52 mm with a location at the outer end
of the propeller. Meanwhile, the minimum stress value is 3.84 MPa with a location
at the outer end of the propeller at a load of 150 N.

Table 1 Material properties of aluminum 8176

Elastic (Young’s Tensile) modulus 69 GPa 10 � 106 psi

Elongation at break 15%

Fatigue strength 59 MPa 8.5 � 103 psi

Poisson’s ratio 0.33

Shear modulus 26 GPa 3.8 � 106 psi

Shear strength 70 GPa 10 � 103 psi

Tensile strength: ultimate (UTS) 160 MPa 23 � 103 psi

Tensile strength: yield (proof) 95 MPa 14 � 103 psi

Density 2.7 g/cm3

Table 2 Variations in loading conditions during the boat propeller simulation

Loading Condition Load Applied (N)

First loading condition 150

Second loading condition 300

Third loading condition 450

Fourth loading condition 600

Fifth loading condition 800

Fig. 2 a Boundary Conditions, b Load applied
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Second scenario loading condition. Figure 4 shows the distribution of stress,
strain, and displacement with the number of loads applied is 300 N. The analysis
results show maximum stress is 26.28 MPa with a location at the inner base of the
propeller, a maximum strain is 2.85 � 10−4 with a location at the inner base of the
propeller and a maximum displacement of 1.03 mm with a location at the outer end
of the propeller. The results of the analysis show a minimum stress value of
7.32 MPa with a location at the outer end of the propeller.

Fig. 3 Boat propeller with 150 N as loading application: a stress, b strain, and c displacement

Fig. 4 Boat propeller with 300 N as loading application: a stress, b strain, and c displacement
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Third scenario loading condition. Figure 5 shows the distribution of stress, strain,
and displacement with the number of loads applied is 450 N. The analysis results
show a maximum stress value is 39.41 MPa with a location at the inner base of the
propeller, a maximum strain is 4.27 � 10−4 with a location at the inner base of the
propeller and a maximum displacement is 1.55 mm with a location at the outer end
of the propeller. The results of the analysis show that the minimum stress value is
9.43 � 10−10 MPa with a location at the outer end of the propeller.

Fourth scenario loading condition. Figure 6 shows the distribution of stress, strain,
and displacement with the amount of load applied is 600 N. The results of this
simulation show a maximum stress value is 52.54 MPa with a location at the inner
base of the propeller, a maximum strain is 5.69 � 10−4 with a location at the inner
base of the propeller and a maximum displacement is 2.06 mm with a location at the
outer end of the propeller. The simulation results show the value of the minimum
stress value 1.23 � 10−9 MPa with a location at the outer end of the propeller.

Fifth scenario loading condition. The stress, strain, and displacement distribution
as shown in Fig. 7, with the number of loads applied is 800 N. The analysis results
show maximum stress value is 70.03 MPa with the location of the inner base of the
propeller, the maximum strain is 7.59 � 10−4 with the location of the inner base of
the propeller and the maximum displacement is 2.75 mm with the location at the
outer end of the propeller. The analysis results show a minimum stress value of
1.67 � 10−2 MPa with a location at the outer end of the propeller.

The summary of the boat propeller simulation results from four loading varia-
tions with maximum and minimum values can be seen in Table 3 and Fig. 8. Boat
propellers when operating in the water when moving the ship undergo hydrostatic

Fig. 5 Boat propeller with 450 N as loading application: a stress, b strain, and c displacement
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pressure on the front and rear surfaces, besides that the ship’s propellers also bear
hydrodynamic loads on both surfaces [5]. So that the design and analysis of this
propeller are needed for optimal operation in water. High propulsion efficiency,
minimum cavitation, low vibration level, and low noise are expected to be obtained
from building models and FEA simulations before production [12]. The quality of
metal casting products can be done by controlling the defects, one of which is by

Fig. 7 Boat propeller with 800 N as loading application: a Stress, b Strain, and c displacement

Fig. 6 Boat propeller with 600 N as loading application: a stress, b strain, and c displacement
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adjusting the gating system and mold binder [17], as well as cooling the alloy rate
by controlling the temperature during pouring [25]. The value of stress, strain, and
displacement resulting from this finite element simulation on the boat propeller
increases with increasing load scenarios.

Boat propeller manufacturing. Boat propeller production has been carried out at
the Casting and Material Engineering Laboratory at the Mechanical Engineering
Department of Syiah Kuala University. The mold used is a steel mold, and the
propeller production process is through gravity casting techniques as shown in
Fig. 9.

4 Conclusions

Stress, strain, and displacement on the boat propeller with various loading varia-
tions have been analyzed through FAE simulations. The conclusions from this
simulation and propeller boat manufacturing are as follows:

1. The simulation of a fishing boat propeller on aluminum 8176 (AlFeSi) material
with a finite element obtained the maximum stress, strain, and displacement
values, are 70.03 MPa, 7.59 � 10−4, and 2.75 mm, respectively in the fifth
loading scenario (800 N).

2. The location of the maximum stress and strain is formed at the inner base of the
propeller. Whereas the maximum displacement location is formed at the outer
end of the boat propeller.

3. Stress, strain, and displacement values in the finite element simulation increase
with the increasing of load scenarios.

4. Manufacturing boat propellers of the two-blade design in this work have been
successfully produced by the gravity casting metal casting process on a metal
mold.

Table 3 Location of maximum stress, strain, and displacement with different loading conditions

Scenario Loading
Conditions

Stress (MPa) Strain Displacement
(mm)

Min. Max. Min. Max. Min. Max.

First loading (150 N) 3.84 13.14 – 1.42 � 10−4 – 0.52

Second loading
(300 N)

7.32 26.28 – 2.85 � 10−4 – 1.03

Third loading (450 N) 9.43 � 10−10 39.41 – 4.27 � 10−4 – 1.55

Fourth loading
(600 N)

1.23 � 10−9 52.54 – 5.69 � 10−4 – 2.06

Fifth loading (800 N) 1.67 � 10−2 70.03 – 7.59 � 10−4 – 2.75
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Fig. 8 a Stress min. and max., b strain max., c displacement max., with different loading
conditions
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A Novel Analysis on Ethanol Droplets
Heated by Electromagnetic Energy

Lukas Kano Mangalla and Hiroshi Enomoto

Abstract Utilizing bio-ethanol fuel in the internal combustion engine is recently
developed for high performance combustion and emission reduction. The effect of
electromagnetic heating on the ethanol droplets structure and distribution is the
main focus of this analysis. An increasing temperature of the fuel can offer a
potential solution for finer atomization and faster evaporation of droplets. The
electromagnetic energy was used to heat the ethanol fuel before injected.
Electromagnetic heating was generated by the magnetron of microwave and guided
to the small chamber inside the LMI injector where the fuel pass-through. LMI is
stand for Local-contact Microwave-heating Injector and developed in Combustion
Laboratory of Kanazawa University Japan for cold start engine. The images of fuel
injected from the LMI injector was visualized using a high-speed camera with
halide back-light system. Laser scattering from He–Ne was used as an illuminating
system for high-quality image purposes. An investigation on the droplet size and
velocity distribution was analyzed using image processing software. The results of
the analysis show that droplet fuel atomized finely and moved rapidly during heated
by electromagnetic energy.

Keywords Spray velocity � Droplet size � Electromagnetic energy � Image pro-
cessing � LMI system

1 Introduction

Spray characteristics of fuel play an important role in the performance and emission
reduction of the internal combustion (IC) engine. Poor performances and high
exhaust emission of the engine are the major problems related to the lack of spray
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atomization and vaporization of the fuel. This phenomenon is more critical par-
ticularly when uses bio-component fuel such as bioethanol and biodiesel. Ethanol
fuel has been widely recognized as an alternative for gasoline due to the higher
octane number, oxygenated fuel, and high latent heat of vaporization that can run
the engine with high power performance and lower emissions [1, 2]. However,
some properties of the fuel such as lower volumetric energy density, higher latent
heat of vaporization, and boiling point as well as high viscosity could be the main
source problem especially for the cold start condition [3]. Vaporization of fuel must
be good enough to ignite and burn faster in the combustion chamber to produce
higher thermal efficiency and cleaner emissions of the combustion engine.

Improving atomization and evaporation ethanol fuel is remaining challenging in
IC engine applications. Heating fuel flow inside the fuel injection system is one of
the possible solutions to improve the spray characteristics under engine cold-start
conditions [4]. The temperature of the fuel or surrounding gas of the fuel sprayed
should be increased to accelerate fuel distribution and vaporization. Several studies
have been performed technical solutions to improve the vaporization and
atomization of fuel [5–9]. Enomoto and Iida [10] developed a new model of heating
fuel flow, mainly ethanol or ethanol-gasoline blended, using a microwave heating
energy system. An in-house injector development was used to heat fuel flow. The
main aim of this system is to add some energy equivalent to the fluid flow inside the
injector and this called Local-contact Microwave-heating Injector (LMI) system.
The polarization of electromagnetic waves in this system can increase fuel tem-
perature rapidly and lead to reduce SMD of droplet sprayed even in the early
injection starting [11]. This advantage can offer the potential used of bio-ethanol
fuel for cold start problem engines.

The effects of fuel heating using electromagnetic on the structure of the spray are
the main concern of this analysis. Fuel heating is supposed to be a significant
influence on the atomization and evaporation of ethanol.

2 Research Method

In this investigation, the spray droplets of ethanol from LMI system was visualized
by using a high-speed camera and analyzed later on using post-processing images.
High-magnification of images was produced with proper illuminating of incident
light background from Halide Lamp. The productions of visualization images were
captured during several injection interval of sprayed fuel. The structure of sprayed
fuel is expected to be visualized and analyzed easily in this study.

The ethanol fuel was heated by microwave heating and then injected from an
orifice nozzle diameter of 0.3 mm. Fuel injection was setting-up to the constant
pressure of 0.3 MPa (Table 1), a typical operating pressure for the port fuel
injection system. Fuel flow inside the injector was subjected to microwave energy
produced from the magnetron of microwave heating. The imaging system
was made using a high-speed camera with high quality of illumination
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lamp. An experimental study was conducted in a state of the art of measurement
devices. The injector was mounted vertical to the magnetron of the microwave
generator and the schematic of this arrangement devices with an imaging system
and droplet size measurement can be seen in Fig. 1.

2.1 Ethanol Fuel

The commercial grade of anhydrous ethanol (99.5% Ethanol) was used as the liquid
fuel for the current study.

The temperature of the fuel was set around 293 K for the thermal condition of
fuel during the experiment. Table 2 shows the typical properties of ethanol fuel
compare with gasoline fuel. A composition of 100% ethanol was used in this study.

2.2 Injector and Heating Zone Geometries

A single hole of injector was developed for special purposes of studying the effect
of microwave heating systems on the vaporization of the fuel. The schematic
system of LMI system can be seen in Fig. 1. The injector has orifice diameter
D = 0.3 mm and the heating zone has a diameter around 4 and 4 mm in length.

Table 1 Experimental
condition

Conditions Description

Fluid (material) Ethanol

Injection pressure 0.3 MPa

Fuel temperature 293 K

Injection interval 5 ms over 200 ms

Heating duration 20 ms over 40 ms

Power input 60 W

High Speed 
Camera

Halide 
Back Light

Electromagne c energy 
generator

LMI Injector

Fig. 1 Experimental
apparatus
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Heating created inside the tip injector aims to generated heating of fuel flow by
using a microwave heating scheme. This area is connected to the magnetron via
coaxial cable as the passage of the electromagnetic wave.

The cover of the heating zone consists of metallic material that functions as an
insulator for the electromagnetic wave. Fuel flow inside the system experiences
heating generated by the polarization of the electromagnetic wave in ethanol fuel.

2.3 Experimental Conditions

The injector was designed specially to operate at lower injection pressure
(0.3 MPa), the typical injection pressure for port fuel injection (PFI) engine.
Electric power of 60 W was imposing into the microwave heating generator that
operated at a constant frequency of 2.45 GHz. By this frequency, the electromag-
netic wave can generate heating for ethanol flow. Control of heating and injection
systems was formulated in a function generator system to provide the proper
temperature distribution of fuel flow inside the heating area. The injection control
system was arranged based on the engine rotation of 600 rpm at the normal
operation. Heating control was adjusted for obtaining the proper temperature of the
fuel generated inside the heating area.

2.4 An Image Analyze and Droplet Sizing Mechanism

In this paper, the results of spray distribution from both measurement devices and
image analysis were explored. The droplet size distribution of the sprayed fuel can
be one of the important characteristics between heated and non-heated fuel.
Figure 6 shows the photograph of fuel sprayed at different view angles. The
imaging system was assembled to show the spray characteristic of fuel under the
different heating scheme: heated spray and non-heated spray. Droplet distribution
was measured using Laser Diffraction of Spray Analyzer (LDSA) at each injection
duration. Laser scattering from He–Ne was used as an illuminating system for

Table 2 Properties of
ethanol compare with
gasoline fuel

Ethanol Gasoline

Density (kg/m3) 789 739

LHV (MJ/kg) 26.8 43.1

Stoichiometric Air/Fuel ratio 9 14.7

Latent heat vaporization (kJ/kg) 904 380–500

Boiling temperature (°C) 78.4 25–215

Research Octane Number (RON) 129 91

Source Matsumoto et al. 2010, SAE international [12]
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high-quality image purposes. The centerline of the measurement position was
placed at 20 mm from the tip of the injector. The device can measure the SMD and
droplet size distribution of sprayed fuel. Droplet size is one of the most important
characteristic of the spray [13].

Optical system of fuel spray was carried out using high speed camera
(PHOTORON FASTCAM SA5). For the appropriate analyzing system, the high
speed camera and a source light were synchronized at 1/30,000 fps to produce
imaging quality at 512 � 512 pixels. In order to optimize the imaging system the
source light from metal halide lamp is coupled with the camera. The images cap-
tured in this system were analyzed in image processing software such as Image-J,
Memrecam HXLink, and Photoshop.

For the purposes of determining spray angle and droplet size analyzed, the
threshold value was adjusted to distinguish between background noise and fuel
spray. Two angle view of imaging recorded, front and side view, were taken into
account (Fig. 2). The different spray angle on the different view is due to the small
deformation of the injector orifice during injection. The binarization of droplet
sprayed was performed in Image-J to define the area of circularity edges of the
images threshold. The droplet size of the spray was analyzed base on the basic
concept of Sauter Mean Diameter (SMD).

Instead of direct measurement analysis, the image analysis of fuel sprayed was
also performed. Figure 3 shows the description of binarization steps, an image
processing, performed in the post image processing. The background noise of the
images can be eliminated by subtracted the background and later the threshold
value would be adjusted based on the mean of background pixels to leave a binary
image. Subtracted background also makes the distance of background pixel become
plate, thus, it can easily perform binarization of spray photos. The adjusting
threshold number is critical for the droplet size analysis since it is related to the
spatial area and diameter of droplets in the spray images.

3 Result and Analysis

Droplets spray of the LMI Injector were investigated in order to understand the
effect of the heating generated by electromagnetic energy on the spray structure.
During the injection of fuel, particle size and distribution formation of droplet
sprayed were measured by LDSA. Spray characteristics were analyzed from the
images captured with the high-speed camera.

In the preview study [11] on this device, the droplet size of spray, expressed as
SMD, was reduced significantly in the heating fuel. The reduction of SMD in the
early injection is due to the rapid increasing of fuel temperature after applying
microwave heating into the fuel flow and this phenomenon is expected to enhance
the vaporization rate of injected fuel into the combustion chamber.

Figures 4 and 5 compares the number of droplets and the number of pixels in the
black area of the three different threshold numbers. Black images of the threshold

A Novel Analysis on Ethanol Droplets Heated by Electromagnetic … 357



pictures can show the liquid area where the droplets are supposed to exist. The
differences in the spray formation between heating and non-heating fuel were
quantified from the calculation of droplet number and droplet diameter (SMD). In
all threshold adjustment, it seems that the heated spray of the fuel has been sig-
nificantly affected by the temperature of the fuel. However, it is not clear between
injection timing and temperature effect. The images of spray cannot compare the
spray pattern at the same timing injection. The penetration of the sprays is totally
different between heating and non-heating spray.

SMD is the common parameter for expressing the diameter droplet in terms of
the surface area of the spray [14]. The sizing information is presented in form of
Sauter mean diameters (SMD) and calculated using expression [14, 15]: SMD is the

Fig. 2 Angle of view of the imaging system of fuel spray; a is the front view of sprayed fuel and
b is the side view of spray, 90° from the front view
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common parameter for expressing the diameter droplet in terms of surface area of
the spray [14]. The sizing information is presented in form of Sauter mean diam-
eters (SMD) and calculated using expression [14, 15]:

Fig. 3 Images analysis process steps

Fig. 4 Difference view of droplet images in the different threshold number
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SMD ¼
Pn

0 d
3
i

Pn
0 d

2
i

ð1Þ

where di is the droplet diameter of fuel sprayed, n is the number of particle inside
the spray.

Figure 5 shows the distribution of SMD of injected fuel of the two different
views. In the heating fuel spray, the frequency of smaller size droplets is higher than
that in the non-heating spray. This indicates the finer droplet size can be produced
by heating the fuel sprayed. High-temperature fuel will reduce the surface tension
and viscosity and leads to reduce the size of the droplets of the spray [16]. The
quantitative measurement of liquid spray is based on the edge detection on the
images. The size of edges detection in this analysis was later converted to the
droplet size of the spray.

In this experimental study, the images were captured on a high-speed camera,
however, the quality of images produced still remains the structure of the unclear
droplets due to the high speed moving of droplet. As the result, the edges of each
droplet in the picture are unclear and the SMD of droplet became bigger. Further
analysis of the imaging process is necessary. In image processing of injection, a
watershed can help to divide areas of droplet spray (Fig. 6). Watershed on image

Fig. 5 Droplets view of heating and non-heating spray
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processing is a way of automatic separation or cut the particles that are touched.
This step is important to convert objects overlapping in the images. In order to
deeply understand the watershed effect on the images analysis, the watershed steps
on the images of several sprays were considered.

Figure 7 shows a series of zooming (puffing) photograph in the tip of the ethanol
fuel spray. This analysis is proposed to evaluate the liquid component in the spray
dispersed into the small droplets. Figure 8 can show the effect of the watershed
process on the image structure of fuel spray. Figure 8 shows the characteristic of
this treatment in terms of SMD distributions. The bigger size of the droplet in the
image can be separated by watershed into small droplet sizes and leads to reduce
SMD of the spray.

Threshold images spraying provide clear information of spray structure between
heated and non-heated fuel during the injection. In the heated spray, the liquid spray
changes into the finer droplet in the short time which means the surface volume area
became dispersion into several parts. The liquid fuel of heated spray at the specific
location was completely changed into small droplets component in around 0.5 ms.
A different characteristic of spray structure is showed in non-heated fuel. In the

Fig. 6 Puffing of the overlapping droplets in the images and the effect on the droplets size and
distribution
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histogram analysis of droplets size in Figs. 9 and 10, it clearly shows the trend of
droplets distribution between heating and non-heating fuel. In the 0.5 ms the
number of droplets in the heating spray becomes higher than non-heating spray.

Fig. 7 Watershed on the images structure of the spray

Fig. 8 Watersheld effect on the droplet size of fuel spray
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Spray characteristics of the fuel injection can be affected also by the jet inertia
force, viscous force, air drag force, and surface tension force [17]. Reynolds
number and Weber number are the non-dimensional parameters that usually
influence the spray structure. Changing the temperature of fuel sprayed can influ-
ence the Reynolds and Weber number parameters. Correlation between the fluid
properties and velocity distribution of the spray is also considered in this study.
This analysis aims to differentiate between the droplet velocity of the heating and
non-heating fuel.

Fig. 9 Characteristic of the droplets during the injection

Fig. 10 Two different views of droplet structure in the different time of injection
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Figure 11 describes the droplet position in each time exposure of droplets spray.
In this analysis, the speed of droplets can be calculated from the images capture
based on the frame information of the photos. The velocity of the droplet was
calculated using the formula below [15]:

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðY2 � Y1Þ2
ðX2 � X1Þ2

s

distance
pixel

pfs ð2Þ

The images of spray consists of 512 pixel size and the pfs is frame size of
imaging system (1/30.000 was used). Real distance of photos frame during
experimental is 45 mm. In each image of spray analyzed, we were chosen 100
droplets to be considered and analyzed. The same process analysis was performed
in the two different views, front and side view.

Figure 12 shows the velocity distribution between heating and non- heating fuel
at two different views of spray. The averages velocity of droplets indicates the
different droplet velocity under heated and non-heated fuel. In the front view, the
average speed of non-heating droplets is 8.7 m/sec whereas in the heating fuel is
11.5 m/sec. The same trend appears in the side view where the velocity of heating
fuel is higher than that of non-heating fuel. In heating fuel, the average velocity is
14.6 m/sec whereas, in non-heating fuel, the average velocity is 13.1 m/sec. These
trends can explain the effect of temperature fuel on the droplet velocity. In the
heated fuel the properties such as density and viscosity become changing and lead
to change droplet velocity. The bigger the density the faster the droplets move.

The fuel heating process is sensitive to the position and size of the droplets
distributions [18]. A strong correlation between heated fuel and the number of
droplets in the spray images are observed, which describe the importance of heating

Fig. 11 The Spatial and temporal of droplet position in the images
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effect on the atomization and vaporization of injected fuel [19–21]. For all images
analyzed, it can be shown the effect of heating fuel on the spray structure. An
increase in fuel temperature can increase the number of droplets. The increasing
temperature also influences the movement of the droplets that are expected to
improve the vaporization of fuel during injected into the combustion chamber.

4 Conclusion

An optical analysis was conducted to investigate the droplet characteristics of
ethanol heated by LMI injector. According to the analysis results the following
conclusion can be obtained:

– Droplets of the ethanol injected from LMI Injector tend to atomized finely which
is expected to improve the evaporation of fuel.

– Velocity of the droplets increase also during heated by electromagnetic energy.
This phenomena are expected to improve thermal efficiency of the internal
combustion engine.

Fig. 12 Velocity analysis of droplets
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CFD Investigation on Aerodynamic
Characteristics and Performance
of Windmill Aerator Type Savonius
Four Blade

Darwin Harun, M. Dirhamsyah, Syarizal Fonna, Akhyar,
Syifaul Huzni, and Muhammad Tadjuddin

Abstract The aeration process is a method of increasing dissolved oxygen levels
in the water environment. One way to do this aeration process is by transferring
oxygen into the water using a windmill aerator with a Savonius type windmill.
These study aims are performance analysis that potential achieved of wind energy
for the aerator system in carrying out its functions, a case study in Alue Kumba
Village, East Aceh District. The method used is experimental testing on an aerator
system that is placed in a four-meter high tower with a four-blade savonius
windmill. The diameter and height of the blade are 56 and 82 cm, respectively,
which serves to drive a single-acting type air pump with the diameter and height of
10 and 30 cm, respectively. The inhaled air is pumped into an air tank with 15 L
capacity so that the air that leaves the water is continuous. The flow rate charac-
teristics of the four-blade Savonius windmill with different heights at 2.5, 4, and
5.5 m will be discussed in this paper. Simulation using the finite element method
will be analyzed using Computational Fluid Dynamic (CFD) software. The results
of this study indicate that wind speed greatly affects the performance of the system.
The highest wind speed recorded 8.98 m/s, which was seen on March 21, 2019, at
16.00 WIB (western Indonesian time) and wind power is 191.105 W. Some of the
data recorded included the turbine power is 103.717 W, the intake air flow rate is
0.483 kg/min., the air pump power is 0.942 W, and the system efficiency is 1.17%.
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1 Introduction

Wind energy is an alternative energy that is unlimited and easy to use. It is often
used by humans to meet various needs such as electricity generation, rice milling in
fields, irrigation, and aeration processes. The ease in utilizing wind energy makes
humans always create new and creative ideas in the development of this energy
utilization, such as in the aeration process. The aeration process is a process of
increasing oxygen levels in the water which can be reached in two ways, namely by
emitting water directly into the air, besides that by directly entering the air into the
water so that it becomes small bubbles in the water. Gampong Alue Kumba, located
in East Aceh District-Indonesia, is an area where almost three-fourths of the area is
a stretch of fish and shrimp ponds, so this aeration process is something that is not
uncommon in this area. Overall, the average wind energy potential in Indonesia is
not large but based on surveys and wind data measurements that have been carried
out since 1979, many areas are promising because they have annual average wind
speeds of about 3.5–4.5 m/s [1]. In this condition, the wind turbine will work
properly with a cut-in win speed is 3 m/s [2].

The Savonius wind turbine is one of the Vertical Axis Wind Turbine (VAWT)
which has a cut-in win characteristic is easily rotates in low wind speed conditions,
such as with wind speed in Indonesia conditions. The Savonius wind turbine has
good self-starting so that it can rotate the rotor even though the wind speed is low,
besides that the torque generated by the turbine is relatively high [3]. The vertical
axis windmill is a type of windmill, whose main axis is arranged vertically per-
pendicular to the ground surface and the direction of the wind. Savonius type
turbine in operation is to utilize drag force. This is because the resulting concave
surface drag coefficient is greater than the convex surface. Therefore, the Savonius
type has a relatively slow rotation (k � 1) and has a low-efficiency Cp � 1.5 until
the maximum is Cp � 2 [4].

Numerical simulation is needed to help a designer and engineer in predicting the
parts of an engineering product before producing it. This simulation is necessary to
reduce product failures. Several simulation and manufacture of various engineering
product applications have been carried out, including numerical analysis of bicycle
frames [5], simulation of hand prototypes through a kinematic model approach [6],
different joints through welding simulations [7], review of turbine ventilator per-
formance in Aceh by adding a bowl wind at the top of the wind turbine [8].

The purpose of this study is first to analyze the wind potential in Gampong Alue
Kumba, Rantau Selamat District, East Aceh District-Indonesia, whether it can
operate a windmill aerator with a Savonius windmill drive and a single-acting air
pump as its air-producing component. Second, observing the highest wind speed,
wind power, turbine power, airflow rate, pump power, and system efficiency from
the results of field records. Third, observe the best height of the Savonius windmill
to get the best wind speed. Fourth, comparing the simulation results with the field
recording results on the performance of the four-blade Savonius windmill.
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2 Method and Parameters

Simulations of aerodynamic characteristics have been carried out through compu-
tational analysis of computational fluid dynamics on the Savonius Four Blade
aerator. In addition, a Savonius Four Blade type windmill aerator is built in our
workshops. Field data collection to measure performance has been carried out in
Alue Kumba Village, East Aceh District, Indonesia. This area is the target of our
research to develop the community economy after the 2004 tsunami disaster [9].
Experiments and simulations in this study use Savonius four Blade windmills, with
dimensions as shown in Fig. 1.

The simulation process begins designing the three dimensions of the Savonius
four Blade Windmill. Furthermore, the meshing process in the form of tetra-mesh
uses the top-up method on a part or area (volume) regularly, so that it can shorten

Fig. 1 The geometry of Savonius four Blade Windmill (in mm)
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the calculation and convergence. The smaller the mesh size on an object, it more
accurate in results. While the type of mesh used in the Savonius four Blade
windmill is tetrahedral (Fig. 2). Schematic arrangement of the aerator system, as
shown in Fig. 3. The placement of the measuring instrument in this experiment is as
shown in Fig. 4.

Wind power can be determined by Eq. (1). The turbine mechanical power of the
windmill is following Eq. (2). Analysis of the flow rate of air sucked by the pump
(va) through Eq. (3), number of air pump power Eq. (4), aerator system efficiency
Eq. (5). The power coefficient (Cp) is the ability of the windmill with the influence
of the wind energy it receives. The number of the ratio between the converted
mechanical power output from wind energy. Thus, the value of Cp is expressed by
Eq. (6). The tip speed ratio states the ratio between the wind speed at the rotor tip
and the wind speed through it. This tip speed ratio is varied and varies according to
changing wind speeds. The tip speed ratio is expressed by Eq. (7), the TSR cal-
culated by a derivative from the Torque calculation formula. Tip speed ratio and
coefficient power are the main parameters in assessing the performance achieve-
ment value of a windmill. These two parameters are also linked in a curve that
shows the relationship for each type of windmill rotor. Torque is a quantitative of
the tendency for a force to cause or change the rotational motion of an object can be
calculated with the Eqs. (8) and (9) [10].

po ¼ 1
2
:q:A:v31 ð1Þ

pt ¼ 1
4
qA v21 � v22

� �
v1 þ v2ð Þ ð2Þ

Fig. 2 Meshing Results
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va ¼ 2
p
4
:D2:S:n:gv:60 ð3Þ

Nth ¼ 0:037:P1:va:
k

k � 1
P2

P1

� �k�1
k

�1

( )
ð4Þ

gtot ¼
Nth

po:gtrans
� 100% ð5Þ
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1
4 qA v21 � v22
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s ¼ v2:R3
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¼ k2 ¼ v2:R3
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¼ k
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v2:R3

s

r
ð7Þ

Fig. 3 Schematic of the aerator system
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s ¼ I:a ð8Þ

s ¼ v2:R3

k2
ð9Þ

where:

Po = wind power (Watt)
q = density of air (kg/m3)
A = cross-sectional area of flow (m2)
Pt = turbine power (Watt)
v1 = velocity of air flow, before passing the rotor (m/s)
v2 = velocity of air flow, after passing the rotor (m/s)
va = volume inhaled/air discharge (m3/s)
S = step length (m)
D = piston diameter (m)
n = rotating rotation (rpm)
ηv = volumetric efficiency (81%)
Nth = air pump power (Watt)
P1 = cylinder inlet pressure (kgf/cm2)

(a)   (b) 
Caption:
- Wind speed before passing through the rotor of the mill (v1) 
- Wind speed after passing through the rotor of the mill (v2) 
- Windmill rotation speed (n) 
- Air temperature (T) 
- Air pump movement speed (vpump) 
- Air pump intake/suction pressure (P1) 
- Air pump outlet/exhaust (P1) pressure 

Fig. 4 Placement of the measuring instrument: a in the windmill area, and b in the air pump
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P2 = cylinder exit pressure (kgf/cm2)
k = coefficient of gas left in the residual volume. For air (k = 1, 4)
ηtot = total aerator system efficiency (%)
Po = wind power (Watt)
ηtrans = transmission efficiency (%)
Cp = coefficient power
k = tip speed ratio
s = torque (kgf�cm).

3 Result and Discussion

3.1 Experiment

The investigations were carried out by experimental in the open air and not special
treatment during data collection. The wind duration is only 5–10 s during data
recorded, the data is taken every 30 min. Observation results will be obtained data
on the effect of increasing and decreasing wind speed which is a form of energy
produced by the wind on the performance of the aerator system. Table 1 is a

Table 1 Aerator system performance based on experimental data recording

Time Temperature (oC) Wind speed Windmill
rotation (rpm)

Pump
motion (m/
s)

Pump pressure

V1

(m/
s)

V2

(m/
s)

P1
(kg/cm2)

P2
(kg/cm2)

09:00 29.10 1.52 0.5 – – – –

09:30 29.20 2.10 0.22 – – – –

10:00 30.80 1.32 0.3 – – – –

10:30 31.10 4.43 1.72 85.12 3.5 −0.003 0.002

11:00 32.10 5.04 2.01 98.20 3.9 −0.004 0.003

11:30 33.00 4.90 1.08 93.20 3.7 −0.005 0.003

12:00 33.50 6.14 2.23 137.70 5.0 −0.007 0.006

12:30 33.80 6.79 2.85 159.70 6.3 −0.008 0.007

13:00 34.25 7.07 3.56 173.51 7.1 −0.006 0.004

13:30 33.50 6.01 2.01 118.80 4.5 −0.007 0.006

14:00 33.20 7.13 3.68 174.20 7.4 −0.012 0.011

14:30 33.20 7.36 3.86 189.25 8.6 −0.013 0.012

15:00 33.10 8.56 4.39 210.30 10.2 −0.013 0.012

15:30 32.80 8.34 4.22 200.98 9.6 −0.008 0.007

16:00 31.20 8.98 4.90 230.56 10.9 −0.014 0.013

16:30 30.30 7.22 3.50 179.14 7.7 −0.012 0.011

17:00 30.00 5.99 2.39 112.30 4.9 −0.008 0.007

17:30 29.03 4.97 2.48 95.52 3.9 −0.007 0.005

18:00 28.01 3.18 1.99 – – – –
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recapitulation of the performance of the aerator system that has been obtained from
observing for three days.

Figure 5 shows windmill rotation versus wind speed and windmill power versus
wind speed. Wind speed has a linear effect on windmills, this is caused by weather
conditions around the pond that affect wind speed. The type of aerator system that
develops in this experiment recorded the minimum wind speed is 3.03 m/s to
operate the aerator system. Wind speed data from three days of observation shows
that the wind energy around the fish-pond where the experiment was carried out has
the potential to operate the windmill aerator. The aerator is used for the fish-pond
aeration process so that the oxygen circulation in the water is good enough. From
the results of the recording, it can be seen that at certain times an increase in wind
speed exceeds the minimum limit in operating the aerator system so that the
windmill power and rotation obtained also greater. The highest wind speed recor-
ded is 8.98 m/s, producing a windmill rotation is 230.56 rpm, and the power
windmill absorbed is 103.717 W.

Figure 6 shows that the wind speed influences the air pump, which is the airflow
that is sucked by the pump and pump power. These two parameters have a rela-
tionship that is directly proportional to the increasing wind speed. The increasing

Fig. 5 The windmill rotation and windmill power are affected by wind speed

Fig. 6 Effect of wind speed on air pumps
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wind speed is followed by the enlarging airflow from the air pump and followed by
the air pump power. There is a certainty between airflow and wind speed, airflow
increases because the higher the rotation of the windmill makes the air pump
(single-acting piston pump) will also rotate quickly. The increasing speed of air
pump rotation makes the airflow that is sucked up by the pump higher.

Figure 6 shows the number of pump rotations increases with increasing wind
speed, so the airflow will increase with increasing wind speed. The maximum
airflow obtained is 0.483/minute with a wind speed of 8.98 m/s at 16.00 (Western
Indonesia Time) and pump rotation is 230.56 rpm. Air pump power is influenced
by the airflow that is sucked into the air pump in the aerator system. Related to
Eq. 3, if the greater the air debit that is sucked and the pump power will also higher,
it is 0.942 W with a wind speed of 8.98 m/s.

Figure 7 is the wind speed for three days of data collection in the area of the
pond where the aerator system is installed. The wind speed during data collected on
the first day tends to be lower than the next day, this is because on that day the

Fig. 7 Wind speed in the fish-pond area for three days of data collection
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Fig. 8 Effect of wind speed on system efficiency
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weather conditions are in a bad category, and there is light rain around the pond
area. However on the second and the next day the wind speed (wind energy) tends
to increase due to the sunny weather around the fish-pond. The maximum wind
speed is obtained on the third day of data collection at 16.00, with a wind speed of
8.98 m/s.

Figure 8 shows the effect of increasing wind speed on the efficiency of the
system achieved. The results are inversely proportional where that the increasing
wind speed (v) the aerator system efficiency achieved decreases. Results of the
efficiency of the aerator system will tend to increase with increasing wind speed, but
this is contrary to the facts and results that have been obtained in the field. After
analyzing, it occurs due to the lack of air pump power in balancing the kinetic
energy of the wind which continues to increase. This is confirmed by Eq. 1, where
the number of wind speed was third order means that the potential for wind energy
to operate the aerator system greater. The pump power that is produced will never
reach significantly high results due to the limited dimensions of the main compo-
nents that exist in the air pump, such as the diameter of the cylinder is 10 cm, and
the length of the air pump is 7 cm, this is indicated by the lack of airflow that is
sucked up by the air pump. So with the increase in wind power, the air pump as a
producer of air leading to the fish-pond is considered less effective in offsetting the
number of wind energy available due to its limitations. Efforts to improve the
efficiency of the aerator system can be done by enlarging the dimensions of
important components in the air pump such as the cylinder diameter, piston con-
necting rod, and most importantly the length of the air pump. The length of the air
pump gives a big enough effect on the airflow that is sucked by the pump. Rotations
that continue to increase due to wind speed, can make the performance of air pumps
achieve high results or at least the air pump used can offset the increase in wind
energy that will move it in operating the aerator system in the fish-pond area.

Increasing the height of the windmill installation causes the number of the wind
speed that passes through the Savonius four Blade windmill rotor will increase.
Increasing the value of pressure, flow velocity, and turbulent kinetic energy can be
seen in Fig. 9.

Figure 9a can be seen that the decrease in pressure of the Savonius four Blade
Windmills and wind speed at height is 5.5 m windmill installation obtain optimal
work compared to other heights. The pressure on the 5.5 m height of the windmill
installation reaches the highest number (it is 110.42 Pa) with optimal distribution
when passing through the windmill rotor so that it decreases to 40.37 Pa. Figure 9b
can be seen that the flow velocity at the windmill is getting higher followed by the
addition of the height of the windmill. Optimal flow velocity distribution is
obtained at height of the windmill installation of 5.5 m because it is above the value
of flow velocity at another height and has decreased by 8.9 m/s and then distributed
to 5.16 m/s. Figure 9c shows that the highest of turbulent kinetic energy at the wind
speed is 8.98 m/s (at the windmill installation of 5.5 m) because the flow velocity at
the windmill installation of 5.5 m achieves the highest flow velocity. Increasing the
flow velocity will increase the turbulent kinetic energy. The higher the turbulent
number of kinetic energy, the greater the power generated [6].
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3.2 Simulation

The reddish color gradation in Fig. 10a, b shows that the inlet of the outer blade of
the windmill is the part that has the most pressure. This is caused by the part being
first struck by the fluid flow. The moment required is not too large because of the
rotation caused by the initial moment [8].

The gradation of yellow in contour pressure is evenly distributed on the inside
and outside of Savonius windmills. This shows that the fluid flow is well dis-
tributed. The velocity contour seen in Fig. 10c, d undergoes gradations of red and
greenish at the inlet of the windmill blade but after that change to blue colors. This
shows that the fluid flow passes through the windmill is directly forwarded to the
center of the windmill and towards the blades of the outlet so that it can rotate the
windmill, but the wind speed decreases due to the number of wind energy lost when
the flow rate passes through the center of the windmill.

Figure 10e, f can be seen that at the blade of the windmill the inlet section has
the largest turbulent kinetic energy, this can be seen from the gradation of color at
the inlet blade up to the inside blade of the windmill. In the middle part of the
Savonius windmill, the gradation of light blue color is expanding to the center of
the windmill means the turbulent kinetic energy is more evenly distributed. But the
windmill side of the outlet, only on the windmill blade which receives kinetic
energy. This indicates that at each outer blade the windmill is able to convert flow
velocity into turbulent kinetic energy.

Fig. 9 a Pressure distribution, b wind speed, c turbulent kinetic energy on Savonius four Blade
windmills
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3.3 Simulation and Experiment

Simulation data obtained include pressure data, velocity, and turbulence kinetic
energy, torque data can also be obtained, so that simulation data can be compared
with experimental data, as can be seen in Fig. 11a. Figure 11b and c, they can be
seen that the calculation of tip speed ratio and coefficient power (Cp) between
experimental data and simulation data possess almost the same trend, particularly at
10.30, 12.30, and 16.00 WIB with a wind speed of 4.43, 6.79, and 8.98 m/s.

Fig. 10 Distribution of: a pressure distribution on the blade, b top view of pressure distribution,
c velocity distribution on the blade, d top view of velocity distribution, e turbulence kinetic energy
distribution on the blade, and f top view of the kinetic energy turbulence distribution
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4 Conclusions

Based on the results of the study, it was concluded that the wind energy in Alue
Kumba Village, Rantau Selamat District, East Aceh Regency was declared to have
the potential to operate a windmill aerator with a Savonius windmill drive and a
single-acting air pump as its air-producing component. The maximum wind speed
is 8.98 m/s in sunny weather conditions. Only certain conditions, such as cloudi-
ness and light rain, can make the wind speed significantly lower. However, even
though it is cloudy, it is still possible to operate this windmill aerator because the
minimum wind speed required is 3.03 m/s. The highest wind speed is 8.98 m/s,
produces wind power of about 191.105 W, turbine power is 103.717 W, the airflow
is 0.483/minute, air pump power is 0.942 W, and system efficiency is 1.17%.

The performance results obtained are that the average wind energy is higher,
which shows the results that tend to increase with increasing speed, such as the
rotation of the windmill, the power of the turbine, the power of the pump, and also
the air flow rate. In contrast to the system efficiency which tends to decrease with
increasing wind speed, due to the limitations of the air pump in terms of the
dimensions of the main components of the air pump such as cylinder diameter,
piston rod, and also the stride length. So that with the increase in existing wind
power, the air pump is less able to keep up with the available energy. So that efforts
can be made to increase system efficiency or at least compensate for the amount of

Fig. 11 Comparison between experiments and simulations for a torque, b tip speed ratio, and
coefficient power
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wind energy by reconstructing the air pump by enlarging the dimensions of its main
components so that the resulting performance is more optimal.

The height of 5.5 m is the best altitude with the highest wind speed of 8.98 m/s.
The simulation results that have been carried out on the Savonius four-blade
windmill show that at an altitude of 5.5 m it produces better performance compared
to other heights. The pressure distribution value is 110.42 Pa, the flow velocity is
8.98 m/s, and the turbulent distribution of kinetic energy is 0.535 J/Kg. The sim-
ulation results also show that at an altitude of 5.5 m the largest torque value is
8.41 Nm.
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The Influence of Triple Tube Heat
Exchanger as a Liquid Collecting
System on Bio-oil Production
by Pyrolysis Process

Nasruddin A. Abdullah, Zainal Arif, Suheri, Nazaruddin,
and Hamdani Umar

Abstract Indonesia with its abundant natural wealth and waste that has the
potential to become a bioenergy barn and other chemical substances. Bio-oil is one
of the products which can be obtained from the biomass originated from waste and
forestry production. Pyrolysis is one way to produce bio-oil that can be used as fuel
to generate electricity, chemical compound, and preservatives. Many variables
influence the product in the pyrolysis process. Triple tube heat exchange is the type
of condenser that can be used to collect the liquid from pyrolysis vapor. Jati
Belanda (Guazuma ulimfolia Lamk) is a feedstock with a size <0.707 mm with an
average moisture content of 7 wt% (dry). The reaction temperature used 500 °C
with heating supply 1500 W, reaction zone heater set at 150, and 250 °C. Cooling
water at ambient temperature is used to absorb the heat with an inner and outer
cooling flow, also a combination of both inner and outer cooling flow. The max-
imum liquid smoke yield was obtained on reaction zone heater 150 °C with the
inner and outer cooling flow, which is 49 wt%. The triple tube heat exchanger
absorbs the maximum heat from the vapor until 35.77 W. The more expanse
condensation area will produce a more liquid amount.

1 Introduction

Indonesia, as an agricultural country that has many rice fields, farms, and forestry.
In general, the most available biomass in Indonesia is wood, sawdust, and farm
products; such as the waste from the oil palm industry, maize, sugarcane, agri-
cultural products; rice husks. Data statistics Ministry of Environment and Forestry
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2015 from the year 2011–2015 the production of wood chips in Indonesia in 2011
was 1,864,142 m3 and in the year 2015 amounted to 25,856,152 m3. This data
shows that wood waste always increases from year to year [1]. Wood waste and
plant material need to be used for more beneficial substances. Guazuma ulimfolia
Lamk. That also known as Jati Belanda is available in a large amount, especially in
Indonesia, and this type of wood can be used as furniture, and also it can be
converted into a liquid product. The decomposition of chemical compounds from
biomass is obtained in the form of liquid smoke or bio-oil. Liquid smoke is pro-
duced from the decomposing biomass into pyrolysis vapor and condenses into a
liquid. The biomass containing hemicellulose, cellulose, lignin, and other carbon
compounds. In general, the raw material from wood consists of about 50% cellu-
lose, 25% hemicellulose, and 25% lignin [2].

Bio-oil is obtained from the vapor condensation of the pyrolysis process using a
liquid collecting system. Pyrolysis is a thermochemical method for decomposing
chemical compounds by heating on raw materials without involving oxygen inside.
Pyrolysis is divided into four steps, starting from the evaporation of water, then
followed by decomposition of hemicelluloses, cellulose, and the latter of lignin
composition. Hemicellulose and cellulose pyrolysis occur between 180 and 350 °C
which produces carboxylic acids and carbonyl components while the new lignin
will be polarized at 300–500 °C and produce phenols [2–4]. The main variables
affecting product yield and liquid smoke characteristics are temperature, heating
rate, the particle size of raw material, pyrolysis atmosphere, vapor residence, and
the composition of biomass [3]. The liquid collecting system is a heat exchanger
device which can be used as liquefaction from the vapor phase into a liquid phase.
The working principle of the liquid collecting system is the same as the heat
exchanger [5]. A vapor chamber has been used to utilize rapid cooling [6]. The heat
exchanger is a device that functions to absorb thermal energy (enthalpy) between
two or more fluids at different temperature conditions in the thermal contact state
[7], here is a need to enhance the effectiveness of double tube heat exchanger as a
liquid collecting system on pyrolysis of the wood material to improve the liquid
product quantity [8]. A modified version of a double tube heat exchanger is created
to cover the disadvantages of the double tube heat exchanger and to increase the
quantity of the liquid that produces from the pyrolysis process. A triple tube heat
exchanger is made to improve the heat transfer rate through an additional flow
passage and a larger heat transfer area per unit length. Little investigations have
studied the thermal performance of the triple tube heat exchanger [9–11].

Many papers investigate and analyzed the type of reactor [12], pyrolysis type
[13], sweeping gas [14], but still, few were discussed about the use of the triple tube
heat exchanger as a liquid collecting system on the pyrolysis process. In this paper,
we investigate the influence of the triple tube heat exchanger as a liquid collecting
system for producing bio-oil. The feedstock used in this paper is Guazuma ulim-
folia Lamk wood from a local carpenter.
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2 Materials and Methods

2.1 Material and Sample Preparation

The material as a feedstock to produce bio-oil is the waste wood from the local
carpenter, the type of wood was Guazuma ulimfolia Lam, also known as Jati
Belanda. The material was prepared by shredded into small pieces, then sieved into
size 25 mesh so the particle size will be <0.707 mm. The sieved material must be
dried below 10% of moisture content; 200 grams of raw material was fed into a
reactor with density 0.248 gr/cm3. The feedstock from Guazuma ulimfolia Lamk
presented in Fig. 1.

2.2 Experimental Setup

Laboratory scale of a tubular fixed-bed reactor with base material SS316L. The
reactor was equipped with an electric heater and installed in the system. The volume
of the reactor is 1.065 cm3. Proportional Integral and Deferential (PID) controller
was connected to a heater to control the reactor temperature at 500 °C. In the
process, there is no sweeping gas injected into the system. The voltage regulator
was installed to control the heating rate of the feedstock. An electric heater was also
installed at the reaction zone to vary the vapor temperature; a PID controller was
connected to the heater at the reaction zone to prevent early condensation [15].
A thermocouple type K was placed at the outside wall of the reaction zone as a
reference temperature of PID. The voltage regulator was connected to the reaction
zone heater to control the heating supply to the heater. Figure 2 showed the
experimental setup for investigation in this research.

To condense the hot pyrolysis vapor, a triple tube heat exchanger as a liquid
collecting system (LCS) was made from SS304L the ambient temperature of
cooling water flowed into LCS to reduce hot fluids which generated in the reactor.
The dimension of the triple tube heat exchanger showed in Table 1. The feedstock

Fig. 1 Guazuma ulimfolia
Lamk wood as feedstock

The Influence of Triple Tube Heat Exchanger as a Liquid … 383



was converted into vapors, which were condensed in the LCS and to be a bio-oil,
through the condenser and all of the liquid will be collected in the collection tank,
meanwhile, the non-condensable gas (NCG) will be through the gas outlet above
the collection tank.

Thermocouples were placed at several points to investigate the temperature as
shown in Fig. 3. Mass balance for non-condensable gas was calculated based on the
total mass of feedstock which subtracted by weighing the product of liquid and solid
yield. The product yield was calculated according to the following equation [16]:

Fig. 2 Experimental Setup

Table 1 The dimension of the triple tube heat exchanger

Geometrical Characteristics Inner Tube Intermediate Tube Outer Tube

Outer diameter (mm) 48.3 88.9 114.3

Inner diameter (mm) 42.7 82.8 108.2

Wall thickness (mm) 2.8 3.1 3.0

Length (mm) 550.0 660.0 600.0

Tube material SS304L SS304L SS304L
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Liquid yield ð%Þ ¼ liquidweightð Þ= feedweightð Þ � 100%; ð1Þ

Solid yield ð%Þ ¼ solidweightð Þ= feedweightð Þ � 100%; ð2Þ

Ash=char yieldð%Þ ¼ 100%� liquid yieldþ solid yieldð Þ: ð3Þ

The maximum liquid yield was investigated according to the operational vari-
ables of the triple pipe heat exchanger. The heat absorbed in the heat exchanger
calculated using Eq. (4).

_Qn ¼ _mncn Tno � Tnið Þ ð4Þ

where _Qn is the heat absorbed in the heat exchanger, _mn is the mass flow rate of
cooling water, cn is the heat capacity of cooling water and Tno � Tni is the mean of
temperature deferent of cooling water input and output.

2.3 Experimental Variation

The reaction temperature was maintained at 500 °C, and this temperature was
controlled by PID. The voltage regulator controls the electric supply to the heater at
1500 W. This power supply will create the heating rate from 5 to 7 °C/minute. The
variation of temperatures at the reaction zone is 150 and 250 °C. Those variation
temperatures as a way to obtain the different performance of the heat exchanger
with the different heat gain. The vapor temperature influences the product yield
[17]. In this experiment, the cooling water flow was divided into three types, which
are inner, outer, and outer combined with the inner annulus cooling system. In the

Fig. 3 Thermocouple position
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condenser, the heat of the vapor was absorbed by cooling water and its phase was
changed into the liquid. The temperature variation was used to determine the effect
of cooling water flow to produce maximum liquid.

3 Result and Discussion

3.1 Product Yield

The product yield consists of the liquid, ash, and non-condensable gas. The liquids
were condensed in the heat exchanger correspondent to each boiling point of the
compound. The maximum liquid oil as called bio-oil was 49 wt% obtained with the
combination flow, inner and outer at vapor temperature 150 °C as shown in Table 2,
compared to the other research, the liquid yield 46 wt% using a double pipe as
condenser and camphor wood as feedstock [15], 35–45 wt% at reaction temperature
300–700 °C [18], and 35–42.5 wt% using a heat pipe fin L-shaped condenser [17].
The increasing of liquid yield not significant because of the condensable gas in the
volatile at those cooling water temperature are limited. The higher temperature
produces more gases in consequence of second decomposition [19]. Figure 4 shown
the stacked bar of product yield due to the cooling water flow in the triple tube heat
exchanger and vapor temperature at (a) 150 °C and (b) 250 °C.

3.2 Heat Absorbed by Cooling Water in the Heat Exchanger

Table 3 shows the heat absorbed by cooling water in the heat exchanger. The
maximum heat absorbed by a heat exchanger with combination flow, which is inner
and outer flow, both vapor temperature at 150 and 250 °C as well, the more
expanse condensation area will produce more liquid amount. The maximum heat
absorbed was occurred at vapor temperature 250 °C for inner and outer flow cor-
respondent to the high temperature and extensive area of heat transfer in the heat
exchanger.

Table 2 Product yield due to the type of condenser

Vapor Temperature Cooling flow (wt%) Liquid (wt%) Ash (wt%) NCG (wt%)

150 Inner 47.0 30.5 22.5

Outer 47.5 31.5 21.0

Inner and Outer 49.0 7.5 43.5

250 Inner 46.0 25.0 29.0

Outer 46.5 26.5 27.0

Inner and Outer 47.0 13.5 39.5
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4 Conclusion

Triple tube heat exchanger affected the product yield in the pyrolysis process. The
maximum liquid yield is 49 wt% with Jati Belanda (Guazuma ulimfolia Lamk) as
feedstock, particle size <0.707 mm, average moisture content of 7 wt% (dry), the
reaction temperature 500 °C, heating supply 1500 W, vapor temperature at 150 °C,
and the ambient temperature of cooling water with a combination of inner and outer
flow. The triple tube heat exchanger absorbs the maximum heat from the vapor until
35.77 W.
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Fig. 4 Total product yield due to the type of cooling water flow

Table 3 Heat absorbed by cooling water in the heat exchanger

Description Vapor temperature 150 °C Vapor temperature 250 °C

Flow

Inner Outer Inner and
Outer

Inner Outer Inner and
Outer

Mass flow (kg/s) 0.08 0.08 0.08 0.08 0.08 0.08

Cp (J/kg K) 4188 4188 4188 4188 4188 4188

Cooling water in (°C) 30.35 31.46 29.92 31.45 32.09 27.66

Cooling water out (°C) 30.37 31.48 30.02 31.49 32.17 27.77

Delta T (°C) 0.02 0.03 0.10 0.05 0.08 0.11

Heat absorbed (W) 6.76 8.16 33.18 14.44 24.46 35.77
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Experimental Study of Thermoelectric
Cooler Box Using Heat Sink with Vapor
Chamber as Hot Side Cooling Device

Adi Winarta, I. Made Rasta, I. Nyoman Suamir, and I. G. K. Puja

Abstract Thermoelectric refrigeration system is considered environmentally
friendly because it does not use refrigerants which have huge potential for dam-
aging the ozone layer. In this experimental work, a vapor chamber heat sink was
used to absorb heat at the hot side of Peltier module of the cooler box. The cooler
box has 215 mm � 175 mm � 130 mm of inner dimension. The performance of
cooler box is analysed for each different current supplies to the thermoelectric
module. The result shows that increasing the current result in larger temperature
difference of the hot and the cold side, increase the cabin temperature, decrease the
COP of the cooler box. The experimental result also stated that highest COP with
500 ml of water within the cooler box is 0.72.

Keywords Thermoelectric � Cooler box � Vapor chamber � COP � Thermoelectric
refrigerator

1 Introduction

Refrigeration is the mechanism of decrease space temperatures to a level that is
lower than its environment. There are at least eight types of refrigerant systems.
Among them are vapor-compression, absorption, thermoelectric (TEC),
air-standard, steam jet, solar, thermo acoustic and metal hydride refrigeration [1].
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The most popular refrigeration system is vapor compression (VC). It is not sur-
prising due to its highest efficiency compare with others systems. Unfortunately, the
majority of refrigerants used by the vapor compression system still contained
chlorine which causes global warming and thinning of the ozone layer [1].

Thermoelectric is one of the solutions to reduce the detrimental effects of the
refrigerants used in vapor compression system. However, not every application
would be fit with thermoelectric characteristics as a refrigeration system. But in
certain applications such as military, medical industries, aerospace, and instru-
mentation, thermoelectric might be preferred over any other system. Due to less
noise and fewer mechanical moving parts, accurate temperature control, compact
design, and low-cost maintenance [2, 3]. Thermoelectric also can be supplied with
direct current power which can be generated from any renewable energy source
which could increase its efficiency [4].

Many studies had been published concerning the evaluation of thermoelectric
refrigeration performances, in the past years. Most of the studies have been con-
ducted to increase the efficiency of the thermoelectric system as a cooling device or
refrigerator. Min and Row [5] studied the performance of several types of coolers
that used a thermoelectric system and compared it with a vapor compression system.
They found not only the performance characteristic of thermoelectric but further
improvement may be possible with reducing contact resistance, fixing the thermal
design, and making a realistic model. Dai et al. [6] studied the thermoelectric
refrigerator with solar cell driven. They showed the refrigerator’s COP was main-
tained at about 0.3 under conditions suitable with cabin temperatures ranging from 5
to 10 °C. Vián and Astrain [7] experimented with increasing the performance of
thermoelectric refrigeration using a heat exchanger based on the thermosiphon
principle for the hot and cold sides. Their device successfully increases the C.O.P of
the thermoelectric refrigerator. Jugsujinda et al. [8] studied the thermoelectric cooler
box with 0.022 m3 cabin volume. They could decreased the cabin temperature from
30 to -42 °C in 60 minute using 3.5 A of electric current to Peltier module. The COP
of thermoelectric was 0.22 for the supply power of 40.46 W. Gökçek et al. [4]
experimentally studied mini-channel water as the cooling device of thermoelectric
hot side. They reported that increased the flow rate of water to mini-channel decrease
the inner temperature of the cold side. Mirmanto et al. [8] used two different types of
heat sink units on the hot side of thermoelectric cooler box to improved the system
performance. Their result stated the experimental COP increase with time for COP
increases sharply for while and then get flat as long as the device operation. They
also stated that heat sink fan is more reliable if the energy consumed became a
consideration. Mirmanto et al. also studied about the position of Peltier module at the
thermoelectric cooler box with the effect COP from its position variation. Their box
was 0.004891 m3 in volume and made from 50 mm of Styrofoam. The also put a
360 ml of water as a cooling loads. They result stated that Peltier module which
attached at the side wall of cooler box giving the best performance.
Lertsatitthanakorn et al. studied the performance of thermoelectric air cooling using
the vapor chamber [9]. Their result shows that vapor chamber increase the system
performance up to 32.2% compare with conventional heat sink.
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In thermoelectric refrigeration, cooling device usually applied as thermal man-
agement for the hot side of TEC. One method to improve thermoelectric cooling
performance is to maximize the absorption of heat released at the hot side. Better
performance of TEC was achieved if the temperature of hot side can be reduced to
desired level with the use of heat pipe [10]. Many researches also had been per-
formed with many passive device such as heat pipe, thermosyphon as a cooling
device [7, 10–12].

Vapor chambers plates are other types of passive device cooling which is one of
the heat pipe family [13–15]. Vapor chamber generally used to collect heat from flat
and larger area sources of heat transfer. Vapor chambers are generally used for high
heat flux applications due to its characteristic as a latent passive cooling. It has
unique or genuine two-dimensional spreading area from other conventional heat
pipe like tubular pipe.

Many types of heat sink, includes active and passive, have been investigated by
many researchers to achieved the maximum cooling at thermoelectric refrigeration
[4, 7, 9, 10, 16]. However, very few work have been conducted with the vapor
chamber as a thermoelectric hot side cooler, especially for the cooler box. To the
author best knowledge there is no study performed using vapor chamber in ther-
moelectric cooler box yet. Therefore, the objective of the research was to find the
performance of thermoelectric cooler box using vapor chamber as the cooling
device of the hot side.

2 Method and Material

To study the vapor chamber as a cooling device of hot side thermoelectric, a cooler
box was built made from polyurethane and has a thickness of 40 mm. Configuration
of experimental test of thermoelectric cooler box is shown in Fig. 1. It is composed
of a cooler box with thermoelectric module unit, data acquisition unit for tempera-
ture logging, power supply units for thermoelectric module and fans, a power meter
for electricity power measurement. The inner dimension of the cooler box was
approximate 215 mm � 175 mm � 130 mm with the thermoelectric module
inserted at the top of the box. Peltier module TEHC1-12710 for cooling from
®Thermonamic was used as a cooling device for the cooler box. It has dimensions of
40 mm � 40 mm � 3.6 mm. Seeback coefficient, thermal conductivity and internal
resistance of thermoelectric are 0.00023 V/K, 1.5 W/m °C, 1.25 Ω, respectively.
The vapor chamber heat sink used in this experiment was supplied from Dongguan
Awind Electronic Technology Co., Ltd. The device dimension was approximately
90 mm � 90 mm � 2.4 mm exclude the heat sink which embedded into one part as
shown in Fig. 2. An extender used between the hot side of TEC and vapor chamber
which made from copper block with a dimension of 40 mm � 40 mm � 35 mm.
The cooper block dimension is 40 mm � 40 mm � 35 mm A cold sink with a
dimension of 90 mm � 90 mm � 20 mm was clamped tight at the cold side of TEC
using the bolt and nut structure. Two DC axial fan were used at the top of vapor
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chamber and the bottom of cold sink to increase the convective heat transfers. This
fan has a dimension of 90 mm � 90 mm � 24 mm and operates at 12 V/0.15 A.
Thermal paste with 1.97 W/m °C of thermal conductivity was used to minimize all
the contact resistance between vapor chamber with heat sink, thermoelectric module,
cold sink and copper block. The DC power flows to the thermoelectric module was
measure using PZEM-017 power meter with measurement error of 1%. The DC
power supplied for both fans was handle by ®Sanfix DC power regulator. Type-K
thermocouples (accuracy ± 0.5 °C) was used to measure all the temperatures and
connecting it with data acquisition from National Instrument (NI 9213 and NI 9274).
Thermocouple positions are displayed in Fig. 1 with the red dots. Temperature data
were record with data acquisition software and store on a desktop PC.

The goal of this study was to inspect the cooling performance (COP) of ther-
moelectric cooler box using vapor chamber as the hot side cooling device. Test
were performed at five different currents: 4, 5, 6, 7 and 8 A. The test was carried out

Fig. 1 Schematic of experimental setup
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by supplying voltage to the thermoelectric and fan then observing the resulting
temperature data. The effect of current supplied to the Peltier module which using a
vapor chamber is investigated. Such as temperature of the hot and cold side of TEC,
cabin temperature, temperature of vapor chamber evaporator, ambient temperature
and inner and outer wall temperature of cooler box, and thermoelectric and fan
power supplied. The ambient temperature was set constant around 25 °C using air
conditioning.

The calculation of COP using the following expression [4, 17]:

COP ¼
_QT

Ptotal
ð1Þ

where _QT (watt) is total rate of refrigeration load of thermoelectric cooler box and
calculated from expression below:

_QT ¼ _Qa þ _Qc þ _Winner fan ð2Þ

_QT is consist of the heat transfer of air inside the cabin box ( _Qa) and heat flow
through the walls ð _Qc) entering the cabin inside the cooler box. _Winner fan also
calculated as part of refrigeration load using its rate of electrical power consumption
[4]. The power consumes of cooler box indicated by Ptotal (watt), which is express
in following equation:

Ptotal ¼ Pvc fan þPTEC ð3Þ

_Qa is the heat transfer of air within the cabin. The rate of heat transfer was
calculated based on the air property using the following equations:

Fig. 2 Vapor chamber, a structure of inner side, b attached with heat sink
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_Qa ¼ dE
dt

¼ macp;a
dT
dt

ð4Þ

E is the energy (J), _Qa is the air heat transfer rate (watt), ma is the mass of air
(kg), cp;a is the specific heat of air (J kg

−1 K−1), dT.dt−1 is the temperature gradient
per unit time. _Qc calculated using Eq. (5) below;

_Qc ¼ A � U � Tamb � Tcabinð Þ ð5Þ

where A is the total heat transfer surface of cooler box (m), U is the overall heat
transfer coefficient, Tcabin is the average temperature of refrigerated space (Fig. 1)
and ambient temperature Tamb. The calculation of overall heat transfer coefficient is
using Eq. (6) below.

U ¼ 1
1
hint

þ L
kwall

þ 1
hext

ð6Þ

The heat transfer coefficient at cold sink was calculated using correlation given
by Parmelee and Huebscher [4, 7]. The equation is given below as (7) and (8).

Nu ¼ 0:664 � Pr1=3 � Re1=3 ð7Þ

0:6�Pr� 50
Re\Rex;c � 5� 105

� �
ð8Þ

3 Results and Discussion

Table 1 provides the power information given for each variation of the current
supply to the TEC module. Figure 3 shows the cold and hot side temperature of
thermoelectric due to the effect of different supply current. Increasing the current
supply to the thermoelectric module result in an increase in temperature hot side
and a reverse effect on the cold side temperature. The cold side lowest temperature

Table 1 Variation of
supplied current to the TEC
module

Current (amp) Voltage (V) Power (W)

4 6.75 27

5 8.4 42

6 10.4 62.5

7 13 91.6

8 14.87 119
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1.94 °C achieved by 5 A of current supply. Meanwhile, the highest hot side tem-
perature 75.92 °C was found on a current supply of 8 A. Increase the supply current
enlarge the temperature difference between the hot side and the cold side which
would decrease the cooling capacity of the thermoelectric module.

The COP versus time which calculated using Eq. 1 for each different current is
shown in Fig. 4. All COP values showed almost similar trends. The graph increases
at an early stage and gradually stable after around 60 minutes. This trend agrees with
result that had been showed by Mirmanto et al. [11]. The _Qc component in Eq. 2

Fig. 3 Temperature of hot and cold side of TE versus times for each current supplied

Fig. 4 Variation of COP due to different current supplied to the TE Cooler Box
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increases due to an elevation of the temperature difference between the cabin and the
environment during the cooling period. Therefore the COP value increases with
respect to cooling time until the cabin temperature reaches a steady-state condition.
A current supply of 4 A has the highest average COP value which is about 0.0588.
Increases the current to the module result in a decrease in COP. This is due to more
heat that had to be rejected out from the hot side of the Peltier module. Resulting in
larger of TEC temperatures different and lower cooling capacity.

Figure 5 shows the cabin temperatures of cooler box for each different current.
The lowest cabin temperature was achieved by 5 A current which is around 5.94 °C.
Meanwhile, for 8 A current result in cabin temperature around 17.36 °C. In fact for
the refrigerator purpose, the temperature achievement for 4 A, around 6.73 °C was
quite successful if we consider energy consumption which is only 27 W. At higher
current supply, more than 6 A, did not give appropriate cooling for the requirement
of cooler box. Therefore, we may conclude that lower current gives a more efficient
cooling performance in terms of energy and achievement of temperature.

To enrich the analysis, the additional load was added and tested only for 4 A
current supply, which the highest performance of the preceding test. The additional
load, 500 ml tap water, also to test the response of cooler box from regenerated
object. The temperature trends of cooler box using 500 ml of water depicted at
Fig. 6a. The heat transfer rate for the product load is calculated using the following
equation:

_Qw ¼ dE
dt

¼ mwcp;w
dT
dt

ð9Þ

Fig. 5 Cabin temperature variation due to different current supplied
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where mw is the mass of water, cp;w is specific heat of water. Figure 6 shows the
period time of water cooling around 200 min from 26.4 °C until 9.09 °C. This may
look quite well if considering the non-use of the dangerous refrigerant that may be
harmful to the environment.

With the data from cooler box with additional water load, the comparison was
made between a cooler box with and without 500 ml of load for the same current
supply. Cooler box with and without water load will be referred to as “load” and
“no-load” as shown in Fig. 7. The COP calculation with load was derived from

Fig. 6 Temperature trends of TE Cooler box a without water as cooling load b with 500 ml water

Fig. 7 COP comparation between cooler box with load (500 ml of water) and no load
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recalculation of Eq. 1. The total refrigeration load ( _QT ) was add with heat transfer
rate from water ( _Qw) from Eq. 9. Adding water as product load will increases
significantly the performance ratio of cooler box. The COP trend also still agrees
with the result that had been stated by Mirmanto et al. [11]. But also the magnitude
is close to the results given by Martinez and Astrain et al. [10, 18]. The highest and
average COP of cooler box with product load was 0.72 and 0.55 respectively. An
enormous different between load and no-load COP is due to the very large specific
heat difference between water and air (water 4180 J/kg and air 1007 J/kg at 15 °C).
Therefore, the additional water load will increase the total absorbed heat by the cold
side of thermoelectric module ( _QT ).

4 Conclusion

In the present study, thermoelectric cooler box using vapor chamber as a cooling
device has been experimentally investigated. The vapor chamber with heat sink was
used to absorb the heat from the hot side of thermoelectric module. The experi-
mental data shows that increasing the current supply of thermoelectric result in
higher temperature difference between the hot and the cold side, increase the cabin
temperature, decrease the experimental COP of the cooler box. A current supply of
4 A has the highest average COP value which is about 0.0588. The experimental
result also stated that if the 4 A current tested with additional 500 ml of water
within the cooler box then the COP becomes 0.72.
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The Application of R Software
as a Statistical Tool for Mechanical
Data Clustering

A. Saputra, H. Sofyan, and T. E. Putra

Abstract The purpose of this research is to implement R software in developing a
correlation between wavelet coefficient and fatigue life utilizing Fuzzy C-Means.
The fatigue-based strain data were simulated at the range between 200 to 2000 µe
through the application of constant and variable amplitudes with the mean values of
negative, zero, and positive. The wavelet transforms involved were the 4th, 12th,
20th, and 30th orders of the continuous and discrete Daubechies wavelets as well as
the Morlet wavelet. Meanwhile, the fatigue life was determined by Coffin-Manson,
Morrow, and Smith-Watson-Topper models. R software with fclust package esti-
mated 3 clusters as the optimum numbers with 1.5 as the fuzzifier value. Hereafter,
the result showed that there was a negative correlation between the wavelet coef-
ficient and fatigue life. The strongest correlation was between the 20th order of the
discrete Daubechies wavelet and the Coffin-Manson model, i.e. −0.623 with the
determination coefficient of 0.388. According to the results, it can be concluded that
the software can be applied for clustering mechanical data. Therefore, it is
recommended for mechanical engineering applications, involving complex and
bigger data.

1 Introduction

One of the most common failures in engineering caused by stress concentration
from cyclic loads is called fatigue. Therefore, it is important to predict fatigue life
so engineers can prevent failure. Unfortunately, the prediction value is still far from
the actual value because of its complexion and the long process between crack
initiation, propagation, and fracture of a component.
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In order to address this problem, signal processing approaches particularly the
wavelet transforms have been applied in fatigue analyses. According to previous
studies, the 4th [1], 12th [2], 20th [3], and 30th [4] orders of the Daubechies
wavelet gave remarkable results. Since 2010, the Morlet wavelet has been used as
well [5] and has been applied for many mechanical signals [6, 7] since it gave a
better result [8]. Earlier results showed that those wavelet transforms have a solid
correlation with fatigue life. Hence, the Fuzzy C-Means (FCM) was used to develop
the correlation between them [9, 10].

However, the correlations in those studies were resulted from a simple devel-
oped algorithm without considering the optimum number of clusters and the
fuzzifier. Thus, the results of the clustering and the estimation of the correlation can
be maximized with a proper package. Therefore, the purpose of this study is to
implement fclust package provided in R software to determine the best number of
clusters and to cluster data with FCM in developing the correlation between wavelet
coefficient and fatigue life. R software is a language in statistical programming
introduced by Ross Ithaka and Robert Gentlemen, two professors from University
of Auckland, New Zealand, in 1966 [11]. The software is based on the
S programming language developed by Bell Laboratories [12].

2 Materials and Method

In this study, fatigue-based strain data were developed consisting of constant and
variable amplitudes with negative, zero, and positive mean values. Each strain data
has a range of 200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800, and 2000 µe.
Therefore, sixty strain data were generated in total. The examples of the strain data
for constant and variable amplitudes for the range of 200 µe, respectively, are
shown in Figs. 1 and 2.

Furthermore, the wavelet coefficient of each strain data was determined. The
wavelet coefficient WC of the Continuous Wavelet Transform (CWT) is expressed
by [13]:

Fig. 1 Constant amplitude strain data with the mean value: a negative, b zero, c positive
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WC p;qð Þ ¼ 1
ffiffiffi
p

p Zþ1

�1
F tð ÞW

t � q
p

� �
dt ð1Þ

The wavelet coefficient WC of the Discrete Wavelet Transform (DWT) is
obtained from the discretization of the CWT, which is:

WC p;qð Þ ¼ 1ffiffiffiffiffi
2p

p Zþ1

�1
F tð ÞW

t � 2pq
2p

� �
dt ð2Þ

where p is the scale index, q is the time-shifting, F is the strain data, w is the mother
wavelet, and t is the time. The mother wavelets involved were the Morlet wavelet
[14, 15] in the CWT as well as the Daubechies wavelet [13] analyzed in the CWT
and the DWT.

The fatigue life was determined based on the strain-life approach. The common
models in this approach are the Coffin-Manson [16, 17], Morrow [18], and
Smith-Watson-Topper (SWT) [19], respectively, as described in the following
equations:

e ¼ r
0
f

E
2Nf
� �b þ e

0
f 2Nf
� �c ð3Þ

e ¼ r
0
f � rmean

E
2Nf
� �b þ e

0
f 2Nf
� �c ð4Þ

rmaxe ¼
r

0 2
f

E
2Nf
� �2b þ r

0
f e

0
f 2Nf
� �bþ c ð5Þ

where e is the strain amplitude, r′f is the fatigue strength coefficient, E is the
material modulus of elasticity, Nf is the number of cycles, b is the fatigue strength
exponent, e′f is the fatigue ductile coefficient, c is the fatigue ductile exponent, rmean

is the mean stress, and rmax is the maximum stress amplitude.

Fig. 2 Variable amplitude strain data with the mean value: a negative, b zero, c positive
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Strain-based fatigue life assessments are usually associated with the
Palmgren-Miner rule [20, 21] to determine the cumulative fatigue damage D of a
loading block as described by:

D ¼
X ni

Nf

� �
ð6Þ

where ni is the number of applied cycles. For the simulation purposes, the material
used was the SAE 5160 carbon steel, where its properties are shown in Table 1.

The tool used in this research was R software with fclust package, providing a
common toolbox for clustering data with a fuzzy algorithm [23]. It has been
rewritten in C++ language to increase its computational efficiency. Another
advantage of this software is the utilization of cluster validity index to select the
optimum number of clusters automatically. The FCM is one of the clustering
methods to clarify a data’s similarity to every cluster [24]. This method represents
the resemblance between data with each cluster using a function called membership
function. Thus, every data will have a membership degree in every cluster.
Therefore, the membership degree that is close to zero implies less similarity
between the cluster and the data, and the data with a membership degree close to
one indicates a great similarity between the cluster and the data [25]. After clas-
sifying the strain data with the FCM algorithm, the correlations between wavelet
coefficient and fatigue life were developed. The strain data were then visualized
using a scatter diagram for every wavelet transform and strain-life model.

3 Results and Discussion

In order to cluster data with the FCM, the number of clusters needs to be obtained
beforehand. Thus, the fclust package was used to determine the optimum number of
clusters (c) with three different fuzzifier (w), i.e. 1.5, 2.0, and 2.5. Table 2 provides
the optimum number of clusters according to the validation index in fclust package
[23], showing a different optimum number of clusters with different fuzzifier.

Table 1 Mechanical
properties of the SAE 5160
carbon steel [22]

Mechanical properties Values

Ultimate tensile strength, Su (MPa) 1584

Material modulus of elasticity, E (GPa) 207

Fatigue strength coefficient, r′f (MPa) 2063

Fatigue strength exponent, b −0.08

Fatigue ductility exponent, c −1.05

Fatigue ductility coefficient, e′f 9.56
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According to the partition coefficient, the classification entropy, and the modified
partition coefficient, the optimum number of clusters was 3 with 1.5 as the fuzzifier
value. However, the other indexes, i.e. the Xie-Beni and the fuzzy silhouette width
showed that 2 as the optimum number of clusters and 2.5 as the fuzzifier value.
Therefore, the number of clusters used was 3 with 1.5 as the fuzzifier value.

Figures 3, 4 and 5 scatter diagrams between the wavelet coefficient and the
fatigue life. The figures consisted of 10 segments in cluster 1, 10 segments in cluster
2, and 40 segments in cluster 3. The correlations obtained were a negative corre-
lation, which means if the wavelet coefficient was high, then the fatigue life was
low. On the contrary, if the wavelet coefficient was low, then the fatigue life was
high.

For the Coffin-Manson model, the strongest correlation was the 20th order of
the discrete Daubechies wavelet, i.e. −0.623 with the determination coefficient of
0.388, whilst the weakest correlation was the 30th order of the continuous
Daubechies wavelet, i.e. −0.320 with 0.103 as the determination coefficient. The
20th order of the discrete Daubechies wavelet also affected the Morrow model
with the correlation of −0.618 and the coefficient of determination equal to
0.382. On the other hand, the Morrow model less affected by the 30th order of
the continuous Daubechies wavelet, with the correlation was −0.317 and the
determination coefficient of 0.100. The SWT model displayed a similar pattern to
the other two models. The 20th order of the discrete Daubechies wavelet has a
major effect on the model, where the correlation was equal to −0.569 with 0.324
as the determination coefficient. However, the 30th order of the continuous
Daubechies wavelet has a minor effect on the model, where the correlation was
−0.280 with the determination coefficient of 0.078. Even though the determi-
nation coefficients were low, indicating that the wavelet coefficient has a low
impact on fatigue life, the wavelet coefficient still can be used as an early
indicator in predicting fatigue life.

Table 2 Validation index in fclust package

Index c w Value

The partition coefficient 3 1.5 0.915

The classification entropy 3 1.5 0.159

The modified partition coefficient 3 1.5 0.872

The Xie-Beni 2 2.5 0.045

The fuzzy silhouette width 2 2.5 0.885
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Fig. 3 Scatter diagrams of the Coffin-Manson model and the wavelet coefficients: a the 4th order
of the discrete Daubechies wavelet, b the 12th order of the discrete Daubechies wavelet, c the 20th
order of the discrete Daubechies wavelet, d the 30th order of the discrete Daubechies wavelet,
e the continuous Morlet wavelet, f the 4th order of the continuous Daubechies wavelet, g the 12th
order of the continuous Daubechies wavelet, h the 20th order of the continuous Daubechies
wavelet, i the 30th order of the continuous Daubechies wavelet
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Fig. 4 Scatter diagrams of the Morrow model and the wavelet coefficients: a the 4th order of the
discrete Daubechies wavelet, b the 12th order of the discrete Daubechies wavelet, c the 20th order
of the discrete Daubechies wavelet, d the 30th order of the discrete Daubechies wavelet, e the
continuous Morlet wavelet, f the 4th order of the continuous Daubechies wavelet, g the 12th order
of the continuous Daubechies wavelet, h the 20th order of the continuous Daubechies wavelet,
i the 30th order of the continuous Daubechies wavelet
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4 Conclusion

R software as one of the statistical tools was utilized to estimate the correlation
between the wavelet coefficient and the fatigue life. The strongest correlation was
found with the 20th order of the discrete Daubechies wavelet. The correlation
coefficients and the determination coefficients, respectively, were −0.623 and 0.388
for the Coffin-Manson model, −0.618 and 0.382 for the Morrow model, as well as
−0.569 and 0.324 for the SWT model. The results showed that the software has the
capability to solve problems of mechanical data, specifically in developing the
correlation between the wavelet coefficient and the fatigue life.

Fig. 5 Scatter diagrams of the SWT model and the wavelet coefficients: a the 4th order of the
discrete Daubechies wavelet, b the 12th order of the discrete Daubechies wavelet, c the 20th order
of the discrete Daubechies wavelet, d the 30th order of the discrete Daubechies wavelet, e the
continuous Morlet wavelet, f the 4th order of the continuous Daubechies wavelet, g the 12th order
of the continuous Daubechies wavelet, h the 20th order of the continuous Daubechies wavelet,
i the 30th order of the continuous Daubechies wavelet
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Optimization of Struvite Batch
Crystallization Reactor for Recovery
Process from Urea Fertilizer Plant
Wastewater

R. Ulfa, I. Machdar, S. Suhendrayatna, and Y. Yunardi

Abstract The present paper reports removal of ammonium nitrogen concentration
from a urea fertilizer plant wastewater through struvite crystal (NH4MgPO4.6H2O)
formation. The aim of this research was to obtain the optimum conditions of mole
ratio, pH value, and crystallization time in NH4

+
–N recovery by producing slow

release fertilizer material (struvite crystal). In this work, a source of Mg and P was
magnesium chloride (MgCl2) and potassium dihydrogen phosphate (KH2PO4)
solution, respectively. Experiment was designed in a batch crystallizer-reactor at
different mole ratio of Mg2+, NH4

+ , and PO4
3−. The reactor volume was 500 ml

equipped with an agitator. The study was conducted at a room temperature. The
effect of Mg2+:NH4

+ :PO4
3− mole ratio was studied, it was found that at a molar

ratio of Mg2+:NH4
+ :PO4

3− (1:1:1) and pH of 9, the ammonium removal was
obtained around of 90.48%. Recovery for NH4

+ increased with increasing
Mg2+ concentration. The removal achieved around 93.66% at the ratio Mg2+:
NH4

+ :PO4
3− of 1.2:1:1. Moreover, the obtained struvite crystals were analyzed

using a SEM to indicate that the shape and the size of struvite crystal.

1 Introduction

One of the environmental problems caused by domestic or industrial activities is a
problem related to ammonia. Increased ammonia content in water can cause phi-
toplactone which is often called eutrophication [1, 2]. The method that has been
applied for reducing ammonia nitrogen from industrial waste is through physical,
chemical, and biological treatment [3–5]. The physical-chemical treatment process
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produces a fairly good level of pollutant reduction and this method is widely used
by the urea fertilizer industry in Indonesia which generally uses ammonia striping
tower. It is known that this system is unstable if the ammonia content in the waste
fluctuates. This is because the system depends on the distribution of waste in the
tower and wind speed. In addition, ammonia released into the air causes odor
pollution around the plant. Biological processes generally require relatively low
costs, because they do not or require only a few additional chemicals. However,
biological processes generally last relatively long because leachate contains sub-
stances that are difficult to degrade biologically, often even containing components
that are toxic to microorganisms [5]. It is a great challenge to find methods to
encourage ammonia removal from wastewater to produce valuable materials and
simultaneously improve the quality of wastewater [6].

Struvite precipitation is one of the physical-chemical methods that can be used to
reduce levels of ammonium nitrogen from wastewater [1, 7]. Struvite precipitation
process is carried out with the help of precipitant chemicals containing Mg2+ and
PO4

3−. Ammonium reaction with Mg2+ and PO3− forms precipitates in the form of
struvite crystals (MgNH4PO4.6H2O). This precipitation process is also affected by
several factors, including the molar ratio [Mg2+]:[NH4

+]:[PO4
3−]. The minimum is

1:1:1, this proves that the molar concentration plays an important role in the removal
of ammonium, and the addition of excess magnesium 1.2:1 can increase ammonium
removal [8], pH (range 7–12), reaction time (15–30 min), and operating methods [9].
Many studies have investigated the feasibility of N-recovery through struvite pre-
cipitation from the laboratory to the pilot scale and the existing full-scale struvite
crystallization techniques all advertise high recovery efficiency (80–95%) [7, 10].

Struvite is relatively easy to dry and handle to provide potential as a slow release
fertilizer [11], and the solubility of struvite is around 0.018 g/100 ml at 25 °C, sruvite
as a fine mineral, not washed with water flow so that it can be used as fertilizer in
flood areas [12]. Studies using agro-industrial wastewater show that struvite can be a
very useful fertilizer containing almost all major macronutrients (N, P, Mg, K) and
other important secondary macronutrients, such as Na and Ca [13].

This study aims to evaluate the efficiency of ammonium removal from urea
fertilizer plant wastewater through the production of struvite crystals, by adding
potassium dihydrogen phosphate and magnesium oxide as external sources of
phosphorus and magnesium respectively at various molar ratios and base pH
variations. Economic evaluations of the applied processes were also reported and
the characteristics of the struvite crystal dry product was analyzed by SEM.

2 Methodology

2.1 Characteristic of Wastewaster

The wastewater as low cost source ammonium nitrogen (NH4
+) supplied from a

urea fertilizer plant located in Aceh Province, Indonesia, with the composition as
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shown in Table 1. Magnesium chloride hexahydrate (MgCl2�6H2O) as Mg2+,
potassium dihydrogen phosphate (KH2PO4) as PO4

3−, and potassium hydroxide
(KOH). All chemical reagents were bought from Merck with analytical grade.
Struvite crystal forms according to the following reaction:

Mg2þ þNHþ
4 þ PO3�

4 þ 6H2O ! MgNH4PO4 � 6H2O ð1Þ

Taking into account the very low solubility of struvite (pKs = 12.6), it can be
completely separated from the liquid phase.

2.2 Struvite Precipitation Process

The experiments was made applying a lab-scale crystallization batch system of
capacity 500 ml at ambient temperature with the mixed reactant stirred operated at
120 rpm. Struvite precipitation was carried out at Mg2+:NH4

+:PO4
3− molar ratio. In

particular, three molar ratios (i.e., 1:1:1, 1.2:1:1 and 1:1:1.2) were investigated. The
pH measurements are made with pH meter Portable and pH is adjusted either with
KOH solutions (pH 8, 9 and 10). Experiments for struvite precipitation were pre-
sent. Firtsly, add MgCl2 and KH2PO4 to raw wastewater. Secondly, the reaction
solution was agitated by magnetic stirrers for 60 min, and than adjust pH was kept
constant during experiments by addition of 1 N KOH. Thirdly, filter the reaction
solution with Whatman filter paper 0.45 µm. Lastly, the product struvite was fil-
tered, oven dried 24 h at 50 °C [14] struvite should be dried at a temperature
between 30 and 50 °C to avoid mass loss and phase transformation, and than
carried out weight and characteristics analysis of struvite product.

2.3 Analytical Methods

The concentration of NH4
+
–N in the supernatant was analyzed by UV-vis spec-

trophotometer (Shimadzu UV-1700). Supernatants were analyzed for residual
ammonium nitrogen in the struvite precipitation process by means of analyze the

Table 1 Characteristics of
urea fertilizer plant used as a
source of ammonium

Parameter Value (mg/L)

NH3–N 1053

COD 878

TSS 89.34

Oil 305.35

TKN 2376

Urea 3744.2

PO4 7.80
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filtrate quantity of 5 ml with 5 min interval sampling time of reactant solution with
addicting reagent nessler (K2HgI4) 1 ml and sodium potassium tartrat tetrahydrat
(C4H4KNaO6.4H2O) 1 drop for remaining concentration of NH4

+
–N. The charac-

teristics of struvite product were observed by SEM (JEOL JSM 6510) and FTIR
(Shimadzu IR Prestige21). After each experiment, the supernatants and the pre-
cipitates were analysed for M, N and P to check the consistency of experimental
results and all balances closed within acceptable limits [15, 16].

3 Results and Discussions

3.1 Efficiency of Ammonium Removal

The urea fertilizer plant wastewater used has an initial NH4
+ concentration high

enough, which is 547 ± 513. Figure 1 shows the ammonium removal efficiency at
various molar ratios (Mg2+:NH4

+:PO4
3−) and pH. pH is one of the parameters used

in this study because the activity of NH4 and PO4 ions is influenced by pH. NH4

will be volatilized to NH3 at a pH greater than 9 [8, 17]. The pH range used in this
study was between 8 and 10. Ammonium removal occurred significantly at pH 9
and 10 at each molar ratio used. The removal efficiency of NH4

+ at various molar
ratios and pH ranges between 93.66 ± 81.58%. The highest removal efficiency of
NH4

+ concentration occurred at a molar ratio of 1.2:1:1 and pH 9 of 93.7% with a
final NH4

+ concentration of 34.65 mg/l. The removal efficiency of NH4
+ concen-

tration at a ratio of 1:1:1 at pH 9 is 90.48% with a final NH4
+ concentration of

50.51 mg/l. The removal efficiency of NH4
+ concentration at a ratio of 1:1:1.2 at pH

9 is 86.37% with a final NH4
+ concentration of 70.01 mg/l. The selection of the best

molar and pH ratio is based on the highest efficiency of NH4
+ concentration

reduction. With the highest elimination rate of NH4
+, it is expected that the

acquisition of struvite is higher and the quality of processed wastewater is better.
The best selected molar ratios are 1.2:1:1 and pH 9. The same research results
obtained [18] that the removal of ammonium by deposition of struvite occurs at pH
7 to 10, and the removal efficiency increases pH from pH to 10.

Along with an increase in the molar ratio, the removal efficiency also increases
[19]. The results of this study also show that the addition of magnesium can
increase the removal of ammonium in the urea fertilizer industrial wastewater.
Previous studies also showed that the addition of excess magnesium concentrations
can increase the removal of ammonium and phosphate [7, 8]. Decreased ammonium
concentration in solution gives an indication of the formation of struvite. It was
found that the rate of reduction of ammonium in the bulk solution was stable after
30 min in all the experiments investigated [20].
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3.2 Amount of Struvite Product Obtained

Increased pH causes more deposition to form due to strong and perfect ionic bonds
which are influenced by the ph ion activity of ammonium and phosphate [21]. The
molar ratio also has an important role in amount struvite crystal was obtained [22].
Based on chemical reactions, the minimum molar ratio of struvite precipitation is
Mg2+:NH4

+:PO4
3− = 1:1:1 with the chemical reaction in press (1).

The number of products weighs in grams. struvite crystals obtained by compi-
lation had been done in an oven at 50 °C for 24 h. The results of research on
struvite production showed optimal weight at pH 9 (Fig. 2). The increase in the
value of struvite at pH 8 to pH 9 is caused by the activity of ions in the solution
which more easily form crystals that produce salt so that the resulting sediment is
also increasing [21], decrease in product when pH 10 is due to the pH will tend to
form Mg(OH)2 therefor reducing the availability of Mg ions which can reduce the
productivity of struvite crystal formation [18]. As regards the amount of struvite
precipitated, Fig. 2 shows the theoretical and experimental amount of dried struvite
produced per 500 ml of ammonia wastewater at each investigated molar ratio value.
Theoretical struvite is the amount of precipitate that one would expect on the basis
of ammonia removals shown in Fig. 1, whereas the experimental struvite is the
amount of precipitate actually weighed during the tests. Looking at Fig. 2, it is
possible to note that the amount of struvite produced increases with the increase in
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Fig. 1 The ammonium nitrogen removal measured in the experiments. a pH 8; b pH 9; c pH 10
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the molar ratio (i.e. from 0.86 gr at the stoichiometric molar ratio to 0.93 gr/1.5 l of
ammonia wastewater at a molar ratio of 1.2:1:1) because of the increased quantity
of removed ammonia. In addition, this figure highlights a difference between the
theoretical and experimental struvite values, probably due to the presence in the
latter of other precipitates. This is because when taking samples for ammonia
removal analysis using a UV-vis spectrophotometer, filtering is first done with filter
paper so that the sediment does not enter the solution to be analyzed.

3.3 Product Characterization

Struvite produced from this research is in the form of white crystalline powder
consisting of the same concentrations of magnesium, ammonium, and phosphate
combined with six water molecules (Fig. 3).

SEM (Scanning electron microscope) analysis of struvite products (solution pH 9
and Mg2+:NH4

+:PO4
3− = 1.2: 1: 1 molar ratio) can be seen in Fig. 4. Struvite

products have round stems with irregular structures. Formation of similar struvite
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crystals has been reported by Le Corre et al. [23] using synthetic liquids in pilot scale
reactors, and its size was irregular (2.5–5 µm length).

4 Conclusions

Struvite precipitation process using MgCl2 and KH2PO4 as ammonium precipitant
sourced from urea fertilizer industry wastewater is influenced by the precipitated
molar ratio and pH value. The result obtained Mg:NH4:PO4 molar ratio of 1.2:1:1
and pH 9 is required for a satisfactory ammonia removal (i.e. 93.7%), by getting
struvite products 0.92 gr. The struvite produced was characterized by confirmed the
formation of struvite.

Fig. 3 Struvite precipitation
from the experiment

Fig. 4 SEM of crystal
struvite product
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Image Processing, Symbolic PDE
Computing, and FEA: A Simulation
Study of Stress Distribution
in Heterogeneous Material

Israr Bin M. Ibrahim, Syarizal Fonna, and Ramana M. Pidaparti

Abstract Heterogenous material modeling is typically used in analysis of com-
posite materials and microstructures. Heterogenous materials present difficulty in
FEA (Finite Element Analysis) modeling due to irregularity of constituent’s shape.
In this study, we demonstrate a method utilizing image processing and symbolic
PDE (Partial Differential Equation) FEA to model heterogenous materials. We
validated our results with ANSYS, a well-known FEA modeling tool. The stress
distribution from our model agree well with result from ANSYS. The results show
that the peaks of stress occur in the interface. The results suggest that the topology
of the constituent may influence the stress accumulation.

Keywords Heterogeneous materials � Image processing � Symbolic PDE � Finite
element analysis � Automated differential equation solving � Linear elasticity

1 Introduction

In many engineering cases, materials exhibit heterogeneity, that is, their material
constants (e.g. Young’s modulus, conductivity) are not distributed uniformly. The
heterogeneity can be continuous or discrete. In the first case, the material constants
are typically defined as a function of space [1–3]. In the latter, the material con-
stants are modeled as stepwise function over the domain of the body, such as in the
case of microstructure [4–6]. The computational models then proceed to solve the
elasticity problem as usual through numerical methods such as FEA.
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However, difficulty arises when generating FEA model and mesh due to irreg-
ularity of constituent’s shape. Figure 1 shows an illustration of irregular con-
stituents that can be found in microstructure [7]. Image processing tools enable one
to import and convert the images into a vector and then into a mesh model.
However, technical difficulties might arise when switching mesh definition formats
to comply with FEA and 3D modeling software requirements.

In this study, we developed algorithm to seamlessly perform image processing,
generate model and mesh, and carry out FEA through symbolic PDE modeling.
Symbolic PDE and automated differential equation solving have seen a rising
interest in recent years as various numerical software products have offered these as
built-in features or are built around these features. The most well-known are
FlexPDE [8], Wolfram Mathematica [9], MATLAB [10], Project FEniCS (open
source) [11] and COMSOL [12]. Symbolic PDE modeling allows physics modeling
through user-defined equations and constitutive relationships, and modeling of
multi-physics systems through explicitly stating multiple governing PDEs.

This is especially beneficial when modeling phenomena where the governing
equations, the coupling schemes or constitutive relationships are not available in
traditional FEA software (such as problems in biomechanics, complex fluid or
involving multi-physics). Figure 1 illustrates the workflow of FEA. Conventionally,
in an FEA task, users must determine the physics model of their problem in order to
select the appropriate solver modules available in their FEM software of choices.
However, problem arises when the case needs combination of physics or
user-defined constitutive equations, or even user-defined PDEs. In symbolic PDE
modeling, the environment allows users to define PDEs and constitutive equations
of their choices.

Fig. 1 a Illustration of materials with discrete heterogeneity, b workflow of conventional FEA
and symbolic PDE FEA
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2 Methods

2.1 The Algorithm

The method is depicted in Fig. 2. The algorithm takes any 2D image, such as image
obtained from microscopy techniques (e.g. SEM). The image processing consists of
binarizing the image, removing small elements (if necessary, with a threshold of
pixel size) and converting it into vector graphics. The algorithm then identifies
regions to distinguish discrete constituents of the materials. This is done based on
domain of each curve that defines the vector of the graphics elements. Lastly, mesh
is generated to approximate the shape.

The subject of this study is heterogeneous materials with two discrete con-
stituents (the model can be extended for more than two constituents). Hence, the
PDE and constitutive relationships needed are based on linear elasticity, which is
explained in the next section. The material properties would be Young’s modulus,
assigned to each constituent (that is defined as region as explained earlier). The
algorithm was developed using Wolfram Mathematica 12 utilizing its image pro-
cessing, algorithmic shape generation, mesh generation, symbolic PDE, FEA and
various plotting features.

Fig. 2 Algorithm developed to overcome difficulties in translating images with irregular
constituent shapes into an FEA models
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2.2 Elasticity Model

The symbolic PDE requires developer to build model from the ground up. The
elasticity model is built based on linear elasticity. The governing equation is
Cauchy momentum equation (for static problem and without body force),

r � r ¼ 0 ð1Þ

where r is divergence operator, r is stress tensor. For planar stress problem in
cartesian coordinate, Eq. (1) reduces to,

@rxx
@x

þ @rxy
@y

¼ 0 ð2Þ

@rxy
@x

þ @ryy
@y

¼ 0 ð3Þ

In linear elasticity, small strain is typically used and defined as,

ε ¼ 1
2

ruþ ruð ÞT
� �

ð4Þ

where ε is strain tensor, r is divergence operator, u is displacement field.
Equation (4) yields description of small strain as,

�xx ¼ @ux=@x; ð5Þ

�yy ¼ @uy=@y ð6Þ

�xy ¼ 1
2

@ux
@y

þ @uy
@x

� �
ð7Þ

Hooke’s law state that,

r ¼ Cε ð8Þ

where C is stiffness tensor. For isotropic linear elastic material, the constitutive
relationship for each tensor element is established and can easily be found in basic
continuum mechanics literature, such as [13]. For plane stress, the constitutive
relationships are,
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where E is Young’s modulus and v is Poisson’s ratio. Substituting constitutive
relations (6) and governing Eqs. (2) and (3) gives coupled PDE,
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where C11 ¼ E
1�m2, C12 ¼ Em

1�m2, C33 ¼ C11
1�mð Þ
2 , ux and uy are displacement com-

ponent in direction x and y of cartesian coordinate, respectively. Based on Eqs. (7)
and (8), the computational model seeks to solve displacement field ux and uy.

The algorithm at first solve Eqs. (7) and (8) to obtain displacement fields, ux and
uy, as functions in terms of cartesian coordinates, x and y. Then, strains can be
calculated according to Eqs. (5–7), and stresses according to Eq. (9). Other derived
quantities such as Von Mises and principal stresses can then be calculated as,

VonMises stress : rv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

rxx � ryy
� �2 þ 3 � r2xy

r
ð12Þ

The model was developed using Wolfram Mathematica 12 utilizing its symbolic
PDE FEA capabilities. Displacement field, ux and uy, were defined as function data
type. Then, subsequent operation (Eqs. (5–13)) were directly coded as are. The
geometrical model is generated from 2D image, which is then converted into FEA
mesh. This algorithm allows direct FE analysis on microscopy images of solid
materials (e.g. from SEM) that are typical in materials science research.

2.3 Heterogeneous Model and Mesh

To demonstrate the capability of the model, a simulation of two-phase material is
presented. The model is a 15 � 6.4 lm rectangular elastic body with an elliptical
constituent in the center, as illustrated in Fig. 3a. Each region (termed X1 and X2) of
the body has its own Young’s modulus. Hence, the Young’s modulus is a function
of cartesian coordinate (E x; yð Þ). Since in this case the heterogeneity is discrete by
nature, E x; yð Þ is a piecewise equation,
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E x; yð Þ ¼ E1; x; yð Þ 2 X1

E2; x; yð Þ 2 X2

	
ð13Þ

The boundary conditions are shown in Fig. 3c. The same model was also used for
simulation using ANSYS Workbench 11. The meshes of both models are shown in
Fig 3(a) and (b). The number of elements is 15,082 triangular elements for the symbolic
PDE model, and 9840 triangular and rectangular elements. The Young’s modulus
for X1 is 1.84 MPa, while X2 2 MPa. Poisson’s ratio for both constituents is 0.29.

3 Results and Discussion

3.1 Deformation

When a linear elastic body is pulled from one side, it is expected that the material
deforms linearly in the direction of pull. Due to the heterogenous nature of the

Fig. 3 a An FEA mesh generated from an image: Top: the original image, a model of
heterogenous material with a constituent in the center. The model is 15 by 6.4 lm. Middle: image
processing generates two distinct domains, termed X1 and X2 as indicated by the labels. Bottom:
the mesh generated for symbolic PDE FEA. b Mesh for ANSYS model. c Boundary conditions of
the problems. The material is pulled from the top

426 I. B. M. Ibrahim et al.



elastic body in the study case, it is expected that some alteration of linear defor-
mation will occur around the interface of the two phases.

Figure 4 shows displacement visualization for the problem stated in Fig. 3. It
can be seen that the body deforms linearly from top to bottom, as expected when it
is pulled from the top part of the body. However, there is a slight interruption to the
linear pattern at some point close to the center as indicated by the arrow in Fig. 4.
This is the point where the two constituents meet, or the interface. In a homoge-
neous elastic body, the deformation would continue linearly without interruption.
But the heterogenous nature of this elastic body alters the deformation as expected.

Figure 4 also shows displacement distribution obtained from Ansys. The slight
interruption of linear deformation pattern can also be found in Ansys’s result, as
indicated by arrow. The displacement distribution, as well as its range of values,
from our symbolic PDE model agrees well with that of Ansys.

3.2 Stress Distribution

Due to heterogenous nature of the elastic body, it is expected to find accumulation
of stress in the interface of two constituents. Figure 5a shows stress (Von Mises)
distribution from the symbolic PDE model. The peaks of the stress can be found in
the interface of the two constituents, as expected. Interestingly, the peaks of stress
are located on the right and left side of constituent X1, the side perpendicular to the
location of the load source (top). Whether there is geometrical relationship between
location of interfacial stress accumulation with regard to load location is a matter
for further investigation.

Figure 5a also shows stress distribution from ANSYS simulation for the same
problem. It is shown that distribution of stress, as well as range of stress values,
from symbolic PDE model agrees well with ANSYS’s. To compare the stress

Fig. 4 Displacement distribution from the symbolic PDE model (left) and ANSYS (right). The
constituent X1 is indicated by dashed ellipse. Deviation of deformation can be observed around the
interface region of constituent X1 and X2. The distribution and range of values from both models
agree well
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values from the two computational models quantitatively, stress values along a
horizontal line that crosses the center of the body were obtained. The line is shown
in Fig. 5b. The quantitative values were plotted in Fig. 5c. It is shown that the stress
values from the two computational models are a good fit. The slight discrepancy
may come from the mesh distribution of the two models, and/or the finite element
formulation itself (e.g. the symbolic PDE store solutions as functions while ANSYS
as array of real numbers).

4 Conclusion

Heterogeneous materials present distinct difficulty in simulation and modeling due
to irregularities in shape and materials properties. On another hand, machine
learning has become ubiquitous in today’s computational software. In addition,
symbolic programming for PDE formulation has become a current trend in
numerical software.

In this study, an algorithm is presented that seamlessly combine image pro-
cessing and symbolic PDE FEA simulation to resolve difficulty with modeling
heterogenous materials. To demonstrate the capability of the model, a simulation of
linear elastic body with two constituents is presented. In heterogenous elastic body

Fig. 5 a Stress distribution from symbolic PDE model (top) and ANSYS (bottom). Peak stress
values (stress accumulation) occur in the interfacial region. b Stress values along indicated line
were obtained from ANSYS (top) and symbolic PDE model (bottom). c The plot of stress values
along lines in (b). The values from symbolic PDE model agree with ANSYS’s
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under load, it is expected that the interface would interrupt the deformation and
accumulate stress. Simulation results show that deformation along the body is
altered the interface region, as expected. The stress distribution indicates that stress
accumulates at the interface. It is also shown that the results from symbolic
PDE FEA model agrees very well with ANSYS’s, qualitatively and quantitatively.
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The Effect of Filter Size Rating and Oil
Operating Hour on Hydraulic Oil
Contamination Control Using
a Developed off Board Filtering System

Iwan Susanto, Muhammad Al-Hapis Abdul Razak, Azmi Hassan,
Surya Atmadyaya, and Tumianto

Abstract This paper presents the experiment results to identify the contamination
control with hydraulic oil used over 250 tons of Hitachi hydraulic excavator works
on coal mining operations. The nature of this topic is to analyze the effectiveness
off-board filtering systems by using different sizes of micron rating filters in a
specific time interval to reduce Particles Contaminant PC06 and PC14 in hydraulic
oil. Based on the analysis results, conclusions can be drawn (1) The SNR value on
the filter factor reaches optimal at level 2, a combination of Filter B (2 � 10 lm
and 2 � 8 lm). At the time factor, it comes optimal at level 1 (1000 h) so that the
combination of filter and time that can optimize (minimize) the PC06 content in the
oil is to use filter B and 1000 h. (2) There is no significant effect of the filter, time,
and interaction factors on PC14. The SNR value on the filter factor reaches optimal
at level 2 using Filter B (2 � 10 lm and 2 � 8 lm). At the time factor, it comes
optimal at level 1 (1000 h) so that the combination of filter and time that can
optimize (minimize) is to use filter B and time 1000 h. (3) There is a significant
effect of the factor filter on V100. There is a substantial effect of the time factor on
V100. There is no influence on the interaction between factors on V100. The
proportion of each factor’s contribution to the V100 response, filter factor has an
effect of 14.926%, the time factor has an impact of 10.868%, and the filter inter-
action factor and time affect 0.17%.
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1 Introduction

The attention to repair and maintenance strategy is to keep changing over time as
advances in technology and rapidly growing research, and this makes become more
efficient and reliable. In the early days of production, the maintenance method was
to “fix the issue after it has a problem”. The reason is simple because the machines
were used in production, and demand was not very high. Thus, make the equipment
down could not be avoided. This type of maintenance is called a corrective
maintenance repair [1].

Maintenance costs can be an important part of the organization’s profit. In
practice, maintenance costs can take up 2–10% of corporate revenue and reach 24%
in the transport industry. Modern management considers maintenance a key com-
ponent in achieving the production process and high-quality products while
maintaining the necessary equipment and reliability of machinery as required in
modern times. Automation, simple and flexible production processes, “lean pro-
duction” and “just-in-time” operation [2].

Referring to Singh et al. [3] in hydraulic oil contamination, the previous study
proved if the oil can cause wear and tear on parts of the Hydraulic system. That
study analyzed if about 70% of hydraulic system failures are caused by not clean
oil. A detailed analysis reveals that the main cause of damage to pumps, valves, and
actuators is contamination. Contamination that occurs in the system can damage the
components’ surface or stop the movement of moving parts, causing system
damage. Another study by Marko Orošnjak [4] regarding hydraulic contamination
control in condition-based maintenance systems stated that there would be three
fundamental steps of CBM related to contamination in hydraulic systems where
first is data acquisition, the second is data processing, and the last one decision
making to decide necessary actions to prevent failure in the future. That is why
contamination control for hydraulic oil in a machine is really important.

The cleanliness of hydraulic oil affects system performance in general, such as
the cylinder’s response, the inner parts of the components, impact on movement
and pressure, component stability, environmental impact, energy loss caused by the
effects of the contamination of the oil. The effect of lack of hydraulic power for
working or, in some cases, to avoid unnecessary breakdown, a proper form of
maintenance strategy must be implemented to meet the machine’s requirements [4].
Oil Monitoring and Schedule Oil Sampling plays an important role in ensuring
equipment can be operated optimal without disruption from oil-related issues,
especially in hydraulic systems. The maintenance team and engineers should
understand equipment performance, cycles, cleanliness and contamination controls,
operating environment, operating system temperature, and oil characteristics to
predict and evaluate the process. The reason because oil contamination can destroy
the mechanism in many ways.

A study was carried out in the past to measure contamination particles’ level of
hydraulic oil in the system while the machine is operating (Onboard system), Ng
et al. [5]. But at this experimental process aims to analyze the correlation of filtering
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size and oil operating hour effect in reducing contaminants on hydraulic oil at
acceptable level parameters as equipment manufacturing recommendation by using
a developed Off Board Filtering system, instead of On Board with particles
counters.

Hydraulic equipment is constantly improving, resulting in a higher power and
faster response rate while at the same time maintaining energy efficiency. The issue
is based on hydraulic drive development and control, error detection systems, and
Predictive Maintenance (PdM) for contamination control.

Contamination in the hydraulic system will harm the performance and service
life of the hydraulic equipment; it can cause system failures, which include:

a. Deterioration in performance: this is due to the interaction between contaminant
particles that can damage the two moving surfaces, causing aeration, abrasive
wear, and corrosion.

b. Intermittent: temporary resistance caused by contaminants that occur in the
poppet movement or valve spool, which functions to open and close the oil flow
in the systems.

c. Severe damage that occurs due to the presence of a few large particles or a large
number of small particles causing a jamming of moving parts.

Once hydraulic oil is contaminated with pollutants either from inside or outside
the system, this can cause a system failure. In general, there are three main sources
of contaminants in a hydraulic system.

a. Internal contaminants, which can come from manufacturing, assembling, and
testing hydraulic components.

b. External contamination often occurs due to inadequate system sealing or inad-
equate filtration of the oil reservoir air caps. Machines used in the mining
industry tend to have high levels of silicon, dirt, and water in the hydraulic
system. Contamination can also occur during maintenance, especially when
refilling hydraulic oil if environmental contamination is not considered.

c. The resulting contamination, also known as abrasion, is caused by contact with
hydraulic components during use and cannot always be avoided [5].

The International Standards Organization (ISO) has developed a code system for
convenience in discussing the cleanliness level of a fluid. The system reports on
particles at two important size categories (>5 lm and >15 lm). This system of
reporting oil cleanliness can have a better impact on managing the life of hydraulic
components. Particle Count (PC), which is used for hydraulic system oil samples, is
one of two tests in the Scheduled Oil Sampling (SOS) Services program that looks
at particles. Unlike Wear Rate Analysis, Particle Count detects metallic and
non-metallic particles from 2 to 100 lm [6].

Fluid cleanliness can be measured by taking fluid samples from various machine
compartments. Particle Contaminants (PC) are typically measured by particle
counters. The number of particles in fluids is expressed in “ISO (International
Organization for Standardization)” ratings. It is Standard classifies fluid cleanliness
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by the number and size of particles in 1 ml of fluid. It measures particle size in µm
(microns) and reports the resulting count in three code ranges X, Y and Z. The three
code range defines the size and distribution of particles in 1 millilitre of fluid:

a. The first code range, X, represents the number of particles equal to or larger than
4 µm per millilitre of fluid.

b. The second code range, Y, represents the number of particles equal to or larger
than 6 µm per millilitre of fluid.

c. The third code range, Z, represents the number of particles equal to or larger
than 14 µm per millilitre of fluid [6].

The three code range follows “ISO 4406” definitions and is used for liquid fuels
such as diesel and gasoline. The two code system, for example, “ISO-/16/13”, is
used for certain lubricant systems. In the two code system, the first number is the
number of particles equal to or larger than 4 µm per millilitre of fluid. This number
is not required and may be represented by a dash (−). The second number (Y) and
the third number (Z) follow “ISO 4406” definitions [6]. For hydraulic oil in this
study reports, the Y and Z codes where it represents by

a. PC06 represents the number of particles equal to or larger than 6 µm per
millilitre of fluid with the normal specification limit, which is <2500 particle
count (ISO Code 18).

b. PC14 represents the number of particles equal to or larger than 14 µm per
millilitre of fluid with a normal specification limit, which is <320 particle count
(ISO code 15).

Other than oil contamination, the viscosity of the oil also has an important role in
ensuring the hydraulic system working properly. Viscosity is a
temperature-dependent characteristic of lubricants that describes how the oil will
flow. Viscosity is usually measured at 100 °C (V100). At high operating temper-
atures, a lubricant must be able to maintain appropriate film thickness. If the vis-
cosity becomes too low, wear will occur within the compartment. If viscosity is too
high, the oil will not flow to areas needing lubrication.

The Taguchi approach involves reducing operational variables with a robust
experimental design. The purpose of this method is to produce a high-quality
product at a lower cost to the manufacturer. Taguchi’s experimental technique
includes the use of orthogonal groups to organize the phases that affect the process
and the conditions in which they should differ [3]. This method uses orthogonal
arrays that use a small number of experiments to extract complete information about
functional components. These test products are generally selected based on trade
between the price (time or materials) of the test and the accuracy of the results [7].

The Taguchi method allows for the analysis of different phases without much
higher experiments. For example, a process of 8 types, each with three countries,
would require 6561 (38) trials to test all kinds. However, only 18 experiments are
needed using Taguchi orthogonal arrays, or less than 3% of the original number of
experiments. In this way, it allows for identifying critical conditions that signifi-
cantly impact the quality of the process so that further tests can be performed, and
invalid conditions can be ignored [8].
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2 Methodologies

Methodologies on the research will be described as follow:

2.1 Data Collection Method

The data on this research is taken from hydraulic oil inspection to maintain mining
equipment at a coal mine in Indonesia. The number of samples is taken from four
excavators 250 tons of Hitachi, where each of them used eight samples of hydraulic
oil reports from SOS’s laboratory to be analyzed.

2.2 Data Analysis

The variables used in the analysis consisted of two types of variables, namely the
response variable and the independent variable. The response variable used is a
variable that indicates the quality of the oil. In this case, three response variables
were chosen, namely:

a. PC06, with the normal specification limit, is <2500, where smaller is better
characters.

b. PC14, with normal specification limit, is <320, where smaller is better
characters.
The Signal to Noise Ratio (SNR) of two above variables (PC06 and PC14) will
be measured as follow;

Smaller is the better characteristic SNR:� 10log
1
n

X
y2

� �
ð1Þ

c. V100, with normal specifications >7, so it has larger is better characters.
The Signal to Noise Ratio (SNR) of V100 variables will be measured as follow;

Larger is the better characteristic SNR: � 10log
1
n

X 1
y2

� �
ð2Þ

n is the sample observed
y1, y2, … is the data results

While the independent variables in this analysis are the variables used to opti-
mize the quality of oil, and each has two levels, namely:
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a. Filter (X1), which consists of the level filter set A (4 � 10 lm filters) and filter
set B (2 � of 10 lm and 2 � of 8 lm filters).

b. Time (X2), which consists of levels 1000 (interval hour) and 2000 (interval
hour).

The following is a summary of the factors and levels used (Table 1):
Based on the available data, this analysis uses eight data for each combination of

factor levels X1 and X2. The data taken is data from the first time the oil is used
(after the oil is changed) until it is replaced again. Eight data were taken because
there were eight data, which made it possible to have the same number of repli-
cations for each level combination. Data are presented in Tables 2, 3, 4 and 5.

Table 1 Factor and level
used

Level X1 (Filter) X2 (Time)

1 A 1000

2 B 2000

Table 2 Experiment data
EX78—using filter set A with
an interval of 1000 h

Sample ID PC06 PC14 V100

EX78_1 1273 153 7.52

EX78_2 2495 116 7.34

EX78_3 2208 107 7.18

EX78_4 2629 268 7.58

EX78_5 2183 320 7.38

EX78_6 3414 228 7.36

EX78_7 3203 373 7.34

EX78_8 3089 356 7.47

Table 3 Experiment data
EX55—using filter set A with
an interval of 2000 h

Sample ID PC06 PC14 V100

EX55_1 1271 70 7.36

EX55_2 565 141 7.26

EX55_3 611 265 7.35

EX55_4 641 235 7.14

EX55_5 5243 474 7.3

EX55_6 4836 326 7.33

EX55_7 3557 317 7.49

EX55_8 3989 294 7.38
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3 Discussion

Results of the experimental on analyzing particles contamination using Off Board
Filtering System are as follow:

3.1 Taguchi Analysis of PC06 Response

3.1.1 Orthogonal Array on PC06 Response

The analysis used two factors that are thought to influence the response (PC06),
namely Filter (X1) and Hour (X2), where each factor has two levels. This analysis
used an orthogonal array of 4 experiments with eight repetitions for each experi-
ment (a combination of factors on each level). The orthogonal arrangement design,
as follows: x = experiment = 4, n = sample observed = 8, a = factor level X1 = 2,
b = factor level X2 = 2.

Table 4 Experiment data
EX64—using filter set B with
an interval of 1000 h

Sample ID PC06 PC14 V100

EX64_1 887 95 7.63

EX64_2 682 145 7.47

EX64_3 1003 101 7.48

EX64_4 2396 233 7.59

EX64_5 1996 147 7.47

EX64_6 1993 245 7.43

EX64_7 2199 165 7.47

EX64_8 2429 210 7.46

Table 5 Experiment data
EX65—using filter set B with
an interval of 2000 h

Sample ID PC06 PC14 V100

EX65_1 3794 102 7.47

EX65_2 3335 429 7.31

EX65_3 1957 226 7.41

EX65_4 1594 105 7.44

EX65_5 4230 402 7.41

EX65_6 3741 203 7.61

EX65_7 2468 227 7.14

EX65_8 4726 373 7.49
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3.1.2 Signal to Noise Ratio (SNR) on PC06 Response

SNR measures the level of performance and also the obscurity of the output quality
characteristics. The higher the performance as measured by the higher SNR is the
same as, the smaller the loss (Table 6).

3.1.3 ANOVA on PC06 Response

The results of the ANOVA analysis can be explained as follows (Table 7).
From the P-value, it is known that there is no effect of filter factors on PC06 at

the significance level of a = 5 and 10%. While the time factor has a significant
effect on PC06 at the significance level a = 10%.

3.1.4 Large Factor Contributions

The proportion of each factor’s contribution to the response: Filter factor has an
effect of 0.184% on PC06. The time factor has an impact of 9.061% on PC06. The
filter interaction factor and time have an effect of 8.436% on PC06.

Table 6 SNR on PC06
response

No. Set
filter

Time
interval

Y bar S/R ratio for
PC06

(X1) (X2)

1 A 1000 2561.750 −68.440

2 A 2000 2589.125 −70.116

3 B 1000 1698.125 −65.233

4 B 2000 3230.625 −70.616

Average 2519.906 −68.601

Table 7 ANOVA on PC06 response

CF DOF SS V F ratio F (0.95;
DOF1;
DOF2)

P Value %C

X1 1 98679.031 98679.031 0.062 4.196 0.804 0.184

X2 1 4866420.031 4866420.031 3.082 4.196 0.090 9.061

X1 * X2 1 4530802.531 4530802.531 2.869 4.196 0.101 8.436

Error 28 44211927.125 1578997.397

Total 31 53707828.719
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3.1.5 Response SNR on PC06

The effect table calculation is by calculating the SNR average value at each level of
each corresponding factor (Table 8).

The design that produces the best SNR value is the design with filter B (level 2)
and 1000 h (level 1) (Fig. 1).

The SNR value on the filter factor reaches optimal at level 2 (Filter B), and at the
time factor, it comes optimal at level 1 (1000 h) so that the combination of filter and
time that can optimize (minimize) the PC06 content in the oil is to use filter B and
1000 h.

Table 8 Response SNR on PC06

Level X1 X2

1 −69.278 −66.836

2 −67.925 −70.366

Delta 1.353 3.530

Optimal 2 1

Rank 2 1

Filter Combination BFilter Combination A

-67,0

-67,5

-68,0

-68,5

-69,0

-69,5

-70,0

-70,5

2000 Hrs Interval1000 Hrs Interval

(X1) (X2)

Fig. 1 Average SNR response on PC06
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3.1.6 PC06 and SNR Predictions

The prediction of the value of PC06 in oil will be carried out if the optimal design is
used, filter B with 1000 h. The prediction results are as follows:

by �¼X1B þX21000 � y... ¼ 2074:406

The average PC06 oil content is 2074.406.

3.2 Taguchi Analysis of PC14 Response

3.2.1 Orthogonal Array on PC14 Response

The analysis used two factors that are thought to influence the response (PC014),
namely Filter (X1) and Hour (X2), where each factor has two levels. This analysis
used an orthogonal array of 4 experiments with eight repetitions for each experi-
ment (a combination of factors on each level). The orthogonal arrangement design,
x = experiment = 4, n = sample observed, a = factor level, X1 = 2, b = factor
level, X2 = 2.

3.2.2 Signal to Noise Ratio (SNR) on PC14 Response

(See Table 9).

3.2.3 ANOVA on PC14 Response

The results of the ANOVA analysis can be explained as follows (Table 10).
From the P-value, it is known that there is no effect of filter, time, and interaction

factors on PC14 at the significance level of a = 5 and 10%.

Table 9 SNR on PC14
response

No Set
filter

Time
interval

Y bar S/R ratio for
PC14

(X1) (X2)

1 A 1000 240.125 −48.296

2 A 2000 265.250 −49.218

3 B 1000 167.625 −44.905

4 B 2000 258.375 −49.098

Average 232.844 −47.879
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3.2.4 Large Factor Contributions

The proportion of each factor’s contribution to the response: Filter factor has an
effect of 3.396% on PC14. The time factor has an impact of 7.236% on PC14. The
filter interaction factor and time have an effect of 2.321% on PC14.

3.2.5 Response SNR on PC14

The effect table calculation is by calculating the SNR average value at each level of
each corresponding factor.

The design that produces the best SNR value is the design with filter B (level 2)
and 1000 h (level 2) (Fig. 2).

The best SNR value is the design with filter B (level 2) and 1000 h (level 1).
Also, from Table 11, a graph of the average SNR for PC14 responses can be

Table 10 ANOVA on PC14 response

CF DOF SS V F
ratio

F(0.95;
DOF1;
DOF2)

P-
value

%C

X1 1 12600.781 12600.781 1.092 4.196 0.305 3.396

X2 1 26854.031 26854.031 2.328 4.196 0.138 7.236

X1 * X2 1 8613.281 8613.281 0.747 4.196 0.395 2.321

Error 28 323024.125 11536.576

Total 31 371092.219

Filter Combination BFilter Combination A

-46,5

-47,0

-47,5

-48,0

-48,5

-49,0

-49,5

2000 Hrs Interval1000 Hrs Interval

(X1) (X2)

Fig. 2 Average SNR response on PC14
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compiled using Software R.1000 so that the combination of filter and time that can
optimize (minimize) the PC14 content in the oil is to use filter B and a time of
1000 h.

3.2.6 PC14 and SNR Predictions

Furthermore, the prediction of the value of PC14 in oil will be carried out if the
optimal design is used, namely, filter B with 1000 h.

by �¼X1B þX21000 � y... ¼ 2184:031

The average of PC14 is 2184.031.

3.3 Taguchi Analysis of V100 Response

3.3.1 Orthogonal Array on V100 Response

The analysis used two factors that are thought to influence the response (V100),
namely Filter (X1) and Hour (X2). Each factor has two levels. This analysis used an
orthogonal array of 4 experiments with eight repetitions for each experiment (a
combination of factors on each level). The orthogonal arrangement design,
x = experiment = 4, n = sample observed = 8, a = factor level, X1 = 2, b = factor
level, X2 = 2.

3.3.2 Signal to Noise Ratio (S/R) on V100 Response

The higher the performance as measured by the higher SNR is the same as, the
smaller the loss (Tables 12 and 13).

Table 11 Response SNR on
PC14

Level X1 X2

1 −48.757 −46.600

2 −47.002 −49.158

Delta 1.755 2.557

Optimal 2 1

Rank 2 1

442 I. Susanto et al.



3.3.3 ANOVA on V100 Response

There is a significant effect of the factor filter on V100 at the significance level
a = 5%. Also, with the level of a = 10%, there is a significant effect of the time
factor on V100. At the significance level a = 5 and 10%, there is no influence on
the interaction factors on V100.

3.3.4 Large Factor Contributions

The proportion of each factor’s contribution to the response: Filter factor has an
effect of 14.926% on V100. The time factor has an effect of 10.868% on V100. The
filter interaction factor and time have an impact of 0.17% on V100.

3.3.5 Response SNR on V100

The effect table calculation is by calculating the SNR average value at each level of
each corresponding factor (Table 14).

The design that produces the best SNR value is the design with filter B (level 2)
and 1000 h (level 2) (Fig. 3).

Table 12 SNR on V100 response

No. Set filter Time interval Y bar S/R ratio for V100

(X1) (X2)

1 A 1000 7.396 17.377

2 A 2000 7.326 17.295

3 B 1000 7.500 17.500

4 B 2000 7.410 17.392

Average 7.408 17.391

Table 13 ANOVA on V100 response

CF DOF SS V F
ratio

F(0.95; DOF1;
DOF2)

P-
value

%C

X1 1 0.070 0.070 5.645 4.196 0.025 14.926

X2 1 0.051 0.051 4.110 4.196 0.052 10.868

X1 * X2 1 0.001 0.001 0.064 4.196 0.802 0.170

Error 28 0.349 0.012

Total 31 0.471
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The SNR value on the filter factor reaches optimal at level 2 (Filter B). At the
time factor, it comes optimal at level 1 (Time 1000) so that the combination of filter
and time that can optimize (minimize) the V100 content in the oil is to use filter B
and time 1000 h.

3.3.6 V100 and SNR Predictions

The prediction of the value of V100 in oil will be carried out if the optimal design is
used, namely, filter B in 1000 h. The prediction results are as follows:

by �¼X1B þX21000 � y... ¼ 7:495

The average of V100 content in the oil is 7.495.

Table 14 Response SNR on V100

Level X1 X2

1 17.336 17.439

2 17.446 17.344

Delta 0.110 0.095

Optimal 2 1

Rank 1 2

Filter Combination BFilter Combination A

17,450

17,425

17,400

17,375

17,350

2000 Hrs Interval1000 Hrs Interval

(X1) (X2)

Fig. 3 Average SNR response on V100
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4 Conclusions

There is no effect of filter and interaction factors on PC06 at the significance level of
a = 5% and a = 10%. The proportion of each factor’s contribution to the PC06
response, filter factor has an effect of 0.184%, the time factor has an impact of
9.061%, and the filter interaction factor and time have an effect of 8.436%.
The SNR value on the filter factor reaches optimal at level 2 (Filter B). At the time
factor, it comes optimal at level 1 (1000 h) so that the combination of filter and time
that can optimize (minimize) the PC06 content in the oil is to use filter B and
1000 h. The average PC06 oil content is 2.074406.

There is no effect of filter, time, and interaction factors on PC14 at the signifi-
cance level of a = 5 and 10%. The proportion of each factor’s contribution to the
PC14 response: filter factor has an effect of 3.396%, the time factor has an effect of
7.236%, and the filter interaction factor and time have an impact of 2.321%.
The SNR value on the filter factor reaches optimal at level 2 (Filter B). At the time
factor, it comes optimal at level 1 (1000 h) so that the combination of filter and time
that can optimize (minimize) the V100 content in the oil is to use filter B and time
1000 h. The prediction of the value of PC14 in oil is an average of 2184.031.

There is a significant effect of the factor filter on V100 at the significance level
a = 5%. Also, with a significance level of a = 10%, there is a significant effect of
the time factor on V100. The proportion of each factor’s contribution to the V100
response, filter factor has an impact of 14.926%, the time factor has an effect of
10.868%, and the filter interaction factor and time affect 0.17%. The average of
V100 content in the oil is 7.495.

There is a potential opportunity to use a combination of time factor A (1000 h.)
with filter set B (2ea of 10 mm and 2ea of 8 mm) to improve hydraulic oil usage
hour in the future, and this will also impact maintenance strategy in managing a
fleet of equipment which uses a large quantity of oil for their hydraulic system.
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A Study on the Effect of Chimney Roof
Angle Towards Temperature Uniformity
on Multilevel Dryer

Ratna Sary and Ahmad Syuhada

Abstract One way to improve the drying capacity is by using multilevel drying
equipment system and fuel energy. The use of multilevel dryer in the drying
chamber particularly remains divergent temperature. In this regard, a non-uniform
drying air temperature correspondingly decreases the drying quality. Large tem-
perature variations can be overcome by inhibiting the rate at which hot air escapes
from the drying chamber. Such formulated investigation can be performed by
reducing the angle of the chimney roof. In this research-based paper, the researchers
will therefore turn the attention towards the effect of the chimney roof angles on the
temperature uniformity in the multi-stored drying chamber. Such drying machine is
equipped with combustion chamber, start-up, hot gas flow, multi-stored drying
chamber and exhaust chimney of residual hot air. The chimney roof tested varies on
angles 15°, 25° and 35°, respectively. The findings disclosed that the angle of
chimneys is 15° which results in a more uniform drying chamber temperature.

1 Introduction

To improve the capacity of the dryer, it can be performed with a multilevel drying
machine system and fuel energy for drying energy [1, 2] as it has been mostly
conducted. Beyond the use of multilevel drying chamber, there is still divergent
among multilevel temperatures in the drying chamber. Once the difference has
occured, the air temperature in the drying chamber will result in less quality drying
products [3–9].

Large temperature variations in multilevel dryer are caused by fluid flow that
occurs by natural convection. To avoid such obvious issue, it can be performed by
inhibiting the rate at which hot air escapes from the drying chamber as reducing the
slope of the chimney roof angle [10].
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With regard to this issue, the foregoing illustration refers as the background for
the researchers to study the effect of the slope of the chimneys towards the tem-
perature uniformity on the multilevel dryer. To investigate the matter, the present
project is carried out to figure out to what extent the influence of the slope of
chimney roof angle towards the temperature uniformity in the drying chamber. As
well, the present study also focuses on the effect of initial steering on the tem-
perature distribution in the heating duct.

Drying equipment system of hot gas flows generated from a fuel combustion
engine naturally leads to the drying chamber. This drying equipment is equipped
with combustion chamber, start-up, hot gas flow, multi-storey drying chamber and
exhaust chimney of residual hot air.

2 Research Methodology

2.1 Method

This research-based paper numerically examines the effect of the slope of the
chimney roof angle towards temperature uniformity in the drying chamber. In this
paper, temperature distribution test is performed in the drying chamber with no
drying object.

2.2 Test Equipment

The equipment for testing is designed in such a way as shown in Fig. 1.
Multi-storey drying tools are equipped with a combustion chamber, start-up, hot gas
flow, multi-storey drying chamber and exhaust chimney for residual hot air.

Combustion Chamber
The primary function of the combustion section is to burn fuel for drying heat
energy. This combustion chamber measures 100 � 100 cm, the bottom measures
150 � 150 cm and the total height is 75 cm.

Start-up
The start-up is made in the shape of a V with an angle of 30° Unperforated, serves
for hot gas divider from the combustion process which will be supplied into the
drying chamber through the heater duct. This initial guide is placed above the
combustion chamber.

Heating Duct
The heating/directing channel functions as a distributor and divider of hot gas from
the combustion chamber to the drying room [10–12]. This hot gas distribution
occurs because there is a hole from the connection of the heating duct to the drying
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chamber. The number of these connecting holes is equal to the number of levels or
drying shelf, for this test, there are 7 levels within this shelf with heating duct is
5 � 95 � 95 cm.

Drying Chamber/Shelf
The drying chamber is the place to put down the drying object during drying. The
drying chamber has dimensions of 100 � 100 � 100 cm. With 2 drying chamber
flows whilst the shelf here functions to place the material to be dried, this drying
shelf is placed two in the path of the drying room. Each path of this drying chamber
is placed 7 shelves, each shelf measures 92 � 40 � 3 cm with a distance of 10 cm,
respectively.

Drying Chamber/Shelf
The chimney of hot air exhaust from the drying residue serves as an output for the
mixture of hot air and steam from the drying results. The dimensions of the bottom
are as the same as the dimensions of the drying chamber 100 � 100 cm and at the
top it is reduced to size 30 � 30 � 30 cm. In this test, the slope of the chimney
roof varies from angles 15°, 25° and 35°, respectively.

2.3 Variable Observed

The variable observed is the temperature distribution at several points on the drying
equipment. In this respect, measurement points is defined in Fig. 2. There are six
chimney on the drying equipment. Each chimney has two different measurement

Information:

1. Combustion Chamber 

2. Unperforated start-up 

3. Heating duct 

4. Drying Chamber and Shelf 

5. Hot air chimney from drying

Fig. 1 Schematic design of drying machine
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point which are outside and inside measurement points. We take just 1, 3, 4 point
from outside chimney and 1, 4, 6 from outside wall to see how different temperature
distribution from dryer are.

3 Result and Discussion

Based on the test results and measurements obtained in this line of research, the
temperature distribution of hot gas flows of the drying equipment has been
received. Measuring the temperature of the drying equitment for 2–3 h with an
interval of 15 min.

In this test, the findings of temperature distribution are based on the result of
influencing each other between parts of the dryer, that are:

1. The temperature in the guide flow
2. The temperature in the drying chamber
3. The temperature at the chimney.

Fig. 2 The temperature distribution at several points on the drying equipment
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3.1 The Influence of the Start-up on the Temperature
Distribution of the Dryer

The effect of the non-perforated start-up is notably real especially in the heating
duct and the drying chamber.

3.1.1 The Influence of the Start-Up on the Temperature Distribution
of the Guide Flows (Inside Wall)

The results of temperature distribution measurements are shown in Fig. 3. It
describes the temperature distribution that occurs in the guide flows. At the
beginning of heating, the drying equipment distributes the temperature of the hot
gas between the drain point 6 (6inside wall) and the end of the flow point 1(1inside wall)
show a significant difference. This is because the heat at point 6 and 5 is more in the
drying chamber which is still low in temperature. After the temperature of the 1, 2
and 3 shelves has increased, the temperature in the heating duct has increased, this
occurs after 80 min of heating the dryer.

This happens because of the influence of the start-up on the temperature dis-
tribution pattern in the guide flows. This start-up has function to divide the hot gas
from the combustion of fuel in the combustion chamber to the heating duct. In this
regard, most of the heat energy from the combustion product is entered into the
drying chamber through the heating channel divided by the starting guide.

With this start-up, the temperature distribution in the heating duct remains
irregular. This temperature distribution irregularity is due to the flow pattern of hot
gas in the channel in which the speed and temperature are always changing at each
measurement point. Because the hot gas from the combustion of the fuel goes into
the room resulting in high flow turbulence.

Fig. 3 Temperature distribution of the inside wall with chimney angle 15o
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3.1.2 The Influence of the Start-Up on the Temperature Distribution
of the Drying Chamber

The effect of the start-up on the temperature distribution in the drying chamber at
the measuring point 5 cm from the heating duct with the chimney roof angle 15°.
Figure 4 shows the temperature distribution pattern in the drying chamber. From
Fig. 4, we can figure out that the temperature uniformity between shelf 1 to shelf 6
is achieved after heating 90 min, which is when the heating gradient temperature
between shelf 1 and shelf 6 reaches 4–7 °C. After 120 min of heating, the flow
pattern is somewhat stable so that the temperature gradient between shelf 1 and
shelf 6 reaches 2–3 °C. Such obvious hardness is good enough to be applied to a
drying system because the drying time is between 5–12 h, depending on the object
and water content of the desired drying results.

3.1.3 The Effect of Start-up on Temperature Distribution in Chimneys
(Inside Chimney)

The effect of the start-up on the temperature distribution in the drying chamber at
the measuring point 5 cm from the heating duct with the chimney roof angle 15°.
Figure 5 shows the temperature distribution pattern in the drying chamber. From
Fig. 5, we can figure out that the temperature.

3.2 The Effect of Chimney Angle on Temperature
Distribution

The measurement results show that the temperature distribution in each flow
influences the slope angle 15°, 25° and 25°, respectively. In this regard, the size of

Fig. 4 The temperature distribution in the drying chamber 5 cm from the hot flow wall with
chimney angle 15o
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the slope of the chimney roof angles of flue gas mainly determines the flow pattern
and temperature distribution either in the guide or heater, drying chamber or even in
the chimney.

3.2.1 Effect of Chimney Angle on Temperature Distribution
in Heating/Guide Flows

With the start-up of temperature distribution in the heater or steering flows with a
slope of the roof angle 15° is somewhat regular and a laminar flow pattern.
However, it notably differs from the angle of roof slope 25 and 35°, where the
temperature distribution is irregular and the flow pattern is slightly turbulent.

From the test results of the third distribution on the chimney roof angle, the
temperature gradient between shelf 1 and shelf 6 is obtained after 120 min process
of heating the drying chamber. Whilst, the slope of the roof angle 15o with a
temperature gradient reaches 2–3 °C, and in turns, the slope of the roof angle 25°
with a temperature gradient reaches 4–5 °C and the slope of the roof angle 350 with
and the temperature gradient reaches 6–7 °C.

3.2.2 Effect of Chimney Angle on Temperature Distribution in Drying
Chamber

With the start-up of temperature distribution in the heater or steering flows with a
slope of the roof angle 15° is somewhat regular and a laminar flow pattern.
However, it notably differs from the angle of roof slope 25° and 35°, where the
temperature distribution is irregular and the flow pattern is slightly

Fig. 5 The temperature distribution at the chimney with angle 15o
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a. Measuring position 5 cm from the heater
Figure 6 shows the results of measuring the temperature distribution in the
drying chamber with measurement position 5 cm from the heating wall with
variations in the roof slope’s angle 25o and 35o.
Figure 6 demonstrates that at the beginning of heating, the temperature distri-
bution is slightly different between the angular values of the roof. Following the
process, however, once it reaches 100 min, the temperature distribution in the
three variations of the angular magnitude tends to be indistinguishable. Such
obvious trend is due to this warming has reached steady. Thus, before steady,
the influence of the angle of chimneys affects the temperature distribution in the
drying chamber at the measuring point 5 cm from the heating wall.

b. Measuring position 25 cm from the heater
Figure 7 discloses the temperature distribution on shelf 4 which is a measuring
distance of 25 cm from the heating flow wall for the three chimney angles. The
temperature gradient in the three types of chimneys is smaller than the mea-
surement position of 5 cm from the heating flow wall, this occurs because the

Fig. 6 The chimney angle to
the temperature distribution in
the drying chamber at position
5 cm from the wall

Fig. 7 The chimney angle to the temperature distribution in the drying chamber at position 25 cm
from the wall
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movement of hot gas in this position is more stable due to the measurement
position remains far from the inlet in the heating flows wall and the temperature
uniformity of the three chimneys is also faster, that is, 75 min of initial heating.

3.2.3 Effect of Chimney Angle on Temperature Distribution
in Chimney

Figure 8 shows the temperature distribution at the three types of chimney roof
angles at point 4. From these two figures we can highlight that the type of hot gas
flow is less laminar, and thus, the temperature distribution in those three types
chimneys is less regular.

3.3 Discussion

In an effort to select the optimal chimney slope angle for the application, the drying
equipment is determined by the level of dryness of the drying temperature in the
drying chamber. As covers, such formulated temperature uniformity depends on the
smallest feasible temperature difference between the lowest shelf and the top shelf
in the drying chamber. From the measurement results, the temperature distribution
in the drying chamber is measured at 2 positions on each shelf, namely at point
5 cm from the wall and at point 25 cm or at the center point of the drying chamber.
The distribution of the measured temperature occurs in the drying chamber for three
slope angles of the chimney, it is found that the chimney with angle 15° can
produce a regular temperature distribution, the temperature gradient that occurs is
small at the beginning of heating and after stability is achieved the temperature
distribution becomes uniform on each shelf in drying chamber.

Fig. 8 Temperature distribution at point 4 on the chimney
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The distribution of the measured temperature in the drying chamber is at 25 cm
from the outer wall of the heating flows with the chimney roof angle 15° that the
uniformity of the temperature between the shelf 1–6 with the initial guide is not
perforated is achieved after heating 90 min, which is at preheating the gradient
temperature between the shelf 1 and 6 reaches 2–3 °C. As well, the slope of the roof
angle 15o with temperature gradient reaches 2–3 °C. This small temperature dif-
ference is due to the slope of the chimney roof angle which can inhibits hot air from
residual drying of the drying chamber. And therefore, the temperature of the
residual hot air increases in the room after going through shelf 6. This causes the
shelf temperature of 6, 5, 4 gets increase as well.

For the chimney slope of the roof angle 25°, the resistance to hot air flow is
smaller than that of the chimneys on angle 15o. This is what becomes the tem-
perature gradient of the roof angle slope of 25o, greater than the chimneys on angle
15o, which is 4–5 °C. The closely identical thing also occured to the chimney slope
angle 35o, the resistance of hot air flow is smaller than the chimney slope of 35o.
And therefore, the slope of the roof angle is 35o and its temperature gradient reaches
6–7 °C.

4 Conclusion

The smaller the chimney slope of a multi-tiered dryer, the more uniform the tem-
perature distribution in the drying chamber will be. The 15° angle roof chimney is
more uniform in temperature distribution than the 25° and 25° roof angle chimney.
The temperature distribution at the center position is more uniform among the
shelves in the drying chamber. The smaller the chimney slope angle, the greater the
chimney outflow drag, therefore it makes the uniformity of temperature distribution
in the drying chamber higher.
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The Effect of Hardening on Mechanical
Properties of Low Alloy Steel Grinding
Media

Husni Usman, Syarizal Fonna, Syifaul Huzni,
Teuku Irvan Ramadhan, and Tommy Octaviantana

Abstract The influence of hardening on mechanical properties of the low alloy
steel grinding balls was investigated. The as received low alloy steel samples were
austenitized at 950 °C for three different austenitization times and then quenched in
oil media. Spectrometer was used to determine the chemical composition of as
received alloy steel and optical microscope was used to observe microstructural
features. Hardness and Charpy impact tests were performed to measure mechanical
properties of the alloy steel samples. The results showed hardness profiles of the
as-received steel ball considerably varied from surface to the center. The steel ball
exhibited poor hardenability with the thin hardened band at the surface. Compared
with the Rockwell hardness of the as received steel samples, the hardness of the as
quenched steel at 30 min austenitization time increased while the impact energy
decreased. At the higher time, the hardness of as quenched sample decreased,
whereas the impact energy remained unchanged. Samples austenitized at 950 °C for
30 min. would obtain a maximum hardening and can be used as a baseline for
further tempering process.

1 Introduction

In mining industries, there are two main operating costs related to grinding mills
operation, namely energy consumption, mill liner and grinding media wear [1, 2].
Grinding mills represent up to 40% of the direct total operating costs of mineral
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processing. The cost of grinding media and liner wear itself is approximately 15–
25%.

The design of liner and materials of construction include important factors in the
efficiency of the operating cost of the grinding operation, i.e. power consumption
per tonne of ore ground and liner life. Due to incorrect liner designs, the grinding
media would fall down on the liner rather than on ‘the toe of the charge’, resulting
in less efficient energy utilization, poor grinding, and high maintenance costs [3–5].
Even though liners used in large SAG (semi-autogenous) mills are without both of
porosity and casting defect, improper liner design could also make grinding media
impact directly on the liner, resulting in impact liner fracture and grinding media
damage.

The increased height of fall of such grinding balls in larger SAG mills results in
severe impact between the grinding balls and also between the balls and the mill
liners. As there are steel balls up to 150 mm in large SAG mills, it is suggested to
utilize tougher steels that exhibit good resistance to wear and high energy impact as
well. Cost required in replacing new liners in tumbling mills continuously increa-
ses. Therefore, despite cost of liners the tendency to use them with the best service
life becomes increasingly interesting and attempts to increase liner life are con-
tinuously investigated in operating mills.

Different alloys, such as austenitic manganese steels, Ni-Cr white cast iron,
high-Cr white iron, and high-carbon Cr–Mo steels are frequently applied to man-
ufacture mill liners for tumbling mills [3]. High impact strength alloys, such as
manganese or chrome-molybdenum steels are generally used for liner materials.
Alloys with large amounts of chromium and molybdenum have better abrasion-
resistance. For low impact, highly-abrasive wear zones, such as end liners, white
iron have been in use as a material of choice. High carbon chrome-moly steels are
currently considered as the main materials used for SAG mill liners. The alloys
produced vary with either different carbon or chrome contents.

The wear rate of grinding media was dependent on a complex interaction of
factors including microstructure, hardness ratio of ball to mineral, slurry pH,
oxygen potential, and mineral slurry chemistry, such as presence of sulfides [6].
Grinding media hardness affected wet grinding efficiency. Generally, media wear
under wet grinding was much higher than that under dry grinding.

The hardening capacity of a steel depends mostly on the carbon content and,
somewhat, on the amount of alloying elements and austenite grain size [7]. If the
carbon content of martensite increases, its hardness would increase. As a quenched
steel contains retained austenite, the hardness of a quenched steel is not the same as
the hardness of martensite crytals. The hardness of a steel quenched from austenite
temperatures reaches its maximum at a carbon concentration of 0.8–0.9% C and
then decreases.

The martensitic stainless steel grinding balls could be heat treated to provide
microstructures at their surfaces which ranged from 100% austenite to basically all
martensite [8]. Wear rate of grinding ball consisting fully of hard martensite
increased under an oxygen environment. The balls that was furnace-cooled and the
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ice-water-quenched balls would produce combined microstructures of soft austenite
and hard martensite and thus, result in less wear under an oxygen atmosphere.

Changing the austenitization temperature of a high carbon steel could obtain
variations in Interlamellar spacing [9]. Hence, hardness and strength increased and
followed a Hall-Petch relationship with the interlamellar spacing (S−1/2). However,
percent elongation and toughness, as well as the wear rate decreased and unfol-
lowed the relationship with the interlamellar spacing of the samples

Moreover, the effects of austempering and martempering processes using salt
bath quenching media on wear resistance and impact toughness of Cr–Mo steels
was studied and the results were compared with compressed air quench [10]. The
samples austempered for 2 h exhibited the best impact toughness and the samples
martempered for 2 h showed the highest values of wear resistance. The austem-
pered and martempered specimens quenched in salt bath demonstrated a better
combination of wear resistance and toughness than compressed-air quenched
specimens.

According to the investigation of the differences in microstructure, hardness,
abrasion and impact toughness of steel media from different manufacturing sources,
it was observed abrasive wear has a tendency to be dependent on media hardness
for grinding media with a chromium content of less than 0.7% and independent of
hardness for media with chromium content bigger than 0.75% [11]. Hardness and
abrasion wear are slightly interrelated to the chemical composition. Charpy impact
energy strongly depends on the carbon content and alloy steels with carbon content
more than about 0.2% would produce a brittle fracture at room temperature.

The proper heat treatment needs to be explored to produce low alloy steel
grinding media with better mechanical properties and wear resistance. In this work,
the effect of hardening on mechanical properties of low alloy steel was investigated.

2 Materials and Methods

The 100.75 mm-diameter grinding ball that was received from a mining company,
is shown in Fig. 1. The low alloy steel was melted using induction furnace and cast
into sand mold. Because of insufficient information on the heat treatment of the
as-received grinding ball, it is believed that after casting it was followed by
quenching using compressed air. A wire electro discharge machine (EDM) cutting
tool was used to cut the as-received steel grinding media into examination and
mechanical testing specimens. Spectrometer was used to determine the chemical
composition of the as received alloy steel.

The metallographic samples were prepared according to the standard ASTM
E3-01 [12]. The mounted sample was polished by a sequence of 100, 320, 600,
1000, 1200, and 2000-grit silicon carbide papers and was finished by
vibratory-polishing using an aqueous suspension of 0.01-lm alumina. The polished
specimen was then etched in a solution of 2% nital at room temperature to reveal
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microstructure and grain boundaries. Optical microscope was used to observe
microstructural features.

Figure 2 shows the heat treatment cycles of quenching and tempering. The
samples were austenitized at 950 °C (the temperature was determined in accordance
with the previous research [10]) for the different austenitization times: 30, 60 and
90 min. Then, they were quenched in oil media and were followed by tempering.
Both as quenched and as tempered specimens were also prepared for microstruc-
tural examination and mechanical tests.

A Rockwell hardness test was performed in accordance with ASTM standard E
18-03 [13] using a Rockwell type hardness tester. A Rockwell C scale with a load
of 150 kg that employed a diamond point (Brale indenter) was used. A Vickers
micro-hardness test was also carried out to measure traverse hardness as a function
of distance from surface of the ball. The results of Vickers hardness (VH) was then
converted into Rockwell hardness (HRC) in accordance with ASTM E 140-02 [14].
Impact Charpy test was done in accordance with ASTM E23-02 [15].

Fig. 1 As received 100.75 mm diameter low alloy steel grinding ball showing the locations
where Charpy test samples were cut from using EDM wire cutting
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3 Results and Discussion

3.1 Chemical Analysis

Table 1 gives the chemical composition of as-received low alloy steel that was used
in this research. In terms of carbon content, the steel is classified as a high carbon
steel (high carbon steels containing 0.55–1.00% C) and includes hypo-eutectoid
steel. The addition of alloying elements such as chromium, molybdenum, man-
ganese, as well as high carbon content have been intended to improve hardenability
and wear resistance [7]. The sulfur and phosphor contents (impurity elements) are
acceptable for the cast alloy steel.

The content of manganese is still acceptable. On the other hand, high content
(>2% Mn) would increase tendency to cracking and distortion during quenching.
Chromium was added as a medium carbide former that is hard and wear-resistant. It
would enhance hardenability, abrasion resistance in high-carbon grades.
Molybdenum is obvious carbide former. It can produce secondary hardening during
the tempering of quenched steels and also increases the creep strength of low-alloy
steels at elevated temperatures.

Tempering temperature

T
em

pe
ra

tu
re

 (o C
)

Time (hours)

Austenitization temperature

Quenching

Fig. 2 Heat treatment cycles of quenching and tempering

Table 1 Chemical composition of as received low alloy steel

Element C Mn Si Cr Ni Mo S P Fe

%weight 0.61 0.78 0.28 0.95 0.06 0.01 0.003 0.005 Bal.
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3.2 Microstructure

Figure 3 shows optical microscope images examined at near surface, half radius,
and in core of the low alloy steel ball. The microstructure at near surface consists of
mixed martensite and bainite (Fig. 3a and b). According to the measured hardness
as shown in Fig. 5, the steel ball was quenched but with lowered hardenability
(ability of the steel to form martensite across the section of the steel media by
quenching).

(a) near surface of the ball (200x) (b) near surface of the ball (700x)

(c) half radius of the ball (200x) (d) half radius of the ball (700x)

(e) in core of the ball (200x) (f) in core of the ball (700x)

Fig. 3 Optical microscope images of as-received low alloy steel ball examined at near surface,
half radius, and in core of the steel ball. Etchant: 2% nital
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The microstructure in the half radius of the steel ball shows some martensite/
bainite along with pearlite (Fig. 3c and d). The precipitation of pro-eutectoid ferrite
at grain boundaries has probably occurred during hardening (Fig. 3d). As shown in
Fig. 3e and f, pearlite with ferrite along prior austenite grain boundaries is observed
across most of remaining ball.

The optical microscope images of as quenched samples after being austenitized
at 950 °C for the austenitization times of 30, 60, and 90 min. are shown in Fig. 4.
The microstructures of all the samples are composed of martensite with different
orientations and small inclusions of irregular shapes. The brighter areas found in
Fig. 4 could be retained austenite.

3.3 Mechanical Properties of Low Alloy Steel

Table 2 provides the results of Rockwell hardness measured at near surface of the
as received low alloy steel. Hardness profiles of the steel ball, which was measured
from the surface to the center of the steel ball, are presented in Fig. 5 as well.

(a) 30 min. (b) 60 min.

(c) 90 min.

Fig. 4 Optical microscope images of as-quenched low alloy steel ball after austenitized at 950 °C
for the different holding times and oil-quenched. Etchant: 3% nital
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Compared with the average Rockwell surface hardness, hardness profiles consid-
erably vary from surface to the center. Hardness profiles of the steel ball reflected
the microstructure with only about 5 mm thick showing Vickers hardness near 600
HV (55 HRC). Most of the cross section of steel ball had a Vickers hardness below
400 HV (35 HRC). This indicates that heat treatment was improperly done and
thus, the steel ball exhibited poor hardenability with the thin hardened band at the
surface. Additionally, the high carbon content of steel ball could produce low
hardenability during heat treatment [16, 17].

The results of Charpy impact energy or the impact toughness of the as received
steel ball based on the specimen location (shown in Fig. 1) within the steel ball are
shown in Fig. 6. The impact energy of all the tests is independent of location. The
fracture surfaces of the tested Charpy specimens clearly displayed brittle fracture.
Moreover, according to the brittle fracture criteria, the impact energy of the steel
ball is below the brittle fracture impact energy of 20 J. Therefore, the fracture mode
of the steel ball was found to show brittle fracture.

The as-received steel samples were austenitized at 950 °C for three different
austenitization times and then oil quenched. The average Rockwell hardness and
impact energy of the as-quenched samples are shown in Fig. 7. Compared to the as
received steel, at 30 min austenitization time the Rockwell hardness of the as
quenched steel increases while the impact energy decreases. If holding time at
quenching temperature is increased to 60 min, the hardness and impact energy of
the as quenched steel decreases. At a higher time of 90 min, the Rockwell hardness
of as quenched sample is lower than that of the as received one, whereas the
average impact energy remains unchanged.

Table 2 Rockwell hardness at near surface of the as received low alloy steel

Testing 1st 2nd 3rd 4th 5th Average

HRC 54.0 53.9 54.2 52.8 54.1 54.0
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Fig. 5 Hardness profiles of as received steel ball as a function of distance from surface of the ball
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It is generally accepted that hardness has an inverse relationship with impact
toughness. If hardness of the steel decreases, impact energy would increase. The
effects of the heat treatment cycles of quenching and tempering on microstructure
and mechanical properties will be performed on further research. It is expected that
the heat treatment of hardening and followed by tempering would lead to a better
combination of impact energy and hardness.

4 Conclusion

The microstructure of the as received grinding ball at near surface composed of
mixed martensite and bainite. Pearlite with ferrite along prior austenite grain
boundaries was observed across most of remaining ball. The microstructures of all
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Fig. 6 The impact energy of the as-receieved low alloy steel balls based on specimen location
within the steel media
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the as quenched samples are typically composed of martensite with many different
orientations.

Hardness profiles of the as-received steel ball considerably varied from surface
to the center. Hardness profiles of the steel ball reflected the microstructure with
only about 8 mm shell showing Vickers hardness near 600 HV. Most of the cross
section of steel ball had Vickers hardness below 400 HV. The steel ball exhibited
poor hardenability with the thin hardened band at the surface.

Compared with the Rockwell hardness of the as received steel samples, the
hardness of the as quenched steel at 30 min. holding time increased while the
impact energy decreased. At higher holding time, the hardness of as quenched
sample decreased, whereas the impact energy remained unchanged. It can be
concluded that samples austenitized at 950 °C for 30 min. would obtain a maxi-
mum hardening and can be used as a baseline for further tempering process.
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Fly Ash Utilization in Rigid Pavement
Construction

F. M. Suryani, Samsul Rizal, Abdullah, and M. Isya

Abstract Fly ash is a waste byproduct from burning coal in electric power gen-
erating plants. The tendency of abundant coal waste not optimally utilized leads to a
serious environmental problem in the future. One of the management that can be
applied is utilizing this waste as civil engineering building materials. Previous
studies have recommended the use of residual materials, especially fly ash, as a
substitute in the concrete mixture. Based on this background, we evaluated the
effectivity of fly ash substitution in lightweight concrete as a material in rigid
pavement construction based on the compressive strength requirements at 28 days
of age. This study used a mixture of Portland cement type I and foam to produce
lightweight concrete with a specific gravity of 1.2. As much as 15% of the total
mixture will be substituted using fly ash obtained from a power plant. The results
showed that the lightweight concrete produced from this mixture had a compressive
strength of 139 kg/cm2. Accordingly, in addition to be a great contribution in
overcoming these coal-waste-related environmental concerns and a cost-effective
method, 15% fly ash substitution in concrete mixture can be taken into consider-
ation in obtaining lightweight concrete that fulfils the general specification criteria
for the cement-treated subbase (CTSB).
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1 Introduction

The road is a very vital infrastructure of moving life in various aspects. Roads can
be made from a variety of forming materials, including flexible and rigid pavement.
In order for the pavement construction to function properly, the roads must be
managed in a patterned and structured manner. This process includes activities
beginning with the planning stage by considering internal and external factors and
influences such as the ability of the materials and vehicles that will use them,
including natural factors [1].

At the time of construction, the focus between planning and implementation
needs to be the focus so that road strength and reliability can be achieved. Once it is
opened to traffic and roads are starting to function, management needs to be directed
towards performance monitoring activities so that the service life of the plan can be
achieved and roads can survive more reliably and have longer construction service
times. Pavement performance is a function of its relative ability to serve the amount
of traffic flow in a certain period of time according to the design age. For maximum
pavement performance, the foundation support under the concrete slab must be
strong and uniform [1].

One of the important variables in road pavement design is the material that forms
the layers of the pavement components [2]. Rigid pavement requires higher costs
than flexible pavement [3]. Initial cost of rigid pavement is reduced by replacing
cement by fly ash at some percentage or by using other alternatives [4]. Fly ash is a
waste produced of the coal combustion processed for power generation. Therefore,
this study aimed to assess the effect of fly ash material substitution in lightweight
concrete mixtures.

2 Literature Review

2.1 Rigid Pavement

Rigid pavement structures, also called cement concrete pavements, can be imple-
mented in conditions of poor subgrade bearing capacity (small, such as 2% in size)
or relatively large traffic loads [5] (Fig. 1).

Fig. 1 Rigid pavement structures [5]

472 F. M. Suryani et al.



2.2 Rigid Pavement with Cement-Treated Subbase (CTSB)

In rigid pavement, one of the foundation layers is the binder sub-base, which is
known as the cement-treated subbase (CTSB). One of the CTSB is the stabilization
of the grained material with the binder grade according to the design, to ensure the
strength of the mixture and its resistance to erosion. The binder can be cement,
lime, fly ash or crushed slag [5].

The planning of the CTSB mixture must provide a comparison of the aggregate
composition, with several levels of cement and optimum moisture content that gives
results in accordance with the expected concrete quality [5]. Requirements for the
unconfined compressive strength of Class B Cement Aggregate Foundation (CTSB)
in the age of 7 (seven) days is 35–45 kg/cm2 [6]. Meanwhile, for mixed planning,
the minimum mix strength at 28 days should not be less than 75 kg/cm2 [5].

2.3 CTSB Element

The CTSB consists of several elements, namely:

• Cement. The cement used for CTSB is ordinary Portland Cement in accordance
with the requirements of SII 0013-77 “Cement Portland” or AASHTO M 85
(Portland Cement type I).

• Water. Water used for mixing, treating or other uses, must be free from oil, acid
salts, alkalis, sugars, herbs or other substances that harm the final product.

• Aggregates. The aggregate for CTSB must be free of clays, dirt, organic ele-
ments or other harmful elements. The aggregate requirements to be used for
CTSB must meet the requirements in Table 1 [5].

2.4 Lightweight Concrete

Based on SNI 03-3449-1994, structural lightweight concrete is a concrete that uses
lightweight aggregate, or a mixture of lightweight-coarse aggregate and natural
sand as a substitute for lightweight fine aggregate, and meets the requirements for
compressive and flexural strength with the maximum weight of 1850 kg/m3.

Table 1 The lists of specimen manufacture for each test

Tests Specimen Fly ash
percentage (%)

Concrete age
(days)

Quantity

Compressive
strength

Cylinder
15 cm � 30 cm

15 28 3

Total 3
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The flexural strength of air-dry lightweight concrete ranges from 70 to 90%,
compared to the general concrete of the same compressive strength. Nevertheless, if
being exposed continuously to a certain level of moisture, these two types would
have the same level of flexural strength [7].

The development of lightweight concrete at Universitas Syiah Kuala (Unsyiah)
began in 2006. Unsyiah has been able to produce lightweight concrete with
structural quality (compressive strength value >17 mPa). Various qualified products
using lightweight concrete as a material have been invented [8]. Lightweight
concrete is classified into low density concrete (content weight less than 50 pcf
(800 kg/m3)), medium strength concrete (content weight ranging from 60 to 80 pcf
(960–1360 kg/m3) and compressive strength between 1000 and 2500 psi (6.89–
17.23 MPa)) and structural concrete (content weight ranging from 90 to 120 pcf
(1440–1920 kg/m3) and equal compressive strength to the general concrete) [9].

In general, concrete is obtained from a mixture of Portland cement, water and
aggregate, while for lightweight concrete, the constituent materials depend on its
type. Lightweight concrete is a mixture of cement, water, air, and foam produced
from foam agents. Production of lightweight concretes is generally done by adding
air bubbles into the concrete mixture or by using lightweight aggregates, such as
clay and pumice [10].

2.5 Fly Ash

Aggregate, based on the processing technique, is divided into natural aggregates,
first-processed aggregates and artificial aggregates. Artificial aggregate is a mineral
filler (particles with a size less than 0.075 mm) obtained from the by-products of
cement factories and stone crushing machines. Fly ash is a material that has the
characteristics of small and fine grains with a grayish color and can be obtained
from the residue of coal burning [11]. Fly ash with good quality can increase the
strength of concrete in the long term [12]. Fly ash has very fine grains, which pass
the sieve No. 325 (45 millimicrons) 5–7% in specific gravity between 2.15 and
2.8 g/cm3 [11].

According to the ASTM C 618-05, fly ash is classified into:

• Class C, with more than 10% CaO component, is produced from burning coal
with a carbon content of ±60%.

• Class F, with less than 10% CaO component, is produced from burning
anthracite coal at a temperature of 1560 °C

• Class N, namely natural pozolan or combustion products classified into diatomic
soil, opaline chertz and shales, tuff and volcanic ash which are processed with or
without burning [13].
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2.6 Compressive and Flexural Strength

Compressive strength illustrates the concrete quality. According to SNI
03-1974-1990, concrete compressive strength is the amount of load per unit area
that causes the concrete specimens to collapse when loaded with a certain com-
pressive force generated by a compressive testing machine [14]. Flexural strength is
the ability of concrete placed on two positions to withstand the force given in the
direction perpendicular to the axis of the specimen until collapsed which is stated in
Mega Pascal (MPa) force per unit area. The concrete flexural strength affects its
ability to overcome the initial cracks before being loaded [15].

3 Materials and Methods

3.1 Materials

The specimens used in this study was made from a mixture of lightweight concrete
and fly ash material. The percentage of fly ash in the mixture was 15%. The cement
used was Portland cement type I and the fly ash was obtained from a power station.
The fly ash was preheated and sieved through No.200 sieve before the density was
measured. The water-cement ratio was 0.5 and the specific gravity was 1.2. The
manufacture of cylindrical specimens with a diameter of 15 cm and a height of
30 cm were intended for compressive strength test. Other equipment used included
press loading machine with 100 Tf capacity, balance, filter, concrete mixer, com-
pressive strength testing device and foam generator (Figs. 2, 3 and 4).

Fig. 2 Type I Portland
cement
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3.2 Methods

3.2.1 Specimen Manufacture and Maintenance

The specimen manufacture was carried out at the Construction and Building
Materials Laboratory of the Civil Engineering Department, Unsyiah in the fol-
lowing procedure.

Fig. 3 Fly ash

Fig. 4 Fly ash in the power station
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• Preparation and measure of the materials according to the predetermined pro-
portion of the mixture.

• Substitution of fly ash material in the amount of 15% of water and cement
mixture.

• Addition of the mixture into the foam produced by the generator in the concrete
mixer until well blended.

• Adjustment of the concrete mixture on the mold and formation of the concrete
cast.

• Treatment of the concrete was carried out after hardened.
• Removal of the concrete cast from the mold to be put under immersion.

3.2.2 Compressive Strength Test

The specimens were tested at the age of 28 days of concrete after immersion.
Before doing the test, it was confirmed that the specimens were dried, weighed and
measured. The test was carried out by giving loads until the specimens were
destroyed.

4 Results

The compression strength value obtained was as follows.
Table 2 shows the average value of the compressive strength was 139 kg/cm2.

Based on the literature, for mixed planning, the minimum mix strength at 28 days
should not be less than 75 kg/cm2 [5]. In this study, the specific gravity of the
cement used was 1.2. The results indicate that the quality of lightweight concrete
with a substitution of fly ash at 15% percentage at the age of 28 days has fulfilled
the compressive strength requirements. In normal and lightweight concrete, higher
concrete age increases the concrete quality [16].

The result was considered noteworthy because the specific gravity of lightweight
concrete tested was very small compared to that of normal concrete which reaches
2.4. In addition to this, 15% of the mixture consists of fly ash material, a byproduct
that is not the constituent materials of concrete. In spite of this substitution, the

Table 2 The compression
strength values

Specimen Compression strength

(N/mm2) (kg/cm2)

Unit Average*

1 13.33 135.98 139 ± 3.45

2 13.55 138.26

3 13.99 142.76

*The data is presented as mean ± SD
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compressive strength of the lightweight concrete produced still fulfilled the
requirements for the unconfined compressive strength of cement-treated subbase
(CTSB) in the age of 28 days. Therefore, it revealed that the method of utilizing fly
ash as a substitution in the concrete mixture was applicable. This practice also
indicated a potential way in reducing the amount of concrete usage, thus cutting
down the initial cost needed in rigid pavement construction.

5 Conclusions

In summary, this study suggests that fly ash substitution in 15% of the lightweight
concrete can be taken into consideration in the purpose of obtaining lightweight
concrete that fulfils the general specification criteria for the cement-treated subbase
(CTSB). Additionally, this method also leads to a significantly lower cost required
in road construction. Furthermore, utilizing fly ash as a new material in engineering
field is influential in the management of coal-waste-related environmental prob-
lems. We propose that further research is required to identify the effect of substi-
tuting fly ash in higher specific gravity the lightweight concrete mixture in order to
improve the quality as well as cost-effectiveness of the concrete produced.
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Feature Variations on the Cartesian 3D
Print Machine Using Vibration
and Sound Signal Readings

M. Dirhamsyah, Hammam Riza, Fenda Dwi Ariefianto, Udink Aulia,
and Mohd. Zaki Bin Nuawi

Abstract Condition monitoring is analyzing the condition of a machine with the
running process and to find out indications of failure to develop during the running
process of the machine by several means of monitoring. In this study, using
vibration and sound signals to a Cartesian 3D Print machine. The study was con-
ducted by testing 5 (five) samples of adaptive manufacturing process feature
movement. Obtained in the form of results by processing signal analysis with
wavelets and Fast Fourier Transform (FFT). In the readout the vibration signal is
more identifiable than the sound signal and it is easy to group the signal from the
adaptive manufacturing process movement. In this monitoring, cylindrical features
can be easily recognized based on the changing characteristics of every 12000 rows
of data. Meanwhile, various prismatic features have the same characteristics and
still have not received condition monitoring analysis.

Keywords Condition monitoring � 3D print � Vibration and sound

1 Introduction

Currently, the use of 3D printing machines has been widely used in the manu-
facturing world. 3D printers (three-dimensional) were first introduced to the
Indonesian market in 2013. 3D printing technology that has become widespread is
known as Additive Manufacturing (AM) and Fused Deposition Modeling (FDM) or
also known as Fused Filament Fabrication (FFF) [1]. As the development of
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Adaptive Manufacturing grows, a number of challenges continue to occur along
with its development, especially in the field of Non-Destructive Evaluation/
Non-Destructive Testing (NDE/NDT) techniques for monitoring and measuring the
lifetime of Adaptive Manufacturing equipment [2].

During the 3D Print machine process, the addition of the first layer sometimes
gets a failure where the ink or 3D print filament does not come out through the
nozzle which has many suspicions of nozzle failure or blockage, such as the
heatbed is too close to the nozzle, has residual filament in the nozzle which is
temperature-treated different, clogs in the tubes, print speed and others that require
condition monitoring activities.

Condition monitoring is monitoring the condition of the engine to see changes
that occur during the engine running so that it knows indications of developing
failure. 3D printing machines have limited condition monitoring techniques, such as
minimizing nozzle clogging failures [3]. To obtain high quality manufacturing
results, direct product monitoring conditions are important as maintenance of FFF
machines under normal conditions [4].

Meanwhile, in Samin’s research [5] Fast Fourier Transform (FFT) was carried
out to display the latent signal in the time domain in the machining process.
Wavelet transform has been used successfully for strain signal editing [6] and
previously Abdullah [7] succeeded in filtering and shortening the testing time for
strain signal. In this 3D Printing Condition Monitoring study, using FFT signals
and wavelet morlet to apply the extraction algorithm from continuous signal
sources of vibration and sound.

So from this background some problems were formulated, namely in the form of
monitoring the condition of the features and the type of movement on the 3D
Printer machine, although the limitation of the problem was using Polylactid Acid
(PLA) filament ink. The aim is to produce signal characteristics based on time
domain and frequency domain and the benefits of getting readings from vibration
and sound signals so that they can obtain a data base for signal grouping.

2 Research Methods

The systematics used in this research is in the form of having 5 features with three
trials. This flow chart can be seen in Fig. 1.

2.1 Specimen Design

In the data analysis process, the test material preparation process is carried out using
the Autodesk Inventor application to create a 3D STL file with dimensions in
millimeters as follows (Fig. 2 and 3):
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Condition Monitoring of Process of Making 
Cylindrical Features on a Cartesian 3D Printing 

Machine with Using Vibration and Sound Signals 
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Fig. 1 Research flow for the condition monitoring of process of making cylindrical features on a
Cartesian 3D printing machine with using vibration and sound signals
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1. Feature cylindris: d1 = 2.5, d2 = 12.5, and t = 3
2. Feature prismatic: p = 20, l = 5, and t = 3.

2.2 Research Testing Tool Settings

The features state monitoring test uses the Creality CP-01 Cartesian 3D print engine
(Fig. 4).

Process signal analysis using sensors in the form of vibration and sound taken
with Ni DAQ 9254 4 Channel, microphone Bruel & Kjaer Type 2671
No. 2373246 and an accelerometer and a computer for the analysis process carried
out in the Reverberation Chamber at the Engineering Faculty, Universiti
Kebangsaan Malaysia with the equipment setup as shown in Fig. 5.

d1

d2
t

Fig. 2 The cylindrical
feature design

l

t

p

Fig. 3 The prismatic
feature design
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2.3 3D Print Operation Parameters

The setting stage for machining parameters in the Ultimaker Cura application is
carried out with the specifications in Tables 1, 2 and 3.

2.4 Data Analysis

Data analysis was performed using MATLAB and using pseudo-code to obtain
time domain, frequency domain, and wavelet morlet (Table 4).

Variations of 5 (five) features (cylindrical, horizontal, vertical, diagonal \ and
diagonal /) obtained raw data of ±8,500,000 (eight million five hundred thousand)
sample data within 6 min then cut a total of 7,000,000 (seven million) sample data
(Zo) with a time of 280 s. While the observation cluster is carried out with a total of
1,000,000 (one million) sample data (Z1). In the grouping of zone 1, there are 7
observation zones. Each zone will be analyzed the frequency and wavelet morlet
with the pseudo-code in Table 5 as follows.

3 Results and Discussion

The results obtained from the 5 features of the reading of vibration and sound
signals in the first sample with Zo are as follows (Figs. 6 and 7).

Fig. 4 Printer creality CP-01
[8]
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Accelerometer 

Microphones 

Printer 3D Creality 
CP-01

Specimen 

Digital Signal 
Processing

Fig. 5 Experimental setup

Table 1 3D print operation
parameters 3D-print as
machining parameters

Type Value

Material PLA

Extruder temperature 210 °C

Nozzle diameter 0.4 mm

Layer thickness 0.2 mm

Density 20%

Filling pattern Grid

Filling feed rate 30 mm/s

Speed travel 100 mm/s

Source Shenzhen eSun Industrial Co., LTD, product manual
global 3D printing resources platform, 3D printing material
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Obtained in the form of movement of G28 in vibration and sound signals by
cutting 500,000 (five hundred thousand) data as an example result in signal
grouping (Figs. 8 and 9).

In the testing, it was found that the additive motion characteristics of cylindrical
products have signal characteristics that are significantly different from the filling
signal for prismatic products which can be graphically seen in Figs. 10, 11, 12, 13,
and 14.

The result of signal processing obtained in this test is that there is a significant
difference in signal features that are significant from the horizontal cylindrical and
prismatic features. The horizontal prismatic features appear to be the same due to
the uniformity of filler filling at 135º and 45º.

Table 2 Specification printer
cartesian [8]

Model CP-01

Type 3D Laser, CNC, FDM

Material (frames) Aluminium extrusion

Platform board Aluminium alloy, Aluminium base

Nozzle diameter 0.4 mm

Nozzle temperature 0–260 °C

Product forming size 200 * 200 * 200 mm

Layer thickness 0.1–0.4 mm

LCD screen Yes

Print speed 10–80 mm/s

Bed temperature 21–100 °C

Source Shenzhen eSun Industrial Co., LTD, product manual
global 3D printing resources platform, 3D printing material

Table 3 Specification of
filamen PLA [8]

Filament diameter 1.75 mm

Print temperature 190–210 °C

Bed temperature No Heat (60–80)

Density 1.25 g/cm3

Heat distortion temp 56 °C, 0.45 Mpa

Melt flow index (g/10 min) 5 (190 °C/2.16 kg)

Tensile strength 65 MPa

Elongation at break 8%

Flexural strength 97 MPa

Flexural modulus 3600 MPa

IZOD impact strength 4 kJ/m2

Source Shenzhen eSun Industrial Co., LTD, product manual
global 3D printing resources platform, 3D printing material
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Table 4 Product of 3D Print results and every sample of sound and vibration data collection

Printer cartesian CP-01

Feature Sample

I II III

(a) Cylindris

(b) Horizontal

(c) Vertikal

(d) Diagonal \

(e) Diagonal /
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4 Conclusion

In adaptive manufacturing conditions monitoring with a variety of features on the
Cartesian 3D Print machine using vibration and sound signals is obtained

• Vibration and sound signals using FFT and Wavelet Morlet can be used to
obtain differences in the characteristics of the resulting signal.

• Vibration and sound signals have the same characteristics for all prismatic
feature conditions.

• G28 movement can be easily monitored using vibration and sound signals.

Table 5 Pseudo-code data raw FFT and wavelet morlet

load filename.txt
x= filename; 
N=length(x);  
fs=25600;    
T=1/fs; ts=N/fs;
t=[ts/N:ts/N:ts];
%  FFT
k=[0:N-1]; f_k =(fft(x)); f_k = abs (f_k);
w=k*(1/ts);  
% Pseudo-code energy
x= filename; N=length(x);    
fs=25600;   
T=1/fs; ts=N/fs; t=[ts/N:ts/N:ts];
%  morletwavelet
ccfs=cwt(x,2:2:128,'morl');
l=ccfs(:); N=length(l); [Y,F,T,P] 
=spectrogram(l,gausswin(256),120,256,fs,'yaxis');
for i=1:length(T)

for j=1:length(F)
NewData(j)=P(j,i); 

end
UE2Hz(i)=sum(NewData);

End
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a. Cylindrical 

b. Prismatic horizontal 

c. Prismatic vertical 

d. Prismatic diagonal \ 

e. Prismatic diagonal / 

Fig. 6 Vibration signal on various features using Zo 7.000.000 sample data
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a. Cylindris 

b. Prismatic horizontal 

c. Prismatic vertical 

d. Prismatic diagonal \ 

e. Prismatic diagonal / 

Fig. 7 Sound signal on various features using Zo 7.000.000 sample data
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Fig. 8 G28 movement using vibration signals
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Fig. 9 G28 movement using sound signals
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a. Cylindrical 3 using Zo form sample 

b. Horizontal 1 using Zo form sample 

Fig. 10 Cylindrical and prismatic vibration signals signatures for time domain, frequency, and
wavelet morlet
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a. Cylindrical 3 using  Zo form sample

b. Horizontal 1 using Zo form sample 

Fig. 11 Cylindrical and prismatic vibration signals signatures for time domain, frequency, and
wavelet morlet
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Fig. 12 Vibration signal to the cylindrical features of sample 1 and prismatic horizontal sample 1
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Fig. 13 Sound signal to the cylindrical features of sample 1 and prismatic horizontal sample 1

Feature Variations on the Cartesian 3D Print Machine … 497



• Condition monitoring of the prismatic feature variations of the 3D Print engine
with vibration and sound signals can be recognized and still requires other
means of monitoring conditions.

• Artificial intelligence can be used to speed up smart clustering.
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The Development of Two Wheel Mobil
Robot: Generated Path Using
Simulation and Actual Path of Mobile
Robot Are Compared

T. Firsa, Muhammad Tadjuddin, Iskandar, and Syahriza

Abstract This paper shows a mobile robot movement whose is gotten from the
best predetermined path is derived from simulation. The robot movement is pro-
grammed on a simulated bordered floor, and the trajectory is optimized before the
program is downloaded to the mobile robot. This paper describes the development
of a two wheel mobile robot. The kinematics and dynamic model of the mobile
robot are created and simulated using MATLAB. The experiment is conducted to
compare the differences between the simulated path and the actual path. The cal-
culations and the strategies in the simulation, the path is almost similar compared to
the actual mobile robot path. The program helps the user to start the programming
and optimize it to obtain the best trajectory and position of a mobile robot.

1 Introduction

An industrial robot can only handle objects in front of it. Most industrial robots are
fixed in their position, their space is limited by the maximum extension of their
linkages. The objects are taken and brought by the robot and, taken away by
conveyors and other mechanical device. To overcome these problems caused by the
limited extend a robot arm, a wheeled robot is preferred. A wheeled robot has
mobility and flexibility in movement and performing a task.

There are some major wheel catagory. They differ widely in kinematics, and
therefore the choice of wheel type has a substatial effect on the overall kinematics of
the mobile robot. The choice of wheel types for a mobile robot is strongly linked to
the choice of wheel arrangement, or wheel geometry. The mobile robot designer
must consider these two issues simultaneously when designing the locomotion
mechanism of a wheeled robot [1]. The variety of wheeled robot types are
one-wheeled vehicles, two-wheeled vehicles (bicycles), Front steering wheels for
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steering, Rear driving wheels, Front wheels for both driving and steering, Steering
mechanism of a wheel loader used in construction and mining industry as well two
wheel mobile robot using a differential speed steering.

The turning of the differential steering robot can be controlled by providing a
different angular velocity to the wheel (by changing the speed of each motor). The
term differential steering comes from the fact that the turning radius of the robot is a
function of the ratios of the wheel.

In the previous published paper the robot movement is programmed, simulated
and path will be optimized with manipulate the velocity and acceleration before the
program is downloaded to the real mobile robot [2].

This paper describes the development of a two wheeled mobile robot. The
kinematics and dynamic model of the mobile robot movement are programed and
simulated using MATLAB. MATLAB is a data-manipulation software package that
allows data to be analyzed and to visualize by using existing functions and
user-designed programs. MATLAB is a numerical computing environment with
programming language that is used to program the path of the mobile robot [3, 4].
The path was gotten from then downloaded to the actual mobile robot. The
advantage of this method is that we can see and verify the motion before actually
running. this method can also reduce the time taken for image processing. The
actual and simulated trajectory in [2] are compared and analysed.

During the robot movement, it is calculated that the error would appear espe-
cially when the robot is moving in curvature. The error appear due to friction
between wheel and floor as well as slip and skid of the robot movement. However,
this was not taken into consideration.

2 Kinematics and Dynamics of Mobile Robot

The robot's position and orientation as a function of the movement of its wheels is
referred to as a kinematics approach. while the causes of motion is study in a
dynamics approach [5]. Manipulating the actuator is the process of causing an
autonomous robot running. The forces of robot movement must be applied to the
mobile robot in order to produce motion. The study of motion in which these forces
are modeled is known as dynamics, whereas kinematics is the study of the math-
ematics of motion without considering the forces that affect the motion.

There are 3 parameters involved in the mobile robot kinematics when it is
moving on a horizontal plane. The Cartesian coordinates give the instantaneous
position and the orientation of the mobile robot (x, y) as a reference point of the
robot fixed on the floor, the heading angle of the robot ðhÞ, and the absolute position
is represented by the function ðx; y; hÞ [6].
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2.1 Kinematics

Kinematics of this mobile robot discusses the acceleration, linear velocity and the
differential steering system included in rounding a corner, the derivation and
straight line movement.

2.1.1 Control Input for Mobile Robot

Figure 1 illustrates the robot movement. Each wheel has the same radius of Rw, and
the wheels have a distance of l. The control inputs of the robot are:

Angular velocity of motor on left wheel: xl (rad/s)
Angular velocity of motor on right wheel: xr (rad/s)

x Angular velocity of the center of the mobile robot
Rc The radius of the instantaneous curvature.

Whereas, Fig. 2 shows the robot is moving pivot which the speed of two wheels
are at the same but different direction.

Fig. 1 Differential of a steering robot
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2.1.2 Instantaneous Curvature and Linear Motion

An instantaneous curvature occurs when xr > xl. Figure 1 shows the instantaneous
curvature of such a robot. The angular velocities of the center of the robot is:

x ¼ Rw

lg
xr � xlð Þ ð1Þ

The linear velocity of mobile robot is:

v ¼ Rw

2g
xl þxrð Þ ð2Þ

So that the radius of the instantaneous curvature is given by

Rc ¼ v
x

ð3Þ

From equation [2], the position of the robot is given by

_x ¼ Rw

2g
xl þxrð Þ cos h ð4Þ

_y ¼ Rw

2g
xl þxrð Þ sin h ð5Þ

Fig. 2 Robot moving pivot
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2.2 Dynamics

The dynamics of a robot is related to masses, inertias and acceleration of the loads.
In dynamic, to accelerate a mass, force or torque is required to act on it. To have
much desired acceleration and velocity of robot, it is necessary to have actuators
that are capable of exerting enough vastly forces and torques to move. Otherwise,
the mobile robot may not be moving fast enough, and thus it will lose its positional
accuracy. To have how strong each actuator must be, it is necessary to determine
the dynamic relationships that manage the robot motions. These equations are the
torque, inertia and angular acceleration relationships. Based on these equations and
considering the external loads on the robot, it is possible to calculate the largest
loads to which the actuators may be subjected and thereby design the actuator to be
able to send the necessary torques, [7].

In general, the dynamic equations can be used to find the motion equations
mechanisms by knowing the forces and torques. The desired accelerations of the
robot can be determined. These equations are also utilized to identify the effects of
different inertial loads depending on the desired accelerations.

2.2.1 Lagrangian Mechanics

Lagrangian mechanics is based on the differentiation of the energy terms with
respect to the system’s variables and time. The lagrangian method is relatively
simple to use. The Lagrangian mechanics is based on the following two generalized
equations, one for linear motions, and one for rotational motions [7].

L ¼ K �P ð6Þ

where:

L Lagrangian
K Kinetic energy
P Potential energy

The relation between the angular acceleration of each wheel and the torque
applied is obtained from Eq. [8], using the following relation:

T ¼ @

@t
@L

@ _h

� �
� @L

@h
ð7Þ

where:

T The summation of all torques in a rotational motion,
h System variables
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2.2.2 Mobile Robot Dynamic

The mobile robot dynamic equation using Lagrangian formulation as following
derived,

L ¼ K � P

where,

K ¼ 1
2
MV2 þ 2

1
2
I _x2

� �

L ¼ 1
2
MV2 þ 1

2
mr2 _x2

ð8Þ

Replacing value at Eq. (6) on Eq. (6), the Lagrangian expression is obtained:

T ¼ 1
8
Mr2 _x2

l þ _x2
r

� �þ 1
2
mr2 _x2 ð9Þ

where,

T Torque from 0 to max velocity (NM)
M Mass of robot (N)
m Mass of wheel (N)
r Radius of wheel (m)

P ¼ F V ð10Þ

3 Design of the Chassis

The mobile robot’s characteristics, number of wheels, materials, structure etc., are
first designed by using Pro-Engineer software (wildfire). It is one of the world’s
most widely used computer Aided Design (CAD) software. It is a powerful part
modeling, easy 2D and 3D geometry creation environment. The mobile robot
chassis in this thesis is designed based on the L-shape plate that is available and
easily found in the market. Figure 4.1 and 4.2 show the chassis of a mobile robot
being assembled. The height of the base plate form from the floor is 460 mm, the
length is 404 mm and the width is 395 mm (Fig. 3).
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4 Mobile Robot Modeling

Figure 4 shows the mobile robot model with the basic parameters used in the
system. The body of robot is considered to be square with mass M, with two wheels
of radius Rw and a mass m of each. The right wheel rotates at an angular speed of
xl ¼ _hl, and the left at xr ¼ _hr. Each wheel is connected to an independent DC
motor by using a gear system of the ratio 15:1.

Fig. 4 The robot model (showing the main dynamic parameter)

Fig. 3 The whole platform without components
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4.1 Robot Kinematics

The kinematics for the robot relates the state or posture of the machine, with the
angular displacement of each wheel. Figure 5 shows the kinematic model of a
differential steering robot when it is turning a curvature. In this case, the angular
velocity of the right wheel is faster than the left wheel, so that the mobile robot will
turn to the left. The mobile robot has a gear box to reduce the speed and increase the
torque as shown in Fig. 6. In this paper, the ratio of the gears is as follows:

g ¼ Rw

Rm
� 1

where: Rw = 15, Rm = 1
So, g ¼ 15=1
The kinematics equations of (11) and (12) show the relation between the angular

speed of the wheel and rotational and tangential speed of the robot with the gear
ratio is taken into account.

In this example, it is assumed that the angular velocity of the right wheel and the
left wheel are different. The angular velocity of the center of the robot is given by:

Fig. 5 The kinematic model of differential steering robot
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x ¼ Rw

lg
xr � xlð Þ ð11Þ

where,
Rw = 0.05 m
L = 0.269 m
xr ¼ 500 rpm ¼ 52:33 rad/sec assumedð Þ
xl ¼ 200 rpm ¼ 20:933 rad/sec assumedð Þ
x ¼ 0:05

0:269�15 52:33� 20:933ð Þ
x ¼ 0:377 rad=sec
The linear velocity of robot is:

v ¼ Rw

2g
xl þxrð Þ ð12Þ

v ¼ 0:05
2� 15

20:933þ 52:33ð Þ

v ¼ 0:147m=s

The velocity at x and y position is as follows:

_x ¼ Rw

2g
xl þxrð Þ cos h

Fig. 6 Base chassis
assembled with motor, gear
box and wheel
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_y ¼ Rw

2g
xl þxrð Þ sin h

where, h is as input for initial orientation of the robot (see Fig. 5).

4.2 Robot Dynamics

The dynamic equation of the robot is related to the torque which is applied to the
wheels, considering the mass inertia of the different elements in the model. These
equations can be deduced by using the Lagrangian formulation, which is based on
the calculation of the energy of the system. The total energy of the robot can be
calculated as the sum of the kinetic energy of the body and the kinetic energy of
each wheel. The potential energy is not used as the robot is considered to move on a
single level plane.

Using Eq. (7), the torque required is given by

T ¼ @

@t
@L

@ _h

� �
� @L

@h

T ¼ 1
8
Mr2 €hl þ €hr

� �
þ 1

2
mr2€h

where,

€h ¼ a = acceleration of wheel

a ¼ xf � xi

t

where, xfl ¼ 62:8 rad/s, xfr ¼ 62:8 rad/s, t = 10 s

al ¼ xfl � xil

t

al = 6.28 rad/sec2

ar = 6.28 rad/sec2

T ¼ 1
8
Mr2 6:28þ 6:28ð Þþ 1

2
mr26:28

where,

M = 15 kg = 147.15 N
m = 1 kg = 9.81 N
r = 0.05 m
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T ¼ 1
8
147:15� ð0:05Þ2 6:28þ 6:28ð Þþ 1

2
9:81� ð0:05Þ26:28

So, the maximum required torque from 0 to maximum velocity required is:
T = 0.655 Nm

The maximum torque can be reached in the specifications of motor is 1 Nm.

F ¼ Cr mg

where,
Cr = 0.02
F = 0.02 � 15 � 9.81
F = 2.943
So,

v ¼ 0:05
2� 15

62:8þ 62:8ð Þ

v ¼ 0:209 m/s maximum velocityð Þ
P = 2.943 � 0.209
P = 0.616 W (power required).

5 Development of Mobile Robot

The making of robot mechanical and electrical is a complex task. The good soft-
ware cannot overcome lack robot design including mechanical design. Thus,
potentially weak points in robot design must be eliminated. Such weak points
include structural deformation, gear backlash, and poor bearing clearance, friction,
thermal effects, and poor connection of transducer. The chassis of the robot is
manually made; most of the structure is simplified. Mounting the motor on the
gearbox and wheel conducted with high accuracy of alignment due to misalignment
need extra torque to start up and turn the wheel.

The ratio of gear box 1:15 is chosen because of it could increase torque of the
robot, whereas the rubber wheel with diameter 30 mm is selected using the existing
component in market and it is assumed type and size are suitable. Figure 6 shows
the mechanism designs of motor gear box and wheel assembled into the base
chassis. This design has been used as a reference to build the actual mobile robot
frame.

The chassis is made from L-shaped aluminum for lightness but strength. Each
aluminum L-shaped is riveted together for rigidness. The design and actual mobile
robot is shown Fig. 7.
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The robot is an integrated mobile robot system with the proximity sensor and
other electronic devices. The body of mobile robot is supported by four wheels of
which the two front rubber wheels is driven by a stepper motor of 39 W.

6 Simulation Results

The user can enter the desired motion. The program will generate the coordinates as
shown in Table 1. Moreover, all dimensions of the robot modeling and environ-
ment in simulation are similar to the real one.

In Table 1 above, with th = 0.000 deg and y = 0.000 the robot moves in straight
line because there is no orientation. At the 11th step, theta begins to increase. This
means the robot is turning along a curvature.

The combination of the speed between motor 1 and motor 2 along a curvature
with different radius can be seen in Table 2.

In Table 2 above, the radius of turning curvature of a robot depend on the
different between the speeds of two motors. It can be seen in row number one
(motor1 = 100 rpm, motor2 = 300), the radius obtained is 0.268. Base on the graph
below, we can conclude that the incremental value of the radius is constant (Fig. 8).

Fig. 7 CAD model and actual mobile robot
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Table 1 The mobile robot
trajectory as x, y, and h

X
coordinate

y
coordinate

Orientation
(h)

Remark

0.000000 0.000000 0.000000 Goes
straight0.174533 0.000000 0.000000

0.349066 0.000000 0.000000

0.523599 0.000000 0.000000

0.698132 0.000000 0.000000

0.872665 0.000000 0.000000

1.047198 0.000000 0.000000

1.221730 0.000000 0.000000

1.396263 0.000000 0.000000

1.570796 0.000000 0.000000

1.570796 0.000000c 0.000000

1.745329 0.000000 22.304833 Turning
curve1.906803 0.066241 44.609665

2.031055 0.188811 66.914498

2.099490 0.349367 89.219331

2.101868 0.523884 111.524164

2.037833 0.686246 133.828996

1.916967 0.812155 156.133829

1.757358 0.882772 178.438662

1.582890 0.887527 200.743494

1.419671 0.825710 223.048327

Table 2 The radius for curve
turning of the robot

No Motor 1 (rpm) Motor 2 (rpm) Radius (m)

1 100 300 0.268

2 150 300 0.4025

3 200 300 0.672

4 100 400 0.222

5 200 400 0.402

6 300 400 0.941

7 100 500 0.199

8 200 500 0.312

9 300 500 0.536

10 400 500 1.210
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7 Experiment Results

The desired path is simulated by using MATLAB and the output is shown in the
graph with (x, y) coordinates. This graph shows the path of the mobile robot with
respect to time. The next position and orientation of the mobile robot is always
based on the previous position and may be formulated as vectors in mathematical
terms. Finally, the simulation will generate the codes for the mobile robot’s
program.

The simulation results as MINT programming codes will be used for running the
actual mobile robot movement (data positioning trajectory of the real robot will be
captured by using a digital video camera, thus, the trajectory will be a coordinate for
x and y position in 2 dimensional).

In case of a two driven wheeled mobile robot, the auxiliary wheels do not affect
the absolute position. The auxiliary wheel is not critical to the position estimation
and, hence, it is not considered in this thesis. Subsequently, for this reason, we
assume that the simplified mobile robot consists of only two wheels with the axis
connecting these wheels.

0
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Fig. 8 The incremental value of radius

Camera 

Mobile robot 

Fig. 9 Test setup
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7.1 Comparison Graphs

The mobile robot was run with the codes that are generated by simulation. A test
area where the floor is leveled and gridded for easier position measurement was
close. Figure 9 shows the test setup. In the experiment the actual robot moving a
straight line and a curvature which is recorded by a video camera.

Several tests are done to the actual robot with the same speed and different speed
and they are compared to the path obtained from simulation as shown in Figs. 10,
11, 12 and 13.

7.2 Position and Curvature Errors

The error in each figure was determined and is recorded into Table 3 as the linear
error and the curvature error. Here, the error is the difference between the actual and
the desired coordinates (simulation path) in meter. The linear error refers to the
difference when the wheels are driving at the same speed. Whereas, the curvature
error refers to the difference when both wheels are at different speeds.

The table shows the coordinate of the linear error is smaller than the curvature
error. A few factors affect the motion of the robot such as friction on the wheel and
surface, power lost in transmission, skid and slip.

Fig. 10 The actual robot’s and simulation path for moving a linear and curvature with 0.268 m
radius
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However, based on the calculations and the strategies in the simulation, the path
is almost similar compared to the actual mobile robot path with errors is less than
0.978%.

Fig. 11 The actual robot’s and simulation path for moving a linear and curvature with 0.4025 m
radius

Fig. 12 The actual robot’s simulation path for moving curvature with 0.914 m and 0.672 m
radius
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Fig. 13 The actual robot’s simulation path for moving curvature with 0.402 m and 0.268 m
radius

Table 3 Errors for significant level of the deferential speed between the wheels (duration,
t ¼ 20 s, gear ratio = 1:15)

Test Left motor RPM
straight & curvature

Right motor RPM
straight & curvature

Linear error,
el/m
(x, y)

Linear error,
el/%
(x, y)

1 300 & 100 300 & 300 (0.0094, 0) (0.873, 0)

2 300 & 150 300 & 300 (0.0299, 0.0030) (0.922, 0)

3 300 & 200 300 & 300 (0.0657, 0.0058) (0.815, 0.662)

4 500 & 100 500 & 500 (0.0065, 0) (0.840, 0)

5 500 & 200 500 & 500 (0.0325, 0.0030) (0.871, 0.361)

6 500 & 300 (45°) 500 & 500 (0.0233, 0.0083) (0.872, 0.882)

7 500 & 300 (90°) 500 & 500 (0.0025, 0.0307) (0.452, 0.819)

8 200 & 300 400 & 100 – –

9 400 & 300 (90°) 300 & 200 – –

Test Left motor RPM
straight & curvature

Right motor RPM
straight & curvature

Curvature error,
ec/m
(x, y)

Curvature error,
ec/%
(x, y)

1 300 & 100 300 & 300 (0.0383, 0.0187) (0.969, 0.787)

2 300 & 150 300 & 300 (0.0729, 0.0365) (0.801, 0.801)

3 300 & 200 300 & 300 (0.0973, 0.0125) (0.933, 0.4716)

4 500 & 100 500 & 500 (0.0526, 0.0069) (0.97, 0.863)
(continued)
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8 Conclusion

Based on comparison between the linear and curvature movement, the curvature
error is bigger than the linear error. A few factors affecting the motion of the robot
such as friction on between wheels and surface, power lost in transmission, skid and
slip. however it was not considered in this research. Based on the calculations and
the strategies in the simulation, the path or trajectory is almost similar compared to
the actual mobile robot path.

Moreover, the program helps the user to start the programming and optimize it to
obtain the best trajectory and position of a mobile robot.
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Study of the Sound Absorption
Characteristics of Abaca and Coconut
Coir Fibers

T. Firsa, Muhammad Tadjuddin, M. Iqbal, and R. Syah Putra

Abstract Abaca and coconut coir fibers which are natural fibers able to be as
damping material effectively. Those fibers availability in Aceh are abundant and the
price are relatively cheaper compared to other types of dampers material. This
research aims to determine the level of sound absorption of abaca and coconut coir
fibers. Tests are carried out in the Reverberation Room, which refers to ISO—354:
2003 regarding standard measurements with reverberation space methods. The
temperature and humidity in the room without air conditioning respectively is 32.0
0 C and 89.6%. The calibration of the microphone is 113.7 dB at a frequency of
1 kHz with sensitivity—27.3 dB. The measurements were made using Real Time
Analyzer 140 with a filter band 1/3 octave, frequency range 125–6.3 kHz. Type of
sound used in the research was White Noise and Pink Noise. Based on the test
results show that the Abaca fiber test sample with a test sample area of 1.21 m2 has
a maximum absorption coefficient at low frequency (160–250 Hz) which is 0.93
(93%) at a frequency of 200 Hz and minimum at low frequencies (125–500 Hz)
which is 0.17 (17%) at 315 Hz. The coefficient values tend to be stable at inter-
mediate frequencies (1000–3150 Hz) ranging between 0.26 and 0.47 (26–47%).
While the coconut fiber test sample has a maximum absorption coefficient at high
frequencies (1600–6300 Hz) at 0.84 (84%) at 2000 Hz and a minimum at low
frequencies (125–500 Hz) at 0.12 (12%) at 250 Hz. The absorption coefficient
value of coconut coir tends to be stable at medium frequencies (800–1250 Hz)
ranging between 0.14 and 0.33. So the sound energy that occurs in coconut coir is
14–33% of the total energy that comes.
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1 Introduction

Sound absorbing material is able to absorb sound from a sound source. This sound
absorbing material is used to control the noise. Noise can cause psychological and
biological effects for people, such as decreased comfort, concentration, and can also
cause stress that effect to heart working system, circulatory system or respiratory
circulation. In addition, this can also interfere with verbal communication, it can
even lead to reduced ability of hearing or permanent damage to the sense of
hearing.

Sound is a wave that has general wave characteristics, namely when it meets a
surface it can be reflected, absorbed and also transmitted. Porous materials can
absorb sound energy more than other materials, because with the presence of pores,
sound waves can enter the material. Sound energy is absorbed by materials that are
converted into another form of energy, usually converted into heat energy. The ratio
between the sound energy absorbed by a material with the sound energy coming to
a surface of the material is called the absorption coefficient [1].

The way to reduce sound pollution/noise levels in a building is to use sound
absorbers or acoustic materials that absorb or reduce sound so that noise can be
reduced. The material is a special material whose function is to absorb at a certain
frequency. The material must be soft, porous and fibrous, it is believed to be able to
absorb sound energy that hits it. Based on the three characteristics of the abrasive
material, natural fibers were chosen, namely abaca banana fiber and coconut coir
fiber [2].

Abaca banana fiber are a natural fiber known in the world which is used as
material for clothing, paper or other uses. Abaca fiber has good ductility, is not
brittle and is not easily torn or broken. Abaca fiber also has a very good and shiny
texture that can reflect light. Abaca fiber is a natural source that can be renewed and
very easy to cultivate. Abaca fiber has buoyancy and resistance to damage in salt
water [3].

In paper [4] mentioned the Fiber Reinforced Polymer (FRP) composite made
from polyester resin matrix and abaca fiber.

Ordinary banana fiber, the fronds are very thin and soft so that the strength is
very low and easy to break. “The Abaca banana (klutuk in Java language) fiber has
better strength compare to ordinary banana fibre. This banana fiber is usually used
for weft yarn, while other fibers are used as a solution to strengthen the weave [5].

Coconut coir is a natural fiber. Long ago, this material was used in traditional
building construction, in clothing, and even frequently as a source of energy.
Coconut coir fiber is one of the most lignocellulosic fibers. It is not brittle, is
amenable to chemical modification, is non-toxic and biodegradable [6].

Sound absorbers or acoustic materials are special materials that are made and
function to absorb sound at certain frequencies. Sound absorbing materials can be
classified as follows: porous materials, such as fiber boards, soft stucco, and mineral
wools, which have the basic characteristics of a cellular network with intercon-
nected pores. Panel or membrane material is an efficient low frequency absorber,
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such as: wood panels, hardboard, gypsum boards. Cavity resonators, are sound
absorbers consisting of a number of enclosed air bounded by a solid wall and
connected by a narrow gap in the surrounding space, where the waves dock. Porous
materials are the most frequently used because porous materials are relatively
cheaper and lighter than other types of absorbers [7].

In general, absorbent materials are naturally resistive, fibrous, porous or in
special cases are active resonators. When sound waves hit the absorbent material,
the sound energy is partially absorbed and converted into heat. The sound will enter
the material through the pores. The sound will hit the particles in the material, then
the particles are reflected to other particles, and so on so that the sound is confined
in the material [8].

The purpose of this study was to determine the level of sound absorption and the
coefficient value of abaca banana fiber and coconut coir fiber on sound frequency.
To determine and compare the level of sound absorption and the coefficient value of
the abaca banana and coconut fiber material, it was carried out by using the drone
field approach in a drone room.

2 Sound

Sound wave propagation is caused by stretching of air particles moving outward
due to pressure drift. This is almost the same as the spreading of a water wave over
the surface of the pond from a point a rock is dropped on the pond. The air particles
that carry on the sound waves will not change their normal position.

The speed of propagation of sound waves at room temperature of 680 F (200C)
is about 1,130 ft/s (344 m/s). If a sound wave has a collision on a material, it is
likely that the sound wave will be deflected, absorbed, diffused, deflected, hummed,
and forwarded.

3 Sound Absorption

Sound absorption coefficient is the efficiency of sound absorption of a material at
frequency. The sound absorption coefficient of a surface is the sound energy
absorbed, or not reflected, by the surface. This unit is stated in the letter Geek a.
Value ranges from 0 to 1; for example at 500 Hz when an acoustic material absorbs
65% of the incoming sound energy and reflects 35% of it, then the sound absorption
coefficient of this material is 0.65. The sound absorption coefficient can change
depending on the angle of incidence of the sound wave at a material with a certain
frequency. The coefficient values are averaged over all incident angles at a certain
frequency (random arrival).

The sound absorption of a surface is measured in sabins, formerly known as
open-window units. One sabin represents a surface of 1 ft2 (or 1 m2) that has an
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absorption coefficient of a = 1.0. Surface absorption is obtained by multiplying the
surface area in ft2 (or m2), by the sound absorption coefficient.

It is standard practice to list the sound absorption coefficient values at the rep-
resentative of the standard frequencies covering the most important parts of the
audio range, namely at 125, 250, 500, 1000, 2000, 4000, and 8000 Hz or 128, 256,
512, 1024, 2048, 4096, and 8192 Hz [9].

4 Reverberation Room Method

This method used to determine the sound power level of a sound source is the drone
field method. This method is done in a room designed to have reflective walls with
a sound absorption coefficient less than 0.06. This space is called the Reverberation
Room. In a drone room, sound energy will be completely diffused into the room so
that the sound pressure level at all points in the room is ideally the same.
Determination of the sound power level using the drone room method is carried out
by measuring the reverberation time and sound pressure level in the drone room
[10].

The coefficient of measurement using this method is done in the Reverberation
Room. The drone room is a room that is designed to cover all walls, floors and
ceilings with a material that is very hard and almost non-porous so that all the sound
that comes can be fully reflected back, even reflected repeatedly. Thus, the votes
will travel in all directions with the same quantity and probability. With this con-
dition, the reverberation space is assumed to be a diffuse field.

For the value of a in the drone chamber, the data required is the reverberation
time of the empty drone (T1) and the time of reverberation in the drone chamber
with the test sample (T2).

There are three equations to calculate the reverberation time as follows:

1. Sabine Equation

T60 ¼ 55:3V
c
Pn

i¼1 siai
� � ð1Þ

2. Norris—Eyring Equation

T60 ¼ 55:3V
c
Pn

i¼1 si
� �

In I � �að Þ ð2Þ

Where,

�a ¼
Pn

i¼1 siaiPn
i¼1 si

ð3Þ
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3. Millington—Sette Equation

T60 ¼ � 55:3V
c
Pn

i¼1 siIn I � a1ð Þ� � ð4Þ

The equation used in this study is the Sabine equation. The absorption coefficient
of Sabine is calculated under conditions of long reverberation times, namely by
measuring the reverberation time in a drone chamber without a sample (T1) and
with a sample (T2). Suppose the surface area of the sample Sb with the absorption
coefficient a to be searched for. The calculation is done in the drone room with a
total wall area of ST which has an absorption coefficient of ao.

T1 ¼ 55:3V
cSTa0

ð5Þ

T2 ¼ 55:3V
c Sbaþ STSbð Þao½ � ð6Þ

From Eqs. (5) dan (6), the coeffisien a can be as follows:

a ¼ ao þ 55:3V
cSb

I
T2

� I
T1

� �
ð7Þ

5 Experiment Method

The experiment was carried out in several stages, starting from obtaining the ISO
standard information used for the test. The preparation of the experiment object
(sample) also needs to describe in this method. In additional to experiment sample it
is needed to detail set up the drone room due to it is affect to the test results. Finally,
in this method is described the experiment steps.

5.1 Testing Standards

This test is done using the international standard ISO—354: 2003 (Measurement of
Sound Absorption in a Reverberation Room), which is testing samples in the drone
room to obtain reverberation time (RT60) and then processed to obtain an
absorption coefficient (a). Measurements are made at various frequencies because
the reverberation time and absorption coefficient of a sample have different values
for each frequency. Other influencing factors are temperature, drone chamber
humidity, drone chamber volume, and surface area of the test sample.
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5.2 Preparation of Test Samples

The test sample of fibers are arranged in a mold and pressed, then the fibers that
have been pressed are sewn so that the fibers do not come off easily and can take the
form of natural panel fibers without any mixture. This sample has a length of 1 m, a
width of 1 m with fiber thickness is about 15.75 mm. The test sample shows at
Fig. 1.

5.3 Drone Room Set up

The drone room was setup includes measuring room temperature (32 °C) without
Air Conditioning, room humidity (89%). The room dimensions are: Length (5.6 m),
Width (3.9 m), High (3.3 m) and room volume (72.1 m3). Detail drone room set up
shows at Figs. 2, 3 and 4.

5.4 Experimental Steps

The experimental steps for determining the reverberation time (Reverberation Time
RT60) which refer to the ISO Standard—354: 2003 are as follows:

a. Determining the measurement point in the drone room.
b. Placing the microphone and speaker at the predetermined measurement point

position with a minimum distance of 1 m from the source and the wall of the
room as shown in Fig. 3.

c. Measuring the temperature and humidity of the hum using the Center 310 Series
Humidity Temperature Meter.

d. Calibrating the microphone using calibrator 1251 at SPL 113.7 dB, frequency
1000 Hz and sensitivity −27.3 dB.

Fig. 1 The test sample of
fibers
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e. Measuring Background Noise Level (has been done by Vipac Engineer and
Scientists Singapore).

f. Measuring the empty space drone time (without test sample) and record the
RT30 value for each frequency that appears on the Real Time Analyzer screen.
This test was carried out five times without changing the setup of the tools and
the position of the materials in the drone chamber.

g. Measuring the time of space reverberation with the test sample (Abaca Banana
Fiber) and record the RT30 value of each frequency that appears on the Real

Fig. 2 Sketch of time measurement point of drone (RT) with test sample

Fig. 3 Illustration of measurement kit

Study of the Sound Absorption Characteristics of Abaca … 525



Time Analyzer screen. This measurement is carried out five times without
changing the tool setup and the position of the materials in the drone chamber.

h. Calculating the average value of the RT30 free space and with the test sample,
then calculating the RT60 value and finally calculating the absorption coefficient
value of the test sample using the Sabine equation.

The detail dimension of equipment distance of experiment shows at Fig. 5.

Fig. 4 Drone room set up

Fig. 5 The dimension of equipment distance in drone room during experiment
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6 Results

Measurement of the absorption coefficient value on the entire surface of the drone
chamber material needs to be done before conducted the experiment using a test
sample (abaca fiber). According to ISO—354: 2003, acoustic materials must have
the lowest possible sound absorption coefficient and a maximum value of 0.06 in an
empty state. In this experiment, measurements have been carried out by Vipac
Engineers and Scientists Singapore, whose coefficient results are 0.04. From the
results of this measurement, it is also obtained the background noise level (BNL),
empty space reverberation time (T1) and space reverberation time with the test
sample (T2).

After determining the volume of the test room (V) is 72.1 m3, the speed of sound
propagation in the drone chamber (c) is 347.14 m/s, the surface area of the test
sample (Sb) is 1 m2, then the absorption coefficient (ao) of the abaca fiber material
have been calculated on certain frequency. The Norsonic 140 Real Time Analyzer
meter used can only calculate up to RT30, while to calculate the absorption coef-
ficient we need the value of RT60. To get RT60 values, RT30 only needs to be

Tabel 1 RT30 and RT60 measurement results of abaca and coconut fibres

Frekeunsi
(Hz)

RT30 RT60

TI empty
room (s)

T2
Abaca
fiber (s)

T2
coconut
fibre (s)

TI Empty
room (s)

T2 Abaca
Fiber (s)

T2
coconut
Fibre (s)

125 2.07 2.13 2.05 4.14 4.26 4.10

160 2.16 2.34 2.40 4.32 4.68 4.80

200 2.35 2.25 2.08 4.70 4.50 4.16

250 3.43 2.83 3.20 6.86 5.66 6.40

315 3.50 3.15 3.26 7.00 6.30 6.52

400 4.44 3.56 3.47 8.88 7.12 6.94

500 4.10 3.36 3.57 8.20 6.72 7.14

630 3.93 3.39 3.18 7.86 6.78 6.36

800 4.04 3.25 3.68 8.08 6.50 7.36

1000 3.72 3.14 3.80 7.44 6.28 7.60

1250 4.01 3.26 3.19 8.02 6.52 6.38

1600 4.08 3.15 3.48 8.16 6.30 6.96

2000 3.94 2.94 3.69 7.88 5.88 7.38

2500 3.56 2.71 3.49 7.12 5.42 6.98

3150 3.13 2.43 3.12 6.26 4.86 6.24

4000 2.58 2.20 2.67 5.16 4.40 5.34

5000 2.25 1.95 2.40 4.50 3.90 4.80

6300 2.13 1.86 2.12 4.26 3.72 4.24

Average 3.30 2.77 3.05 6.60 5.54 6.09
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considered that RT60 is 2 times RT30. The following is a table of RT30 mea-
surements and the results of RT60 calculations. The detail result shows at Table 1.

Based on Table 1 above, measurement of the sound absorption coefficient in the
drone room of Abaca and Coconut Fibers which results in reverberation time.

Figure 6 shows that in the empty space, the average RT60 value is 6.60 s and
with the abaca fiber test sample the RT60. There is a difference between the free
space and the one using the abaca fiber test sample. In a graphs, it can be seen that
some of the sound is absorbed in the drone chamber.

In Fig. 6, is also shows the average RT60 value is 6.60 s and with the abaca fiber
test sample the RT60 value drops to 5.54 s. the gaps is about 1,06 s. It means that
some of the sound energy absorption has occurred in the drone room by the fiber so
that accelerates the pulverization process of the sound pressure level by 60 dB.

In Fig. 7 can be seen the difference between the empty space RT60 with the
Abaca Banana Fiber test sample and the Coconut Coir Fiber test sample. In the
empty space the average RT60 value is 6.60 s and with the Abaca Abaca Banana
fiber test sample the RT60 value drops to 5.54 s, while with the RT60 coconut fiber
sample it drops to 6.09. This means that some of the sound energy has been
absorbed in the reverberation chamber by the abaca and coconut coir fibers, thereby
accelerating the pulverization process of the sound pressure level by 60 dB.

6.1 Absorption Coefficient

The method used to find the absorption coefficient value is the drone space method
where the objective is to get the RT60 value, namely the empty space (T1) with the
test sample (T2). The RT60 value is then entered into the Sabine equation:

Fig. 6 Abaca fiber reverberation time 60 dB (RT60)

528 T. Firsa et al.



a ¼ ao þ 55:3V
cSb

1
T2

� 1
T1

� �

From the calculation results using formula above, the absorption coefficient
value fluctuates at different frequencies, especially at low frequencies, below is the
table and graph of the absorption coefficient (a) obtained from the calculation
results. The detail absorption coefficient value (fluctuates) can be seen at Figs. 8
and 9.

From the graph above, it can be explained that the absorption coefficient of abaca
fiber from the Pink Noise sound source shows that the maximum absorption occurs

Fig. 7 Comparison between abaca and coconut fiber reverberation time 60 dB (RT60)

Fig. 8 Abaca fiber absorption coefficient value
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at low frequencies (160–250 Hz), namely 0.93 at 200 Hz and the minimum at low
frequencies (125–500 Hz) which is 0, 17 at 315 Hz. The graph tends to be stable at
intermediate frequencies (1000–3150 Hz), with absorption coefficient values
ranging between 0.26 and 0.47.

Meanwhile, the absorption coefficient of coconut coir shows below that the
maximum absorption occurs at high frequencies (1600–6300 Hz), namely 0.84 at
2000 Hz and the minimum at low frequencies (125–500 Hz) which is 0.12 at
250 Hz. The graph tends to be stable at medium frequencies (800–1250 Hz), with
absorption coefficient values ranging between 0.14 and 0.33.

7 Conclusion

Based on the test results data, data analysis and characteristic graphs, the following
conclusions can be drawn:

1. The absorption coefficient of abaca banana fiber and coconut coir fiber fluctuates
at different frequencies.

2. The maximum value at low frequencies (160–250 Hz) is at 0.93 at 200 Hz,
meaning that at this frequency 93% of the sound energy is absorbed by abaca
banana fibers, while the maximum value of coconut coir fibers at high fre-
quencies (1600–6300 Hz) namely at 0.84 at 2000 Hz, meaning that at this
frequency 84% of the sound energy is absorbed by the coir fiber.

3. The minimum value at low frequencies (125–500 Hz) is 0.17 at 315 Hz,
meaning that only 17% of the total sound energy is absorbed by the abaca
banana fiber at this frequency. Meanwhile, the minimum value of coconut coir
occurs at low frequencies (125–500 Hz), namely at 0.12 at 250 Hz, meaning
that only 12% of the total sound energy is absorbed by the coir fiber at this
frequency.

Fig. 9 Coconut fiber absorption coefficient value
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4. The absorption coefficient value of abaca banana fiber tends to be stable at
medium frequencies (1000–3150 Hz) ranging between 0.26 and 0.47. In other
words, in the frequency range, the absorption of sound energy that occurs is 26–
47% of the total incoming energy. Meanwhile, the absorption coefficient value
of coconut coir tends to be stable at medium frequency (800–1250 Hz) ranging
between 0.14 and 0.33. So the sound energy that occurs in coconut coir fibers is
14–33% of the total energy that comes.

5. The average absorption coefficient of abaca banana fiber for the frequency range
125–6.3 kHz is 0.38 or 38%. While the average absorption coefficient of
coconut coir for the frequency range 125–6.3 kHz is 0.30 or 30%.
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