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Foreword

A new era has dawned! Here is a book compiled by two mid-career scientists, Saif
Hameed and Zeeshan Fatima, on the unusual theme of Integrated Omics. The field
explored is authored by active working research scientists. The chapters provide
valuable information and progress at molecular level in several domains relating to
pathogenesis and malfunction caused by microorganisms.

Genomics, proteomics, peptidomics, metabolomics, lipidomics, translational
omics, and pathogen-omics are among the terms used and elaborated in their
chapters by the contributing authors; hence, the emergence of the “Novel” title of
the book.

Let me hope that this book finds “readers” beyond the mid-career, active, and
busy scientists, who no doubt would be the noteworthy component of science in
India and elsewhere in the world in the coming years.

G. P. Talwar
Docteures Sciences, DSc (hc), FAMS, FASc, FNASc,
FNA, FRCOG, FWAAS
Talwar Research Foundation, New Delhi, India

G. P. Talwar
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Foreword

I am extremely delighted to write this foreword for the book entitled “Integrated
Omics Approaches to Infectious Diseases” being compiled and edited by Dr. Saif
Hameed and Dr. Zeeshan Fatima.

This book attempts to present a wide view of the current status of integrative
omics approaches to collate recent developments in this field into a state-of-the-art
framework to understand human infection biology. This book has covered major
aspects related to the use of OMICs approaches to understand the structure–function
relationships between infectious agents and their hosts with a major focus on
pathobiology of different infectious diseases. Knowledge generated by the applica-
tion of different technologies and approaches described will be relevant to many
stakeholders in progressing towards the development of better diagnostics, newer
drugs and vaccines to better treat, control, and eliminate these diseases. Both the
editors and contributing authors are very distinguished experienced colleagues from
India and other countries with original contributions to their credit. This is reflected
by their insight in identification of needs, description of technologies, and
highlighting their application(s).

This book has quite informative sections on infection genomics: genomics
applications for human pathogens; infection transcriptomics: transcriptomics
applications for human pathogens; infection proteomics: proteomics applications
for human pathogens; infection metabolomics: metabolomics applications for

V. M. Katoch, MD, FNASc, FASc, FAMS, FNA
Rajasthan University of Health Sciences (RUHS),
Jaipur, India
JIPMER, Puducherry, India
AIIMS, Madurai, India
Department of Health Research, Government of India,
Jaipur, Rajasthan, India
Indian Council of Medical Research, Jaipur, Rajasthan,
India
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human pathogens, and translation omics: application of omics in translational
research. 28 chapters covered under these 5 broad sections deal with almost all
relevant technologies important for studying genetics, epigenetics, structural and
functional genomics as well as proteomic analysis of important pathogens as well as
their interactions with host. Though only a limited number of organisms have been
described, these should be considered as examples. However, in my opinion the
book will help all biologists interested in human medicine, veterinary medicine, and
even plant diseases. Application of these generic technologies and approaches will
help the readers to think of newer strategies/targets for developing easy to implement
cost-effective tools for diagnosis, effective therapeutics, and vaccines for various
infectious diseases.

I compliment the authors as well as editors for this excellent effort. I am
optimistic that this research-based reference book will be beneficial for biomedical
scientists/ teachers, researchers, and health care industries involved in various
aspects of infectious diseases. I am also sure that this book will be liked by students
belonging to diverse disciplines with interest on different aspects of contemporary
and emerging as well as reemerging infectious diseases.

V. M. Katoch
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Preface

Omics refers to “the biology propelled by technology”

Infectious diseases have posed resilient challenges to humans since ages, and it is
still more complicated by the emergence of antimicrobial resistance. Now, COVID-
19 pandemic made the world realize the ruthless devastating effects of human
pathogens on not only health but all facets of human life. Scientific community is
constantly encountering the challenges put forth by infectious pathogens and bur-
dened finding out the novel means to transgress their impact on society. To gain a
leap over these pathogens and to better understand their pathogenesis, development
of novel technologies is the need of the hour. “Omics” approaches are one of the
advanced technology-driven tools that have presented a potential alternative and
aided understanding at the molecular level.

Omics studies have revolutionized the various aspects of molecular biology by
facilitating high-throughput comprehensive appraisal of molecules in a biological
system. It comprises genomics—profiling of DNA, transcriptomics—profiling of
RNA, proteomics—profiling of proteins, and metabolomics—profiling of
metabolites. The holistic understanding of biological molecules requires the under-
standing and integration of the omics technology in the form of “multi-omics” and
“meta-omics” by extrapolating omics circumferences to the epigenome and
microbiome. From genomics to transcriptomics and proteomics now we are heading
toward metabolomics. The journey has started since the identification of single gene
product, but the power of omics has dissected the avenues for study of non-targeted
genes and gene products with their dynamics and influence on their surrounding
environment.

Integrated Omics Approaches to Infectious Diseases is a unique reference book
catering to “omics”-based technological advancements and current research in the
field of infectious diseases. This book covers omics studies on major microbes,
namely bacteria, fungi, protozoa, and virus causing infections in humans, on a single
platform and summarizes microbial pathogenesis, drug resistance, diagnostics,
vaccines, and novel therapeutic aspects of various microbial life-threatening
diseases. The book is divided into five clearly structured sections comprising

xi



genomics, transcriptomics, proteomics, metabolomics, and translational omics
which are the major branches of omics technology further extrapolated to “epi-,”
“multi-,” and “meta-” omics. The infection genomics sections deal with applications
of genomics, epigenomics, next-generation sequencing, and bioinformatics in viru-
lence, host–pathogen interactions, drug resistance, and diagnostics of bacterial and
viral pathogens. The infection transcriptomics section deals with the application of
transcriptomics approaches such as microarray, noncoding RNA profiling, RNA
sequencing, and miRNA in bacterial, fungal, and viral pathogens. The infection
proteomics section deals with proteomics applications in understanding the molecu-
lar mechanism of antibacterial drugs and identification of drug targets. Additionally,
one chapter on proteomics application to study post-translational mechanisms in
parasite is also included with special emphasis on phosphorylation and methylation
events. The infection metabolomics section describes the recent addition of another
omics branch, i.e., metabolomics to study disease biomarkers, host–pathogen inter-
action, and lipid droplets in protozoan and fungal pathogens. The final section of
translational omics describes the applications of omics technology in translational
research such as nanotechnology. The last chapter written by the editors themselves
describes various challenges and future prospects of omics technology to study
human pathogens.

Furthermore, each chapter layout has an introduction to the current state followed
by application of that technology and finishing with its future prospects. The book is
contributed by the eminent veterans and selected experts of international repute
working in diverse areas of omics technology. It is their cumulative efforts that
discuss cutting-edge omics research in their respective areas of infectious diseases
dealing with a comprehensive description of recent developments and depicting the
future leads. The research described in this book may further be extended to other
pathogens and chronic and metabolic disorders. The book chapters are presented in a
way accessible to the teachers, UG/PG students, research scholars, and healthcare
workers including pathologists and clinicians worldwide.

We are grateful for the blessings and constant motivation from Dr. Ashok
K. Chauhan, President RBEF, and Dr. Aseem K. Chauhan, Additional President
RBEF and Chancellor, Amity University Haryana (AUH) and Amity University
Rajasthan (AUR). Sincere thanks to Dr. P.B. Sharma, VC, AUH, Maj. Gen.
B.S. Suhag, DVC, AUH, Dr. Padmakali Banerjee, PVC, AUH, and Dr. Rajendra
Prasad, Dean Research, AUH, for their overall support to enhance our academic
rigor. We are grateful to our esteemed contributors for their worthy and timely
contributions during the tough times of global pandemic without which this compi-
lation would not have become a ready reference for the researchers in this field. We
take pride in thanking two living legends Padma Bhushan Prof. G. P. Talwar and
former Director-General, ICMR, and Secretary, Department of Health, Government
of India, Dr. V. M. Katoch for endorsing this book by giving their valuable
forewords. Patience and support from Dr. Bhavik Sawhney, Springer Nature, during
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the book preparation is deeply acknowledged. Last but not the least, we dedicate this
piece of work to our loving twin daughters (Aima Zainab and Aiza Maryam) whose
share of precious childhood time was used for our research endeavors.

Gurugram, Haryana, India Saif Hameed
Zeeshan Fatima
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Infection Genomics: Genomics Applications for
Human Pathogens



Geno-informatics for Prediction
of Virulence and Drug Resistance
in Bacterial Pathogens

1

Umay Kulsum, Praveen Kumar Singh, S. Rashmi Mudliar, and
Sarman Singh

Abstract

In recent years, there has been a rapid surge in the number of resistant strains of
bacterial pathogens, mainly due to misuse of antibiotics in our day-to-day envi-
ronment for treating common ailments. Hence new drug discovery is a priority.
The discoveries of new antimicrobials increasingly rely on genotypic data
resulting from whole genome sequencing. In recent years, there has been
advancement in the whole genome sequence facilities and a number of completed
genomes, but the wealth of information is not being fully utilized. Therefore,
there is a need of microbial informatics algorithms to exploit this genomic data
and provide an opportunity for the development of newer remedies. The com-
bined advent of both genomics and bioinformatics can help in the identification,
screening, and refinement of drug targets and predict drug resistance leading
towards fast and efficient antimicrobial therapeutics. Therefore, this chapter is
focused on the in silico approaches which can facilitate understanding,
identifying, and controlling the virulence and bacterial antibiotic resistance.
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1.1 Introduction

Antibiotic resistance is one of the major threats to global health estimating 70,000
deaths annually and is predicted to reach a toll of ten million by 2050 if not
intervened [1]. Despite the alarming situation, antibiotics are still important not
only to treat bacterial infections but also required in combination with most of
modern medicines. The rapid increase in antibiotic resistance in recent years has
left us with fewer antibiotics, yet the research community is unable to take complete
advantage of genome-scale tools. Phenotypic methods like culture-based antimicro-
bial susceptibility testing (AST) are still the primary method, which dominates the
epidemiology and effects of antibiotics. In vitro measurements are used to generate
antibiotic susceptibility data [2]. These comprise mainly of measuring minimum
inhibitory concentrations (MICs) of antibiotics using several-fold serial dilutions or
the diameter of inhibition zones around disks containing a standard amount of
antibiotics. Based on these techniques appropriate anti-infective therapy is selected.
Although these methods are widely used, they have some well-known disadvantages
such as shifting of interpretive standards, lack of valid methods for most organisms,
and limitations of the number of agents that can be tested [3]. Many studies have
been using PCR and microarrays for the detection of required specific genes
[4]. These techniques can be used for identifying virulent determinants as well
[5]. Identifying specific genes for a large number of isolates is not only laborious
and costly but also less informative as it can provide information related to that
particular gene only. Whole genome sequencing (WGS) has emerged as an alterna-
tive. Genotypic methods rely on the identification of antibiotic resistance genes and
mutations and can be considered more suitable for detecting resistance. WGS
technology has become a tool ideal for surveillance as it provides an affordable
evaluation of the entire genome of a bacterium within few days at comparatively low
costs [6]. The full complement of resistant determinants can be achieved by
characterizing a microbe using WGS [7]. It also includes resistant determinants of
compounds not phenotypically tested. In addition, WGS along with bioinformatics
analysis also assists in identifying and deciphering the virulence potential in clinical
isolates which can lead to the development of novel drugs, vaccines, and molecular
diagnostic tools for improving therapeutic management.

Bioinformatics is an interdisciplinary field of science employing a range of
computational techniques along with mathematics and statistics for biological data
interpretation involving sequence, structural alignment, and analysis of genomics,
transcriptomics, and proteomics dataset [8]. It has created an opportunity from high-
throughput data and computational techniques to get insights of bacterial drug
resistance. The available computational resources and the open-source software
have made the integration of multi-omics data to enhance knowledge of therapeutic
doses. Bioinformatics studies have provided an important system of modeling which
involves combining the molecular understanding of bacterial systems. Moreover,
databases and literature for producing molecular profiles and for gathering informa-
tion related to the epidemiological study of pathogens have essentially expanded.
Hence, the utilization of bioinformatics tools and methods in controlling microbial

4 U. Kulsum et al.



resistance, identification of pathogens, and recognizing markers for early diagnosis
and treatment is essential [9]. This chapter provides an overview of bacterial
virulence factors and antimicrobial resistance mechanism with the main focus on
the bioinformatics approaches for identifying virulence and antimicrobial resistance
which can help in screening and refinement of drug target candidates, thus
facilitating newer therapeutics and disease management.

1.2 Deciphering the Virulence Repertoire of a Bacterial Strain

Virulence is referred to as the ability of a pathogen to cause diseases depending on
various factors termed as “virulence factors.” Bacterial virulence factors are a certain
set of genes which help the bacteria to survive under selection pressures and adapt to
a new environment. These factors include secretory proteins (toxins, exoenzymes,
type I to VI secretion systems), biofilm-forming proteins, siderophores, as well as
polysaccharides [10]. Lipopolysaccharide (LPS), a component of the outer cell
membrane, is also a virulence factor in Gram-negative bacteria. The bacterial
pathogens use these factors as an equipment to establish infection by invading
cells and confronting host defense mechanisms. Bacterial virulence factors are
located on the pathogenicity islands and are most often acquired by horizontal
gene transfer (HGT) [11, 12]. Earlier virulence factors were identified using bio-
chemical approaches such as purifying the virulence factor genes and studying their
effect in vitro or in vivo. Another approach used was the screening of a panel of
genes playing a role in pathogenesis by mutagenesis or molecular cloning and
expression in non-pathogenic strains [13, 14]. Since the last two decades, the
discovery rate of virulence factors has increased dramatically with the help of
genomics along with transcriptomics and proteomics. The genomic methods for
identification of virulence factors involve homology search with known virulence
genes, comparing strains with various levels of virulence, or analyzing the horizon-
tally acquired genes [15, 16].

1.3 Antibiotic Resistance in Bacterial Pathogens

Antibiotic resistance in bacteria depends on the dose of exposure to antibiotics
[17]. For instance, even the most resistant bacteria can be killed or inhibited by a
high concentration of antibiotics, but a patient might not be able to tolerate the high
concentration. The concentration of antibiotics depends on the bacteria’s suscepti-
bility profile. There are two concepts for antibiotic resistance: first is acquired
resistance by the bacteria, and the other is in vitro activity of antibiotics against a
bacterial population. Acquired resistance is a result of the bacteria trying to adapt to
certain environmental conditions for its survival. The bacteria usually acquire
resistance either due to mutations in chromosomal genes or due to genetic
determinants of resistance acquired from external intrinsically resistant organisms
present in the environment (generally by HGT). Bacterial antibiotic resistance also
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depends on the adaptive mechanism such as structural modification of drug molecule
[18]. Another protective mechanism exhibited by bacteria is expelling the antibiotic
out of the bacterial cell through efflux pumps [19]. Some bacteria prevent the
antibiotic from reaching its target site by modifying the site such as resulting in
reduced affinity to the antibiotic molecule [18]. Another common mechanism of
bacterial resistance against antibiotics is the alteration in its target sites. This takes
place as a result of a series of mutations occurring continuously in the presence of the
antibiotic [20]. Circumvention of the susceptible metabolic pathway is another
mechanism adopted by microorganisms for their survival [18, 21]. This leads to an
overproduction of antibiotic targets resulting in resistance. Sometimes bacteria
evolve in such a manner that they form new targets with similar functions as the
original ones but are not susceptible to antibiotics [18]. This confuses the antibiotic
to bind to the new target. Figure 1.1 shows the common mechanism of bacterial
resistance against antibiotics. The treatment of antibiotic-resistant bacteria and the
interpretation of susceptibility patterns may vary depending on the clinical history
and the available treatment options [18].

Fig. 1.1 Common mechanism of bacterial resistance against antibiotics
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1.4 Bioinformatics Strategies for Identification of Antibiotic
Resistance Genes and Virulence Determinants

Bacterial resistance towards commonly used antibiotics raises serious health
concerns worldwide, and relentless efforts are being made by the research commu-
nity for its control. More recently, advancement in next generation sequencing
(NGS) has revolutionized medical microbiology and shifted the phenotypic-based
to genotypic-based identification and analysis of antimicrobial resistance. NGS can
use DNA or RNA (as cDNA) for sequencing depending on the type of information
required for downstream analysis. Sequencing of DNA can reveal the presence of
antimicrobial resistance genes, whereas RNA-sequencing can help in the detection
of gene expression, including the expression of antimicrobial resistance genes when
coupled with appropriate bioinformatics pipelines, thus making it ideal for
unraveling all possible genetic determinants of antimicrobial resistance in a single
microbial genome.

1.4.1 Whole Genome Sequencing for Identification of Antibiotic
Resistance Genes and Virulence Factors

Whole genome sequencing has enabled the rapid identification of resistance
mechanisms, particularly in the context of drug-resistant tuberculosis (DR-TB),
which is considered as a global health emergency [22, 23]. A combination of
multiple antibiotics is given for TB treatment to minimize the chance of treatment
failure due to the emergence of resistance in the course of treatment [24]. WGS has
recently highlighted the cross-resistance of bedaquiline and clofazimine due to
mutational upregulation of an efflux pump during the phase II trial [25]. WGS
interrogates the entire genome; thus, it has become an important tool for identifying
resistance during clinical trials and plays an important role in distinguishing exoge-
nous reinfection from relapse of the primary infection. This is not possible when
using traditional epidemiological tools which investigate only a little part of the
genome [26–28]. WGS will soon become the gold standard for clinical trials of
newer antibiotics against infectious diseases associated with recurrent disease
[29, 30]. A study by Safi et al. identified a novel resistance mechanism against
ethambutol as a result of the synonymous mutation in the gene Rv3792, which would
have been excluded in the analysis for identification of the genetic basis of resistance
[31]. In addition WGS also enables measuring the rate at which resistance emerges.
This role has been highlighted by Ford et al. showing the elevated rate of acquiring
rifampicin resistance in lineage 2 (Beijing) of MTBC (Mycobacterium tuberculosis
complex) in comparison to lineage 4 (Euro-American lineage) [32–34]. This
suggests that patients infected with lineage 2 isolates have a higher risk of develop-
ing multidrug resistance (resistance to isoniazid and rifampicin), thus highlighting
the importance of early and active case detection [34].

With recent improvements in sequencing technologies, whole genome sequenc-
ing (WGS) has become an essential tool for controlling antibiotic resistance with the
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identification of resistant determinants. WGS is involved in various applications like
the development of novel antibiotics and diagnostic tests. It also helps in elucidating
the factors responsible for the emergence and persistence of bacterial resistance
against antibiotics. The role of WGS as an important tool for controlling antibiotic
resistance has been highlighted in many recent studies. WGS provides a flood of raw
data, and harnessing this high-throughput information requires software to integrate
it with omics data to get a wider overview of systems-level information. The first
step after obtaining raw data from the sequencer involves the quality check which is
done using FastQC and Trimmomatic tool. After quality control the data can be
mapped to antimicrobial resistance databases as reads or assemblies of larger
contigs. Various bioinformatics software (Table 1.1) are available which can process
WGS raw reads or assembled contigs for characterization of resistance determinant

Table 1.1 List of software’s used for prediction of antibiotic resistance and virulence factors

Software’s Features of software Reference

TypeWriter Identifies antimicrobial resistance genes and SNPs from de
novo assembly

[36]

Virulence Searcher Predicts putative virulence factors from unannotated
bacterial genomes

[37]

VirulentPred Predicts bacterial virulent protein sequences using SVM
approach

[38]

Bacterial Toxin
Prediction Server
(BTXpred)

Predicts bacterial toxins and their functions from primary
amino acid sequences using SVM, HMM, and PSI-Blast

[39]

SPAAN Prediction of adhesins and adhesin-like proteins using
neural network

[40]

PhyResSE Delineates MTB antibiotic resistance and lineage from
WGS

[41]

Mykrobe Offline species identification and prediction of antibiotic
resistance in MTB from WGS

[42]

PointFinder Detection of chromosomal point mutations associated with
antimicrobial resistance from WGS by creating de Bruijn
graph of contigs

[43]

ResFinder Prediction of antibiotic resistance genes from both
assembled and sequenced reads generated

[44]

ARIBA Identifies antimicrobial resistance genes and SNPs from raw
reads

[45]

KmerResistance Identifies antimicrobial resistance genes and SNPs from raw
reads based on k-mer

[46]

SRST2 Identifies antimicrobial resistance genes and SNPs from raw
reads

[47]

GeneFinder Identifies antimicrobial resistance genes and SNPs from raw
reads

[36]

PARGT A software tool for antibiotic resistance prediction by SVM [48]

AMRFinder A software tool for antibiotic resistance prediction by HMM [49]

VAMPr A software tool for antibiotic resistance prediction by
machine learning approach

[50]

8 U. Kulsum et al.



genes [35]. However, there is a vital need for the choice of an appropriate data
analysis platform.

In the assembly-based method, the raw reads obtained from the sequencer are
initially assembled de novo using different assemblers such as SPAdes, MEGAHIT,
and Velvet followed by the prediction of protein-coding genes. Finally, the protein-
coding genes are screened against the publicly available antimicrobial databases.
When using assembly, the methods used for comparing input data with the AMR
database are based on BLAST and hidden Markov model (HMM) searches. The
specificity of results obtained depends on the criteria selected for gene length and
percentage of similarity. However, the assembly-based method requires more
computational expertise. Genome assembly is either reference-based or de novo.
Reference-based assembly uses an existing reference template, and SNP detection is
less accurate if the distance between isolate and reference is more. The de novo
approach produces more fragmented genome assemblies and may miss the identifi-
cation of antibiotic resistance genes if split across multiple contigs. It is also
challenging to identify multicopy genes associated with antibiotic resistance in a
de novo assembled genome. Sometimes a mutation in just one copy of the gene is
sufficient to cause antibiotic resistance, but the assembly algorithm involves consen-
sus of sequence; thus, significant genetic variants within repeats could be missed if
repeats are collapsed into a single copy. This problem can be overcome by using
long reads for assembly on increasing sequencing coverage, but that will increase the
cost. Some of the software which take assemble data as input are tabulated in
Table 1.1.

Read-based methods are also based on the alignment of raw reads to the AMR
database but using different tools such as Bowtie2, BWA, and KMA [35]. KMA has
been recently developed to map raw reads against redundant AMR database directly
[51]. KMA was developed specifically for accurate bacterial genome analysis as
BWA was being empirically used in microbiology but was originally developed for
large reference genomes such as human genomes [51]. It uses k-mer seeding and
Needleman-Wunsch algorithm for rapid and accurate alignment. The read-based
method has an advantage over the assembly-based method as it can identify AMR
genes present in low abundance which might be excluded from the analysis in case
of incomplete assemblies [35]. There might be a chance of false-positive detection
due to sequencing errors or DNA contamination in individual reads, but it can be
reduced by setting the minimum threshold for the number of reads required for a
positive outcome. Both the methods either read based or assembly based depend on
the alignment to a panel of known antibiotic resistance genes and their associated
mutations as curated in publicly available databases, thus, probably producing
accurate results with high confidence in clinical settings. Unlike traditional antimi-
crobial resistance testing, WGS does not require several days for additional infor-
mation but only approximately 24 h or less time to generate lot of data regarding
drug susceptibility. Therefore, this reduces the time to start effective antibacterial
therapy.
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1.4.2 Antibiotic Resistance Database and Virulence Factor
Database

Prediction of antibiotic resistance using WGS is an estimation of phenotypic antibi-
otic resistance as obtained from a culture-based antibiotic resistance test (gold
standard). The susceptible and resistant strains are classified according to CLSI or
EUCAST guidelines. [3] The accuracy of in silico AMR gene prediction depends on
the selection of an appropriate AMR database irrespective of any bioinformatics
approach used. Some AMR databases might consist of genes resistant to specific
antimicrobials and specific bacterial species. Multispecies databases include CARD
(comprehensive antibiotic resistance database) [52], ResFinder [44], PointFinder
[43], ARG-ANNOT [53], and ARDB [54]. In addition, there are specific databases
for M. tuberculosis such as TBDReaMDB [55] and MUBII-TB-DB [56]. The
inclusion criteria of different databases also differ. For example, CARD contains
entries published in scientific literature, whereas another database ResFinder does
not have a strict publication requirement but consists of genes from GenBank. Most
of the database includes only AMR genes, while very few of them include AMR
genes along with their associated mutations. The format of entries and their possi-
bility to download also vary in different databases. The user needs to decide which
database fits their purpose for accuracy and specificity. The available databases with
their features are listed in Table 1.2.

Identification of virulence genes in a genome utilizes a homology-based align-
ment to the virulence factors database. There are various databases having informa-
tion related to virulence factors of different bacterial species as tabulated in
Table 1.3.

Table 1.2 List of antibiotic resistance database

Database Features of database Reference

Antibiotic Resistance Genes
Online (ARGO)

Contains 555 β-lactamases and 115 vancomycin
resistance genes

[57]

Antibiotic Resistance
Database (ARDB)

Contains 23,137 resistance genes from 1737
bacterial species

[54]

Repository of Antibiotic
Resistance Cassettes (RAC)

Contains 389 resistance cassettes [58]

Comprehensive Antibiotic
Resistance Database (CARD)

Contains 4221 genes causing resistance to
different antibiotic classes such as β-lactams,
aminoglycosides, tetracyclines, rifampin,
macrolides, fluoroquinolones, and sulfonamides
and with antibiotic efflux

[52]

Antibiotic Resistance Gene
(ARG-ANNOT)

Contains 1689 genes causing resistance to
different antibiotic classes (β-lactams,
aminoglycosides, fosfomycin, fluoroquinolones,
glycopeptides, macrolide-lincosamide
streptogramin, phenicols, rifampin, sulfonamides,
tetracyclines, and trimethoprim)

[53]

10 U. Kulsum et al.



1.4.3 Machine Learning Tools to Predict Antibiotic Resistance
and Virulence Factors

With the increase in the availability of genomic datasets and AST phenotypes,
machine learning algorithms based on genotype data are known to be a promising
tool for the identification of antimicrobial resistance. Machine learning uses either
reference-based or reference-free algorithm to develop models correlating genotypic
and phenotypic variations. This is a type of supervised learning which involves an
input and a trained set based on the available information (expected outcome). The
computational tools involve support vector machine (SVM) and set covering
machine (SCM) for reference-based and reference-free algorithm, respectively
[68]. The common strategy involves the training of a classifier based on important
ab initio genetic features such as SNPs, indels, etc., or another strategy can be used
by training on the basis of known important features retrieved from existing litera-
ture and database. A combination of both these strategies can also be used to curate a
training set.

Machine learning tool was recently used in a study to predict antibiotic resistance
in 16,668 M. tuberculosis isolates that have undergone drug-susceptibility testing
(DST) for 14 antituberculous drugs [69]. Another study used artificial intelligence
and machine learning-based prediction of resistant and susceptible mutations in
Mycobacterium tuberculosis [70]. Moradigaravand et al. conducted a study on

Table 1.3 List of virulence factors database

Database Features of database Reference

Virulence Factor Database
(VFDB)

Contains 29,746 virulence factor-related genes as
well as anti-virulence genes of bacterial pathogens

[59]

Victors database Contains 5173 virulence factors from 193 different
human and animal pathogens

[60]

PathogenFinder Web-server that differentiates virulent from
non-virulent strains of bacterial pathogens using
both protein and genome sequences

[61]

Toxin and Toxin Target
Database (T3DB)

Comprehensive database of toxins and their targets
containing 2900 peptide toxins, 1300 toxin targets
and >33,000 toxin-target associations

[62]

Database of Bacterial
Exotoxins for Human
(DBETH)

A comprehensive database of human pathogenic
bacterial toxins containing 229 toxins from
26 bacterial genus

[63]

VirmugenDB Database of virulent genes used for the
development of live attenuated vaccines

[64]

Pathogen-Host Interaction
database (PHI-base)

Contains information on genes proven to affect the
outcome of pathogen-host interactions

[65]

Pathosystems Resource
Integration Center
(PATRIC)

An online resource that stores and integrates
genomic, proteomic, and transcriptomic data as
well as protein-protein interactions

[66]

MvirDB Contains information related to toxins, virulence
factors, and antibiotic resistance genes

[67]
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1936 E.coli strains including existing and novel whole genome sequences
highlighting the fact that machine learning approaches allow AMR gene prediction
without prior knowledge of the mechanisms [71]. These approaches demonstrate
that machine learning can robustly predict drug resistance with associated mutations
and can be integrated in diagnostic tools. Machine learning has also found its role in
predicting virulence factors in a bacterial genome. Several studies have been
reported to use machine learning as a tool for virulence factor determination. A
study on 115 clinical P. aeruginosa isolates (genotypically and phenotypically
diverse) identified virulence determinants using genomic information applying a
machine learning algorithm [72].

1.4.4 Identification of Pathogenicity Islands

Pathogenicity islands (PAIs) are genomic fragments that contain virulence genes and
are horizontally transferred from other bacteria [73–75]. Detection of PAIs in a
bacterial genome not only enables the identification of all virulence genes but also
those that are not expressed by the bacterium. Several databases are presently
available for the prediction of putative PAIs. The list of databases is tabulated in
Table 1.4. These databases can be very useful for beginners, medical scientists, and
microbiologists who are not familiar with computer languages. The other approaches
involve the execution of computational commands under Linux systems. These
approaches are either comparative genomics-based or sequence composition-based.

A comparative genome-based approach compares the genomes of closely related
species which are assumed to have similar signatures. If a species has some special
signatures which are not present in the closely related species, then those signatures
are considered to be of foreign origin as a result of HGT. This approach involves
three steps: (1) collecting all genome sequences from closely related species for a
query genome; (2) aligning these genome sequences together; and (3) considering
those gene segments present in the query genome but not present in others to be
islands. This approach is advantageous in identifying the difference in signatures of
closely related species but will be a problem for those species for which closely

Table 1.4 List of pathogenicity islands database

Database Features of database Reference

Pathogenicity island
database (PAIDB)

Contains 223 types of PAIs predicted from 2673
prokaryotic genomes

[76]

The horizontal gene
transfer database
(HGT-DB)

Consists of 479 genomes with G+C content, codon
and amino-acid usage information, as well as gene
deviation in these parameters for prokaryotic
complete genome

[77]

IslandViewer database A database containing 18,919 virulence genes from
1277 bacterial pathogen genomes

[78]

PredictBias database Contains virulence factors from 213 protein families [79]

Islander database Contains 3927 islands in 1302 genomes [80]
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related genomes are not available. Another disadvantage of this approach is a manual
interpretation for adjustment and selection in most of the computational tools,
leading to incompatible selection criteria due to unawareness of different genome
structures [81].

Sequence composition-based approach compares genomic region within the
same genome to identify special signatures such as G+C content, dinucleotide
frequencies, codon usage, mobility genes, tRNA genes, and flanking direct repeats.
The genomic regions within a genome share the same genomic signature; hence, if a
part of genomic sequence detects different gene signatures, it is most probable that
a particular region is horizontally transferred from foreign sources. This approach
has an advantage over the comparative genomics approach, as it relies on the query
genome and not genomes from closely related species, thus making it possible to
predict genomic islands of all genomic sequences.

1.5 Limitations of In Silico Prediction of Virulence Factors
and Antibiotic Resistance

In silico prediction of virulence factors and antibiotic resistance genes is a valuable
strategy but has some drawbacks. The virulence factors might be present in
non-pathogenic strains as well. Virulence might also depend on the expression
level of virulence factors, and the mere presence of these factors might not confer
virulence. This fact has been highlighted in a study showing 68.8% of 1988
virulence genes were present in both pathogens and non-pathogens [82]. It was
observed in a study that Pseudomonas aeruginosa virulence varied in different hosts
[83]. In Neisseria meningitidis, single-sequence repeat tracts and site-specific
recombinations control virulence factors like capsular type, LPS structure, pilin
diversity, and outer membrane protein expression [84]. WGS plays a very important
role in predicting bacterial antibiotic resistance but has some limitations such as in
the case of incomplete genomes, some of the integrons or transposons that play a role
in antibiotic resistance might be present in the contig gaps and thus missed. WGS
will not be able to predict the actual resistance determinant as resistance depends on
several mechanisms. Specificity and sensitivity errors in genome prediction of
antimicrobial phenotypes will lead to different consequences of treatment. The
most concerning is false-negatives as it results in the inapt treatment of a resistant
infection, thus increasing morbidity and fatality. Hence, reducing false-negatives at
the cost of increasing false-positives is preferred. However, false-positives might
give rise to last-line antibiotic resistance due to inappropriate use of antibiotics. To
improve the accuracy of tools predicting WGS antimicrobial susceptibility, a large
and diverse training dataset is required.

These limitations demonstrate that advancement in microbial informatics, partic-
ularly the development of more databases, using a combination of predictions by
different tools, new bioinformatics algorithms, and protocols must be encouraged for
specific, efficient, and accurate predictions keeping in mind the limitations encoun-
tered during analysis. Although there has been advancement in science with the
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integration of bioinformatics, certain molecular characteristics such as virulence
cannot be accurately predicted using in silico tools and need to be further validated
in vitro.

1.6 Concluding Remarks

Antibiotics are increasingly being used for the treatment of bacterial infection giving
rise to various resistant strains, thus threatening the efficacy of many antibiotics.
Bacterial resistance can be prevented by a molecular understanding of the existence
and activities of a bacterial pathogen. Recently bioinformatics has emerged as a vital
tool for drug discovery, genomics, proteomics, and transcriptomics analysis to
control bacterial infections as well as respond to epidemic outbreaks. The appropri-
ate knowledge of the resistance mechanism combined with the bioinformatics
approach can aid in predicting antimicrobial resistance and can successfully
help improved therapeutic outcome.
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Abstract

Despite a reasonable reduction in tuberculosis incidence and mortality in the last
few years, the disease remains to be the major global public health challenge. The
advent and transmission of drug-resistant tuberculosis (DR-TB) and delayed
diagnosis and treatment have further worsened the control efforts against tuber-
culosis. The current culture- and PCR-based diagnostic methods are not suffi-
ciently rapid and accurate enough to efficiently manage the patient load. While
next generation molecular diagnostic assays such as the Xpert MTB/RIF and line
probe assays (MTBDRplus and MTBDRsl) can only detect resistance-conferring
mutations in specific target regions and miss novel emerging loci associated with
resistance. Recent advancements in next generation sequencing (NGS) platforms
and development of cost-efficient workflows have equipped the field with diag-
nostic tools that not only can detect existing mutations associated with drug
resistance but can also identify newer coordinates of drug resistance. In a very
short time frame, NGS provides whole genome sequence at a fairly low cost, that
too without the need of culture (i.e., directly from the clinical specimen). NGS
holds enormous potential as a tool for guiding personalized treatment through
precision medicine as well as epidemiological monitoring of tuberculosis. In
order to augment the accuracy and shorten the time taken to the accurate diagno-
sis of tuberculosis, NGS can become an unprecedented technology for diagnosis
as well as epidemiological investigations of tuberculosis. In the present chapter,
we will be discussing the available platforms, workflows, and tools based on NGS
technology for the diagnosis and monitoring of tuberculosis.
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2.1 Introduction

The complete genome of MTB was deciphered and made available to the academic
community in 1998 by Stewart Cole and colleagues at Institut Pasteur of Paris
[1]. While decoding the genetic map of mono-chromosomal MTB genome, it was
felt that mankind will soon mark a trump over this one of the most devastating and
enigmatic pathogens in human history. However, the four-lettered genetic map
encased in each MTB cell told us an otherwise strange tale of complex, reductive
evolution of MTB for the last around 70,000 years [2, 3], making it best fit for
survival in its favored host that’s us, the humans.

At the time of annotation of the MTB genome, bacterial artificial chromosome
(BAC) or cosmid/plasmid library-based shotgun sequencing approach was the
method of choice and thus employed for the purpose. The shotgun sequencing
method relies on Frederick Sanger and co-workers invented chain termination
chemistry [4] that involves cloning of small (or large) DNA inserts in a suitable
vector and creating a contiguous map of overlapping stretches to deduce and
assemble the entire genome. However, it is a time- and labor-intensive effort that
demands a great deal of infrastructural competencies and yet works at an unsatisfac-
torily slow pace.

With time, the need for improved sequencing methods was realized for rapid
bacterial genomics applications. The pressing need for the search of the fast and
efficient alternative to the chain termination-based sequencing methods was led to
the development of next generation sequencing (NGS) technology for whole
genome sequencing (WGS) applications by around 2005 with the introduction of
the first commercial NGS machine, the GS20 (454 Life Sciences) [5]. GS20 enabled
massively parallel sequencing of genome using a pyrosequencing approach, which
involves sequencing of the solid-support (bead) immobilized DNA in an emulsion
PCR. As the name suggests, NGS was supposed to overcome the limitations posed
by the earlier methods that largely depend on the cloning of the genome required to
be decoded. With the advent of the NGS platforms, the need for the cloning and
maintenance of the target DNA has been alleviated. This leap in technology has
endowed the field with unprecedented throughput (data output) capabilities and
revolutionary reduction in the turnaround time (TAT) from several days to few
hours and even real-time result availability in some of the most advanced
instruments (Oxford Nanopore Technologies).

WGS technologies have been divided into three distinct developmental
subcategories. (1) The first generation capillary electrophoresis (CE)-based
sequencers that relied on Sanger’s chain termination chemistry, for example,
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3130xL (ABI/Life Technologies) and GeXP (Beckman Coulter). These CE-based
sequencers were quite efficient with longer read length capabilities (up to 1000 bp)
and reported to be minimally erroneous (error rate <0.1%). However, they were
out-fashioned soon mainly because of their low-throughput power and relatively
high cost. The shortcomings of first generation sequencers led to the development of
(2), the second generation machines including 454 Genome Sequencer (GS) FLX, an
improved version of GS20 (Roche1), and HiSeq 2000/MiSeq (Illumina) that works
on sequencing by synthesis technology or SOLiD (ABI) which works on the
principle of sequencing by ligation. Second generation sequencer includes both
bridge PCR-based platforms, for example, MiSeq and HiSeq 2500 (Illumina), and
emulsion PCR-based semiconductor-enabled platforms such as Ion Torrent-personal
genome machine (PGM) and ion proton (Thermo Scientific). The most recent
advancement in the NGS field has been the introduction of (3), the so-called third
generation platforms such as Sequel or RSII (Pacific Biosciences) and MinION or
PromethION (Oxford Nanopore), which work on single-molecule real-time (SMRT)
sequencing. The major technological advancement that third generation NGS
platforms bring to the fore is the alleviation of the need for reference genome for
assembly, as they generate longer reads (usually >1000 bp) and thus are capable of
de novo genome assembly.

NGS-based WGS technology has found major application in the detection and
surveillance of circulating drug-resistant (DR) isolates of dangerous pathogens. It
helps implement both individual- and community-centric control measures for
potential outbreaks caused by serious pathogens. WHO has identified NGS-based
WGS as a major tool for the surveillance and control of antimicrobial resistance
(AMR) priority pathogens, in addition to already prioritize pathogenic Mycobacte-
rium species, including MTB [6]. A consortium of researchers, European Committee
of Antimicrobial Susceptibility Testing (EUCAST), has already established an initial
proof of concept regarding the development and harmonization of a universally
agreed WGS-based antimicrobial susceptibility testing (AST) method for AMR
priority pathogens including Escherichia coli, Staphylococcus aureus, Streptococ-
cus pneumoniae, Salmonella spp., Klebsiella pneumoniae, Acinetobacter spp.,
Pseudomonas aeruginosa, Neisseria gonorrhoeae, Clostridium difficile, etc., apart
from MTB [7]. WGS can be implemented to monitor and to control nosocomial
outbreaks involving near identical (genetically) strains that usually are unachievable
using conventional methods [8].

In this chapter, we will be discussing the major advancements made possible due
to the advent of NGS-based WGS technology in diagnosis and monitoring of
susceptible and DR strains of MTB, vis-a-vis a brief discussion on available NGS
technologies, their potential utility, and frequent challenges faced with their impli-
cation in tuberculosis research.

1454 Life Sciences was acquired by Roche following the launch of GS20.
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2.2 Application of NGS in Tuberculosis Research

2.2.1 Clinical Significance of NGS in Rapid Diagnosis of MTB and Its
Drug Resistance Profiling

Although the genome of MTB was made available much before the introduction of
NGS-based WGS technologies, it has outshined the earlier genome sequencing
approaches by providing unparalleled depth, precision, and TAT while interrogating
the mycobacterial and other genomes. NGS has become a powerful tool for rapid
clinical diagnosis of drug-susceptible and drug-resistant TB, overcoming problems
associated with the conventional diagnosis of TB and time taking (6–8 weeks)
phenotypic drug susceptibility testing (DST) [9, 10].

2.2.1.1 Next Generation Diagnostics Applications
At the dawn of the twenty-first century, NGS has emerged as a revolutionary
technique in the TB diagnostics field and enabled quick screening of the wide
range of mutations in drug-resistant MTB strains. This has the potential to streamline
a standard framework for clinical reporting of complete drug resistance profile in TB
patients for successful treatment outcome. Based on NGS data, mutations conferring
drug resistance can be classified as high, moderate, and low, for a given drug, as per
their severity profile. WGS sequencing approach targets the complete genome of
MTB at one time and identifies a wide range of specific nucleotide sequence changes
to detect both the known and novel mutations associated with drug resistance. The
genotypic resistance profile thus generated (predicted) can further be validated
employing phenotypic DST for effective implementation into clinical settings [11].

2.2.1.2 Rapid DST Profile: Fast and Accurate Treatment Enabler
A recent study has documented the culture-free detection of MTB directly from
sputum sample using NGS-enabled WGS and also obtained a drug resistance profile
with an accuracy of 97.70% for the first-line drugs, when compared with conven-
tional DST [12]. Similarly, sequencing on the Ion Torrent platform using “Ion
AmpliSeq TB Research Panel” could rapidly identify novel variants and known
mutations in the multiple drug resistance-conferring genes—inhA, katG, rpoB, pncA,
rpsL, embB, eis, and gyrA [13]. NGS-based technology can also identify mixed
infection along with MDR cases which will allow clinicians to formulate the drug
regimen quickly for coinfection cases. Targeted genome sequencing for a selected
set of drug resistance genes specific for pathogens can be achieved using NGS and
can potentially be implemented in resource-limited settings for real-time monitoring
of TB. It was reported that targeted amplicon sequencing is highly concordant with
phenotypic DST, ranging from 94.6 to 98.8% for all the drugs [14].

2.2.1.3 Personalized Medicine Applications
Genetic variation of both the host and the pathogen should be taken into consider-
ation while selecting the right choice of treatment for TB to prevent hepatoxicity and
unwanted drug toxicity. Wang et al. [15] have discovered that the isoniazid is
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metabolized by N- acetyl transferase-2 (NAT-2) enzyme which catalyzes the acety-
lation step; the allele for NAT-2 enzyme is found to be highly polymorphic and thus
categorized into fast and slow acetylator phenotype. In fast acetylation phenotype,
the INH drug is easily metabolized and reaches the target site, whereas in the case of
slow acetylation phenotype, the drug is metabolized slower and gets accumulated
over the period to cause toxicity and drug resistance. Based on the INH-NAT2
model, NAT-2 genotype-guided isoniazid therapy has enormous potential in the
prevention and management of TB [16].

Thus, NGS-enabled rapid DST provides unbiased rapid detection and characteri-
zation of drug resistance variants directly in the clinical sample to guide fast and
accurate treatment. The individual resistance profile thus obtained opens the door for
personalized medicine against TB based on personalized genomic information. A
personalized medicine approach can be a game changer in curbing the tuberculosis
epidemic, as compared to current standard therapy for DR forms of TB.

2.2.2 High-Throughput Screening to Detect Antibiotic Resistance
and Novel Drug Targets of MTB

Over the time, WGS-based approaches have considerably advanced and aided in
studying the existing laboratory-derived and circulating strains belonging to differ-
ent lineages (lineage 1–7) among the diverse population that showed drug resistance
of varying degrees to MTB. WGS studies have provided a whole account of single-
nucleotide polymorphisms (SNPs) that are responsible for resistance to existing
drugs in current treatment regimen and can help predict the possible mechanism of
action of freshly discovered drugs [17] or the identification of the loci associated
with resistance against newly introduced drugs such as bedaquiline, against which
MTB is fast acquiring resistance.

2.2.2.1 Tracing Antibiotic Resistance Genes
There are many drug resistance databases of MTB based on WGS data. Various
software have been developed to decipher drug resistance profile and lineage of
bacteria from WGS raw data. Some of these tools are CASTB, KvarQ, Mykrobe
Predictor, PhyResSE, Resistance Sniffer, TGS-TB, and TB Profiler, among others
[18–23]. The input files for these tools are .fastq/.fq (single/paired-end files), .bam
(binary alignment file), and .vcf (variant call file) files for analysis. These tools
determine the level of resistance based on the earlier reported SNPs and their
resistance to the antibiotics based on phenotypic testing.

2.2.2.2 Non-synonymous SNPs and Their Contribution to Resistance
Synonymous/silent mutations present in the genome generally don’t alter the protein
functions; therefore, non-synonymous mutations/SNPs are the focus of analysis in
the WGS investigations [11]. Non-synonymous SNPs in drug interacting genes are
largely the chief driver of the acquisition of drug resistance. The profile of drug
resistance development shows the concerted evolution of resistance against multiple

2 Next Generation Sequencing: Opportunities and Challenges in Tuberculosis. . . 23



drugs in MTB. For example, development of isoniazid resistance in MTB is always
followed by sequential resistance development against rifampicin or ethambutol and
pyrazinamide and further progressed to the resistance to next generation drugs
[24]. The evolutionary trend of SNP acquisition also reflects the continuous micro-
evolution occurring at the molecular level which also dictates the long-term evolu-
tionary fitness of the mycobacteria. In addition to SNPs, insertion/deletion (InDel)
variants too affect large or small sequence changes in the mycobacterial genome
which can contribute to the development of resistance or virulence traits [7]. There-
fore, InDels also represent an important point of interrogation while analyzing drug
resistance coordinates in the bacterial genome and deserve considerable attention.

2.2.2.3 Virtual Screening of Novel Drug Targets
WGS analysis reveals potential drug targets against which candidate drug molecules
can be designed and tested to obtain the potential drug leads. Drug designing
approaches have been employed which involve the selection of the drug molecule
based on structure-based drug designing, ligand-based drug designing, and virtual
high-throughput screening of the ligands against the target protein/receptor [25]. The
potential drug molecule obtained after virtual screening can further be optimized and
validated using in silico tools, for example, by analyzing structure-activity relation-
ship (SAR) property to better understand the events occurring at the molecular level
and/or by assessing ADMET (absorption, distribution, metabolism, excretion, and
toxicity) properties of the candidate molecule [25]. Such virtual tools not only help
select the best candidates with higher sensitivity, specificity, activity, and pharma-
cokinetics but also reduce the time, efforts, and cost expected to be exhausted in wet
lab-based lead optimization and validation protocols. Furthermore, integrated
approaches of combining in silico (virtual screening) and in vitro tools have the
potential to accelerate the research and development of novel drugs against sensitive
as well as DR (M-X-T-DR) strains of MTB for improved therapeutic management of
tuberculosis.

2.2.3 Integrated NGS Approach to Better Understand
the Transmission Dynamics and Evolution of MTB

2.2.3.1 Profiling of Novel Insertions and Deletions (InDels)
In a recent NGS-based WGS study of MTB isolates from north India, it was possible
to detect more than 12,000 novel genetic variations comprising of 343 SNPs that
were previously unknown in 38 genes. Various insertions of 2–67 bp were identified
in the CDS region of the pknA gene, 5–34 bp in the fadD34 gene, 2–30 bp in the
oxidoreductase Rv0063 gene, 58 bp in genes associated with PE-PGRS proteins, and
16 bp in genes of PPE protein family, among others [26]. The SNPs aao-P240T,
adh-H64L, and cons-L155S associated with D-amino acid oxidase, alcohol dehy-
drogenase, and cobalamin synthase, respectively, were found to be in higher propor-
tion in DR isolates as compared to drug-sensitive isolates [26].
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MTB is fast acquiring resistance to bedaquiline [27]. Mutations in the ATP
synthase subunit C gene, atpE, are supposed to cause bedaquiline resistance
[28]. Target-based assays could detect mutations in ATP synthase genes in only
around 30% of the isolates. This pointed that there exist alternate mechanisms of
resistance to bedaquiline. NGS analysis showed that SNPs associated with Rv0678
conferred resistance to bedaquiline. Although MTBMmpR5 (Mycobacterium mem-
brane protein repressor 5) or Rv0678 protein does not interact with bedaquiline, it is
associated with tolerance to both clofazimine and bedaquiline due to cross-resistance
and also provides non-target-site-based resistance to bedaquiline. Mutations in
Rv0678 gene cause upregulation of efflux pump protein MmpR5. Non-atpE mutants
that are resistant to bedaquiline exhibit missense mutation (G281A) and single-
nucleotide insertions in the Rv0678 gene [29, 30]. In another recent study, WGS
analysis of more than 5000 MTB strains from around the globe showed that mutation
in the katG gene (p.Ser315Thr) evolved earlier than rpoB gene mutations and other
mutations conferring drug resistance across lineages, irrespective of geographic
location [31]. Nearly 95% of the rpoB gene-mediated resistance to rifampicin occurs
due to nucleotide deletions and insertions in the 81-bp hotspot region of RRDR (RIF
resistance-determining region). Within the rpoB gene, point mutations in codons
531, 526, or 516 lead to a high degree of resistance to rifampicin, while mutations in
codons 533, 522, 518, or 511 induce a low degree of resistance to rifampicin
[32]. Mutations in the katG gene (S315T) or the addition of arginine in the 81-bp
hotspot region of RRDR induces resistance to rifampicin.

2.2.3.2 Epigenomic Alterations
Epigenetic changes such as methylation and acetylation can determine the
transcriptome profile of MTB. Epigenetic changes can modulate the expression of
the gene by modifying interaction of transcription factors with DNA. Lineage-
specific methylation patterns occur in several MTB lineages. Methylation sites
may overlap with DNA sequences that bind to sigma factors, considered crucial
for MTB pathogenesis. Bisulfite sequencing involves the use of sodium bisulfite to
convert unmethylated cytosine into uracil and provides a high-resolution quantita-
tive estimation of genome methylation. NGS mapping of methylated fragments
provides an estimation of methylation at each CpG locus.

Studies using the single-molecule real-time (SMRT) sequencing method have
illustrated mechanisms of 5-methylcytosine and N6-methyladenine-mediated meth-
ylation in MTB genomes [33]. The motifs within DNA methyltransferases
(MTases), hsdM, mamA, and mamB modulate N6-methyladenine modification
[33]. A loss of mamAMTase activity in MTB causes suppression of gene expression
involved in survival during hypoxia [34].

2.2.3.3 Metagenomic Profiling
Metagenomic next-generation sequencing (mNGS) offers the advantage of requiring
fewer amounts of sample, unbiased detection, and shortened TAT. mNGS enables
the detection of pathogenic bacteria where patients do not respond to antitubercular
therapy. For slow-growing bacteria, mNGS is a viable option as it reduces the
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diagnosis time for confirmation of bacterial/fungal infection and hence speeds up the
process of initiation of antimicrobial therapy and thus improves treatment prognosis
[35]. mNGS is recommended in hospitals with limited detection tools for immuno-
compromised patients and those with complicated or severe infections. However,
mNGS must always be substantiated with clinical symptoms and epidemiology
database before final identification of pathogenic microbe.

A major disadvantage for the detection of TB using mNGS method is that
MTB-specific nucleic acids are seldom present in the extracellular milieu because
of it being an intracellular, obligate pathogen. Although mNGS can well distinguish
MTB and nontuberculous mycobacteria (NTM), however, detection of particular
species within the MTB complex can be affected when coverage is insufficient. In
such a scenario, targeted PCR should be carried out to identify the specific
MTB complex organism. The diagnostic sensitivity of mNGS is reduced in patients
undergoing TB treatment due to either contamination of MTB genome during library
preparation, poor-quality reads of high-complexity sequences, errors from database
entries containing human DNA reads, misannotated species, and sequencing
adaptors or arose due to introduction of contamination during sample collection
and processing stages [36, 37].

2.2.3.4 Microevolution
The MTB genome exhibits a high degree of heterogeneity and less stability within
the host. MTB can coevolve within the host to acquire resistance and develop into
distinct subpopulations. Trauner et al. [38] noticed high levels of genetic divergence
during microevolution and concluded that drug pressure and immune surveillance
within the host modulate the stability of SNPs. Distinguishing the mixed type of
infections and microevolution of strains that result due to clonal variation was a huge
challenge. MTB cells present within the lung lesions can microevolve through
acquisition of SNPs, which may explain spatiotemporal differences observed in
MIC values in the same patient [39]. The proportion of bacilli strains in each lesion
differs, and hence different variants of subpopulations may be detected in the
sputum. MTB strains evolve initially in the lungs and disseminate to extrapulmonary
organs where they evolve further. In this scenario, samples from different tissue
exhibit distinct subpopulations of MTB. A TB patient may get superinfected with a
phylogenetically similar strain, and the new evolved strain can be detected in the
sampling process.

NGS technology has provided the impetus to not only establish the mycobacterial
diversity in the mixed populations but also enables the clinicians to establish a
chronology of mutations leading to M/X-DR. Retrospective WGS analysis of
MTB infection in XDR-TB patients has successfully revealed the sequence of
acquisition of mutations that led to the development of XDR including resistance
to new drugs such as delamanid and bedaquiline [40]. NGS analysis of mutations
(for INH and RIF) due to selection pressure on drug resistance-conferring loci over a
period of 1 year demonstrated the sequential acquisition of MDR-TB [41].

An association between disease severity and genetic diversification of the patho-
gen is also reported. A majority of the loci that exhibit extreme variation are found in
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genes conferring drug resistance and cell wall lipid transporters, which allow the
pathogen to adapt within the host and aid in their dissemination. While monitoring
the transmission chain, the SNP distance between isolates must be considered. A
distance of less than 12 SNPs between any two strains indicates genetic linkage and
direct transmission [42]. The mutation rate per year reported in the loci conferring
drug resistance is seven SNPs per genome as compared to the rest of the genome
where it is 1.1 SNPs per genome. The mutation rates per year show variation, from
0.3 to 7.0 SNPs per genome per year, between different strains [42]. However, some
reports also suggest that some strains do not show any SNP difference even when
there is a high level of diversity within-host [43]. The relapse and reinfection can
also be distinguished by analyzing SNP distance. An SNP distance of less than
9 indicates relapse, while an SNP distance above 100 indicates reinfection
[44]. Variants in the pks5 and fadD gene families that regulate cell wall biosynthesis
evolve within the host and confer drug resistance or aid in fitness compensation
[45]. Mutations in pks5 lead to INH resistance and are associated with the triggering
of compensatory mechanisms. MDR strains of MTB acquire mutations in the
Rv3303c, Rv2071, and Rv0888 genes in patients while undergoing TB
treatment [46].

2.2.4 Epidemiological Surveillance to Combat Drug-Resistant
Tuberculosis

2.2.4.1 Variants Calling and the Relation Between Genotype-Phenotype
in Resistant Isolates

A clear understanding of the variant interpretation and correlation of genotype-
phenotype will open the door of personalized medicine for a successful treatment
outcome. Variant calling involves the identification of SNPs and small InDels from
NGS data. Targeted NGS can be implemented in low-middle-income countries
(LMICs) for drug resistance surveillance effectively [47]. It involves direct sequenc-
ing of drug resistance-associated known loci in the MTB genome from either clinical
specimen (sputum) or primary liquid culture (MGIT) without the need for WGS and
lengthy LJ culture [47, 48]. The obtained results can be aligned to some curated
databases such as Relational Sequencing TB (ReSeqTB) (https://platform.reseqtb.
org/), Sprint-TB (http://www.sprinttb.org/), and Pathgenseq (http://pathogenseq.
lshtm.ac.uk) for the variant calling of resistance-conferring bases. NGS technology
can detect multiple variants (previously uncharacterized) of drug resistance which
can further be characterized and validated through phenotypic DST. In contrast,
previously reported variants would be confirmed by variant call in an available
database like ReSeqTB, to get an advanced genotypic DST result within fast TAT,
enabling quick treatment decision, and the results can further be validated with
phenotypic DST [49].
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2.2.4.2 GWAS to Identify the Mutations in Drug-Resistance Associated
Genes

Originally developed for interrogating recombination enabled dimorphic genomes,
genome-wide association studies (GWAS) now have been repurposed to search for
additional signatures of resistance in the monomorphic MTB genome. One such
study involving next-gen WGS-based GWAS investigations on 123 MTB genomes
identified resistance hotspots with 100% confidence and signatures for convergent
evolution in 47 DR isolates [50]. The study revealed the genomic diversity based on
SNP (non-synonymous) profiling and also discovered new genetic determinants
associated with the drug resistance in MTB, particularly a novel mutation in the
ponA1 gene, conferring resistance to rifampicin [50]. GWAS convergence-based
approach also identified the lineage-specific evolution of drug resistance [51]. It was
further revealed that the shortest SNP difference between clinical isolates will be
epidemiologically linked to represent transmission cluster [52]. Clustering of SNPs
based on phylogenetic tree analysis of whole genome provides a better understand-
ing of transmission dynamics as well as inter and intra-patient variations during an
outbreak [42, 53, 54]. It also helps delineate whether the drug resistance originated in
a single cluster is either due to transmission or innate acquisition of a particular drug
resistance variant in a gene.

2.2.4.3 Genealogy of Recent Transmission Through Phylogenetic Tree
Analysis

Advancements in the field of NGS-based WGS has enabled the reconstruction of the
phylogenetic tree and dating the evolution of DR-TB to confirm the evolution and
transmission of new clones. A study from Argentina has undertaken a phylogenetic
analysis of WGS data from 252 isolates to track the origin and evolution of an
outbreak associated XDR strain of MTB and deduced the timeline spanning four
decades of circulation and evolution of the founder “M” strain, before the outbreak
[55]. Clearly, NGS-based WGS methods not only deliver insights guiding appropri-
ate clinical management of DR-TB but also provides an opportunity to track down
the chain of ongoing transmission in order to avert future outbreaks.

Recently discovered anti-TB drugs bedaquiline and delamanid are the last resort
option for treatment of MDR-TB and introduced in only some countries [56]. How-
ever, a resistance-associated mutation in bedaquiline and delamanid target genes has
been identified in Tibetan patients with TB using WGS [57]. These resistant strains
may fast disseminate in other regions, so it is crucial to follow the transmission of
such resistant strains in order to check and halt the ongoing transmission [58].

2.3 Challenges for Implementation of NGS in Clinics
and Mycobacterial Research Laboratories

NGS-based protocols and bioinformatics tools have been developed and being
further optimized so that the time for the detection and characterization of DR-TB
can be significantly reduced. The potential impact of NGS on disease diagnosis,
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clinical decision-making, and public health can be revolutionary in terms of pace as
well as volume. However, there are several shortfalls associated with the use of NGS
which hampers the diagnosis and control of DR-TB in high-burden areas. The lack
of specialized personnel to handle and analyze big datasets generated out of the NGS
exercise is the major bottleneck here. We are looking at the challenges for the
implementation of NGS for routine clinical use and also propose how these might
be overcome basically in resource-limited, high TB burden regions.

2.3.1 Challenges Associated with Sample Preparation and Scale-Up

2.3.1.1 DNA Extraction Methods and Quality Control Issues
Different NGS workflows/platforms have different requirements regarding the qual-
ity and quantity of extracted DNA which always needs to be pre-determined. Some
major issues such as degradation of primers due to repetitive freeze-thawing, inade-
quate amount of DNA template, and the inadequate removal of inhibitory impurities
including ethanol, salts, phenol, etc. could result in bad or insufficient sequencing
data [59]. Before proceeding with DNA extraction, one should refer to and decide
the method of library preparation or kit being used as the kits available commercially
generally demands minimum input DNA quantities for library preparation [59, 60].

2.3.1.2 The Culture Requirement for NGS of MTB and Other Associated
Issues

Many factors influence the need for culturing the MTB for NGS-based applications
that includes sequencing platform, library preparation method, desired coverage, or
depth required for post-sequencing analysis, among others. Extraction of genomic
DNA basically employs traditional methods of growing mycobacteria in the liquid
(7H9 broth-based MGIT) or solid medium (Lowenstein Jensen (LJ) slants). The
most important consideration while selecting the method for growing MTB is the
required quantity and quality of the DNA for downstream applications. For routine
WGS-based diagnostic purposes, DNA from the clinical specimen such as sputum
would mostly be enough to run NGS. However, to obtain deeper insights for novel
alterations in the genome, high-quality and quantity of DNA are a prime require-
ment. Solid media, such as LJ slants, ensure selective growth of MTB and provide
higher DNA yields for sequencing purposes. However, this method increases the
TAT for NGS.

Some recent studies have tried to address these challenges by refining existing
methods. Votintseva et al. have re-optimized established mycobacterial DNA isola-
tion methods to minimize contaminating DNA from early positive MGIT cultures. It
enabled the extraction of MTB DNA above critical limits (�0.2 ng/μl) for Nextera
XT (Illumina)-based library preparation and subsequent identification of MTB with
98% concordance to reference laboratory using Illumina MiSeq NGS platform
[61]. In another study, a genotypic DST profile was obtained from sputum MTB
samples within 5 days of receipt using SureSelect XT (Agilent)-based targeted DNA
enrichment strategy for 74% of samples tested. The method gave the power to obtain
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DST results well before 24 and 31 days before the availability of MGIT culture-
based WGS and phenotypic DST, respectively [48].

2.3.2 Available NGS Platforms: Selecting the Best for the Need

All the currently available commercial NGS platforms can be categorized majorly on
the basis of their sequence length read abilities, either short-read- (Illumina) or long-
read-enabled platforms (Oxford Nanopore); detection through amplification
(Illumina Platforms) or real-time single-molecule detection (Sequel, Pacific
Biosciences); or method of detection and the chemistry involved in the library
preparation. Brief information about some of the common NGS platforms is men-
tioned in the following subsection.

2.3.2.1 Illumina Sequencers
Illumina is the biggest market player in the NGS field as of now and offers a range of
low- to high-throughput capability platforms. Illumina-made sequencers are widely
used platforms for NGS-based WGS and other applications. There are several
instruments in the Illumina catalogue such as MiniSeq, MiSeq, HiSeq, NovaSeq,
and NextSeq, each of them has different sample throughput and genome coverage.
These instruments use a fluorescent-based detection system and also work on
sequencing by synthesis approach [62]. Among all the above instruments, MiniSeq
and MiSeq are most frequently used because they are economic as well as user-
friendly [42, 63, 64].

2.3.2.2 Ion Torrent Machines
This instrument is manufactured by Thermo Fisher Scientific. This platform also
employs sequencing by synthesis method, but the detection is based on semiconduc-
tor technology that measures the hydrogen ion concentration released during DNA
polymerization by using solid-state pH sensor [62, 65]. This platform uses emulsion
PCR chemistry for library preparation. The use of these complex techniques makes
this platform a little expensive. Instruments under the Ion Torrent platform are PGM,
S5, and Proton.

2.3.2.3 Pacific Biosciences (PacBio) Sequencers
The NGS platforms from Pacific Biosciences are significantly different from all the
above mentioned machines. Although it employs the same fluorescent-based detec-
tion method, the library preparation does not include any amplification step
[65, 66]. This platform works on the real-time SMRT technology (discussed in
Sect. 2.1) sequencing technology. Instruments under this platform are PacBio RSII
and Sequel. Sequel is the modified version of RSII having a high-throughput
capability.

30 F. Ahmad et al.



2.3.2.4 Oxford Nanopore Platforms
These platforms use biological nanopore technology for sequencing. It measures the
change in electric conductivity when slightly differing molecular weight nucleotides
(A, T, G, C) of DNA pass through a biological nanopore [62, 66]. The detector
records and identifies each of the four nucleotide bases on the basis of slight
alterations in conductivity and uses this information to deduce the sequence. This
platform is highly portable (even pocket-sized) and the simplest among all. The
available instruments under the Oxford Nanopore category are MinION, GridION,
and PromethION (Table 2.1).

2.3.3 Selection Criteria

In a routine public health laboratory, required NGS essentialities are easy-to-use
workflow, affordable setup, low per-sequence cost, intermediate throughput range,
short run time, and portable system. Considering these preconditions, MiSeq,
MiniSeq, PGM, and MinION are suitable options [67]. PGM instrument is some-
where similar to MiSeq, but the per-sample cost is higher. However, NextSeq,
NovaSeq, and HiSeq instruments provide high-throughput range and low
per-sample cost, but still are not suitable for endemic settings as they require
extended automation for library preparation [66, 67].

Table 2.1 A brief account on various NGS instruments available under all four above mentioned
platforms and their comparative characteristics

Platforms/
instruments

Sequencing run
time (approx.)

Instrument cost
(USD) [65]

Throughput
range (Gb) [67]

Read length
(bp) [65]

Illumina platforms

(a) MiniSeq 4–24 h [65] 50,000 1.7–7.5 2 � 150

(b) MiSeq 27 h [68] 100,000 0.3–1.5 2 � 300

(c) HiSeq 11 days [68] 650,000 10–1000 2 � 150

(d) NovaSeq 16–45 h [65] 250,000 2000–6000 2 � 150

(e) NextSeq 12–30 h [65] 850,000–950,000 10–120 2 � 150

Ion Torrent (Thermo Fisher)

(a) PGM 2 h [68] 80,000 0.08–2 400

(b) S5 ~19 h [65] 60,000 0.6–15 400

(c) Proton 4–24 h [65] 149,000 10–15 200

Pacific Biosciences

(a) PacBioRSII 2 h [68] 750,000 0.5–1 60,000

(b) Sequel ~20 h [65] 350,000 5–10 60,000

Oxford Nanopore

(a) MinION 30 min–48 h [65] 1000 10–20 100,000+

(b) GridION 2400 50–100 100,000+

(c) PromethION 25,000 480–960 100,000+
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2.3.4 Output Data Quality

The error rates of short-read platforms like Illumina are comparatively lower and
hence are beneficial for infectious disease applications such as tuberculosis diagnosis
and epidemiological investigations. Ion Torrent platforms possess higher error rates
because of their long-read property, and moreover, the data output of Ion Torrent is
also low as compared to Illumina. In GC-rich regions which are abundant in the
MTB genome, the error rate by MiSeq instrument is less as compared to Ion Torrent
and PacBio platforms [65–67].

2.3.5 Turnaround Time (TAT)

Most of the next generation sequencers are more or less similar in TAT that generally
doesn’t exceed more than a day. However, Oxford Nanopore Technologies-based
platforms are quite time-efficient as compared to all other rivals providing real-time
results and monitoring abilities. A comparative chart of various available NGS
modules and their respective run time is presented in Table 2.2.

2.3.6 Handling a Large Amount of NGS Data: Frequent Challenges

2.3.6.1 Difficulties in Analysis
NGS has been established as a promising approach to understand genome organiza-
tion, detection, and identification of SNPs responsible for drug resistance in MTB.
However, frequent challenges are faced while handling and preparing the samples
for sequencing and lack of standardized pipelines to analyze the raw data of
sequencing. In the case of MTB, the problem which arises during sample preparation
is due to its cell wall which is rigid, rich in lipids, and resistant to a number of lysis
buffers [69]. The disruption of the cell wall affects the quantity and quality of DNA.
There is one challenge which is related to the genome of MTB, i.e., the presence of
repetitive/disordered regions and hard-to-sequence regions with high GC content. It
can be overcome by increased genome-wide sequencing depth to sequence more
efficiently and accurately or do long-read sequencing instead of short-read sequenc-
ing [70] or maybe a combination of both, short-read- (Illumina) and long-read
(MinION, Oxford Nanopore)-enabled methods as reported recently with improved
coverage (99.7%) and minimum omission [71].

2.3.6.2 Archival Issues
The bioinformatics analysis of MTB WGS data poses different problems like the
adapters used while sequencing. The WGS data may remain in the raw form (.fastq
files) and the presence of contaminant sometimes compromises the quality of the
data and results. The developed pipelines need to be defined and optimized based on
the disease-causing pathogens that range from prokaryotes to eukaryotes, haploid to
diploid, and unicellular to multicellular organisms. As MTB is a prokaryote bacterial
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pathogen, there is a dire necessity to develop bioinformatics pipelines dedicated to it,
which can be implemented for the analysis and interpretation of NGS data. During
post-sequencing analysis, there comes a step of recalibration for the obtained
variants in the haplotype caller. Therefore, there is a need for the presence of a
standardized reference .vcf file that can be incorporated in any of the annotation
databases. The available online tools give the results about the resistance of the
sample; however, there are only few which describe the lineage of the strain. It is
difficult to work with large amount of data with online tools because of data
processing requirements. Therefore, there is an urge to develop standard offline
protocol which can be easy to understand and execute. WGS technique is generating
big data which keeps on increasing; therefore, it is a demand of time to analyze it in
order to understand the evolving mechanisms of drug resistance, evolution, and
transmission within the host or in the environment.

Table 2.2 A comparative account on various currently available NGS platforms and their major
advantages and limitations

Platform
Input DNA
amount Instrument Advantages Limitations

Illumina
platforms

50–1000 ng
[68]

MiniSeq Run time is short,
initial investment is
low [65]

Read length is small,
low-throughput
range [67]

MiSeq Long read length [67] Sequence run time is
long [65]

HiSeq High-throughput, read
accuracy [65]

Sequence run time is
long, initial cost is
high [67]

NovaSeq High-throughput, read
accuracy [65]

Sequence run time is
long, and initial cost
is high [65]

NextSeq High-throughput [67] Sequence run time is
long [67]

Ion Torrent
(Thermo
Fisher)

100–1000 ng
[68]

PGM Short run time, long
read length [65]

Low-throughput
range,
homopolymers [67]

S5 Long read length [65] Homopolymers [67]

Proton Short run time, long
read length [67]

Homopolymers [67]

Pacific
Biosciences

~1000 ng
[68]

PacBio RSII Short run time, long
read length [67]

Error rate and initial
cost are high [65]Sequel

Oxford
Nanopore

400–1000 ng
[68]

MinION Short run time,
portable, long read
length, low-cost
[65, 67]

Error rate is high
[65]

GridIOn Short run time, long
read length [65, 67]PromethION
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2.3.7 Evolving Knowledge on MTB Genome: Where We Are,
and Where Do We Need to Be?

WGS data help to record the changes occurring at the gene level that can be utilized
to understand the evolutionary aspect of slowly evolving MTB. The estimation of
the evolutionary rate of MTB has been assessed by molecular clock utilizing
phylodynamic models to characterize TB epidemics by determining the beginning
and an end of the outbreak, ascertaining the origin and spread of resistant strains,
correlating the population dynamics, and estimating the transmission dynamics over
the time and geographical regions [72]. Kühnert et al. [73] have carried out a
phylodynamic analysis to investigate and compare the epidemiological dynamics
of two MTB outbreaks. It was difficult to calculate the rate of evolution on outbreak
time scales [73]. The probability of the possession of resistance by normal rate of
mutation is 1 in 108 bacilli for rifampicin, to �1 in 106 bacilli for isoniazid,
streptomycin, and ethambutol [24]. The available MTBC genomic data has shown
five human-adapted lineages representing M. tuberculosis sensu stricto (L1–L4 and
L7), two other lineages that belong to M. africanum (L5–L6), and nine lineages
adapted to animals.M. canettii, which is restricted to the Horn of Africa, is related to
earlier evolved lineages. It is a well-known fact that MTBC strains show a difference
of ~2000 SNPs; M. canettii has 10- to 25-fold variations and is segregated by
~14,000 SNPs from the most recent common ancestor (MRCA) of MTB.
Ngabonziza et al. [74] reported lineage L8 sister clade by genome-based phyloge-
netic reconstruction to the known MTBC lineages. This lineage has diverged by the
loss of the cobF genome region that encodes for precorrin-6A synthase required for
the biosynthesis of cobalamin/vitamin B12 [74]. It is documented that the rate of
variation leading to drug resistance alters as per the lineage and strain. In vitro
analysis has shown the association of DR-TB with increased mutations in the case of
the Beijing strain family. Transmission dynamics of MTB has been studied by
molecular genotyping tools like occurrence/removal of spacer sequences
(spoligotyping), analysis of tandem repeat patterns (MIRU-VNTR), and currently
WGS data. Spoligotyping can estimate the events that occurred 200 years back and
MIRU-VNTR up to 30 years, and SNPs obtained from WGS can determine trans-
mission events of timeline up to 10 years (5SNP/allele cutoff) [52]. It shows that the
estimation of transmission dynamics depends on the number of nucleotide/
sequences/blocks analyzed in the study. Therefore, to understand the transmission
dynamics across different geographical time scale and regions, population, and
lineages, the methodology should comprise of at least two molecular genotyping
tools. MTB diversity directly evolved within-host was estimated byWGS, and it was
reported that rare variants present in the genome are not fixed which leads to
heterogeneity [75]. During transmission, the rare variants are sowed, and in the
latency period, these can get selected. To establish recent transmission links, it is
suggested that the minor alleles should be incorporated along with fixed SNPs. For
future directions, the molecular clock and transmission dynamics of MTB are not
well understood; therefore, there is a need to study the events which lead to the
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development of more robust resistant strains against the existing drugs and newly
developed drugs.

2.4 Conclusions

Harnessing the utility of NGS within the present diagnostic framework for both
drug-susceptible and drug-resistant TB requires a standardized workflow that is
widely available and congruous. In order to successfully explore the full potential
of the NGS-based WGS technique for surveillance and clinical management of
DR-TB, more intense efforts are needed to be invested. These efforts should aim
to fully unravel its economic benefits and potential shortcomings in both low and
high TB burden settings, as well as to build and add more authentications to the
growing list of potential solutions to implementation challenges in the area. The
potential adjustments should aim to upgrade existing capabilities in both laboratory
infrastructure and key expertise such as bioinformatics, databases, and software
development, which provide support and enable proper handling and translation of
the massive amounts of big data generated through NGS into clinical reality.
NGS-based WGS for MTB, especially direct from sputum, will play a pivotal role
in the near future to stop developing the epidemic of TB, as this remarkably shortens
the TAT to results and enables the provision of an effective treatment regimen to TB
patients who might be harboring DR strains.
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Abstract

The success of a pathogen within the host depends on various extrinsic factors
that work in a synergistic mechanism to promote pathogenesis. One such factor is
driven by the changes observed within the host genome, providing survival and
establishment of pathogens inside the host. Pathogens are also known for
establishing their intracellular niche within the host by mimicking the host
enzymes and immune system for survival. Understanding the strategies used by
pathogens to intervene in host genetic machinery for pathogenesis is important
for creating successful targets and personalized drugs to counterbalance their
effects. Accumulation of omics data and simultaneous development of bioinfor-
matics analysis tools have allowed researchers to understand the interplay
between prokaryotic and eukaryotic cells through the multi-omics approach.
This permits a better understanding of diseases associated with host-parasite
interactions and subsequent development of personalized medicines as
therapeutics.
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3.1 Introduction

Pathoepigenetics is an emerging field of microbiology which deals with the epige-
netic changes involved in host-pathogen interactions that are vital for the survival
and multiplication of pathogens to induce infection within the host. More than 1400
species of human pathogens including viruses, bacteria, protozoans, and helminths
have been observed. In order to thrive, they have been evolving along with humans,
evading the innate and adaptive immune responses, thereby conquering their host.
Understanding the molecular mechanisms involved in epigenetic changes triggered
by pathogens is important to demonstrate the signaling pathways affected during
infection. In order to beat the devastating infectious diseases, humans have been
coevolving with pathogens by altering their genome to co-adapt. The most signifi-
cant evolutionary machinery consists of a major histocompatibility complex (MHC),
which shows diversity within individuals and contains the memory of past
infections. Innate and adaptive immune systems collaborate to counterbalance the
effects of pathogens. In order to establish themselves, the infectious agents aim to
attack the host’s defense system. Several bacteria and viruses aim to alter the
epigenetic machinery of the host. They have been shown to initiate reprogramming
of the innate immune cells. The pathogenic effector molecules modulate histone and
protein deacetylation to promote regulatory T cell (Treg) [1]. Clostridium
perfringens and Streptococcus pneumoniae have been shown to secret toxins,
namely, perfringolysin and pneumolysin, respectively, which lead to phosphoryla-
tion of H3S10. Listeria monocytogenes have been shown to induce H3S10 phos-
phorylation and deacetylation of H3 and H4 histones, thereby altering the chromatin
for pathogenesis. Other bacteria have been shown to spread their virulence by
modulating HDAC1 family proteins which promote epigenetic tolerance against
these microbes [2–7]. The potential role of microbial infections in allergic diseases
and autoimmune diseases has also been linked to the modulation of epigenetic
factors through altering mucosal surfaces and counterbalancing the innate defense
system of the host [8]. Highlighting the potential virulence determinants that
epigenetically modulate the host genome will provide an understanding for the
development of therapeutics to evade the infection. The dynamic nature of
environment-driven epigenetic plasticity has enabled the host and pathogen to find
new strategies for the survival of the fittest.

3.1.1 The Epigenetic Code

While the human genome sequence has transformed our understanding of human
biology, it is not just the sequence of our DNA that matters, but how we use it and
how are things executed within a cellular machinery. Why are some genes activated
in certain cell types while others are silenced? Which factors work in synergy to
regulate these differentially expressed genes? What properties differentiate a nerve
cell from a smooth muscle cell? The key to this is epigenetics. Epigenetic changes
are heritable through cell divisions and reversible and hold the potential to be
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manipulated therapeutically. These modifications are sensitive to the environment.
Epigenetics is the study of factors associated with behavioral and environmentally
induced heritable changes within the gene expression that arise from chemical
modifications of DNA or histone proteins. These changes are known to alter the
phenotype of an organism without changing the genotype.

Molecular analysis shows that epigenetic changes comprise covalent
modifications like DNA and histone methylation, phosphorylation, ubiquitination,
SUMOylation, ADP ribosylation, citrullination, and acetylation [9, 10]. Eukaryotic
DNA is tightly wrapped around the histone proteins. Majorly studied eukaryotic
epigenetic mechanisms comprise methylation of cytosine residues in DNA and
histone modifications that regulate nucleosome stability. Posttranslational
modifications (PMTs) like histone methylation/demethylation and acetylation/
deacetylation result in changes associated with the switching on and off of genes.
These chromatin modifications are modulated by enzymes known as “writers,” like
certain kinases, histone acetyltransferases (HATs), and histone methyltransferases
(HMTs), and “erasers” like phosphatases, histone deacetylases (HDACs), and his-
tone demethylases (HDMs) [11] (Fig. 3.1). Bacteria, on the other hand, lacks

Fig. 3.1 Epigenetic modifications are illustrated here which lead to chromatin remodeling into
active or inactive states. (a) DNA is wrapped around nucleosomes which are made of histone
proteins which are prone to epigenetic alterations. Histone modifications include acetylation/
deacetylation by HAT and HDAC, histone methylation/demethylation by HMT, and HDM and
histone phosphorylation/dephosphorylation by kinases and phosphatases, respectively, and
ubiquitination by ubiquitin ligase which adds ubiquitin to histones and deubiquitination by
DUBs. (b) DNA methylation includes the addition of methyl groups by DNMTs which leads to
transcriptional repression or silencing. (c) Epigenetic modifications through RNA interference by
cleavage of ncRNAs into mRNAs and miRNAs. These miRNAs sit on the 30 end of UTRs of
mRNAs and thus prevent translation. Ac, acetyl; DUB, deubiquitinases; HDAC, histone
deacetylases; HAT, histone acetyltransferases; HMT, histone methyltransferases; HDM, histone
demethylases; DNMTs, DNA methyltransferases; M, methyl; miRNA, microRNA; mRNA, mes-
senger RNA; ncRNAs, noncoding RNAs; P, phosphate; Ub, ubiquitin
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histones; thus, the major epigenetic modifications include adenine and cytosine
methylation which regulates gene expression and consists of a restriction-
modification system which protects bacterial DNA from cleavage [12].

3.1.2 Epigenetic Reprogramming Driven by Extrinsic Factors

Once thought to be simply heritable, epigenetic changes are those extrinsic changes
which are now considered to modulate the intrinsic environment throughout the
organism’s lifespan during cellular differentiation. These extrinsic changes include
physical environmental stresses, lifestyle, nutritional factors, environmental toxins,
and pharmacological treatments an organism undergoes during its lifetime. The
prevailing environmental conditions can modulate the genetic expression of a trait
through epigenetic alterations providing plasticity to the organism for adapting to the
environment [13]. Thus, epigenetic changes ensure the induction of alternative
phenotypes without an actual change in the genotype of the organism. Understand-
ing the interactions between these environmental factors and their impact on the
epigenome can help us predict the healthy or disease-associated phenotypes of the
organism [14]. The environment-induced epigenetic changes are also dependent on
the titer of infection or bacterial load and the duration of infection [15]. For this, the
bacteria must establish itself in the microenvironment of the host by evading the host
defense mechanisms. The higher the bacterial load and duration of infection within
the host, the greater will be the epigenetic changes.

3.1.2.1 DNA Methylation
It is an epigenetic change marked by the addition of a methyl group to bases in the
DNA sequence. The most frequently studied methylation is of the C5 position on
cytosine bases using DNA methyltransferases (DNMTs) as writers [16, 17]. CpG
methylation is the most dominant form of methylation in eukaryotes which can
suppress transcription by blocking DNA binding by transcription factors, while in
bacteria, methylation of the adenine residues is the main epigenetic signal. Immu-
noprecipitation and bisulfite-based techniques can be used together with microarrays
or next-generation sequencing to decipher the genomic regions that are epigeneti-
cally modified. Recently, changes in DNA methylation induced by E. coli were
observed in porcine cells where DNA methylation was shown to be majorly affected
in immune response genes [18]. Helicobacter pylori infection can cause DNA
methylation in the human gastric mucosa within genes associated with gastric cancer
[19–21]. Within the uroepithelial cells, E. coli infection results in the upregulation of
DNMT expression which induces CpG methylation which enables pathogen persis-
tence within the host [22].

3.1.2.2 Histone Modification
Posttranslational histone remodeling can be achieved in different ways like histone
acetylation, methylation, phosphorylation, and ubiquitination. Acetylation is
catalyzed by histone acetyltransferase enzymes (HATs) which add an acetyl group
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to the positively charged lysine amino acids within the histone tails, thus masking the
positive charge. Transcriptionally permissive modifications include H3/H4 histone
acetylation at the ε-amino group of lysine residues [23]. In contrast, deacetylation of
histones is carried out by HDACs (histone deacetylase enzymes) and correlates with
CpG methylation and inactive state of chromatin, thereby repressing transcription.
HDACs are also regulated by phosphorylation, acetylation, and SUMOylation.
Histone methylation includes modifications like H3K9me and H3K27me which
can be related to chromatin repression [24], whereas H3K4me3, H3K36me3,
H3S10p, and H3K14ac modifications are related with chromatin activation [25]. Fur-
thermore, methylation can occur on ε-amino groups of arginine or lysine amino acids
catalyzed by histone methyltransferases, but without any change in the charge of
amino acids. This modification can be associated with both active and repressive
gene transcription [26]. RV1988, a methyltransferase secreted by M. tuberculosis,
methylates histone H3 at residue R42, promoting gene activation [27]. Mass spec-
trometry and genomics-based techniques such as ChIP-seq and ChIP-chip can be
applied to detect specific regions of the genome associated with histone
modifications. Bacterial histone acetylation/deacetylation and phosphorylation/
dephosphorylation are involved in the alteration of microbe-associated molecular
patterns and virulence factors involved in host-bacteria interactions. Histone meth-
ylation is the major histone modification targeted by bacteria [28]. SET domain
proteins from various bacteria, like Burkholderia thailandensis and Bacillus
anthracis, have been shown to cause histone methylation for transcriptional modifi-
cation in the host [29].

3.1.2.3 RNA-Based Silencing
Gene regulation can also be achieved by antisense transcripts, by noncoding RNAs,
or through RNA interference. RNA-based silencing alters the gene expression by
triggering histone modifications or DNA methylation resulting in heterochromatin
formation [25]. Within the nucleus, different long noncoding RNAs regulate the
epigenetic status of various protein-coding genes, modifying gene transcription by
recruiting chromatin remodeling complexes [30]. Long ncRNAs and sRNAs have
been reported to participate in various regulatory processes involving chromatin or
transcriptional regulation, nuclear architecture, and RNA processing [31–
33]. lncRNAs alter the epigenetic processes by remodeling chromatin structure,
while miRNAs are known to regulate DNMT expression in somatic cells and during
embryonic development [34]. IsrM, one of the sRNAs of Salmonella, has been
shown to promote bacterial invasion in hosts [35]. Recently, Gao et al. identified the
survival strategy of bacteria Edwardsiella tarda within the intestine of humans by
modulating sRNAs for establishment in hosts [36].
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3.1.3 The Epigenetic Bridge of Survival: How Pathogens Change
the Epigenetic Signals to Modulate Gene Transcription
and Translation

The epigenetics of host-pathogen interactions aims to understand the dynamic and
plastic nature of pathogenicity which directly links to the successful alteration of the
host environment for survival and transmission of pathogens. Pathogens conquer the
epigenetic signaling by altering the epigenetic modifications of genes associated
with virulence processes, which allows their colonization, replication, and dissemi-
nation within the host. Bacteria secrete effector molecules like nucleomodulins [28]
which enter the host nucleus and hijack the epigenetic machinery by manipulating
the epigenetic factors, sRNAs, ncRNAs, and mRNAs [37] (Fig. 3.2).

3.1.3.1 The Bacterial Epigenome
Bacteria also utilize epigenetic modifications for various cellular functions like DNA
replication, DNA repair, bacteriophage packaging, transposition, chromosomal seg-
regation, transcriptional regulation, and interestingly, alteration of host cellular
environment for pathogenicity. Adenine methylation is one of the extensively
studied epigenetic modifications in bacteria which is reported to be regulated by
DNA adenine methyltransferase (Dam) in E. coli and Gammaproteobacteria [38]
while cell cycle-regulated methyltransferase (CcrM) has been studied in
Alphaproteobacteria [39, 40]. DNA adenine methylation was found to be vital for
Salmonella species [41, 42]. Restriction-modification systems in bacteria are known
to have their own DNA methyltransferases which protect self-DNA from degrada-
tion after cleavage by restriction-modification enzymes [43]. Bacteria are shown to
undergo a tremendous amount of phase variation which involves random and
reversible switching of gene expression resulting in a wide variety of phenotypic
cell variants [44, 45] known as phasevarions [46]. These phasevarions exhibit a
heterogeneous mixed expression state with the gene either in the “active” or
“repressed” state. This equips bacteria for immune evasion by providing a better
resistance strategy for colonization inside the host environment and escaping
membrane-specific vaccines. Such bacteria are categorized under the human-adapted
pathogens, most commonly studied in E. coli,Haemophilus influenzae,Helicobacter
pylori, and Salmonella species [47, 48]. Such changes are mediated by
methyltransferases of the restriction-modification system and Dam. An outer mem-
brane protein antigen 43 (Ag43), encoded by the Agn43 gene in Escherichia coli, is
important for biofilms and infection. It is controlled by phase variation mediated by
two proteins, Dam and the oxidative stress regulator OxyR. The GATC sequences of
the promoter region of Agn43 gene overlap with the OxyR binding site. The binding
of OxyR to this regulatory region of Agn43 leads to transcription repression of
Agn43. However, Dam methylation of GATC sequences results in the transcrip-
tional activation of Agn43 by preventing OxyR binding [49]. Phase variation has
been known to cause immune evasion in a wide variety of bacteria like Streptococ-
cus pneumoniae, Clostridioides difficile, Vibrio, and Haemophilus [50–53].
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3.1.3.2 Pathogenic Plasticity
Bacterial genome plasticity contributes in shaping host-pathogen interactions for the
colonization, invasion, survival, multiplication, and transmission of bacteria within
the host. The challenges faced by pathogens within the diverse host environment
elicit adaptive changes and mutations which can be observed morphologically and
developmentally within the pathogens, thus rendering them protection from host
defenses and therapeutic interventions. In order to facilitate survival in the host,
bacteria acquired various strategies to terminate host cellular responses by altering
host signaling pathways [54], targeting chromatin regulation, and modulating epige-
netic marks. Bacteria encode certain effector molecules that modify host epigenetic
machinery [55]. Protist Plasmodium has adapted to the host environment by
exhibiting erythrocytic and hepatocytic stages which meet the pathogen’s develop-
mental requirements and enable it to survive longer within the host. These stages
encode for genetic diversity and plasticity within the clonal population of pathogens.
These patho-adaptive changes contribute to the fitness of pathogens. Similarly,
bacteria undergo selective pressures within the host which allow genetic changes
contributing to pathogenic plasticity. Within the same species, bacterial strains show
variations in symptomatic and long-lasting asymptomatic cycles of infection. Patho-
genic bacteria like E. coli, M. tuberculosis, and S. typhi can be asymptomatically
carried as a symbiont in hosts without showing any symptoms of infection
[56]. They escape detection by hiding inside the macrophages within
granulomas [57].

3.1.4 Host Signaling Pathways Altered for Pathogenicity

The effects of host-pathogen interaction revolve around alteration of host signaling
cascades which are important for bacterial colonization in the host niche. For
successful establishment, bacteria need to modify their defense system for evasion
from the host, weaken the host immune system, and alter the host cellular machinery
by mimicking host-like factors [54]. Certain bacteria have been shown to modify
chromatin factors resulting in altered transcriptional regulation. In order to weaken
the host defense system, bacteria aim to target the immune-specific signaling
pathways. This works by altering the state of chromatin resulting in the conversion
of euchromatin and heterochromatin or vice versa. Bacteria are involved in alteration
of host MAPK, PI3K, and NF-κB signaling cascades leading to downstream activa-
tion of kinases like AKT, IKK-α, and MSK which are involved in histone H3S10
phosphorylation and acetylation of H3K14 and H4K8 at the promoter regions of
pro-inflammatory genes like IL-8 due to transcriptional repression [58, 59]. This
results in the suppression of host inflammatory response against the invading
bacteria [60, 61]. Gram-negative bacteria like Shigella flexneri have been shown to
inhibit MAPK pathway and subsequent blocking of pro-inflammatory genes
[62, 63]. The production of metabolites by bacteria leads to inhibition of
chromatin-modifying enzymes in the host. One such metabolite, butyric acid, acts
as an inhibitor of HDACs [64]. Also, certain bacteria like Anaplasma
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phagocytophilum, Ehrlichia, and Coxiella have been shown to produce
Ank-containing proteins which bind to the host nuclear chromatin. The motifs of
bacterial Ank exhibit evolutionary homologies with eukaryotic counterparts. These
result in altering protein-protein interaction and transcriptional regulation in the host
imparting survival to the pathogen [65–67]. Differentially methylated CpGs in
E. coli-infected porcine cells are composed of pro-inflammatory molecules like
PAX5, AP4, IRF2, XBP1, and CREB with a significant reduction in DNA
methyltransferases (DNMTs) which control the epigenetic modifications of the
host [19].

3.2 Omics Technologies to Investigate Host-Pathogen
Interactions

Traditional methods for diagnosing bacterial infections are composed of sensitive
microbial cultures and isolation, followed by serological, immunological, and bio-
chemical detection [68]. However, due to differences between in vivo host
environments and in vitro cultures of bacteria, the host-pathogen interaction studies
were incomplete. Also, detection of genetic, epigenetic, and metabolic differences
initiated by pathogens was not possible through traditional culture and serological
diagnosis [69, 70]. Molecular detection methods included real-time polymerase
chain reaction, antimicrobial susceptibility testing, mass spectrometry (MS)-based
methods [71–73], and immunoassays which are still considered gold standard
methods for the identification of bacterial infections. However, due to insensitivity
in the detection of certain species and strains, the diagnosis remains limited. These
conventional diagnostic methods and molecular characterization methods have been
successful in the identification of infections and controlling pandemics, but they are
very laborious and time-consuming with poor resolution and specificity [74].

With the spread of infectious agents and increment in death rates as a result of
bacterial infections, modernized technologies have gained popularity in high-
throughput detection of these causative agents [75]. An advent of sequencing
technologies have allowed researchers to understand the in vivo dynamics of
pathogenesis [76]. With the revolution in high-throughput sequencing, whole
genome sequencing has become a routine tool for clinical microbiology
[77, 78]. The challenges provided by outbreaks of drug-resistant bacteria pose
huge threats to the medical community. Therefore, it is important to understand
the transmission, colonization, and establishment of pathogens within the host
through genotypic tools. Due to greater diversity, strain-specific bacteria could not
be identified through clinical diagnostic tests and first-generation sequencing
methods. A more advanced second-generation sequencing platform permits bacterial
genomes sequencing within hours. Whole genome sequencing and comparative
genomics of Escherichia coli isolates showing diverse toxicity have been used to
access the virulence of different strains. This data has been combined with epidemi-
ological and phenotypic analysis to analyze the risk prediction during outbreaks.
This was used to predict the marker genes for virulence of the pathogen using
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GWAS studies [79, 80]. Sequencing technologies are rapidly improving. Third-
generation sequencing platforms provide additional information with longer reads
and accurate prediction of methylation sites within less time. This chapter mainly
focuses on the methods used to predict epigenetic changes in bacterial infections
(Table 3.1).

3.2.1 Epigenomic Techniques to Study Host-Pathogen Interactions

Technical challenges in studying the impact of bacterial load and associated changes
in the intracellular environment of the host have been replaced with omics
technologies. Over the last two decades, several assays have been designed for
assessing the epigenetic changes. These are described in the following sections.

3.2.1.1 ChIP Assay
Chromatin immunoprecipitation assay monitors the epigenetic changes and tran-
scriptional regulation associated with DNA-protein interactions [97]. ChIP assays
use formaldehyde to crosslink DNA sequences and DNA-binding proteins in the
form of complexes within the bacterial cells. This is followed by fragmentation of
bacterial DNA and targeted immunoprecipitation of the resulting complexes. Being
semiquantitative, ChIP assays have been used in combination with real-time poly-
merase chain reaction (ChIP-qPCR) to obtain a quantitative measurement of the
amount of DNA of interest bound to protein. This can be validated with other
transcriptional profiling methods like deep sequencing, qRT-PCR, and DNA
microarrays for transcript-level studies. ChIP assays have been used to study gene
regulation in the intracellular pathogens. Since intracellular bacteria have been
known to regulate host gene expression by modifying chromatin and associated
histone proteins, ChIP assays have been extensively used to study gut microbiota
population in Escherichia coli, Staphylococcus aureus, and Salmonella typhimurium
infections [98–102]. These gut-on-a-chip systems have been used to understand the
symbiotic associations between the human gut and microbiota [103]. ChIP
microarray was used in combination with luciferase reporter assay for studying the
molecular basis of gastric tumorigenesis associated with H. pylori infection. Meth-
ylation profiling identified hypermethylation in tumor suppressor FOXD3 promoter
in mice and humans during H. pylori infections [104].

3.2.1.2 DNA Methylation Analysis
Traditional methods to identify DNA methylome used bisulfite treatment of DNA to
determine methylation patterns in cells known as bisulfite sequencing (BS). This
technique was considered a “gold standard” technology since it was extensively used
to identify differentially methylated regions on CpG islands before the onset of NGS
era, but it cannot be used to detect methylated adenine residues which are commonly
altered in bacterial infections. Reduced representation bisulfite sequencing (RRBS)
is a modification of bisulfite sequencing which combines BS with restriction
enzymes to measure methylation levels on CpG sequences. RRBS in combination
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Table 3.1 Omics technologies to study host-pathogen interactions

Type of approach Description and use Year References

Serological diagnosis

Flocculation tests Involves flocculation or precipitation of
antigen-antibody interactions

1876 [81]

Enzyme-linked
immunosorbent assays
(ELISAs)

Used to detect the presence or absence of
microbial antigens using fluorescent or
chemiluminescent or colorimetric signal
readouts and quantify the signal

1971 [82]

Chemiluminescence
immunoassays

Used to detect light signals which are emitted
through the chemical reaction between
probes or enzymes that are bound to specific
antibodies

1995 [83]

MS proteomics Involves isolation of bacterial pathogens
from host cells followed by enzymatic
digestion of proteins and resulting peptides
are used for quantification and analysis with
mass-spectrometry

1898 [84]

Chromatin immunoprecipitation studies

N-ChIP Uses unfixed native chromatin which is
digested by nuclease yielding efficient
immunoprecipitation of DNA. It is used to
study tightly bound histone proteins

2003 [85]

X-ChIP Uses fixed chromatin which is fragmented by
sonication and is mainly used to study
nonhistone proteins

2000 [86]

ChIP Cloning Based on cloning and sequencing of
immunoprecipitated DNA obtained from the
standard ChIP method

2002 [87]

ChIP-qPCR ChIP is combined with qPCR to quantify the
amount of DNA bound to protein

Early
2000s

[88]

ChIP-CpG microarray It is used to target ChIP sequencing of CpG
islands where transcription factors binding to
promoters can be detected. This method uses
a combination of ChIP-PCR and microarray
to study histone modifications

2003 [89]

DNA methylation analysis (NGS)

Bisulfite sequencing
(BS)

Utilizes bisulfite treatment of DNA to
decipher methylation patterns within the
cells

1992 [90]

Reduced representation
bisulfite sequencing
(RRBS)

Combines BS with restriction enzymes to
measure methylation levels on CpG
sequences

2005 [91]

MeDIP sequencing Uses antibodies for the enrichment of
differentially methylated regions

2005 [92]

Oxidative BS or oxBS-
Seq

A modification of BS which can differentiate
between 5-methylcytosine and
5-hydroxymethylcytosine after oxidizing
DNA to form 5-formylcytosine

2012 [93]

(continued)

3 Deciphering the Role of Epigenetic Reprogramming in Host-Pathogen Interactions 51



with RNA-seq transcriptomic profiling has been used to identify the differentially
methylated regions in Mycobacterium bovis-infected cattle where epigenetic
changes as a result of infection created dysfunctional CD4(+) T lymphocytes
which were unable to clear Mycobacterium infection [105]. MBD-seq or
methylated-CpG binding protein and MeDIP sequencing or methylated DNA immu-
noprecipitation reaction utilize antibodies for the enrichment of differentially
methylated regions with better sensitivity in low CpG dense regions. Integrated
MeDIP-ChIP and transcriptome analysis have been used to identify novel
methylated signatures in porcine Escherichia coli induced diarrhea where changes
associated with DNA methylation were observed in immune responses related
genes, thus suppressing the host immune system [106]. Whole genome bisulfite
sequencing (WGBS) technologies were developed which provided genome cover-
age at a single-base resolution, but due to higher expenditure, it is not extensively
used. Deep sequence coverage of low CpG dense regions was achieved at a cost-
effective and more accurate method by methylation capture sequencing or
MethylCap-Seq technology. Restriction enzyme-based methods like methyl-
sensitive cut counting (MSCC) depend on the restriction enzyme (like Msp1)
digestion of CCGG motifs. Other modifications of BS are oxidative BS or oxBS-
Seq and TAB-seq which were developed in 2012 since the traditional BS methods
could not differentiate between 5-methylcytosine and 5-hydroxymethylcytosine, a
TET-mediated modification of methylated cytosine. Ox-BS libraries and TAB-seq or
Tet-assisted bisulfite sequencing allow identification of differentially methylated and
hydroxymethylated regions at a single-base resolution.

3.2.1.3 Third Generation Methylome Profiling Technologies
Current advances in sequencing technologies allow interpretation of individual DNA
molecules and identification of associated base modifications. For an in-depth
characterization of the bacterial methylome, the most common third generation
platforms include single-molecule real-time (SMRT) DNA sequencing [107] and

Table 3.1 (continued)

Type of approach Description and use Year References

TAB-seq Modification of BS which glucosylates
5-hydroxymethylcytosine and utilizes TET
enzymes to convert 5-methylcytosine to
5-formylcytosine

2012 [94]

Third generation sequencing

Single-molecule real-
time (SMRT) DNA
sequencing

To identify altered methyltransferases in
bacterial infections along with positions of
DNA modifications and has been
successfully used in sequencing bacterial
methylomes

2009 [95]

Nanopore MinION
sequencing

It is used to identify methylated adenine and
cytosine residues in bacterial DNA

2014 [96]
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Nanopore MinION [108–110] sequencing that allow direct readouts for DNA
modifications at a single-base resolution.

Nanopore DNA Sequencing Technology
Nanopore DNA sequencing technology developed by Oxford Nanopore
Technologies (ONT) exploits differences in ionic current that occurs when different
nucleotide bases pass through genetically modified protein nanopores. Nanopore
MinION has been used to characterize bacterial methylomes for the identification of
methylated cytosine and adenine residues in the DNA [111]. De novo-based
sequencing for Nanopore has not been done so far.

SMRT DNA Sequencing Technology
SMRT DNA sequencing technology was manufactured by Pacific Biosciences Inc.
(PacBio), is able to identify altered methyltransferases in bacterial infections along
with positions of DNA modifications, and has been successfully used in sequencing
bacterial methylomes. The output of SMRT includes simultaneous generation of
nucleotide sequence and bacterial DNA methylation signatures (5mC, 4mC, and
6mA) with the relatively high signal-to-noise ratio. SMRT was used to identify
methylated adenine residues in Escherichia coli-infected cells [107]. SMRT tech-
nology has provided deeper insights in understanding phase-variable
methyltransferases [112, 113] in various species of bacteria including Helicobacter
pylori [46, 114], Haemophilus influenzae [115], Neisseria meningitides [113], and
Campylobacter jejuni [116].

3.2.1.4 Single-Cell Epigenomics
Investigating the role of single-cell epigenomics has gained popularity, and it is used
for characterizing cellular identity, molecular function, and understanding the
phenotypes which cannot be predicted solely by the genotype. Epigenetic alterations
can be identified as early-stage biomarkers for understanding the pathogenicity of
infection and its therapeutics. Most common single-cell methylome assays include
reduced-representation bisulfite sequencing (scRRBS), single-cell whole genome
Bisulfite sequencing (SC-WGBS), or single-cell bisulfite sequencing (scBS-seq) for
the identification of DNA methylation patterns and single-cell chromatin immuno-
precipitation sequencing (scChIP-seq) for transcription factor identification and
histone modification detection; scDNAse-seq and scATACseq have been used for
understanding the chromatin state and scHIC for chromosome conformation
capturing.

3.3 Conclusion

A systematic approach towards reduction of pathogenic load and prevention of risks
associated with pathogens led to the development of the microbial risk assessment
(MRA) tool. Assessing the microbiological load helps in estimating the public health
risk by quantifying the extent of spread of a disease or transfer of pathogens
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preventing epidemic-like situations. Characterization of the severity of an infectious
disease by next generation omics can help in refining our knowledge of the virulence
of the pathogen. NGS technologies and high-throughput data analysis have produced
innovative technologies for interpreting and understanding complex healthcare
attributes. These NGS technologies include RNA-seq, and the expansion of geno-
mics, transcriptomics, metabolomics, and proteomics has enabled us to monitor the
individual strategies used by the pathogens for establishment inside the host.
Integrating multi-omics approaches with research data has helped us in understand-
ing the host-pathogen interactions. Detection of factors, genes, mimicked enzymes,
and signaling components causing the infection through comparative genomics and
analysis of these factors as potential biomarkers for the disease can help in the quick
prediction and personalized therapeutic development for each strain of pathogen.

3.4 Future Perspectives

Understanding how bacteria mediate multiple levels of cellular and molecular states
is fundamental to biomedical research. Multi-omics data integration combines
multiple datasets generated by diagnostic tools and sequencing platforms with
statistical analysis and correlates this information with biological pathway databases
in order to relate the molecular dynamics of a diseased phenotype. These strategies
have been in progress with the advent of third-generation sequencing technologies
and production of bioinformatics tools to enable high-throughput data generation
and analysis. Numerous data repositories have been developed which include
Roadmap Epigenomics, Ensembl, Omics Integrator, 3Omics, Panther, String,
DAVID, GenExp, Epigenome Atlas, VANTED, ProMeTra, and IntegrOmics.
High-dimensional omics data require sophisticated software tools for analysis.
Pipelines for analyzing omics data have been advancing along with the data genera-
tion. For each dataset, there is dynamicity in the implementation of these pipelines
with minor to major changes associated with parameter modifications. Dependency
on bioinformatics tools and repositories poses new challenges for advancement in
analyzing multi-omics data with a higher resolution. Third generation sequencing
methods possess immense potential in uncovering the dynamics of host-pathogen
interactions at the molecular, cellular, and tissue-specific level. Most of the DNA
methylation aiming at understanding host-pathogen interactions investigated tissue
samples. Due to limited biopsy samples, there is a need for noninvasive DNA
methylation methods for the detection of epigenetic modifications. One such
advancement is observed in single-cell epigenome sequencing technology which
provides a basic picture of disease-associated changes in cellular populations
infected with pathogens. If used in combination with single-cell transcriptome
sequencing, single-cell epigenome sequencing will provide us a better understanding
of the dynamics of host-pathogen interactions [117]. Researchers are now
investigating cell-free DNA sequencing technologies which harbor body fluids like
serum, urine, and plasma for sequencing [118]. Even though Nanopore technology
and SMRT need additional improvements, they continue to be promising platforms
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for the identification of novel methyltransferases and methylated sites. Third gener-
ation methylome studies in collaboration with transcriptome studies and microarray
will produce thousands of highly accurate and novel isoforms which will enable us
to understand the in vivo dynamics of host-pathogen interactions. Identification of
stage-specific biomarkers will allow us to diagnose the infection at earlier stages.
Integrating the biomarker information and multi-omics data as a systems biology
approach will enable us to unravel the high complexity of the biological system with
better delivery of personalized therapeutics or targeted interventional therapies.
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Abstract

A plethora of studies have shown several types of chromosomal mutations (i.e.,
deletion, insertion, and substitution) being present for α -CoVs, β -CoVs, γ-CoVs,
and δ-CoVs. The current pandemic is caused by the β-CoV and SARS-CoV-2.
The attributes of a virus are associated with its genomic composition. Mutations
can cause changes in the viral genome that can lead to the crossing of the animal-
human barrier or result in a more virulent strain that can increase transmission and
pathogenicity for coronaviruses in general and SARS-CoV-2 in particular. Addi-
tionally, these mutations may result into new genomic properties. Some
mutations have caused changes in the structure of amino acids, and this can be
a potential explanation for failure in antiviral therapies. Through genome
mapping, we can focus on conserved regions in a viral genome so that even if
the virus undergoes a chromosomal mutation into a more virulent strain, the
vaccine will still work. One of the prime targets for antiviral therapies against
SARS-CoV-2 includes spike protein. Using genomic mapping we can better
understand, monitor, and treat a viral infection. With the worldwide spread of
Sars-CoV-2, it is ever so important to have a greater understanding of the
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genomic as well as the proteomic landscapes for the virus, which can guide in the
future development of antiviral therapies.

Keywords

Coronavirus · Mutation · Vaccine · Synonymous and non-synonymous
substitutions

4.1 Introduction

The global population is facing a crisis that emerged in late December 2019 in
Wuhan, China. Patients initially presented cases of pneumonia with an unknown
etiology. Various elementary symptoms matching that of flu were reported such as
dry cough, sore throat, fever, fatigue, and breathlessness [1]. The causative organism
was identified later as an RNA virus belonging to the coronavirus (CoV) family,
which already created panic in 2002, as severe acute respiratory syndrome (SARS)
and in 2012, as Middle East respiratory syndrome (MERS). The recent member
differed from the earlier SARS and MERS and is named as SARS-CoV-2 which
caused COVID-19 disease [2]. These are zoonotic viruses which crossed the inter-
species barrier and infected humans. This apocalyptic threat posed by the sempiter-
nal virus has ruined the worldwide health system and the economies. The researchers
are searching for a solution to mitigate or contain the SARS-CoV-2 virus on a global
scale. The approach of next generation sequencing has eased to understand the
genomic structure of SARS-CoV-2 and its variants. The SARS-CoV-2 genome
was sequenced across the globe at a remarkable speed uncovering the different
strains with varying pathogenicity and infectivity arising mainly due to mutation
in the genome [3–5]. This chapter deals with understanding the features of corona-
virus genomes in general and SARS-CoV-2 in particular along with the pathogenic-
ity, various mutations, and vaccine candidates in development.

4.2 General Etiology and Pathogenicity of Coronaviruses

CoVs are a group of highly diverse viruses which are enclosed in an envelope and
possess a positive single-stranded RNA genome of ~29 kb size [6]. They belong to
subfamily Coronavirinae under the family Coronaviridae. These CoVs are repre-
sentative members of four genera, namely, alpha-CoVs, beta-CoVs, gamma-CoVs,
and delta-CoVs. The α- and β-CoVs draw major attention as they are potentiated to
cross animal-human barriers and hence are regarded as prime human pathogens
[7]. In contrast the γ- and δ-CoVs mainly infect birds but could prove fatal in future
if they could also adapt themselves to cross this barrier. Till date seven human
coronaviruses (hCoVs) have been reported which infect humans. Two of them
belong to α-CoVs genera, hCoV-NL63 and hCoV-229E, and rthe est of the five
belong to β-CoVs genera, namely, SARS-CoV, MERS-CoV, hCoV-OC43, SARS-
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CoV hCoV-HKU1, and recently SARS-CoV-2 [8]. Two α-CoVs, HCoV-NL63 and
HCoV-229E, and two β-CoVs, HCoV-OC43 and HCoV-HKU1, possess low path-
ogenicity and mainly present asymptomatic symptoms such as gastrointestinal
infections and common cold, whereas the other three β-CoVs, SARS-CoV,
MERS-CoV, and SARS-CoV-2, are highly lethal with dreadful pathogenicity and
posed severe life-threatening respiratory tract infections [6]. These three β-CoVs
specially attack the lower respiratory tract causing acute respiratory distress syn-
drome (ARDS), accompanied with most systemic symptoms, multi-organ failure,
longest illness durations, and usually high case fatality ratio (CFR) [9]. The first
encounter with deadly SARS-CoVs was reported in November 2002 in Foshan city
of China which spread globally routed via Hong Kong [10]. The epidemic was
finally contained in July 2003 by interruption of the transmission chain in Taiwan
[11]. A decade later another dreadful hCoV, MERS-CoV, emerged in Jordan in
April 2012 and is still prevalent in Middle East regions till date [12].

4.3 SARS-CoV-2

An epidemic broke out first in Wuhan city of China in December 2019. This disease
was caused by a sempiternal virus SARS-CoV-2. The World Health Organization
(WHO) warned the international community and announced COVID-19 as a state of
emergency to public health on 30 January 2020. Further, as the COVID-19 outbreak
spread to more than 100 countries infecting more than 100,000 people, it was
declared as a pandemic by WHO on 11 March 2020 [13]. As of 11 October 2020,
a total of 37,109,851 cases were reported resulting in 1,070,355 mortalities (~2.9%
death rate) (https://www.who.int/docs/default-source/coronaviruse/situation-reports/
20201012-weekly-epi-update-9.pdf). The American continent had the maximum
number of cases 17,794,771 (48% of Total) and deaths 588,867 (55% of Total)
followed by Asia and Europe (Table 4.1, Fig. 4.1).

The spread of SARS-CoV-2 occurs through the inhalation of respiratory droplets
from an infected person to a healthy individual. The incubation period of SARS-
CoV-2 is 2–14 days, and after that the patients start exhibiting disease symptoms.
The severity of COVID-19 varied from individuals to individuals, and the pro-
nounced effect has been observed in aged individuals and patients with past
comorbidities such as diabetes, hypertension, asthma, obesity, lung, kidney, and
liver or heart disorders, immune-compromised patients, etc. [14]

4.4 Mode of Entry and Interaction with Human Immune
System

The target cells during the early stages of host-viral interaction involve nasal and
bronchial epithelial cells and pneumocytes. This interaction with these cells and
SARS-CoV-2 is initiated by the recognition between host angiotensin-converting
enzyme 2 (ACE2) receptors and viral spike protein receptor-binding domains
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(RBDs). This is followed by host type 2 transmembrane serine protease
(TMPRSS2)-mediated cleavage of ACE2 and activation of SARS-CoV-2 S protein
and viral entry into the host [15]. The SARS-CoV-2 infection results in the killing of
T lymphocyte cells and lymphopenia. In addition, increased lymphocyte apoptosis
and impaired lymphopoiesis are observed associated with the viral inflammatory
response. The inflammatory response comprises both the innate and the adaptive
immune response [16]. As the viral replication accelerates and infection moves to
later stages, the compromised integrity of the epithelial-endothelial barrier is
observed. An influx of monocytes and neutrophils is triggered accompanied with
accentuated inflammatory response upon further infection of pulmonary capillary
endothelial cells [17].

4.5 Genome Comparison of SARS-CoV-2 with Other CoVs

The genomic length of CoVs ranged between 26 and 32 kb [6, 18]. The MERS-CoV
genome is the largest (~30.11 kb), followed by SARS-CoV-2 (~29.9 kb) and SARS-
CoV (~27.9 kb) [19]. The alignment of the genomic sequence of SARS-CoV-2 with
other α- and β-CoVs revealed that it has low similarity (~65%) with the α-CoVs,
whereas similarity increases with the β-CoVs ranging from HCoV-HKU1 (~68%)
MERS-CoV (~70) to SARS-CoV (~82%) and SARSr-CoV; RaTG13 (bat-CoV)
(~96%) [20, 21]. SARS-CoV-2 shares ~82% similarity with SARS-CoV that is
comparatively very low with MERS-CoV (~70%) indicating a closer phylogenetic
relatedness between SARS-CoV-2 and SARS-CoV in comparison to MERS-CoV

Fig. 4.1 Number of COVID-19 cases reported weekly by WHO region and global deaths,
30 December 2019 through 11 October 2020 (adapted from WHO data)
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[22]. Interestingly, the SARS-CoV-2 genome shares maximum similarity to SARSr-
CoV; RaTG13.

The coronavirus genome may encode a different number (6–11) of open reading
frames (ORFs) [23]. The ORF present at the 50 end represents ~67% of the genome
and translates into 16 nonstructural proteins. The 30 terminus encodes remaining
eight accessory (orf3a, orf3b, orf6, orf7a, orf7b, orf8b, orf9b, and orf14) and four
structural proteins (spike protein (S), envelope protein (E), matrix protein (M), and
nucleocapsid protein (N)) [24]. The spike protein determines the binding and entry
of the virus to the host [23, 25]. Interestingly, the spike proteins of MERS-CoV and
SARS-CoV recognize and interact with different host receptors using nonidentical
RBDs. On the one hand, MERS-CoV interacts with dipeptidyl peptidase 4 (DPP4, or
CD26) receptor [26], whereas SARS-CoV recognizes ACE2 as primary receptors
and an alternative CD209L receptor [27, 28]. The SARS-CoV and SARS-CoV-
2 possess notable differences at amino acid levels such as the presence of orf8a
protein only in SARS-CoV and absent in SARS-CoV-2, a longer version with
121 amino acid of orf8b in SARS-CoV-2, whereas only 84 amino acids in SARS-
CoV; contrasting to orf8b the length orf3b protein is longer, 154 amino acids in
SARS-CoV compared to only 22 amino acids in SARS-CoV-2 [21] (Table 4.2).

The phylogenetic relationships and amino acid composition of SARS-CoV,
MERS-CoV, SARS-like bat-CoVs, and SARS-CoV-2 revealed a close relationship
between SARS-CoV-2 and SARS-CoVs or SARS-like bat-CoVs. The genome of the
SARS-CoV-2 has several SNPs which results in the change in amino acid and an
intervention into the amino acid substitutions present in the proteins of coronaviruses
might lead to cues about the structural and functional difference between SARS-
CoV-2 and SARS-CoVs.

4.6 Next Generation Sequencing and Identification
of Mutation in the SARS-CoV-2 Genome

Next generation sequencing has enormously bolstered the genome sequencing of
h-CoV at an unprecedented rate. Till date more than 159,000 h-CoV genomic
sequences have been submitted in GISAID database in a short span of ~10 months
[67]. These on-the-spot scientific inputs rendered researchers to develop diagnostic
kits and revisit the treatment strategies which were better suited and resulted in
effective prognosis and containment [68–70]. The genomic sequence has helped
researchers globally to identify the various mutating strains. This helped in the
prediction and validation of varying pathogenicity of SARS-CoV-2 based on the
mutations in the viral genome [3–5, 71]. The genome of SARS-CoV-2 underwent
number of mutations over the time due to the interaction with different immune
system based on geography and demography. Several investigations revealed that
the nucleotide substitution mostly resulted in the incorporation of U nucleotide in the
SARS-CoV-2 genome. Kosuge et al. revealed that there is a positive correlation
between the increased cytokine inflammatory molecule and percentage of U residue
in the SARS-CoV-2 genome [72]. The low abundance of CG dinucleotide in the
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SARS-CoV-2 genome indicated less energy consumed by the virus to replicate and
survive in the host immune system [73]. Both transition and transversion nucleotide
substitution events were observed in the SARS-CoV-2 genome [74]. The percentage
of transition nucleotide substitution predominates and is higher in the SARS-CoV-
2 as compared to the transversion type. These nucleotide substitutions resulted in
synonymous and non-synonymous mutations resulting in either similar amino acid
or change in amino acid, respectively. The region such as Nsp8-10, Nsp16, and
ORF10 is devoid of any non-synonymous mutation [74]. Among the
non-synonymous mutations, Spike is one of the most potential candidates which
possessed the number of mutations and resulted in the change in amino acid such as
D614G, S943P, L5F, L8V, G476S, V483A, V367F, Q239K, A831V, D839Y, and
P1263L [71, 75]. D614G is one of the common mutations in the spike region [71, 76,
77]. The frequency of D614 form is more within the population in early pandemic
time after that the 614G form is more prevalent now over the time especially in
Europe. Korber et al. proposed two hypotheses about the D614G mutation and its
effect on the viral infectivity. In the first hypothesis, the mutation disrupts the

Table 4.2 Function of various structural and nonstructural proteins of SARS-CoV-2

Protein Function Reference

nsp1 Degradation of cellular mRNA, inhibits interferon signaling and
suppresses host gene expression

[29, 30]

nsp2 Suppressed host gene expression in conjunction with nsp1 [31, 32]

nsp3 Protease polypeptides cleaving, augments replication, blocking
host innate immune response, promoting cytokine expression

[33, 34]

nsp4 Double-membrane vesicle formation [35, 36]

nsp5 Chymotrypsin-like protease, polypeptides cleaving, inhibition of
interferon signaling

[37, 38]

nsp6 Restricting autophagosome expansion, double-membrane vesicle
formation

[39, 40]

nsp7 Cofactor and primase [41, 42]

nsp8 Cofactor and primase [41–43]

nsp9 Dimeric RNA-binding protein and responsible for viral infection [44, 45]

nsp10 Cofactor, scaffold protein for nsp14 and nsp16 and activates the
replicating enzyme

[46, 47]

nsp12 Primer-dependent RNA-dependent RNA polymerase [48, 49]

nsp13 RNA helicase activity and 50 triphosphatase [50–52]

nsp14 Exoribonuclease [53, 54]

nsp15 Endoribonuclease [55, 56]

nsp16 20-O-methyltransferase activity [57, 58]

Spike (S) Receptor binding and viral entry [59, 60]

Envelope (E) Viral assembly, release and viral pathogenesis [61, 62]

Matrix (M) Viral shape, binds to the nucleocapsid and promotes membrane
curvature

[63, 64]

Nucleocapsid
(N)

Binds viral genome and augments replication, packaging of the
genome in virions

[65, 66]
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interaction between the structural unit of spike protein S1 and S2; hence, the S1 unit
was unable to bound with the membrane-bound S2 unit [75]. Another hypothesis is
that D614G may affect the binding of receptor-binding domain and ACE2 receptor.
The strong interaction of 614G form of spike protein with TMPRSS2 protease could
be the reason for loss of interaction between structural units S1 and S2 [78]. The
mutation such as S943P and V367F in the spike region is localized to European
population [5, 78, 79]. Bioinformatic investigations showed that mutation V367F is
responsible for maintaining the stability of receptor-binding domain of spike protein.
L5F is localized to European and American population, while L8V is localized to
Asian population [71, 80, 81]. Although it is difficult to state but warrants an urgent
insights into the implication of these mutations in the viral replication. Additionally,
few mutations such as G476S and V483A are found in the American continents
[82, 83]. Structural unit S1 possessed H49Y and Q239K, while S2 possessed A831V
and D839Y in the spike region of SARS-CoV-2 of local population [75].

Apart from the mutation in the spike region, the other regions such as ORF3a,
ORF8, and non-structural proteins Nsp2, Nsp12, and Nsp13 also possessed the
mutations [5, 74, 84]. An investigation carried by Yang et al. revealed that
11 mutations are frequent in the SARS-CoV-2 regardless of the demography and
geography [84]. These mutations alter the pathogenicity and infectivity of viral
strains. Characterizing these mutations in future may hold the key to better under-
stand the viral interaction with the host and identification of weak strains which can
be used for inoculation to provide immunity against coronavirus [74].

4.7 Vaccine Development

One of the key goals of SARS-CoV-2 research globally is to contain and mitigate
this virus by developing an effective antiviral therapy in form of drugs or vaccines.
Till 15 October 2020, 42 candidate vaccines were in clinical evaluation, out of which
10 were in Phase 3 trial (https://www.who.int/publications/m/item/draft-landscape-
of-covid-19-candidate-vaccines) (Table 4.3). Most of the vaccine candidates are
composed of inactivated virus, RNA molecules, protein subunits, DNA molecules,
and non-replicating viral vector. The spike protein has been considered as the prime
target of the vaccine formulations against SARS-CoV-2, and the recent mapping of
the spike protein may provide insights for an expedited development of a specific
vaccine [85].

The world is preparing for the influenza virus before emergence of SARS-CoV-2.
Antibody responses against the viruses such as influenza and SARS-CoV-2 can
provide immunity towards homologous viruses, and the efficacy declined consider-
ably against antigenic variants and failed miserably in countering genetically shifted
viruses. Traditional vaccines were formulated using pathogen-derived purified
proteins or attenuated virus, and they stimulate antibodies production. Although it
is an effective immunization technique, the process can take years. The time frame
for production and immunization of killed or attenuated virus vaccines requires a
minimum of 6 months since strain identification to distribution of vaccine [86]. This
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Table 4.3 Vaccine candidates based on different platforms under clinical trial

COVID-19 vaccine
developer/manufacturer

Vaccine
platform Type of candidate vaccine

Route of
Administration

Sinovac Inactivated Inactivated IM

Wuhan Institute of Biological
Products/Sinopharm

Inactivated Inactivated IM

Beijing Institute of
Biological Products/
Sinopharm

Inactivated Inactivated IM

University of Oxford/
AstraZeneca

Non-
replicating
viral vector

ChAdOx1-S IM

CanSino Biological Inc./
Beijing Institute of
Biotechnology

Non-
replicating
viral vector

Adenovirus type 5 vector IM

Gamaleya Research Institute Non-
replicating
viral vector

Adeno-based (rAd26-S
+rAd5-S)

IM

Janssen Pharmaceutical
Companies

Non-
replicating
viral vector

Ad26COVS1 IM

Novavax Protein
subunit

Full-length recombinant
SARS CoV-2 glycoprotein
nanoparticlevaccine
adjuvanted with matrix M

IM

Moderna/NIAID RNA LNP-encapsulated mRNA IM

BioNTech/Fosun Pharma/
Pfizer

RNA 3 LNP-mRNAs IM

Anhui Zhifei Longcom
Biopharmaceutical/Institute
of Microbiology, Chinese
Academy of Sciences

Protein
subunit

Adjuvanted recombinant
protein (RBD-dimer)

IM

Curevac RNA mRNA IM

Institute of Medical Biology,
Chinese Academy of Medical
Sciences

Inactivated Inactivated IM

Research Institute for
Biological Safety Problems,
Rep of Kazakhstan

Inactivated Inactivated IM

Inovio Pharmaceuticals/
International Vaccine
Institute

DNA DNA plasmid vaccine with
electroporation

ID

Osaka University/AnGes/
Takara Bio

DNA DNA plasmid vaccine +
Adjuvant

IM

Cadila Healthcare Limited DNA DNA plasmid vaccine ID

Genexine Consortium DNA DNA vaccine (GX-19) IM

Bharat Biotech Inactivated Whole-Virion Inactivated IM

Kentucky Bioprocessing, Inc Protein
subunit

RBD-based IM

(continued)
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Table 4.3 (continued)

COVID-19 vaccine
developer/manufacturer

Vaccine
platform Type of candidate vaccine

Route of
Administration

Sanofi Pasteur/GSK Protein
subunit

S protein (baculovirus
production)

IM

Arcturus/Duke-NUS RNA mRNA IM

SpyBiotech/Serum Institute
of India

VLP RBD-HBsAg VLPs IM

Beijing Minhai
Biotechnology Co., Ltd.

Inactivated Inactivated IM

ReiThera/LEUKOCARE/
Univercells

Non-
replicating
viral vector

Replication defective Simian
adenovirus (GRAd) encoding
S

IM

CanSino Biological
Inc/Institute of
Biotechnology, Academy of
Military Medical Sciences,
PLA of China

Non-
replicating
viral vector

Ad5-nCoV IM/mucosal

Vaxart Non-
replicating
viral vector

Ad5 adjuvanted oral vaccine
platform

Oral

Ludwig Maximilian
University of Munich

Non-
replicating
viral vector

MVA-SARS-2-S IM

Clover Biopharmaceuticals
Inc./GSK/Dynavax

Protein
subunit

Native-like trimeric subunit
spike protein vaccine

IM

Vaxine Pty Ltd/Medytox Protein
subunit

Recombinant spike protein
withAdvax™ adjuvant

IM

University of Queensland/
CSL/Seqirus

Protein
subunit

Molecular clamp stabilized
spike protein with MF59
adjuvant

IM

Medigen Vaccine Biologics
Corporation/NIAID/
Dynavax

Protein
subunit

S-2P protein + CpG 1018 IM

Instituto Finlay de Vacunas,
Cuba

Protein
subunit

RBD + adjuvant IM

FBRI SRC VB VECTOR,
Rospotrebnadzor, Koltsovo

Protein
subunit

Peptide IM

West China Hospital,
Sichuan University

Protein
subunit

RBD (baculovirus
production expressed in Sf9
cells)

IM

University Hospital
Tuebingen

Protein
subunit

SARS-CoV-2 HLA-DR
peptides

SC

COVAXX Protein
subunit

S1-RBD protein IM

Institute Pasteur/Themis/
Univ. of Pittsburgh
CVR/Merck Sharp & Dohme

Replicating
viral vector

Measles vector-based IM

(continued)
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time period is an issue of concern during a global pandemic such as SARS-CoV-
2 [87]. The pandemics demand development of novel vaccine strategies that can
reduce production times and can simultaneously answer for genetic drift inducing
broad-spectrum immunity against mutating viral strains. The solution to these
concerns could be largely explained by the use of nucleic acid vaccines (DNA and
RNA vaccines) as they can be designed in short time span against any viral sequence
[86]. Importantly, the nucleic acid vaccines can be designed against more conserved
antigen sequences and hence can yield a universal vaccine solution to genetic drifts
and unknown future pandemics. In view of this, a new vaccine platform has been
developed in form of RNA vaccines. The RNA vaccines can potentially elicit
immune responses against several cancers and infectious agents such as bacteria
and viruses [87, 88].

A combinatorial use of reverse genetics approach and next-generation sequencing
may positively impact the development time of conventional vaccines during
epidemics [86].

4.8 Conclusions and Future Directives

Considering the current tally of more than 44 million being already infected since the
onset of catastrophic readily transmissible COVID-19, various researchers around
the globe have generated a lot of knowledge on the pathogenesis, fatality rate,
infectivity rate, genomic organization, and variations. Apart from the efforts done
by the scientific community in open reporting and sharing data related to COVID-19,
various concerned governing authorities have also played their part well. Their
efforts included raising awareness about this contagious virus, providing time-to-
time guidelines, approving containment zones, necessary lockdowns, quarantining
infected people, and supporting the development of rapid and sensitive diagnostic
kits. Nevertheless, to support the governmental bodies to maximum, the health-
related workers made an impact by devoting both time and efforts to treating the

Table 4.3 (continued)

COVID-19 vaccine
developer/manufacturer

Vaccine
platform Type of candidate vaccine

Route of
Administration

Beijing Wantai Biological
Pharmacy/Xiamen
University

Replicating
viral vector

Intranasal flu-based RBD IM

Imperial College London RNA LNP-nCoVsaRNA IM

People’s Liberation Army
(PLA) Academy of Military
Sciences/Walvax
Biotechnology

RNA mRNA IM

Medicago Inc. VLP Plant-derived VLP
adjuvanted with GSK or
Dynavax adjs.

IM
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SARS-CoV-2 ill patients with available FDA approved repository of antiviral
antibodies, vaccines, and drugs that were developed for previously emerged
hCOVs. The list included chloroquine, hydroxychloroquine, lopinavir, ritonavir,
tocilizumab, and angiotensin receptor blocker, however, a few of them were not
effective in curing the disease in a larger cohort. All this has been done as it was the
need of the hour to break the chain of community spread by the SARS-CoV-
2 pandemic.

The tally for the number of infections and mortalities increased exponentially
over time that necessitated the academic laboratories and industry researchers to
move at a rapid pace. Together, these researchers provided hope for success by
developing many viable vaccine candidates that are currently being evaluated in
many countries. This can be supported by the fact that within 40 days of initial
efforts, the first vaccine candidate was ready to enter the clinical development
pipeline. The R&D processes for vaccine development are being done in this critical
period at a global scale so as to minimize the possibility of heavy losses associated
with the probable second wave of COVID-19 that will hit by winters. Given the
imperative for vaccine development, there are indications from developers,
distributors, policymakers, and regulating bodies that vaccines may be available
by early 2021 because many viable candidates have already shown higher efficacy in
Phase 3. This has been achievable because of the combination of urgent necessity,
sequencing-support, pre-available literature on coronaviruses, innovative regulatory
processes, scaling manufacturing capacity coupled with an unprecedented shift from
the traditional as well as accelerated vaccine development pathways in a short span
of time.

However, first and foremost, there are still beads of more questions than answers
around etiology, disease mechanisms, immunoregulation (cellular and humoral
immune responses) during SARS-CoV-2 that will be addressed by basic research
and umpteen experimental trials in the future to bring the human health back on
track.

In near future, a globally accessible, FDA-approved vaccine could be developed
after laying a solid foundation of research as per scientific laws. After development,
the vaccine will be manufactured in sufficient quantities followed by equitable
supply to every region of the world including low-resource, highly affected areas.
To facilitate the above-described statement, a strong network of international coor-
dination between all the pillars related to vaccine regulation, manufacturers, funding,
distribution need to be built to ensure the promise of a global vaccination program
for developing a “COVID-19 free world.”
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Importance of Next-Generation Sequencing
in Viral Diagnostics 5
Ashish Kumar Vyas and Sudheer Gupta

Abstract

The use of real-time PCR has become gold standard for many of the viral
diagnosis at present and has replaced the need for culture-based and
immunofluorescence-based techniques because of being relatively less time-
consuming and inexpensive. Availability of whole genome sequences of viruses
accelerated the development of quantitative reverse transcriptase polymerase
chain reaction (qRT-PCR) assays for diagnosis of viruses. Next-generation
sequencing (NGS) technologies have emerged as powerful technique to perform
massive parallel sequencing which enables us to sequence large number of
samples with almost no limitation of pathogenic agents and targets on the
genome. Application of NGS in viral diagnosis includes viral discovery using
metagenomic approach and targeted sequencing approach. However, this current
technology has many limitations as well. In this chapter, we summarized the role
of NGS in viral diagnostics, applications, and limitations.
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5.1 Introduction

Among the modalities for viral diagnosis, ELISA and real-time PCR have been the
most accepted technologies. Serological methods like ELISA (IgM and antigen)
suffer from limitation of detectability in the initial days of illness (IgM) and cross-
reactivity (antigen) [1]. The use of real-time PCR has become gold standard for
many of the viral diagnosis at present and has replaced the need for culture-based
and immunofluorescence-based techniques because of being relatively less time-
consuming and inexpensive. Further, molecular methods like real-time PCR can also
be developed in less than no time for novel and emerging viruses provided the
genomic sequences for the virus is known [2]. This requirement of prior knowledge
of the viral sequences renders this technique limiting for novel pathogen and less
suitable for identification of novel variants. Furthermore, since there is a limit of
targets for pathogen, not many pathogens can be detected in a single go in a
multiplexed test kit in real-time PCR. However, any syndrome, where diagnosis
algorithm is based on symptoms, requires detection of large panel of pathogens, for
example, AES (JE, DENV,CHIKV, WNV, herpesvirus, and Enterovirus) [3], fever
with rash (measles, rubella, DENV, and CHIKV), SARI/ILI [4] (influenza A/B,
parainfluenza, adenovirus, RSV, and Metapneumovirus), and viral hepatitis (HBV,
HCV, HAV and HEV). A real-time PCR-based panel with optimal sensitivity would
require large number of multiplexing and tubes for including the panel of viruses,
which become extremely tedious when the number of samples is high. Moreover, the
testing panel further required regular revisions because of the frequent mutations and
reemergence of different strains of viruses, in order to avoid false negatives. It should
also be noted that only the known and intended pathogens will be detected using
such method and algorithm. Next-generation sequencing (NGS) technologies have
emerged as powerful technique to perform massive parallel sequencing which
enables us to sequence large number of samples with almost no limitation of
pathogenic agents and targets on the genome. This ability not only provides the
ability to diagnose atypical/rare pathogens but also provides molecular details on
genotyping, virulence, drug resistance, and molecular epidemiology for the disease-
causing virus.

5.2 Conventional Methods for Viral Diagnosis

Molecular Diagnostics Availability of whole genome sequences of viruses
accelerated the development of quantitative reverse transcriptase polymerase chain
reaction (qRT-PCR) assays for diagnosis of viruses. Several public-funded research
laboratories of different countries have developed quantitative reverse transcriptase
polymerase chain reaction (qRT-PCR) methods which are currently being used. All
of these tests use hydrolysis probe chemistry and target-conserved regions of
genes [5].
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Immunodiagnostics Immunodiagnostic tests, especially immunochromatography-
based rapid tests, are an attractive option as they provide quick point of care
diagnosis of an infection. The basic principle for immune diagnosis or identification
of the virus is based on the detection of viral antigen or antibodies made by the host
against the pathogen. The most common antigenic targets for the detection of
antigens consist of structural and nonstructural proteins; several antigen detection-
based rapid kits for diagnosis of viruses have been developed [6].

5.2.1 Application of NGS in Viral Diagnosis

5.2.1.1 Viral Discovery Using Metagenomic Approach
Using metagenomic approach in a diagnostic procedure essentially means sequenc-
ing of all of the nucleic acid content and exploring the entire niche of the microbes.
This not only limits the requirement of isolating and culturing the individual microbe
but also enables identification of any pathogen without prior knowledge of its
genomic sequences. In other words, it opens possibility to explore full diversity of
virome/microbial community with novel and reemerging variants and coinfections
[7, 8]. Selection of right sample type, time point, and type of nucleic acid
(DNA/RNA) are important factors to be considered in viral metagenomics because
secretion of expected type of virus may differ in different bodily secretions and may
also differ at different time points of illness [9]. Furthermore, different sequencing
platforms such as Illumina, Ion Torrent, PacBio, BGI, Nanopore, etc. have different
read length and corresponding error rates [10]. It is well established that longer read
is better classified in a taxonomic classification than the shorter ones. However, if the
aim is classifying the microbe where exact genotyping and identification of
variations are of lesser value, the error rates can be traded off with read lengths.

Further in the direction of data analysis, although we consider this approach as it
doesn’t require prior knowledge of the pathogen sequence, the metagenomic identi-
fication of any organism heavily depends upon existing pathogen sequence data
(because classification is done on the basis of the similarity and the cluster where the
pathogen belongs). This requirement limits the possibility of establishing the sensi-
tivity and specificity of metagenomics-based viral pathogen detection approaches.
Nevertheless, there are growing examples where this approach has been used in viral
discovery of various animal and zoonotic viral diseases such as shaking mink
syndrome astrovirus, Middle East respiratory syndrome (MERS), bat Influenza A
virus, swine influenza C virus, bovine hepacivirus, lateral-shaking inducing neuro-
degenerative agent (LINDA), etc. Various sequencing technologies, like Illumina,
Ion Torrent, PacBio, and Nanopore, have provided different solutions for viral
detection in clinical samples and achieved good diagnostic results.

5.2.1.2 Targeted Sequencing Approach
In contrast to metagenomic approach where full diversity of the microbes are
identified without any biases, the targeted sequencing approach relies on enrichment
of the target sequences which may be a partial genomic region highly conserved and
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unique to the species or whole genome sequence. Targeted sequencing method is
limited to samples where the viral genome size is small or viral load is low. In this
method known panel of viruses can be targeted where each genome is amplified with
overlapping amplicons. This approach has been successfully used to identify many
viruses in the past, for example, HIV, influenza virus, HCV27, noroviruses, and
rhabdoviruses. However, with the increase in size of genome and number of viruses
in the panel, coverage of full genome with large number of primer sets becomes very
difficult. For example, full genome amplification of Ebola virus required 11–19 set
of primers. It becomes furthermore problematic if there are polymorphisms in the
primer binding sites in viruses with high rate of mutations such as RNA viruses. In
contrast to the sequencing of whole length of genome, amplicon-based detection of
microbes has been much easier, cheap, and useful in the sense of diagnostic
procedure. In amplicon-based detection of microbes, one or several conserved
genomic regions are targeted which are unique to the species in question. Recently,
the FDA has approved an Emergency Use Authorization for NGS-based diagnosis of
COVID-19 provided by Illumina technology 32,641,848. The test consists of
sequencing-based detection of 98 amplicons over 30 Kb of genome of SARS-
CoV2. The strength of NGS-based viral diagnosis lies in large number of
multiplexed sample (>3000 samples) with acceptable sensitivity and specificity.
Previously, NGS-based detection of drug resistance-related mutations in HIV
samples has been approved by the FDA, which displayed 95% sensitivity and
specificity in detecting 342 HIV drug-resistant mutations.

Unlike targeted enrichment, hybridization-based enrichment methods are less
tedious because it doesn’t get affected with polymorphism and thus are suitable
for sequencing of larger genomes. However, the hybridization-based enrichment is
time-consuming and likely to miss genomic regions where probe differs more than
40% from target region.

5.3 Challenges and Limitations of NGS-Based Viral Diagnosis

Apart from the benefits mentioned, there are several challenges associated with
utilization of NGS technology in viral diagnosis for clinical purposes.

• Financial aspects: The initial cost of the instrument and recurring costs for
NGS-based diagnosis are high especially when the number of samples per run
is not sufficient. Furthermore, storage and maintenance of large amount of data
being generated, bioinformatic expertise for valid analysis, and public archival of
clinical genomic data are challenging for a regular molecular diagnostic
laboratory.

• Incidental findings: Although, because of the virtue of unbiased and exploratory
nature of technology, NGS has emerged as very powerful tools for diagnosis,
there are challenges of incidental findings. Incidental findings are those findings
which are not part of the original or requested investigation but are of clinical
importance to the patient or its family, for example, diagnosis of HIV in a viral
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diagnosis protocol for other viruses using metagenomic approach. However,
since the incidental finding is not requested by the patient, its reporting has
been a matter of great ethical debate. Nevertheless, the NGS-based diagnosis
based on target enrichment and PCR amplification has advantage because this
only focuses on sequencing the genomic regions of pathogen of interest.

• Regulatory issues: In order to provide an authentic clinical diagnosis in a molec-
ular diagnostic laboratory for any infectious or noninfectious disease, there are
guidelines and accreditations provided by recognized agencies: standardization of
protocols for sample processing, library preparation, sequencing, cutoff determi-
nation for minor variants, curation and updation of reference databases, and
parameters of bioinformatic pipeline to rule out possible false negatives and
false positives in the procedure.
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Bioinformatic Application in COVID-19 6
Gurjot Kaur, Soham Mukherjee, and Shreya Jaiswal

Abstract

COVID-19 pandemic has seen massive application of in silico approaches to
decipher the virus infectivity in humans as well as for the purpose of drug
discovery. Data sharing has been a key to worldwide scientific collaboration
and thus accelerating measures to counter the pandemic. Our chapter describes
the main in silico approaches, their progression especially database generation
and molecular modelling during the first year of the pandemic and emphasizes
how these applications will contribute to pandemic-associated scientific
discoveries, giving bioinformatics an important role for future tragedies.
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6.1 Introduction

COVID-19 pandemic started in December 2019 and was caused due to SARS-CoV-
2 virus. Till the end of 2020, no specific treatment could be obtained. Drug and
vaccine developments are progressing with the help of bioinformatic approaches.
But first, let us delineate the historical use of in silico approaches in viral outbreaks.
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6.1.1 Historical Facts in Previous Viral Outbreaks

Interestingly, COVID-19 is not the first viral disease where bioinformatic
approaches were applied although the application of these approaches has magnified
during the pandemic. The initial application was seen in Zika and Ebola virus as
discussed below. Valuable lessons were learnt and amplified during the COVID-19
pandemic.

6.1.1.1 Zika Virus (2015–2016) and Ebola Virus (2014–2016) Outbreaks
Zika virus is caused by a flavivirus transmitted primarily by Aedes mosquitoes with
mild symptoms lasting 2 to 7 days such as fever, rash, conjunctivitis, muscle and
joint pain, and malaise or headache. Interestingly, Zika virus outbreak has been
reported multiple times in the last century with the most recent one in 2015 in Brazil.
As a countermeasure, Brazilian and American scientists came together for an open
drug discovery collaborative effort. The scientific community recorded application
of various computational strategies for drug repurposing and heavy usage of molec-
ular docking methods on the viral proteins. These reports included protein homology
modelling, X-ray crystallization structures, novel ligand, and protein discovery
under the OpenZika project. However, due to a lack of corroborating in vitro and
animal studies, many projects were shut down. On the other hand, the most recent
Ebola virus outbreak took place in West Africa although it was first discovered in
1976 with fruit bats of the Pteropodidae family as natural hosts. It was previously
called Ebola haemorrhagic fever, a severe, often fatal illness with a mortality rate of
50%. Drug discovery process for Ebola consisted of computational pharmacophore
analysis of Ebola-active compounds, machine learning, in vitro testing, and genera-
tion of FDA-approved drugs (see review [1]). Table 6.1 summarizes the landmark
computational studies for the two virus outbreaks.

6.2 COVID-19 Pandemic

By 2020, the COVID-19 patients became a major calamity as shown by COVID-19-
positive cases and mortality on the WHO dashboard (https://covid19.who.int/). The
WHO declared a state of global health emergency to coordinate scientific and
medical efforts to rapidly develop a cure for patients [13]. The governments
implemented social distancing and lockdowns to curb the spread. Many existing
antiviral medications have been tried in hopes to slow or even cure the severely
affected patients and thus decrease the morality rate. One of the very promising
strategies, therefore, was to use bioinformatic approaches as shown in Ebola and
Zika outbreaks.

COVID-19 is caused by severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2), a new strain of coronaviruses that has been isolated from the Huanan
Seafood Market, Wuhan, China, in December 2019. The identified primary reservoir
is horseshoe bat, and transfer to human takes place through unknown intermediate
hosts [14]. In general, the family of coronaviruses can cause respiratory,
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Table 6.1 Computational approaches in Ebola and Zika drug discovery

Reference
Computational approach used in the
study Finding of the study

Ebola virus

Brown, Lee
[2]

• Structure-based screening (in silico)
of millions of drug-like small
molecules (approximately 5.4 million)
targeting binding pocket of EBOV
viral protein 35 (VP35), followed by in
silico molecular docking of hits and
NMR-based binding studies

• Several compounds, especially
pyrrolidinones, capable of binding to
VP35 with high affinity and inhibiting
polymerase co-factor activity identified

Ekins,
Freundlich
[3]

• Common features of pharmacophore
analysis of four FDA-approved
compounds exhibiting in vitro and
in vivo activity against EBOV
• Receptor-ligand pharmacophore
analysis consisting of hydrophobic and
hydrogen bonding features
• In silico molecular docking of the
FDA-approved drugs onto VP35
structure

• Pharmacophore model for EBOV
actives suggested common chemical
features in the compounds and
potentially similar target/mechanism
• Receptor pharmacophore and
molecular docking-supported VP35
could be a likely target for other
FDA-approved drugs and analogues

Litterman,
Lipinski [4]

• Computational validation of 55 small
molecules with activity against EBOV
and drug likeness property evaluation
• Pan assay interference compounds
(PAINS) computational filter to
identify potentially problematic
structures

• Usage of medicinal chemistry, in
silico and in vitro, and in vivo data
could provide better measures for
Ebola drug development

Veljkovic,
Loiseau [5]

• Virtual screening was conducted of
drugs against Ebola using EIIP/
AQVN-based criterion

• The selected (EIIP/AQVN) criterion
was used as an efficient filter in
screening for the inhibitors of Ebola
virus infection. Drugs (approved and
experimental) were selected by the
criterion and represented the valuable
source of therapeutics for the treatment
of Ebola virus disease

Ekins,
Freundlich
[6]

• Bayesian machine learning
computational models generated with
molecules from EBOV replication
assay and viral pseudotype entry assay.
Models used to score drug libraries to
identify potential inhibitors
• Pharmacophore analysis conducted
for best hits and further in vitro testing
performed to check efficacy

• Based on scoring by Bayesian
models, three distinct molecules were
identified which were previously not
covered in literature pertaining to
EBOV actives
• Ligand pharmacophore analysis and
further in vitro tests supported efficacy
of the hits against EBOV

Zika virus

Ekins,
Perryman
[7]

• Dengue virus crystal structure was
used as template in homology model of
ZIKV envelope protein. In silico
screening performed through
molecular docking of selected

• Top 10 compounds from Prestwick
Chemical Library including three
antivirals (ritonavir, indinavir, and
saquinavir) and a few antimalarials

(continued)
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Table 6.1 (continued)

Reference
Computational approach used in the
study Finding of the study

compounds from Prestwick Chemical
Library to identify hits for in vitro
testing

were identified as potential hits based
on conformation scores

Ekins,
Liebler [8]

• Homology models of ZIKV proteins
generated through evolutionary
relationships among flaviviruses. Best
homology models screened according
to GQME, QMEAN4 scoring, and
Ramachandran plot analysis
• Zika virion surface illustration
generated by combining homology
model with dengue virus envelope
symmetry data

• Homology models provided to serve
as starting points for docking studies.
Qualitative analysis of ZIKV virion
compared to dengue virus cryo-EM
virion outlined

Ekins,
Liebler [8]

• Distributed computing on millions of
devices to run docking of drugs
(compounds) against structures
(crystal) and homology models of Zika
proteins

• Homology modelling provided a way
to accelerate new drug development in
the absence of crystal structure of Zika
proteins

Sahoo, Jena
[9]

• Molecular docking analysis of four
FDA-approved drugs (for dengue
virus) and structure-based virtual
screening of novel drug-like
compounds against NS3 protein of
ZIKV, which is essential for viral
replication

• Berberine was identified as the best
FDA-approved antiviral with potential
to be repurposed. Top 10 novel drug-
like compounds sharing properties
with berberine were identified, among
which best hits were found to exhibit
high binding affinity and interactions
with key residues

Mottin,
Braga [10]

• The study of molecular behaviour of
helicase domain of NS3 (NS3h) in
ZIKV in concert with ssRNA to
elucidate NS3h activity and inhibition
by molecular dynamics simulations

• Molecular dynamic trajectories
demonstrated presence of ssRNA and
stabilize the RNA binding loop in
NS3h so it maintains closed
conformation. RNA binding loop
conformation is also suggested to
affect optimal ligand binding

Sharma,
Murali [11]

• Induced fit docking of EGCG onto
binding site of envelope protein to
elucidate key interactions, molecular
dynamic simulations, and drug-like
property calculations

• Interaction of EGCG with various
residues was found, and it also
provides protein conformation
stabilization as analysed from
molecular dynamics trajectories

Ramharack
and
Soliman
[12]

• ‘Per-residue energy decomposition
pharmacophore’ models for NS5
polymerase and NS5 methyltransferase
using the molecules ribavirin and
BG323. Virtual screening conducted
using ZINC database and molecular
docking performed for screened
candidates

• Virtual screening from ZINC
database lead to identification of
23 candidates for NS5 polymerase and
18 candidates for methyltransferase.
Compounds with the best docking
scores were identified as potential
actives (ZINC39563464 for NS5
polymerase and ZINC64717952 for
NS5 methyltransferase)
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gastrointestinal, hepatic, and central nervous system diseases. SARS-CoV-2 and its
nearest neighbours in the phylogenetic tree, i.e. SARS-CoV and MERS-CoV, cause
severe respiratory diseases. Its widespread transmission is due to travel and human to
human contact [15]. SARS-CoV-2 is currently known to be sensitive to heat and UV
rays and effectively destroyed with 75% ethanol, acetic acid, and chlorine-
containing disinfectants [16].

6.2.1 Current Bioinformatic Efforts in COVID-19

We have highlighted the bioinformatic efforts that have been used in drug discovery
research for COVID-19 till end of 2020.

6.2.1.1 Genomic Efforts: Sequencing Efforts
The whole genome sequences for the virus, SARS-CoV-2, have been isolated from
patients from several countries including Brazil, China, Germany, and the USA.
They were made publicly available as soon as they were sequenced to accelerate
scientific research. There are currently more than 300 samples online. All the
sequence samples were found to be closely related with few mutations pointing
towards a common ancestor. For example, the Brazilian genome differed by three
mutations to the Wuhan reference strain, and two of these three mutations were
shared with a German sample. Efforts have been made to provide complete genome
sequencing and thus aid the analysis of how the gene is translated to protein and what
could be the protein functions especially in SARS-CoV-2 infectivity pathway.
Genome sequencing is the starting point for all analysis regarding structure and
function of resulting proteins. In addition, it provides knowledge about the origins of
the SARS-CoV-2 virus and thus transmission profile. For the scientific research to
rapidly move forward, it was crucial that the whole genome sequencing of SARS-
CoV-2 is performed at a fast pace.

SARS-CoV-2 belongs to genus Betacoronavirus and subgenus Sarbecovirus.
The virion or the infecting particle consists of an envelope containing a single
positive-stranded RNA. The first genome, accession number NC_045512.2, was
isolated from a patient in Wuhan, Hubei province, China, and named SARS-CoV-
2 Wuhan-Hu-1. Current GenBank sequences and next-generation sequences stand at
39751 and 4266, respectively (data taken fromNCBI-NLM SARS-CoV-2 Resources
on November 12, 2020). Current estimates suggest a genome size of 29.9 kb and
11 open reading frames or ORFs. The organization of genes encoding the vari-
ous proteins is shown below.

VP35 viral protein 35, NMR nuclear magnetic resonance, FDA US Food and Drug Administration,
EBOV Ebola virus, EIIP electron ion interaction potential, AQVN average quasi valence number,
EVD Ebola virus disease, ZIKV Zika virus, GQME global model quality estimation, QMEAN4
qualitative model energy analysis with linear combination of four statistical potential terms, cryo-
EM cryogenic electron microscopy, EGCG epigallocatechin-3-gallate
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50-leader-UTR-replicase-ORFab-Spike (S)-Envelope (E)-Membrane (M)-
Nucleocapsid (N)-30UTR-poly (A) tail-30-UTR end.

Figure 6.1 illustrates the cellular location of different proteins on SARS-CoV-
2 virion. Unsurprisingly, the genome of SARS-CoV-2 is very similar to SARS-CoV
(82%), bat- CoV-RaTG13 (96%), and bat-SL-CoVZC45 (86.9%). Main difference
lies in the longer branch length to the bat viruses. Although mutations are being
observed between various SARS-CoV-2 strains isolated from patients, the reported
similarity is 99.98%. Phylogenetic analysis of 160 genomes has shown three main
variants (classified as A, B, and C ancestral types) with certain mutations in specific
variants, i.e. synonymous mutations T29095C and T8782C are identified in type A
and type B, respectively, and non-synonymous mutations C28144T (Leu to Ser) and
G26144T (Gly to Val) are detected in type B and type C, respectively [17]. This
knowledge is being employed to identify genome-based community hotspots. For
some mutations, radical changes in functionality of the protein, host specificity, or
virus infectivity have been seen (Table 6.2). Mutational hotspots are located at
positions 1397, 2891, 14408, 17746, 17857, 18060, 23403, and 28881. Mutational

Envelope Protein

3CL pro

replicase

Pr
ot

ea
se

Helicase

Fig. 6.1 Proteins on SARS-CoV-2 virion
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Table 6.2 Common SARS-CoV-2 proteins and current structure models

Protein target Function of the protein Mutations

PDB ID of
3D
structure

Mpro Cysteine protease
participates in the viral
replication and cleaves the
viral ORF1ab polyprotein at
11 sites

Mutation: R60C obtained
from Mpro of Vietnam
isolate revealed that the
point mutation affects
protease stability and
binding of inhibitor [18]

6 LU7
6 W63
3M3V
6Y84
7BRO
6WQF
6 M03
6Y2E
6Y2F
6Y2G
6Y7M
6YB7
6LZE
6M0K
6YNQ
6YVF
6WNP
7BUY
7BRR
6WTT
7BRP
6YZ6
7BQY
6YT8

Spike glycoprotein
(S)

The host-cell membrane is
fused with the viral
membrane. During the
maturation of virus,
Cleaving of spike protein is
done to its subunits: virus is
attached to the cell
membrane through S1
subunit by interacting with
host receptor. Fusion of the
virus with human cell
membranes is mediated by
Ace2 and S2

Mutation: D614G, G476S,
and V483A (most
frequent) in RBD. They
slow down the
development of
therapeutics
Mutation: S19P and
E329G may determine the
host specificity of SARS-
CoV-2. Important for
molecular recognition,
PCR testing kits, antiviral
specificity, and vaccine
development

6VYB
6VSB
6LXT
6LVN
2AJF
6VW1
6LZG
6M0J
6 W41
6YLA
6YM0
6WAQ
7BZ5
Complex of
spike
(6ACD)
and ACE2
(2AJF)
Complex of
spike
(6VXX)
and ACE2
(1R42)

(continued)
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Table 6.2 (continued)

Protein target Function of the protein Mutations

PDB ID of
3D
structure

Polyprotein 1ab
(ORF1ab-266–
21,555 nucleic
acids): NSP1–16
(ORF1ab)

Replicase with multiple
functions.
Polyprotein consisting of 15
non-structural proteins,
auto-proteolytically cleaved
into multiple enzymes that
form replicase-transcriptase
machinery consisting of
RNA-dependent
RNA polymerase (RdRp),
helicase, 30–50 exonuclease,
endoRNAse, and 20-O-
ribose methyltransferase.
NSP15 encodes a nidoviral
uridylate-specific
endoribonuclease that
interacts with the NSP7/
NSP8 complex.
The antiviral activity of the
STAT1 transcription factor
is antagonized by ORF6 by
sequestering IMPα/β1 on
the rough ER/Golgi
membrane. Human
ubiquitin system with
multiple members of the
Cullin-2 E3 ligase complex
interacts with the ORF10

Mutation: S24L in ORF8
protein strengthens the
folding stability of the
spike protein and ORF8
protein and shows female
dominated pattern
Mutation: A stabilizing
mutation at position 321 in
the endosome-associated-
protein-like domain in
NSP2 protein
Mutation: A destabilizing
mutation at position 192 in
the NSP3 protein—useful
for differentiating SARS-
CoV-2 from SARS-related
coronaviruses. Mutation:
S723G and P1010I in the
transmembrane helical
segments of NSP2 and
NSP3 determine the host
specificity of SARS-CoV-
2

NSP10–
NSP16
complex:
6 W75
6YZ1
NSP15:
6VWW
6 W01
6WXC
6WLC
NSP16–
NSP10
complex:
6W4H
6 W61
6WKS
6WQ3
6WRZ
6WVN
6WJT
6WKQ
NSP3:
6VXS
6WEN
6 W02
6W6Y
6WCF
6WEY
6WOJ
6YWL
6YWK
6YWM
NSP7 and
NSP8
complex:
6WIQ
6WQD
6WTC
6YHU
NSP9:
6W4B
6WXD
6W9Q

RdRp or RNA-
dependent RNA
polymerase

It is required for the
replication of viral genome
and nucleic acid metabolism

Mutation: C14408T
mutation is adjacent to the
drugs targeting
RdRp hydrophobic cleft

6 M71

(continued)
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Table 6.2 (continued)

Protein target Function of the protein Mutations

PDB ID of
3D
structure

Helicase Required for viral genome
replication and nucleic acid
metabolism

Mutations: P504L and
Y541C affected functional
domain of NSP13 and
even change the shape of
ATP binding site in the
helicase [19]

6XEZ

30–50 exonuclease Required for viral genome
replication and nucleic acid
metabolism

None yet reported None yet
available

EndoRNAse
(NSP15)

Required for viral genome
replication and nucleic acid
metabolism

None yet reported 7K1O
7K1L
6WXC
6 W01
6WLC
6X1B
6VWW

20-O-ribose
methyltransferase
(encoded by non-
structural NSP16)

Required for viral genome
replication and nucleic acid
metabolism.
It binds N7-methyl
guanosine cap and
methylates the ribose 20-O
position of the first and
second nucleotide of viral
mRNA, which is essential to
evade the immune system

Mutation: L111F, A116S,
P236L, and two mutations
localized towards termini,
namely, P7S and N285D,
have been identified in
Indian isolates. These
mutations are likely to
alter protein dynamics,
stability, and secondary
structure and render
pharmacological agents
infective [20]

6YZ1
6W4H
6 W75
6 W61

Envelope protein
(E)

This envelope protein self-
assembles itself in the host
membranes by forming ion
channels and also acts as
viroporin. It has a critical
role in viral assembly and
releases exerting viral
pathogenicity

Mutation: Non-
synonymous mutations in
envelope protein observed
in ~0.4% of SARS-CoV-
2 whole genomes which
might potentially affect
propagation [21]

7K3G

Nucleocapsid
protein (N)

This protein is responsible
for the interaction of spike,
envelope, and membrane
proteins, which forms the
nucleocapsid of the virus

Mutation: Several SARS-
CoV-2 strains/substrains
have exhibited mutations
on serines 186, 197, and
202 which are
phosphorylation sites
involved in cell cycle
control [22]

6M3M
6WZO
6WZQ
6WJI
6YUN
6ZCO
6WKP
7ACT
7ACS
2GIB
1SSK
7C22

(continued)
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variants are crucial to assess any possible drug resistance and COVID-19 clinical
presentation. This information is also crucial for designing COVID-19 vaccines as
well as rapid diagnostic assays. Structural genomic analysis has shown that the viral
genome is composed of four structural proteins (spike-envelope-membrane-nucleo-
capsid) and two non-structural proteins (main protease and RdRp) [23].

6.2.1.2 Protein Structure-Based Methods

Homology Modelling of SARS-CoV-2 Proteins
Considerable work has been accomplished in the development of homology models
of SARS-CoV-2 proteins. Leading the way is the main viral protease or Mpro. Other
proteins that have been heavily modelled through homology modelling are spike
(S) protein, ACE2 human target, and RdRp. Table 6.2 provides the current list of
protein targets and highlights whether a specific target is over- or underutilized for
the computational studies.

The knowledge of three-dimensional structure of proteins is crucial to develop
drugs that can modulate the protein’s action. The structural information, obtained
through X-ray crystallography or cryogenic electron microscope or nuclear magnetic
resonance, provides information on binding sites and the mechanism of action/
inhibition. The three-dimensional structures are also crucial to molecular docking
studies as they serve as starting point. These models have been used for docking to
understand mechanisms of viral infection and possible treatments. Currently, there
are over 400 (total) structures available for various SARS-CoV-2 targets on
RCSB PDB.

Molecular Docking Studies
Docking simulations have been performed for treatment through both small
molecules and antibodies. Small molecule strategies require a target protein structure
and screening of molecules that bind this protein using molecular docking and
validation using molecular dynamic simulations. Many studies have been performed

Table 6.2 (continued)

Protein target Function of the protein Mutations

PDB ID of
3D
structure

2CJR
6YI3
2JW8
2OFZ
2OG3
7 CE0
7CDZ
6VYO

Original article references are given. Other references used for the table can be found in reviews:
[23, 24]
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in a very short span of time with the rapidly made available targets (Table 6.2). In the
second method, antigen-antibody docking simulation has predicted high-affinity
binding of human antibodies to SARS-CoV-2 proteins. Human antibody CR3022
is shown to possess a high affinity for spike protein [24].

Unfortunately, many early studies lacked proper validation of molecular docking
data (redocking or molecular dynamics), and thus reproducibility of the results is
highly doubtful. This trend was seen for many drug or herbal chemical candidates in
the early days of COVID-19. Studies that came a little later validated the data by
molecular dynamics and provided important parameters regarding drug/herbal
chemical stability inside the binding pocket of protein target and possible hydrogen
bonding and hydrophobic interactions during the simulations [25–28]. Very few
direct validations of molecular docking protocol by redocking with the known
ligand, i.e. native ligand on the X-ray crystal structure, were performed in the
early days [1, 24, 29].

Drug Repurposing
As drug discovery is a long process and initiating it from a completely new drug
candidate may result in a long wait while the COVID-19 pandemic was gaining
momentum, drug repurposing seemed to be a much rapid alternative, previously
employed for many related (MERS and SARS-CoV) and unrelated diseases. In this
process, many drugs have been screened [1, 24]. These candidate molecules may be
used in SARS-CoV-2 enzyme assays, antagonism of protein mechanism, or
decelerating viral infectivity. It is hypothesized that drugs previously used in other
viral diseases could also be used. An important aspect would be to make sure that the
drugs are, in general, available for further experimentation and development in case
they show promise. It will be futile to develop drugs that are only available as
structural moieties or are at an investigational stage only. A simple strategy to drug
repurposing that shows promise is screening a class of compounds rather than
random drug screening. FDA-approved HIV-1 protease inhibitors, e.g. atazanavir
and ritonavir, and hepatitis C NS3/4A protease inhibitors, e.g. lopinavir, have been
successfully docked into the Mpro active site of SARS-CoV-2. Currently, China and
South Korea have treated COVID-19 patients with Kaletra, the combination of
lopinavir 200 mg/ritonavir 50 mg with some benefits [30].

6.2.1.3 Database Generation
It is needless to say that databases are very important to accelerate research in the
current times especially because they provide a reference point to scientists world-
wide. Virtual databases provide the advantage of large storage capacity while being
continuously updated. In SARS-CoV-2, this has provided a better understanding of
the virus’s origin after extensive comparisons between genomic data online. Geno-
mic comparisons also helped in producing specific primers for RT-PCR detection
kits as early as possible. Many databases have proven extremely useful in the pursuit
of treatment strategies for COVID-19. While primary databases such as nucleotide
sequence databases and protein sequence databases are extensively used to submit as
well as obtain sequencing information for COVID-19 targets, secondary databases
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such as Prosit, PRINTS, Pfam, InterPro, PhenomicDB, or a genotype-phenotype
database provide support to understand protein structure and functionality, while
molecular structure databases such as Protein Data Bank, SCOP, CATH, and
PubChem are important to obtain structural information of molecular targets. A
few COVID-19-specific databases are listed in Table 6.3.

Due to the widespread effect of the COVID-19 pandemic across countries and to
allow easy sharing of scientific information between scientists, these databases have
come up. While the WHO COVID-19 database provides general information on
sociodemographics of the mortality and infected individuals, ViPR or Virus Patho-
gen Database and Analysis Resource has been updated to include information on
SARS-CoV-2 and contains SARS-CoV-2-related data, tools, and analysis.
CoV-AbDab provides data on COVID-19 antibodies. The International Nucleotide
Sequence Database Collaboration (INSDC) has released a public statement entitled
‘INSDC Statement on SARS-CoV-2 sequence data sharing during COVID-19’,
which highlights the importance of sharing SARS-CoV-2 sequence data within the
international scientific community. The INSDC recommends that all researchers
working with SARS-CoV-2 sequence data submit both their raw and consensus—
or assembled—SARS-CoV-2 data to the INSDC databases, which are freely avail-
able to the scientific community. COVID-19 data portal EMBL-EBI (https://www.
covid19dataportal.org/) enables data sharing throughout the globe. The initiative
facilitates international collaboration to accelerate scientific discovery, monitor the

Table 6.3 COVID-19-specific online databases

Database Information provided by the database References

2019nCoVR For studies on classification of virus (viral
taxonomy), evolution (changes) of genome,
molecular diagnosis, and development of drugs

[31]

The Genome Detective
Coronavirus Typing Tool

Used for the tracing of new viral mutations in SARS-
CoV-2 genome sequences accurately

[32]

CoronaVR It is used for the identification of potential epitope-
based (B cells and T cells) vaccine candidates,
siRNA-based (subsection of therapeutic section)
therapeutic regimens,
and diagnostic primers, that can be used in testing
kits to identify COVID-19 virus

[33]

CoV-AbDab It contains a relevant set of data which includes
cross-neutralization antibody/nanobody origin
evidences, full variable domain sequence,
assignments of germline, regions of epitope, links to
relevant PDB entries, comparative modelling
(homology models), and literature.
It is also used for the aid in preceding exposure
diagnosis or to assist in predicting the efficacy of
vaccine. It is used for the understanding of antibody
at molecular level, which is able to attach with a
Betacoronavirus antigen that could be relevant in
treating COVID-19 (SARS-CoV-2) infection

[34]

98 G. Kaur et al.

https://www.covid19dataportal.org/
https://www.covid19dataportal.org/


pandemic, and help develop treatments and a vaccine for the new coronavirus. Other
SARS-CoV-2 resources can be accessed by NCBI at https://www.ncbi.nlm.nih.gov/
sars-cov-2/.

6.2.1.4 Other Approaches
It should be noted that previous virus research did not employ many of the above
discussed tools. Ebola and Zika viral research were the first application of bioinfor-
matic research in the viral disease field, and COVID-19 marks the introduction of
drug discovery by using in silico approaches as constructive options. All the current
bioinformatic tools have helped scientist in accelerating drug/vaccine development
for SARS-CoV-2. Since the advance of bioinformatics in 1990, many tools exist that
are used in addition to genome sequencing and molecular modelling. Softwares
(both online and offline) are being extensively utilized for sequence analysis,
complete genome sequencing, expressed sequence tags, identification of unknown
genes, discovery of splice variants, causes of differences between viruses,
pharmacogenetics, next-generation sequencing, etc. Multiple alignment tools to
perform alignment of experimentally obtained genetic sequences are important for
sequence comparisons and sequence-based database searches and additionally help
in phylogenetic analysis. This is evident from the use of RNA sequencing from
broncho-alveolar fluid samples of SARS-CoV-2 patients to identify its origins. The
phylogenetic analysis revealed almost 90% similarity of virus sequences to
betacoronaviruses from bat [35]. BLAST or Basic Local Alignment Search Tool
has also been widely used to compare sequences whether nucleic acid or amino acid.
BLAST uses the already available information on biological sequences from
organisms to understand the genetic relationship with other species. For example,
SARS-CoV-2 genome sequence similarity with viral metagenomes in pangolin has
been seen. In particular, the availability of these bioinformatic approaches was very
important in the discovery of newer drugs for COVID-19 as an understanding of
genetic sequence needed to follow up by the protein analysis, i.e. function of the
gene. This was made possible by comparing related sequences and thus similar
functionality. Once the protein function could be determined (coupled to experimen-
tal evidence), the already known drugs against related targets could be taken for drug
repurposing. In addition, drugs could be developed using computational approaches
once this basic understanding is obtained [29].

In addition, due to the rapid research in the field of COVID-19, a comprehensive
repository of knowledge about SARS-CoV-2, its proteins, mechanism of infection,
and more has been created online. Vaccine design is also utilizing computational
methods to design multiepitopes against SARS-CoV-2. The vaccine design includes
prediction of potential epitopes from antigenic protein sequences and construction of
vaccine, followed by molecular docking simulation to assess the binding affinity to
the protein. For example, antigenic epitopes from spike glycoprotein, nucleocapsid,
ORF3a, and non-structural proteins have been attempted (reviewed in [24]). Vaccine
design has benefitted immensely by the constructed structural genomic and
interactomic road maps that describe viral infection molecular mechanisms. An
example is the X-ray crystal structure of RBD in complex with human antibody
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CR3022 (6 W41) for epitope engineering. T- and B-cell epitopes have been
identified too through informatics (details in [23]). Development of SARS-CoV
models using ECFP6 descriptors and the Bayesian algorithm has been attempted
to develop an assay control software (Ekins 2020). The method is fast, does not
require crystal structures, and enables scoring of small-molecule structures against
many models simultaneously. System pharmacology approaches have also provided
important insights into promising antiviral drugs against SARS-CoV-2 based on
pathogenesis mechanism and host specificity. Novel algorithms are being used in
COVID-19 research. These are mainly network-based algorithms and expression-
based algorithms. Network-based algorithms generate networks, for example, drug
target network or human protein interactome, and using these networks, putative
drug candidates are identified. One such study generated HCoV-host interactome
and integrated various drugs specific for targets [36]. Some expression-based
algorithms have also aided drug repurposing by linking ACE2 to SARS-CoV-2 in
the early days and thus providing two potential repurposed drugs that change ACE2
expression. Functional analysis of genomes is done in parallel to identify the cellular
functions of gene products coupled to transcriptomics, proteomics, metabolomics,
phenomics, and even systems biology. See reviews [23, 24] for details. Table 6.4
provides a few examples of applications of all the above-mentioned approaches in
COVID-19.

6.3 Conclusion

There are many lessons that can be learnt from the application of in silico approaches
in the viral pandemic of COVID-19. On the positive side, molecular modelling
provides the advantage of reduced cost for faster development of a drug candidate.
This is propelled by databases and collaborative efforts of scientists. Scientists can
thus directly compare the various drug candidates in these databases and assess for
further development.

This was the third instance of application of these techniques, and therefore,
important lesson would be to rely more on high-resolution crystal structures rather
than homology models. Otherwise, it will be very difficult to process the huge
repository of docking results generated every time. Also, database generation should
become a priority to increase the collaborative capacity and, therefore, data valida-
tion by scientists throughout the world. In addition, if the molecular docking is
performed on commercially available drugs and herbal chemicals, it would help us
limit the number of docked molecules yet keeping the feasibility of taking the drug
candidate to the next stage of drug development. Molecular docking of chemicals
that are not readily available leads to extra steps of extraction or synthesis that could
be avoided. It is thus understandable that a collaborative approach where scientists
team up to work on different aspects such as bioinformatics, chemical synthesis,
in vitro testing, and in vivo testing will be fruitful. Interestingly, the comprehensive
information about virus pathogenesis in the human body is still not available and
thus hinders progress in drug development.
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Table 6.4 Examples of bioinformatic approaches used in COVID-19

Bioinformatic approach used in
COVID-19 research Reference examples and details

Whole genome sequencing [37]—RT-PCR, next-generation sequencing on specimens
coupled to characterization at molecular level, phylogenetic
analysis, and B- and T-cell epitope prediction for the
sequences of Indian SARS-CoV-2. Complete (29,851
nucleotides) genomes with 99.98% identity with Wuhan
seafood market pneumonia virus (accession number: NC
045512) were obtained. In the receptor binding domain,
prediction of linear B-cell epitopes of spike protein of S1
domain and a conformational epitope was identified. Results
confirmed two different introductions into the country

Sequence comparisons [18]—The SARS-CoV-2 genome reported from 13 different
countries was investigated to identify mutations. High
identity (>99%) was seen amongst the 13 genomes. By
sequence comparison, country-specific distinctive mutations
in the vital proteins of SARS-CoV-2 were identified (vital
proteins, i.e. replicase polyprotein, spike glycoprotein,
envelope protein, and nucleocapsid protein). Mutational
effects on function were investigated using various in silico
approaches

Algorithms [38]—Development of simple algorithm to help the early
detection in the patients who are infected by SARS-CoV-2.
Identification of individual predictors of COVID-19
development and establishment of prediction model with a
learning set of 322 COVID-19 patients (training datasheet/
set) and a set of 317 COVID-19 patients were validated. The
analysis identified age, lactate dehydrogenase, and CD4
count as good predictors of COVID-19 progression giving an
algorithm of (age � LDH)/CD4 count

Machine learning [39]—These models were built for the prediction of protein-
protein interactions between the viral proteins and proteins
present in humans. A total of 1326 potential human target
proteins of SARS-CoV-2 were predicted by the proposed
ensemble model and validated using gene ontology and
KEGG pathway enrichment analysis

Systems biology [40]—166 modified herbal Chinese formulae and 1212
phytoconstituents that were containing b-sitosterol,
stigmasterol, and quercetin were chosen. Using complex
system entropy and unsupervised hierarchical clustering,
18 herbal formulae showed promise as COVID-19
candidates. 12 clusters of molecules yielded
8 pharmacophore families of structures following scaffold
analysis, self-organizing mapping, and cluster analysis

Drug repurposing [41]—The amalgamation of drugs, viz. pirfenidone and
melatonin, was identified for COVID-19 by using system
biology and artificial intelligence-based approaches.
GUILDify v2.0 web server was also used to confirm the
results

(continued)
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In conclusion, due to the heavy inundation with incomplete or unvalidated
molecular modelling studies, it is warranted that proper steps are taken to manage
pseudoscience propagation.

6.4 Future Outlook

Application of bioinformatic approaches in Ebola, Zika, and COVID-19 pandemic
has shown that these approaches can be used for planning and developing antiviral
drugs and support pandemic situations when properly streamlined. Target identifi-
cation, interaction mapping, understanding structure activity relationships, and
molecular docking and dynamics could provide important tools for elucidating
underlying pathogenesis and its targeting by novel drug candidates. When coupled
to proper experimental testing, the drug development will have far-reaching results.
We are able to increase the safety of the drug molecules, i.e. by understanding the
physical-chemical properties as well as probability of success. Time must be spent
on elucidating underlying mechanisms so as to provide relief to clinical symptoms of
COVID-19.
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Abstract

The word “transcriptome” generally refers to overall RNA species transcribed
from DNA (or RNA itself) or transcripts that are present in a cell. The
transcriptome includes messenger RNA (mRNA), ribosomal RNA (rRNA),
transfer RNA (tRNA), and even noncoding RNAs, such as miRNA, having a
regulatory function. TB pathogenesis is highly dynamic and is determined by the
interaction between the host defense strategy and the tactics employed by Myco-
bacterium species to survive inside the host. Recently, several reports suggested
that differential expression of host miRNAs serves as hallmark of disease pro-
gression at both cellular and organism level in various diseases, including tuber-
culosis. Next-generation sequencing (NGS) is a revolutionized massive parallel
sequencing technique that uses RNA-seq, which is a recent NGS-based technol-
ogy for transcriptome profiling which is most often used to analyze differential
gene expression and differential splicing of mRNA. RNA-seq is more sensitive
than other technologies such as microarray as it directly determines the cDNA
and thus provides a great insight about physiological state of cell, healthy or
diseased. In this chapter, we present a detailed overview of RNA-seq technology
and its data analysis, applications, and advances made so far. With the advance-
ment in NGS, RNA-seq has also developed. Single RNA-seq is the further
refinement of RNA-seq analysis in a single cell, which allows studying the
complex biological processes especially useful in cancer studies. Until recently,
the technique was limited to mRNA expression of either pathogen or host cell.
However, in the recent years, more advanced RNA-seq technology enables “dual
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RNA-seq” analysis for better understanding of host-pathogen interaction. Dual
RNA-seq does not require pre-designed species-specific probes and thus provides
a better understanding of the interaction, virulence factor, or immune response
mechanism. With increasing sensitivity of dual RNA-seq, it is now being applied
to understand the host-pathogen interaction in tuberculosis, which is the key
study in development of therapeutic strategies to control “Mycobacterium tuber-
culosis.”With more refinement at lower cost, RNA-seq is expected to replace the
microarray technique in the near future.

Keywords

RNA · miRNA · NGS · M.tb · Diagnostics

7.1 Introduction

The word “transcriptome” generally refers to overall RNA species transcribed from
DNA (or RNA itself) or transcripts that are present in a cell. The transcriptome
includes messenger RNA (mRNA), ribosomal RNA (rRNA), transfer RNA (tRNA),
and even noncoding RNAs, such as miRNA, having a regulatory function. Recently,
there emerged a high-throughput sequencing technology which involves analysis of
RNA at single nucleotide level, called RNA sequencing (RNA-seq). RNA-seq is an
NGS-based sequencing technology with many applications, such as mRNA expres-
sion quantification, differential splicing of mRNA, fusion genes detection, and RNA
editing. RNA-seq is a powerful tool that directly determines the cDNA and hence
provides a great insight of genomic functions and physiological state of cell.
RNA-seq has advantage over qPCR and microarrays as it provides complete
transcriptome of the organism including coding and noncoding genes, intergenic
regions, and small RNAs [1]. Mycobacterium tuberculosis (M. tb) is the causative
agent of tuberculosis and is the leading cause of death globally [2]. It is estimated
that around one-fourth of the world population is infected with TB; however, only
5%–10% of these cases advance to active TB in their lifetime [2]. In this chapter, we
will discuss emerging transcriptomic approaches to decipher complexities related to
Mycobacterium tuberculosis.

7.2 MicroRNAs: Biogenesis and Mechanism of Action

MicroRNAs (miRNAs) are a class of highly conserved, small, noncoding single-
strand RNA molecules that are approximately 18–25 nucleotides in length. They
play an important role in the posttranslational expression of genes and are involved
in cell development, differentiation, proliferation, apoptosis, etc. [3]. miRNAs are
divided into two classes, the intragenic and intergenic miRNAs, based on their
genomic loci. Intergenic miRNAs are located between two genes and can be
monocistronic (with their own promoters) or polycistronic, wherein various
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miRNAs are transcribed together, while the intragenic miRNAs are known to be
present in the introns or exons of genes and are co-regulated with their host genes by
Pol II. miRNA biogenesis pathway begins with the transcription of miRNA by RNA
Pol II to form hairpin-like structure called the pri-miRNA. These are then cleaved by
a nuclease called Drosha, resulting in the formation of pre-miRNA. The pre-miRNA
is transported to the cytoplasm by exportin-5 through a Ran-GTP-dependent mech-
anism and is further excised by Dicer to form the mature miRNA duplex. A single
strand of this miRNA duplex then binds to the other accessory proteins such as
Ago-2 and GW182 and is incorporated in the RNA-induced silencing complex
(RISC) for posttranscriptional regulation of mRNAs [4]. The microRNAs usually
bind to a specific region, about 5–8 nucleotides long, in the 30-UTR region of the
messenger RNA, resulting in the degradation of the target mRNA or inhibition of
translation.

7.2.1 miRNAs in Tuberculosis: New approaches for Diagnosis
and Host-Directed Therapy

TB pathogenesis is highly dynamic and is determined by the interaction between the
host defense strategy and the tactics employed byMycobacterium species to survive
inside the host. Currently, TB diagnostic methods primarily focus on diagnosing
active tuberculosis, thus demanding more definitive biomarkers that differentiate
latent and active TB for a more specific and efficient diagnosis. Owing to the
limitations in traditional methods for diagnosis of TB, researchers have emphasized
the need for development of diagnostic tools based on host biomarkers that can be
used for assessment of disease status and monitoring of treatment outcomes. In
pursuit of the same, several classes of molecules are currently being scrutinized as
prospective biomarkers, miRNAs being one of these biomarkers.

7.2.2 Role of Host miRNAs in Tuberculosis

Recently, several reports suggested that differential expression of host miRNAs
serves as hallmark of disease progression at both cellular and organism level in
various diseases, including tuberculosis. Interestingly, the pathogen has evolved
various mechanisms to survive inside the macrophages and establish dormancy/
latency. Notably, miRNAs have been emerging as critical regulators of immune
response in M. tb infection. Here, we mention some of the important host-bacterial
interactions that are modulated by miRNAs in tuberculosis.

7.2.2.1 Host miRNAs Regulate Autophagy and Phagolysosome
Maturation in Tuberculosis

Autophagy is a well-known cell-autonomous defense mechanism conducted against
many intracellular microorganisms. To ensure their own survival, pathogenic bacte-
ria modulate many host cell processes including autophagy. Accumulating
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evidences suggest that host miRNAs regulate several autophagy-related genes
(ATGs), thus favoring mycobacterial survival. Wang et al. [5] showed that the
expression of host miR-155 was enhanced after mycobacterial infection using
in vitro and in vivo models. This enhanced expression accelerated the formation of
phagolysosome and helps in eradicating the infection. Kim et al. [6] showed that
miR-125a inhibits autophagy and antimicrobial effects against Mycobacterium
tuberculosis by targeting the UV radiation resistance-associated gene (UVRAG).
miR-20a inhibits autophagy by targeting ATG7 and ATG16L1, hence favoring
mycobacterial survival inside the host macrophages. miR-125a-3p, miR-33,
miR-144-3p, miR-23a-5p, and miR-142-3p are potential inhibitors of autophagy in
Mycobacterium tuberculosis infection. Notably miR-155, miR-17-5p, and miR-26a
target Ras homolog enriched in the brain (Rheb), Mcl-1, STAT3, and KLF4,
respectively, play a role by inhibiting the infection.

One of the well-studied mechanisms of immune escape by M. tb is mediated by
arresting phagosome-lysosome maturation. Prevention of acidification of
phagosome with lysosomal enzymes, such as cathepsin proteases, plays a crucial
role in persistence ofM. tb inside host macrophages. miR-106-5p is known to target
cathepsin S and inhibits lysosomal enzymatic activity. Another microRNA,
miR-142-3p, inhibits internalization by phagosomes by targeting N-WASP and
PKC-alpha genes [7]. Polarization of macrophages as M2 renders macrophages as
anti-inflammatory and poorly microbicidal. A transcription factor, KL4, drives M2
polarization of macrophages and is negatively regulated by miR-26a. Notably, in
patients with TB, miR-26a is found to be downregulated [8].

7.2.2.2 Host miRNAs Regulate Innate Immunity in Tuberculosis
Innate immune cell activation is regulated by miR-155, miR-146a, miR-21, and
miR-9. miR-125a-3p can inhibit antimicrobial responses and host defense against
M. tb infection by targeting the gene encoding autophagy UV radiation resistance-
associated protein [6]. miR-125b inhibits the production of TNF-α in alveolar
macrophages during M. tb infection. TNF-α is a well-known pro-inflammatory
cytokine for the M. tb clearance. Targeting miR-125a and miR-125b will be helpful
in increasing the antibacterial responses and also helps in clearance of pathogen by
increasing the TNF-α levels during M. tb infection. miR-146a and miR-155 are the
most well-studied miRNAs in TB, which significantly influence the host-pathogen
interactions [9].

miR-146a expression, driven by the transcription factor NF-kB, also represses the
mycobacteria-associated inflammatory response and helps in bacterial proliferation
in RAW264.7 macrophages via IRAK-1/TRAF-6 pathway. miR-146a enhances
mycobacterial survival in RAW264.7 macrophages via suppression of nitric oxide
(NO) production [10]. miR-155 is induced upon infection of murine macrophages
with mycobacteria and positively regulates the TLR signaling [5]. It is known to play
a protective role against mycobacterial infections during the earlier stage of infec-
tion. On the other hand, it augments the survival of macrophages, thereby providing
a niche for the mycobacterial replication. miR-155 levels in serum negatively
regulate the activity of the NK cells. Increased levels of miR-155 lead to decreased
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NO synthesis and enhance the mycobacterial load [11]. Targeting the miR-146a and
miR-155 will be helpful in mycobacterial killing by increased NO production and
increased NK cell activity. MyD88 signaling facilitates bacterial containment and is
crucial for raising innate and adaptive immune response against M. tb. miR30a
targets 30-UTR of MyD88, thus inhibiting MyD88/TLR signaling in macrophages
and promoting bacterial growth inside host cells. miR-27a targets 30-UTR of
TICAMI, a TLR3 adaptor, to inhibit TLR3 pathway [12]. miR-146a, an anti-
inflammatory, regulates NF-κB signaling and favors M. tb growth. miR-223 is
significantly increased in macrophages infected with M. tb and negatively regulates
NF-κB signaling and pro-inflammatory cytokines [12].

7.2.2.3 Host miRNA Regulates Apoptosis in Tuberculosis
Apoptosis is an important mechanism to inhibit/kill intracellular mycobacteria. Host
miRNAs that negatively regulate apoptosis are upregulated during M. tb infection.
FOXO1, a positive regulator of apoptosis, is targeted by miR-582-5p in patients with
active TB. Increased levels of miR-223 are associated with decreased apoptosis in
M. tb-infected macrophages. Fas, a central component in apoptosis pathway, is
targeted by let-7b-5p miRNA, thus inhibiting apoptosis in THP1 macrophages [12].

7.2.3 Host miRNAs as Diagnostic Biomarkers in Tuberculosis

An ideal biomarker for TB should have high sensitivity and specificity and the
ability to be detected based on minimally invasive procedures [13]. A reliable
biomarker for TB must be able to differentiate between healthy people and those
with active TB and LTBI, as well as account for differences in expression because of
variation in stages of infection and human-induced biases such as differences in age,
sex, and comorbidities in patients [14]. Hence, exploring circulating host miRNA
profiles has been considered a viable step in the direction of finding a potential
biomarker for TB (Fig. 7.1).

7.2.3.1 Exosomal miRNAs as Biomarkers in Tuberculosis
Pulmonary TB accounts for around 80% of all TB forms, but tuberculosis meningitis
(TBM) accounts for approximately 50% of TB-related mortality. There is a pressing
need to have new and definitive biomarkers to improve TB diagnosis, especially for
lethal forms such as TBM. Recently, Hu et al. showed that exosomal miRNAs could
serve as reliable biomarkers for PTB and TBM combining microarray and electronic
health record (EHR) data approaches [15]. They identified six differentially
expressed human miRNAs in PTB and TBM patients compared to healthy controls.
Integration of microarray and EHR data provided a better superior model in the
differential diagnosis of PTB and TBM.
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7.2.4 Role of miRNAs in Extrapulmonary TB

Extrapulmonary TB (EPTB) accounts for around 3% of TB cases. There is an urgent
need to develop accurate and rapid diagnostic approaches to cure EPTB. Bone
TB/skeletal TB is one form of EPTB, and spinal TB is one of the commonest
bone TB found around the world. Yang et al. showed a negative correlation between
host miRNA-155 and matrix metalloproteinase-13 (MMP-13) expression in patients
with spinal TB-induced intervertebral disc, suggesting new approaches to treat and
diagnose spinal TB [16].

TBM is one of the severe forms of TB of the central nervous system. Due to lack
of accurate and efficient diagnostic methods, it is difficult to discriminate TBM from
other similar diseases such as viral meningitis (VM). Interestingly, Pan et al. showed
that four miRNAs (miR-126-3p, miR-130a-3p, miR-151a-3p, and miR-199a-5p)
clearly show differential expression between TBM and VM patients, thus improving
our understanding of pathogenesis between TBM and VM [17].

7.2.5 Host miRNA Profile in Response to TB Treatment

miRNA profiling post TB treatment helps in identifying drug-resistant mutants. In
TB-susceptible patients (those who respond to anti-TB therapy), miR-320a is
increased compared to drug-resistant TB patients. Notably, Wang et al. identified
37 upregulated and 63 downregulated miRNAs in humans cured of TB as compared
to untreated TB patients [18]. Further, expression of miRNAs involved in Th1
response was modulated post TB treatment including miR-155 and miR-326.

Fig. 7.1 A schematic illustration showing a list of miRNAs as biomarkers in tuberculosis for
different biological specimen/samples
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miR-16 was expressed at lowest levels in MDR patients compared to all controls and
healthy individuals.

7.2.6 Limitations with miRNA Profiling for Diagnostics
in Tuberculosis

A plethora of studies have been conducted in order to explore the differential
expression of miRNAs in different stages of TB infection. These studies show a
diverse profile of upregulated and downregulated miRNAs between patients with
LTBI and active TB infection. The inconsistencies in the results from the various
studies are majorly due to the biases introduced as a result of methodological
differences, the choice of sample, data analysis techniques, cut off criterion, etc.
(i.e., human-induced biases) or because of the varying stages of TB infection in the
samples taken [19]. Application of miRNAs as biomarkers in TB infection studies is
often complicated by the ambiguity in the different stages of infection and the lack of
differentiation between recent and long-standing latent TB infection and newly
acquired or treated infections, which makes it difficult to compare the samples
among the groups [19]. Moreover, the analysis of the same between the two sexes
is done in an identical manner even though there is little to no similarity in the
miRNA expression profiles of the two [20].

Previous studies have also shown various challenges associated with the delivery
of miRNAs to their respective targets. These include a low half-life of miRNA in
biological fluids; easy degradation and eradication of miRNA particles in vivo
because of nuclease activity, phagocytosis, or renal clearance owing to their low
molecular weight; inadequate penetration of the miRNA into tissues due to impedi-
ment caused by various physicochemical barriers; and intracellular disposition of
miRNA for aggregating within endosomes of naked miRNA leading to inefficient
gene-silencing or inducing immuno- or neurotoxicity [21, 22]. Recent studies have
concluded that miRNAs are not as specific in their targeting action as they were
previously assumed to be and can bind to complementary sequences as well as other
targets having sequence similarity, which may lead to deleterious effects, ones that
may even completely negate the therapeutic effects of miRNA [23].

Other potential drawbacks of miRNA studies in tuberculosis infection may arise
depending on the techniques used in their profiling. NGS analysis or microarray
techniques are most commonly used for searching possible miRNA biomarkers due
to their advantages in allowing the identification and analysis of multiple targets
[23]. However, both techniques have their own set of disadvantages as well, which
may be extended to miRNA studies.
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7.3 RNA-seq

At present, many technological platforms are available for sequencing, namely,
Illumina, Roche 454, ABI SOLiD, Ion Torrent, and PacBio [24]. Illumina is the
most commonly used platform because of its high sequence yield, but Ion Torrent
and PacBio are gaining more popularity over Illumina platform due to their low cost
and longer reads generation. Millions of reads are generated after RNA sequencing;
hence, in-depth analysis is required. There is no single set of pipeline for the analysis
as it depends on the availability of reference genome or transcriptome and also on the
objective of the researcher [25]. Figure 7.2 summarizes an overview of the conven-
tional RNA-seq data analysis workflow comprising both experimental design and
computational analysis [25, 26]. Experimental workflow includes RNA extraction,
reverse transcription polymerase chain reaction (RT-PCR), and cDNA library con-
struction followed by sequencing and imaging. Computational analysis includes
different software for each step varying from quality control to functional profiling.
Programs are selected based on the aim of the work. Apart from command line tools,
many other web-based, user-friendly pipelines such as Galaxy (galaxyproject.org),
iDEP (ge-lab.org/idep), and UTAP (openpbs.org) are also available for RNA-seq
dataset analysis, making it convenient for biologist not having bioinformatics
expertise.

7.3.1 Differential Gene Expression Analysis

Differentially expressed gene (DEG) analysis is a process for identification of genes
and comparison of their expression levels under different biological conditions,
tissues, or stages of development.

7.3.2 Computational Analysis on RNA-seq

Recent studies have suggested that noncoding transcripts are not just noise or junks,
they are biologically important; hence, they are now being implicated in human
pathology [27]. The advancement of RNA-seq in recent years has facilitated the
expression profiling of both long and short noncoding transcripts. Apart from
expression profiling, quantification of exogenous RNA content, transcriptional
elongation, and DNA variance can also be estimated using different RNA-seq
approaches. ENCODE software tool helps in the sequencing data of long noncoding
RNA through RNA-seq [28]. PathSeq tool is highly sensitive and specific and helps
in discrimination of human from nonhuman sequences by use of data of
transcriptome and whole-genome sequencing data [29]. Detection of virus can also
be done through VirusSeq, ViralFusionSeq, and VirusFinder [28]. Software such as
asSeq and AlleleSeq help in differentiation of expression of alleles by transcriptome
and whole-genome sequencing data [28]. There are RNA-editing databases, such as
DARNED, REDidb, dbRES, and RADAR, which are useful for removing
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Fig. 7.2 Overview of RNA-seq data analysis workflow
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RNA-editing sites [28]. Tools such as single-nucleotide variation quality,
RNAmapper, RSMC, and SNPiR are useful for detection of DNA variations [28].

7.3.3 Advancements in RNA-seq

Although RNA-seq is a high-throughput technology, it has certain limitations. So
some refinements have taken place in RNA-seq technology to overcome those
limitations, some of which are as follows:

1. It is unable to determine polarity of RNA transcript, which is important for correct
annotation of novel genes as it gives information related to the function of a gene,
both at the level of RNA and the protein. To overcome this, single-strand
RNA-seq technique was developed. Deoxy-UTP is incorporated in the second
strand of cDNA. After this step, there is destruction of the uridine-containing
strand which helps in the identification of the orientation of the transcript as
shown in Fig. 7.3a [30].

2. RNA is extracted from the large population of cells in the sample. As a result,
important differences between cells may be ignored, so a protocol of single-cell
RNA-seq was developed as shown in Fig. 7.3b [31].

3. When host-pathogen interaction takes place, changes in the gene expression
occur in both host and pathogen. So an advancement in RNA-seq has taken
place which helps in studying the expression of the genes simultaneously in both
host and pathogen known as dual RNA-seq, as shown in Fig. 7.3c [32].

7.4 Use of RNA-seq in Deciphering Complexities in M. tb

M. tb is able to disseminate successfully because of immune evasion depicted by it
after infection in host, survival, and persistence. Successful pathogenesis and trans-
mission of M. tb are mainly due to drug resistance, drug tolerance, and reactivation
from dormancy. Recently developed technique of RNA-seq has provided in-depth
information related to important attributes of M. tb such as dormancy, survival,
infection, and immune evasion.

7.4.1 Dormancy

Fatty acid metabolism, rather than carbohydrate utilization, plays an important role
in latency and dormancy. Fatty acid metabolism has been recently studied in depth
through global transcriptome of M. tb by the use of strand-specific RNA-seq. M. tb
bacilli were grown in media containing even-length long-chain fatty acids (LC-FAs)
as the sole source of carbon and compared with those grown with dextrose supple-
mentation [33]. The study revealed that there were a shift toward the glyoxylate
cycle, increase in expression of several genes of reductive stress, and regulation like
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whiB3, dosR, and Rv0081. There was also an upregulation of tRNA, which gave an
attribute of drug tolerance by dormant bacterium. Lipid signature genes were also
identified [33]. Another group did a transcriptome profiling using a mixture of
cholesterol and palmitic, stearic, and oleic acids under aerobic and hypoxic
conditions over three metabolic stages: exponential stage, stationary stage, and
non-replicating persistence stage 1 of hypoxia [34]. They used cholesterol and
long-chain fatty acids as a carbon source under aerobic and hypoxic conditions
because sputum from TB patients showed the presence of lipid-rich environment
where mycobacteria are residing and it mainly comprises cholesterol and palmitic,
stearic, and oleic acids. The results revealed the differential expression of a core of
368 genes out of which 183 were downregulated and 185 were upregulated. This
mainly helped in the induction of a machinery that leads not only to tolerance of drug
but also in the maintenance of iron and production of sulfide, which is essential for
enzymes and coenzymes necessary for redox balance and production of acetyl-CoA
and methylmalonyl-CoA for de novo lipid biosynthesis [34]. Thus, these RNA-seq-
based investigations have provided some clues related to target pathways in M. tb
metabolism and hence paved the way to find alternate targets for therapy.

7.4.2 Survival

There are many hypothetical genes inM. tb which play an important role in survival
of M. tb inside the host cell and a couple of genes from the host, playing roles in
favor of the pathogen. As M. tb is an intracellular pathogen, it is able to face stress
inside the macrophage and granuloma. It is thus necessary to study the response of
M. tb to similar stresses which will help in identification of virulence factors and
pathways necessary for the survival of M. tb. M. tb were exposed to stress such as
oxidative, nitrosative, and alkylation stresses or mitomycin C-induced double-strand
break in DNA. Nearly 700 DE genes were seen under nitrosative stress [35]. Mito-
mycin C stress mainly affects replication, repair, and recombination. Genes of the T7
secretion system (T7SS) and proline-glutamic acid/proline-proline-glutamic acid
(PE/PPE) family responsible for the virulence of bacteria and survival were differ-
entially expressed [35]. RNA-seq was also performed under various conditions
of incubation, such as non-inhibitory to cidal condition based on the replication of
mycobacteria or their killing profile [35]. There was an absence of replication of
mycobacteria under inhibitory condition, and it lead to the expression of a unique
transcriptome involving modulation of genes in response to stress, reprogramming in
metabolic pathways, oxidative stress, response to dormancy, respiration, and viru-
lence [35]. RNA-seq also gave transcription pattern which involved remodeling of
cell wall, leading to increase in infection, resistance to antibiotics, and immune
evasion.
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7.4.3 Infection

Studies related to host-pathogen interactions in TB are important for the develop-
ment of new strategies to control M. tb. In one of these studies, transcriptome
analyses were carried out in macrophages which were infected with H37Rv (Rv),
a virulent strain of M. tb, or H37Ra (Ra), an attenuated strain. Seven hundred fifty
differentially expressed genes (DEGs) were identified and analyzed, of which solute
carrier family 7 member 2 (SLC7A2) was more suppressed in Rv-infected
macrophages as compared to Ra-infected macrophages [36]. SLC7A2 transporter
is required by M1 macrophages to produce NO. M1 macrophages help in removal of
bacteria because they produce pro-inflammatory cytokines and NO. Thus, intracel-
lular survival of M. tb is also regulated by induction of SLC7A2.

Different cell lineages of the host showed differentially expressed genes as well
as change in the expression of M. tb genes in pathogenesis through dual RNA-seq.
Three thousand four hundred fifty-three genes were upregulated and 3119
downregulated in alveolar macrophages (AMs) compared with uninfected
macrophages. The NRF2 pathways were upregulated in AMs infected with M. tb,
while expression of pro-inflammatory cytokines and molecules for prevention of
inflammation-associated intracellular damage was lower than infected interstitial
macrophages (IMs). These results revealed that the infected AMs were more per-
missive for bacterial growth. In IMs, 3614 genes were upregulated, and 3298 genes
were downregulated [32]. Transcriptional profiling of uninfected and infected IM
populations depicted that pro-inflammatory pathways such as activation of NF-kB
and immune response through Th1 pathway got induced. Genes responsible for
adhesion and chemotaxis were upregulated in IM-infected macrophages which
recruited the other host cells to granuloma from peripheral blood. There was an
induction of type II toxin-antitoxin-chaperon (higB1-higA1-secB) under the
conditions of stress and hence played role in bacterial persistence [32].

Acquisition of nutrient in the presence of environment of the host is critical for the
intracellular pathogens to survive. For the quantification of interactions in metabolic
pathways between the host andM. tb, dual RNA-seq was performed. This resulted in
identification of alterations in metabolic pathways which were specific to infection.
The in silico data suggested that M. tb was able to consume 33 different nutrients
during initial phase of macrophage infection, which is utilized by the tubercle bacilli
for the generation of energy for its intracellular growth [37].

PathSeq tool has helped in the discovery of a novel transcriptional machinery for
remodeling of cell wall of mycobacteria when M. tb infects alveolar macrophage. It
has been shown that MadR modulates two mycolic acid desaturases desA1/A2 for
promotion of remodeling of cell wall when M. tb infects macrophages and helps in
mycolate biosynthesis upon entering dormancy [38]. Thus, RNA-seq has provided
an insight that disrupting MadR is lethal and can be an antitubercular target for initial
and later stages of infection.
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7.5 Application of RNA-seq in Developing Better Diagnosis
and Treatment of Tuberculosis

It is important to understand response against tuberculosis (TB) infection for diag-
nosis of people having an active or a latent TB infection (LTBI). It is also important
to identify LTBI individuals who are at greater risk of active TB development. The
RNA-seq analysis was done on samples from Galicia (Spain) and Mozambique
where more TB is prevalent [39]. The results show high expression of genes that
code for immunoglobulin chains. There was an increase in the expression of
immunoglobulin receptors such as FCGR1A and FCGR1B. Genes responsible for
T cell regulation such as programmed cell death 1 ligand 1 (CD274) and
2 (PDCD1LG2) were also upregulated in samples obtained from active TB patients.
Authors have identified two profiles within LTBI contacts. Transcriptional profiles
of the 77.8% subgroup were similar to that of uninfected contacts, whereas the
second subgroup (22.2%) showed transcription profiles similar to confirmed TB
patients. Thus, these kinds of studies can be useful to study LTBI contacts at risk,
progressing to active TB without any clinical follow-ups. Single-cell RNA-seq
datasets obtained from peripheral blood monocytes of healthy control, LTBI and
active tuberculosis revealed natural killer (NK) cell subset (CD3-CD7+GZMB+) got
depleted in patients suffering from TB. Hence, it can serve as a biomarker for
diagnosis of TB which will help in distinguishing LTBI from healthy control [40].

Antibiotics have a property to either stimulate or repress gene expression in
bacteria. Through transcriptional profiling mode of action of various drugs, their
efficacy and effect on the metabolism of M. tb can be deduced. Through this
technique, new insights for known antibiotics that are currently useful for the
treatment of tuberculosis can be obtained. This will also help in identification of
mode of action and prediction of various targets of new drugs. This technique also
provides information related to changes in transcriptome profile after treatment with
antibiotic [41]. It also provides information related to capability of bacteria to escape
the effect of antibiotics. So it will be helpful in identification of genes responsible in
adaptive responses and tolerance to drugs. Transcriptome profiling helps in identifi-
cation of genes differentially expressed between drug-sensitiveM. tb and multidrug-
resistant clinical isolates. Clinical strains of M. tb are different from H37Rv, more
specifically clinical drug-resistant strains. By the help of transcriptome sequencing
multidrug-resistant strains of M. tb, attributes of resistance and virulence were
depicted [42]. There was an enrichment in biosynthesis of arginine, biosynthesis
of fatty acid, and pathways of metabolism which was depicted through the DEGs of
MDR strains. Type VII secretion system was downregulated in MDR strains.

7.6 Conclusions

Characteristic miRNAs, expressed at different stages of tuberculosis, might give
useful insights on the nature of immune responses generated against this elusive
pathogen. The advantage of using miRNA profile as a diagnostic biomarker is their
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stability in the circulating body fluids. However, inconsistent results due to
variability in miRNA expression levels, lack of optimal experimental models, and
correlation of the results with the actual pathologies limit their use, and further
validation is required to conclude clearly on the role of miRNAs as biomarkers in TB
diagnosis and treatment. Nevertheless, we can conclude that (1) miRNAs were
differentially expressed between active TB and LTBI patients, (2) the results of
in vitro and ex vivo studies can vary considerably and can contradict each other,
(3) PTB and EPTB can provide different miRNA signatures, and (4) treatment to TB
patients highlights changes in miRNA profiles, indicating their potential use as a
measure of efficacy to anti-TB therapy.

The advent of next-generation sequencing technologies that enabled
transcriptomic investigations revolutionized the field of mycobacterial research at
an unprecedented scale. However, the application of the transcriptomics-based
investigation methods in mycobacterial research is still in its infancy and is yet to
reach its zenith in the years to come. Once the full potential of these methods is
realized and applied, the field will definitely be endowed with the information and
insights on enigmatic mycobacterial lifestyle in its favored niche that is still largely
elusive.
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Microarrays: A Road Map to Uncover Host
Pathogen Interactions 8
Heerak Chugh, Gagan Dhawan, Ramesh Chandra, and
Uma Dhawan

Abstract

Microarray is among the recent development of molecular biology that has been
applied to various fields of biological research. It is a high-throughput technology
perfected over the years. Briefly, microarray can be defined as a lab-on-a-chip
technique that collectively contains spots of thousands of biological material like
nucleic acid or protein on a silicon or glass chip. These spots with which
microarray are produced can be customized according to the experiment’s
requirements and primarily depend on the available sequence of the biological
material of the organism. The basic principle that the microarray is based on is
similar to the hybridization technique; therefore, a test sample containing the
appropriate biomaterial is prepared and is hybridized with the microarray. The
hybridization with complement biomaterial generates signals that can be read and
analyzed to assess the expression of genes or proteins in the test samples. In this
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chapter, we discuss the principle, origin, and application of microarrays to
decipher host-pathogen interactions.

Keywords

Microarrays · Gene expression · Genetic profiling · Genetic diagnosis · Gene chip

8.1 Introduction

Among the many high-throughput tools invented, microarrays have emerged as a
powerful tool for analyzing the whole genome, transcriptome, and proteome of an
organism. On a general note, the technique uses two-dimensional substrate made of
either silicon or glass, carrying probes of biological materials such as DNA, RNA, or
protein at a known coordinate on the substrate. A target sample, when applied to the
array, hybridizes with its complementary counterpart to give off a signal which,
when analyzed, reveals the identity and expression level of the biological material. In
the current times, microarrays can use various biological materials like DNA,
mRNA, microRNA, and proteins; however, the original microarray technology
was invented to evaluate the expression of genes quantitatively. The microarray
technology was made possible because of the success of large-scale genome-
sequencing projects of various organisms like yeast, mouse, rat, and humans.
According to the central dogma, DNA molecules that make up a genetic sequence
are transcribed into mRNA molecules which are then translated into proteins. In the
primary and original microarrays, DNA molecules from a source are fixed to a solid
substrate. Total mRNA from a sample whose genetic expression has to be analyzed
is reverse-transcribed into cDNA, digested, and labeled with Cy3 (green) and Cy5
(5) fluorescent dyes. These probes are then allowed to interact with the DNA
fragments on the microarray; hybridization among complementary sequence gives
a fluorescent emission upon excitation which is then analyzed using a software to
provide the identity and the level of expression of the gene at the particular spot [1]
(Fig. 8.1). Instruments with fluorescence scanners such as photomultiplier tubes or
charged coupled devices (CCD) are used to detect the microarray post-hybridization
to produce two-dimensional images [2]. The image produced represents the surface
of the microarray substrate from 0 to 65,536 intensity values for each spot that
corresponds to its expression level. The numerical data affiliated with the expression
of each gene is analyzed and modeled using scatter plots, self-organizing maps, and
other software tools that help deduce relevant information [3]. A microarray permits
the user to explore the high-throughput and parallel differential global gene expres-
sion; the technique takes precedence over other methodologies like northern blotting
and polymerase chain reaction which are limited to evaluating the expression of a
handful number of genes at a time [4]. However, the production of microarrays is
based on prerequisite information about the genome sequence and information
restricting its use and limiting its effectiveness [5]. Years of modifications have
equipped microarray technology to be applied to processes other than global gene
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expression profiling. These modifications and the various applications that the
microarrays have been successfully employed are discussed in the following sections
of this chapter.

8.2 Origin of Different Types of Microarray Technologies

The history of the modern-day microarray technology dates back to mid-1970s when
Grunstein and Hogness developed a new method called colony hybridization [6]. In
this method, Escherichia coli was transformed with random DNA sequences and
plated on the nitrocellulose filter membrane. Post colony formation, the bacterial
cells were lysed, and the DNA that each colony carried was denatured and fixed,

Fig. 8.1 DNA microarray: The figure depicts the basic methodology to formulate an oligonucleo-
tide microarray to differentiate the changes in gene expression of a pathological cell from a normal
cell (created with Biorender.com)
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giving rise to a collection of DNA sequences or DNA spots which were further
hybridized with and screened for radiolabeled complementary RNA sequences. The
concept led to the development of mechanical devices that could print colonies in
microtiter plates which were transferred to Whatman filter paper in an orderly
fashion to produce reusable arrays. The arrays developed using this technique
were applied to clone a gene of interest, map the physical distance between genes,
and analyze differential expression. However, the vast applicability was
handicapped by the slow speed of production and operation and induced human
errors. Thus, the production of filter arrays was automated to increase speed and
accuracy by Hans Lehrach [7]. In 1995, Pan Brown and Ron Davis at Stanford
University used the robotics system to spot cDNA molecules from Arabidopsis
thaliana on glass slides, developing the concept of “gene chips” which were further
hybridized with fluorescently labeled sample probes [8]. In 1996, Derisi used
polylysine-coated glass microscopic slides for a better DNA binding to analyze the
patterns in gene expression in human melanoma cell lines [9]. On a different
approach, in 1994, Steve Fodor developed DNA microarrays by directly
synthesizing DNA oligonucleotides on a solid substrate under a brand that now
has become associated explicitly with DNA microarrays—Affymetrix
[10]. Affymetrix technology was no doubt better than the labor-intensive spotted
array technology as it requires lesser number of starting materials to construct arrays;
however, the production cost for custom arrays with smaller volumes was high
because of the use of distinctive photolithographic masks. Flexibility to the tech-
nique was added by adopting the use of a digital light processor to produce virtual
masks, giving rise to a maskless approach [11]. In another approach to reduce the
costs of microarray fabrication, inkjet printing was employed to dispense
biomolecules on a solid substrate. The process was first exploited by Blanchard
et al. in 1996 wherein the chemical reagents to synthesize DNA probes were
dispensed in a hydrophilic region of pre-patterned silicon dioxide substrate to
produce high-density custom arrays in low volume [12]. In another intriguing
advance, arrays using fiber optics to detect fluorescently labeled microspheres or
beads carrying DNA molecules were developed by Illumina [13]. A mixture of these
beads carrying different DNA molecules was randomly applied to a fiber-optic
substrate, followed by the decoding of the fluorescent labeling on each bead. The
technique was further modified to detect fluorescently labeled DNA molecules on
the beads instead and use of etched glass surface instead of fiber-optic arrays
[7]. These microspheres were also employed in a three-dimensional suspension
array instead of being fixed in a two-dimensional microarray. These beads are
labeled with specific fluorochromes and probes; the suspension mixture of randomly
assembled beads is then assorted using flow cytometry [14]. Electric fields have also
been used efficiently for the fabrication of electronic microarrays; they are electrode-
based arrays that can be influenced by modifying the strength and nature of electric
fields [15]. The positive electronic fields are used to place the negatively charged
nucleic acid at an electronically activated spot on the array until all the spots are
probed with different nucleic acid molecules. Once the array is complete and ready
to use, sample target nucleic acid probes are applied, and the hybridization that may
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occur is scanned and analyzed employing fluorescent reporters. From the brief
history narrated above, it is evident that the production and implementation of
microarrays has advanced and evolved into more economical, concise, and efficient
technology over the years for their successful application in various fields.

8.3 Applications of Microarrays

With the advance of microarray technologies, proteins, cell lysate, and tissues
samples have also been immobilized on the array substrate, increasing the number
of applications that can be performed using this technology. On a brief note,
microarray technology is used for gene expression analysis/profiling; point mutation
analysis; gene expression analysis in cancer, metabolism, drug discovery and devel-
opment, toxicity, neurological disorders, and infectious diseases; diagnostics of
various infections and diseases; and evaluation of the changes in gene expression
in response to drugs and pathogen invasion [16].

8.3.1 Genetic Profiling

Although sequencing by hybridization has now been replaced by other methods, it
was among the earliest applications for which microarrays were employed. It is
possible to decipher the sequence of a target DNA molecule by analyzing its pattern
of hybridization with an array consisting of probes of the same length with different
nucleotide combinations as the target DNA molecule [17]. The concept of genome
expression profiling that followed the production of microarrays carrying genomes
of diverse organisms and diverse ethnicity among humans led to the unwinding of
exciting facts that shaped the attributes we know about the effect of genetic diversity
on phenotype. The changes in genome content of an organism through nucleotide
insertions and deletions over time can be ascertained through the use of microarray.
In a study, it was deciphered that 37 insertions and 30 deletions took place to make
up the genomic content of E. coliMG1655 [18]. Microarrays have also explained the
genetic basis of differences among two different species; scientists have compared
and profiled genes like SMAD1, GTF21, and TWIST1 among many others to be
differentially regulated between the cortical tissues of human and chimpanzee brain,
providing insights into the evolution of the human brain [19]. Thus, microarrays can
be used both within a species and between two different species to chart out the
genetic changes that led to the modern-day evolved phenotype. Similarly, genetic
mutation, polymorphism, and allelic variation in a population can also be analyzed
using DNA microarrays. This approach has also made gene profiling among various
cells and tissues of human body possible to trace the differential expression of genes
and intergenic regions in different cells and tissue [20]. Considerable use of
microarrays has been seen in detecting differential gene expression associated with
various diseased states and infections as any disease phenotype is directly linked to
chromosome/gene abnormality and/or modifications in gene expression. In addition
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to DNA microarrays, cell and tissue microarrays, protein arrays or chips, and some
other specialized arrays are also being developed and employed.

8.3.2 Drug Discovery and Development

In a more preliminary approach to drug discovery and development, enzymes and/or
proteins involved in the pathological process of a disease or a therapeutic response
are screened for drugs that have previously shown interaction with similar targets.
However, the approach is limited by the number of targets available for a specific
pathway involved in the pathophysiology of disease; DNA microarrays and protein
chips can identify and validate novel targets for therapeutic interventions. Targeting
the expression of genes that either cause the illness or manifest the symptoms is
another approach for therapeutic intervention. The aim is to select a few candidate
genes which maybe increased or decreased disease-specific and highly specific for
cell or tissue. These preliminary gene candidates are then further scrutinized in
secondary and tertiary screenings to be validated as potential therapeutic targets
[21]. Genes for p-glycoprotein-like protein, ABC1 transporter, guanine nucleotide-
binding protein, and a few other genes have been identified as potential drug targets
for visceral leishmaniasis [22]. Microarrays can also be utilized to elucidate the
therapeutic, resistance, and toxic mechanisms in response to drug treatment. For
instance, a microarray analysis of VCR-resistant MG63 osteosarcoma cells when
compared with corresponding nonresistance cell lines reported differential expres-
sion of 1300 genes which may be involved in conferring resistance to MG63 cell line
[23]. Similarly, comparison among the differential expression of normal, diseased,
and drug-treated cells may provide insights into the drug’s mechanism [24]. The use
of microarrays in drug discovery and development has led to the production of some
specific microarrays as well, for instance, the development of a G protein-coupled
receptors microarray, since they are a fundamental class of therapeutic targets [25].

8.3.3 Application in Microbiology

Microarrays have found a significant application in the field of microbiology because
of their low-cost, accurate, and reliable results. They have significantly improved our
knowledge about the pathogenic gene expression, underlying mechanisms, effect of
environmental stimuli, identification of new pathogens and new strains, antimicro-
bial therapeutics, antimicrobial resistance, and host-pathogen interactions [26].

DNA microarrays provide a more sensitive, rapid, and efficient way of pathogen
detection in comparison to more conventional approaches like culture-based
methods, ELISA, and PCR [27]. Scientists have developed common microarray
panels to identify different pathogens, for instance, multi-pathogen identification
(MPID) microarray for the identification of 18 pathogenic strains of prokaryotes,
eukaryotes, and viruses [28], for the rapid identification of causative agent of
purulent meningitis [29], viral meningitis, and encephalitis [30] and many more.
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Microarrays have also been successfully employed for microbial typing to define
pathogens at subspecies level by characterizing the genetic changes (insertions,
deletions, substitutions, or rearrangements) for several pathogens, including bacteria
like Salmonella enterica, E. coli, and Yersinia pestis [31], and influenza virus
[32]. Similarly, microarrays have enabled researchers to identify and characterize
rapidly evolving superbugs like MRSA to decipher the evolution in their virulence
and resistance factors at a global level [33, 34]. Further, specific microarrays have
been developed for genotyping the antimicrobial drug resistance in several patho-
genic strains. Many microarrays have been produced carrying probes with antibiotic
resistance genes against certain antibiotics to test specific strains; for instance, NCBI
was successful in producing microarray with oligonucleotide probes of 775 antibiotic
resistance genes that confer resistance against some of the commonly used
antibiotics, such as chloramphenicol, glycopeptides, aminoglycosides, and
sulfonamides [35]. The use of such microarrays has significantly improved the
screening of resistant strains in clinical and environmental settings along with an
enhanced understanding of the basis of resistance development. DNA microarrays
have also evaluated the change in the genetic expression of pathogens in response to
therapeutic interventions to provide significant insights into the mechanism of action
of the drug as well as other changes in their environment [36–38].

8.3.4 Host-Pathogen Interactions

When a pathogen invades a host organism, the interaction between the two brings
about a plethora of changes in both the pathogen and the host; to identify these
changes, DNA and protein microarrays have been used (Fig. 8.2). The development
and production of microarrays of several pathogenic microorganisms like Mycobac-
terium tuberculosis [39], Neisseria meningitides [40], Plasmodium sp. [41], HIV
[42], and SARS-CoV-2 [43, 44] among others and mammalian microarrays have
made it possible to study host-pathogen interaction at transcriptome and proteome
levels. In the remainder of this chapter, we are going to explore the concepts of host-
pathogen interaction with suitable examples involving pathogenic virus. In the most
basic idea, the change in the host gene expression is evaluated after infection with the
pathogenic virus [45]. The genetic expression in the host can be assessed at different
stages of infection, in different age groups, in individuals from various regions, and
other varying host factors to identify and characterize genes involved in disease
pathogenicity and therapeutics. The analysis of gene expression as a response to
variola infection (smallpox virus) in PBMCs of 22 cynomolgus macaques using
human DNA microarrays with 18,000 unique genes revealed the upregulation of
IFN genes, cell proliferation genes, unmodulated TNF-α/NFκB pathway, and
decreased lymphocyte gene expression [46]. The study has provided a temporal
correlation between the genetic expressions in the blood monocytes and the clinical
signs showed by the animals, offering new insights into development, pathogenicity,
and potential therapeutic targets during different stages of infection.
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Similarly, genetic microarrays over the years have generated large sets of data
that have unified the gene signatures linked to various pathways involved in disease
progression upon HIV infection [47]. CD4+ T cells, which are the primary site for
HIV infection are consistently depleted in numbers in lymphoid tissues and circula-
tion with an increase in expression of genes that are related to cell cycle regulation,

Fig. 8.2 Host-pathogen interaction: the figure depicts a sequential methodology for studying the
changes in gene expression in host and pathogen cell after their interaction using microarrays
(created with Biorender.com)
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interferon, and apoptosis [48]. The use of proteome microarrays has also been
successful in studying the host immune response upon viral infection. In this
concept, the sera from an infected individual are compared to noninfected individual
(or control). They are applied to a proteome microarray consisting of potential viral
targets that may be immunogenic and elicit an immune response in the host body.
For instance, a humoral response (IgG and IgM profiles) was characterized for
COVID-19 patients in comparison to influenza and non-influenza candidates using
a SARS-CoV-2 microarray. It was discovered that 27 IgM and 9 IgG antigens were
specific to the immune response in COVID-19 patients including spike protein
eliciting both IgM and IgG response while nucleocapsid and protease-ORF1ab
mounting mainly IgG response [49]. In convalescent COVID-19 patients, the
immune response was stronger for nucleocapsid, spike, and ORF9b proteins; how-
ever, a strong IgG binding for nucleocapsid was observed in control samples as well,
owing to conserved motifs throughout the coronavirus family [50]. In the same
study, it was also deduced that the host response to different versions of spike protein
was uncorrelated. Subsequently, a microarray was developed for epitope mapping of
the spike protein of SARS-CoV-2 which was used to decipher three dominant
epitopes based on the sera of 19 COVID-19 patients out of which two corresponded
to the proteolytic cleavage sites S1 and S2 [51]. Thus, monitoring the host response
to SARS-CoV-2 infection using custom microarrays has led to significant
conclusions that are crucial to the development of useful diagnostic and prognostic
markers and therapeutic strategies. It is also vital to evaluate the host response upon
the use of an attenuated viral strain or nonpathogenic strain of a pathogen for
vaccination and/or a vector to characterize any immunogenic response in host’s
body. Genetic host response has been evaluated in response to the most commonly
used viral vectors; it was discovered that all adeno-associated viral vectors elicit a
similar host response to the wild-type adeno-associated virus, whereas lentivirus
vector did not when compared with wild-type counterparts [52]. The evaluation of
non-primate host response to baculoviral vectors using cDNA microarray was
substantial in producing potential strategies to reduce the immune response
generated after intracranial injections [53]. The host’s humoral response to a vaccine
can also be evaluated using protein microarrays containing all or major proteins
(antigens) of the virus against which the host has been vaccinated [54]. Other
components of the host’s response, for instance, the defense proteins (complement
proteins, CD20 receptors, etc.), have also been evaluated upon vaccination for viral
hemorrhagic septicemia virus in Japanese flounder [55].

Since these pathogenic viruses possess a great deal of replicating ability inside a
host cell, they have been used as vectors for therapeutic purposes in their attenuated
states. They are used to deliver a genetic segment that is intended to fix in the host
genome to make up for the missing gene or to provide a genetic material of other
microbes as vaccine vehicles, for instance, adenovirus-5. It is thus necessary to make
sure of their safety along with their given efficacy. Host DNA microarrays have been
used to differentiate between the genetic expression these attenuated vectors induce
with that of the pathogenic counterparts to elucidate the safety of these vectors.
Similarly, evaluating the genetic expression of the host in response to these
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attenuated viruses is crucial as they are also used as live attenuated vaccines. For
instance, a study has evaluated changes in the gene expression of cultured HeLa cells
in response to attenuated modified vaccinia virus Ankara using a DNA microarray
consisting of 15,000 human cDNAs [56]. The study revealed that the attenuated
modified virus differentially regulated 11 genes which are involved in immune
modulation and host resistance. Once a pathogen infects a host, it too must undergo
changes that can be described either by evaluating its transcriptome or proteome.
The pathogen side of the story of a host-pathogen interaction can also be unraveled
by putting microarrays to use. The most basic concept is to isolate and compare the
transcriptome or proteome of the pathogen that has been allowed to infect the host
cell with a naïve pathogen [57]. However, this concept is still gaining attention for
the analysis of change in viral genes and proteins after coming in contact with the
host cell.

8.4 Conclusion

Over the years, the advancements in microarray technology have led to their
evolution as a standard research tool of basic sciences. With their advent, it has
become possible to conduct hybridization experiments for thousands of genes
simultaneously. They have been successfully employed for global and specific
expression profiling of different organisms. The ability to customize the microarrays
has broadened their area of applicability from basic profiling to diagnostics and
therapeutics in various diseased conditions. An interaction between a pathogen and
its host is a two-way conversation which we can now decode with the intervention of
microarrays and witness the revolution in pathogenesis, diagnostics, and therapeu-
tics of infectious diseases brought about by it. Although challenging, this technology
has the potential to identify patient-specific drugs having fewer side effects.
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Abstract

High-throughput sequencing technologies have become essential in studies on
genomics, epigenomics, and transcriptomics. While sequencing information has
traditionally been elucidated using a low-throughput technique called Sanger
sequencing, high-throughput sequencing (HTS) technologies are capable of
sequencing multiple DNA molecules in parallel, enabling hundreds of millions
of DNA molecules to be sequenced at a time. This advantage allows HTS to be
used to create large data sets, generating more comprehensive insights into the
cellular genomic and transcriptomic signatures of various diseases and develop-
mental stages of disease-causing pathogens. The transcriptomics techniques like
microarray and RNA sequencing (RNA-seq) can be used to compare differential
expression of the genes and the underlying mechanism and regulatory pathways
over diseased and normal states. In this chapter, we have elucidated the
transcriptomics approach for the identification of the lead compounds for the
diseases caused by Candida species. Candida spp. are commensal organisms and
regarded as opportunist pathogens. It causes serious systemic infection with a
mortality rate of ~50% in immunocompromised patients. The new clinical
isolates are showing resistance to the existing drugs, and hence, new candidate
molecules are required. The chapter enumerates the various technologies which
can be deployed to identify the candidate drug molecules.

M. Patel · M. Amin-ul Mannan (*) · B. Datta
Department of Molecular Biology & Genetic Engineering, School of Bioengineering &
Biosciences, Lovely Professional University, Phagwara, Punjab, India
e-mail: mohammad.20597@lpu.co.in

# The Author(s), under exclusive license to Springer Nature Singapore Pte
Ltd. 2021
S. Hameed, Z. Fatima (eds.), Integrated Omics Approaches to Infectious Diseases,
https://doi.org/10.1007/978-981-16-0691-5_9

139

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0691-5_9&domain=pdf
mailto:mohammad.20597@lpu.co.in
https://doi.org/10.1007/978-981-16-0691-5_9#DOI


Keywords

Big data analysis · Next-generation sequencing · Integrated genomics · Candida
spp. · Antifungals

9.1 Introduction

High-throughput omics approaches like genomics, transcriptomics, proteomics, and
metabolomics contribute a great deal in understanding the biological process includ-
ing the identification of candidate molecules for therapy. It can generate a large
number of data in a single day [1]. However, all of these omics technologies face
challenges like cleaning of data, identification of biomolecules, reduction of data
dimensionality, biological contextualization, statistical validation, handling and
storage of data, sharing, and archiving. Large-scale omics data set access is impor-
tant for biological processes improvement and in systems biology. Since the proce-
dural costs to experiment with high-throughput sequencing are far more economical
as compared to costs a decade ago, it generates enormous data sets. On one hand, it is
challenging, but at the same, it also creates an exhilarating opportunity for the
biologists, biostatisticians, and computational biologists to analyze those data
[2]. Omics approaches based on the global analysis of biological samples with an
aid of high-throughput analysis and bioinformatics provide novel insights into the
biological processes [1].

This chapter is an attempt to comprehend one of the omics approaches, i.e.,
transcriptomics, for the identification of the candidate molecules for the therapy of
fungal disease caused by Candida spp. Candidiasis is an opportunistic fungal
infection caused by Candida spp. Recent trends suggest that the number of cases
and deaths related to candidiasis is alarming and escalating. Antifungal and multi-
drug resistance is one of the major challenges in the management of candidiasis.
Among all Candida spp., Candida auris has emerged as a multidrug-resistant strain
[3, 53]. The Centers for Disease Control and Prevention (CDC) has recognized it as a
global threat. The transmission of this fungus resembles methicillin-resistant Staph-
ylococcus aureus [4]. The chapter revolves around describing the omics approach
for the identification of lead compounds and thereof its therapeutics.

9.2 Omics Approach

After the introduction of omics technologies in the post-genomic era, biological
studies are characterized wisely and rapidly developed [5]. These kinds of
technologies include genomics, proteomics, metabolomics, transcriptomics,
lipidomics, and phenomics [52]. The omics approach is generally based upon the
global analyses of biological samples with the help of high-throughput technology
including bioinformatics which provides novel insights of the biological samples
and their phenomena [6]. HTS technologies, like whole-exome sequencing, can be
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used to identify novel variants and other mutations that may underlie many genetic
disorders. The current high-density arrays with multiplexed features permit a sample
size of ~20,000 cells with automated features and permit high-sample handlings.
Numerous research and clinical applications like pharmaceuticals, diagnostics, ther-
apeutics, disease prevention and pharmacogenomics, evolutionary genetics, and
developmental biology including comparative genomics use the latest approach of
genomics, proteomics, transcriptomics, and metabolomics [7]. Some of the tools
used in drug discovery are mentioned in Table 9.1. A major fundamental difference
between transcriptomics with other omics techniques is the activity measurement of
a single class of molecules. The traditional methods require a different assay to
measure the gene function, mutational analysis, metabolite and enzyme activity, and
ligand-receptor interaction. Transcriptomics bridge the gap between genomics and
proteomics and can aid in new drug discovery of economical, affordable, and better-
quality drugs.

9.2.1 Genomics

Genomics is nucleic acid-based technology that relies upon several steps, namely,
sample collection, high-quality extraction of nucleic acid, preparation of library,
clonal amplification, and sequencing. Every approach is based on the downstream
application of the sample. After sequencing, the process workflow includes cleaning
of data, filtering, assembling, alignment, variant calling, annotation, and functional
prediction [1, 2].

In every area of biological investigation, genomic technology is widely used. It
includes genomics research which consists of functional as well as structural geno-
mics. Three-dimensional structures of proteins that are encoded by a genome are also
included in the structural genomics study [8]. It allows high-throughput methods for
the structural analysis with the help of experimental and modeling approach combi-
nation. Today, the major branch of genomics is involved in sequencing the genome
of the various organisms [9]. Describing genes and functions of proteins and their
interaction with other proteins falls under preview of functional genomics. Bioinfor-
matics and microarrays are significant tools for genomics. It includes metagenomics,
epigenomics, and pharmacogenomics [1, 2, 10]. The genomics data of Candida spp.
can be obtained from the Candida Genome Database which is maintained by the US
National Institutes of Health [11]. The database has the represented genomes of
C. albicans, C. auris, C. dubliniensis, C. parapsilosis, and C. tropicalis. Genomic
sequences, including gene expression and protein information, can be retrieved from
the database.
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9.2.2 Proteomics

The proteome is the whole set of proteins of any organism which is translated by
every organism or any biological system. Proteins differ in the presence of genetic
and environmental changes. Proteomics comprises a particular type of cells, body

Table 9.1 Representative ‘omics’ approach used in drug discovery

Omics
approach Uses Resource Resource link

Genomics • Mechanism of pathogenesis
• Identification of virulent
genes
• Discovery of candidate
molecules
• Efficacy and toxicity of drugs

• GWAS Central https://www.
gwascentral.org/

• PharmGKB https://www.
pharmgkb.org/

• dbGaP https://dbgap.
ncbi.nlm.nih.gov/

http://www.
candidagenome.
org/

Proteomics • Drug target efficacy
• Protein toxicology
• Protein-protein network
interaction
• Mass spectral database

• ProteomicsDB https://www.
proteomicsdb.org/

• The Human
Protein Atlas

https://www.
proteinatlas.org/

• DITOP http://bioinf.xmu.
edu.cn/index.jsp

https://massbank.
eu/MassBank/

Transcriptomics • High-throughput functional
genomic data
• Gene expression data linked
to phenotype data
• Minimum Information About
a Microarray Experiment
• Minimum Information About
a High-throughput Nucleotide
SEQuencing Experiment
• Understanding of cell
pathways

• GEO https://www.ncbi.
nlm.nih.gov/geo/

• Open TG-GATEs https://toxico.
nibiohn.go.jp/
english/index.
html

• MIAME https://www.ncbi.
nlm.nih.gov/geo/
info/MIAME.
html

• MINSEQE http://fged.org/
projects/minseqe/

• The LINCS
Consortium

https://
lincsproject.org/

Metabolomics • Small-molecule metabolites
found in the human body
• GC/MS profiling studies of
metabolites
• Drug target efficacy and
safety evaluation
• Metabolic toxicity

• Human
Metabolome

https://hmdb.ca/

• Golm Metabolome http://gmd.
mpimp-golm.
mpg.de/

•

MetabolomeExpress
https://www.
metabolome-
express.org/
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fluids, and tissues including their functions and structures. Proteomics is very helpful
in understanding the research at the translation level after the genomics; it also
helps in understanding the post-translation modifications. It is an essential tool for
understanding the genome at its expression level [1, 2].

For the quantification of proteins from the multiple samples, proteomics approach
is generally used. It uses both shotgun and targeted approaches. Recent advancement
in mass spectrometer (MS) radically increases the sensitivity and decreases the
sample amount which is required in the high-throughput analysis. It also allows
for minimal differences in protein profusions and posttranslational modification
identification [12]. The major steps in proteomics include proper sample collection,
extraction of protein and peptides, enzymatic digestions, and fractionation/separa-
tion by using liquid chromatography followed by MS, identification, and quantifica-
tion of proteins and peptides. Proteomics moved from the traditional 2D-PAGE-
based spot extraction of proteins followed by the LC-MS or matrix-assisted laser
desorption/ionization time of flight (MALDI-TOF) system [1, 2, 10].

9.2.3 Transcriptomics

All the set of RNA molecules are coming under the transcriptomics studies are
known as transcriptome. It includes mRNA, tRNA, and rRNA molecules with the
other noncoding RNA molecules present in the cells. Unlike the whole genome, it
varies under the influence of external conditions of the environment. It examines
changes that occur in the entire transcriptome under different biological surround-
ings [13]. The various transcriptomics technologies are shown in Fig. 9.1.

RNAs are the sequence which is generated from the DNA sequences, and that is
why they are the mirrors of DNA sequences. In the transcription process, RNA
synthesis is the initial step of expression of the gene. Although same genome exists
in every cell of an organisms, every cell expresses different genes at different
transcriptional control to generate the diverse repertoire of proteins
[14]. Transcriptomics data helps researchers in the understanding of gene function
and its comparison of different types of healthy cells transcriptome to the
transcriptome of the diseased cell. These type of data help researchers in understand-
ing the genes’ misleading functions and its interpretation [1, 2].

9.2.4 Metabolomics

Complex biochemical cascades of end products are generally known as metabolites.
It can link with the genome, transcriptome, and proteome to a phenotype which can
provide an important detail for the metabolic variation and complement in the
genetic basis of discovery [15]. Metabolomics is generally used for the determina-
tion of the absolute and relative amount of sugars, amino acids, lipids, nucleotides,
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steroids, and drug constituents [54]. Depending on instrumentation and applications
in research, metabolomics can capture information of small molecules in liquid,
solid, and capillary electrophoresis. Important steps in metabolomics research
include experimental design, appropriate sample collection strategies, quenching
of metabolism, extraction of optimized metabolites and its reconstitution from the
sample, and data analysis of MS or NMR which includes data alignment, filtration,
imputation, statistical analysis, annotation, and network or pathway analysis. These
steps are extremely variable and depend on the sample analysis and platform used for
the process [10, 16].

9.2.5 Pharmacogenomics

Every person possesses unique variants of the genome, which leads to an
individual’s diverse reactions to drugs. Pharmacogenomics gives an idea about
how a person’s genes affect drug responses so that safe and effective medications
can be developed and the determination of its doses can be done. It helps in the
discovery process of genes responsible for particular diseases including its investi-
gation on the effects of genetic factors for medication for predicting a person’s
response [17]. Confrontational drug reactions are described as an important cause for
hospitalizations including deaths in few countries. Pharmacogenomics empowers
researchers in understanding how inherited gene variances affect responses toward

Fig. 9.1 Gene expression “transcriptomics” technologies (the diagram is not drawn to the scale)
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medications. Pharmacogenomics gives opportunities to researchers for understand-
ing the mechanism of differences of inherited disease-related genes affecting the
patient’s body response to the medications, in which data is important for a predic-
tion about the drug’s effectiveness and it’s response in the patient [1, 2].

9.2.6 Epigenomics

DNA sequence changes leads to the change in the gene expression, which are often
heritable. Epigenetics studies the inheritance pattern in the gene expression without
any changes in the DNA sequence per se. Epigenomics deals with the analysis of
epigenetics at the global level and in the entire genome and genetic information in
terms of DNA sequences as it is also able to affect the functions of particular genes
[18]. There are five diverse mechanisms of epigenetic regulation: (1) methylation of
DNA, (2) posttranslational modification of histone, (3) variants of histones, (4) RNA
interference, and (5) nuclear organization. Genome function can be changed under
the influence of exogenous factors which usually occurs in CpG islands, which is a
GC-rich region of DNA based on methylation which is the most common genomic
parameter (e.g., regions of the promoter, regulatory domains of genes, and intergenic
regions of a genome) [1, 2].

9.2.7 Immunomics

Immunomics is the study of the regulation and response processes of the immune
system against the pathogen. Immunomics deals with every molecule of the immune
system including the targets of immune cells and their functions. There are many
techniques related to genomics, bioinformatics, and proteomics which include
immunomics [19]. After the advancement in genomics and proteomics, the
immunomics approach uses bioinformatics, structural biology, high-throughput
screening, and biochip for studying immune cells and their responses. Immunomics
is generally used for discovering new susceptibility of genes and their correlation
with the immune cells [20]. Every person’s immune system possesses a great level of
diversity as compared to the person’s other body systems. For research on a highly
complex system, traditionally developed methods are mostly limited. Immunomics
may prove as an advanced newly developed approach. Generally, it is used for
vaccine development including target identification and diagnosis of disease [1, 2,
51]. Immunological research became more effective with the help of the
immunoinformatics approach which is also known as computational immunology.
It applies in silico modeling including analyzing the problems and data of the
immune system. This new branch of bioinformatics having several software and
resources focused on immunology, helps in understanding complete immune system
properties [21].
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9.2.8 Cytomics

Cytomics comprises structural and functional research of the cellular systems. This
kind of study involves databases at the genomic level. Cytomics studies also involve
the use of many technologies at the genomic and proteomic levels [22]. Noninvasive,
sensitive, fluorescence-based technologies are mostly involved in the studies of
cytomics for conducting single-cell integrated analysis [23, 24]. Cell imaging and
quantitative data of fluorescent technique which is performed on a single cell is
helpful in a comprehensive analysis of cellular processes. Cytomics comprises
current technologies including flow cytometry, confocal laser scanning microscopy,
high-content screening, laser capture microdissection, bio-imaging, and laser scan-
ning cytometry [25]. It provides approaches and strategies for the pharmaceutical
research like a validation of target, development of drug, toxicological and pharma-
ceutical evaluation and validation, and efficiency at the clinical level for prognostic
and personalized medicine [26].

9.3 Omics Application in Pharmaceutical Research

There are a few limitations in the application of the omics approach till now. Such
omics data may create false-negative or false-positive results because of the large
number of massive complicated data. Because of this limited accuracy and sensitiv-
ity of the methods, many times, few important functional biological molecules which
are present in trace amount cannot be detected [27, 28]. Furthermore, the assessment
of omics data lacks proper specificity. Nowadays, research in the pharmaceutical
industry generally relies on the omics approach which includes genomics, proteo-
mics, transcriptomics, and metabolomics. It also uses multiple combinations of
omics technologies [29].

Every phase of pharmaceutical research which includes drug development, eval-
uation of efficacy, validation of target and discovery, safety assessment, and devel-
opment of personalized medicine uses many kinds of omics approach. It is the most
powerful and efficient tool in pharmaceutical discovery. It is becoming the most vital
part of the network and systems biology which makes it possible for understanding
in-depth concepts easily including the pathological processes and simulation perfor-
mance of pathogen’s interactions with the host immune system for all diseases
[30]. The omics approach reveals all the possible key pathways and their mechanism
for enhancing pharmaceutical research and drug development. Additionally, study-
ing omics also highlights all the probable targets for new drug development, which
allows safety assessment efficiently and personalized medicine development
[31, 32].

9.3.1 Target Discovery

Target discovery is very essential for developing new drugs. In the past, new drug
development process for any disease was dependent on the 500 early known drug
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targets. After completion of the Human Genome Project back in 2003, the genomic
studies indicate that there roughly 22,000 protein-encoding genes [33]. Till now,
around 10% of genes have been explored for drug target identification, and still,
there is much needed to be done. Generally, developing a drug based on a single
chemical with a single target group is not efficient. In recent years, omics
technologies with systems biology applied widely also provide an idea about the
identification of target and novel drug development. In present times, there are many
new omics technologies applied for designing new drugs including the discovery of
targets, microbial genomics and proteomics, nuclear magnetic resonance, RNAi,
gene transfection, and gene knockout modeling. These omics approach produces a
vast number of data and many databases which have been constructed, like Online
Mendelian Inheritance in Man (OMIM), Therapeutic Target Database (TTD), Can-
cer Gene Census, and Gene Expression Omnibus (GEO) [34, 35, 55] (Fig. 9.2).

9.3.2 Toxicity and Toxicogenomics

The toxicology of drugs plays an essential role in drug development and pharma-
ceutical research. Toxicity is the greatest reason for the terminating process of drug
development. Toxicology of drugs can guide the clinical medication for reducing
adverse reactions of drugs. From the last 20 years, many more omics technologies
are applied for toxicology analysis in drug development and also promoted its
discovery in the different fields of research in toxicology [36, 37].

The genomics application in the toxicology field is known as toxicogenomics.
For clarifying the relationship between the changes in gene expression and toxicity, a
toxicogenomics study is applied. It also helps in identifying probable genetic
toxicants, and after that, their mechanism of action is understood. For understanding
toxicogenomics, the microarray is generally used. It is reflected that practically, all
toxic reactions depend on changes that occur in profiles of gene expression [56]. As
compared with the traditional drug toxicity research, the new field of
toxicogenomics delivers a more comprehensive and sensitive platform for the safety
assessment of drugs. Measuring the expression of a gene at a larger scale, the most
sensitive and relevant changes in genetics can be found which can be used for risk
management as biomarkers. For example, gene expression which is involved in the
repair of DNA damage may be a genotoxicity sign.

Transient changes at the earliest expression of genes are related to the stress
response of the body, whereas long-term changes in the profile of genes are related to
chronic toxicity [38]. It may become an adaptive response in the body. For the
determination of chronic toxicity, carcinogenicity, and the drug’s secondary toxic
effects, this technology is very much essential. Furthermore, in the early stages of the
new drug development process, precisely expressed genes or proteins specific to
toxicants also developed like a biomarker for understanding and predicting drugs’
potential toxicity. This generally helps in a lead compound generation for producing
and evaluating toxicity with high efficiency and sensitivity. This mode of toxicity
evaluation mode delivers more valuable and relevant information about the toxicity
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mechanism in a short time relatively. As compared to the toxicity study in a
traditional manner, this newly developed omics technology which is known as
toxicogenomics brings a revolution in drug toxicology studies [39].

Fig. 9.2 The omics approach in the identification of new drug target
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9.3.3 Toxicoproteomics

As toxicogenomics is a larger field of study, toxicoproteomics is just a part of this
vast field. Toxicoproteomics helps in identifying critical proteins and their pathways
in biological systems that affected and respond to environmental exposure and
adverse chemical reactions with the help of global expression technologies of
proteins [40]. Traditional toxicology, expression analysis of differential proteins,
and pathology are three major integrated areas of toxicoproteomics. Recently, this
technology can reveal the expression of toxicant-reduced proteins; also, it can help
study posttranslational modification with protein-protein interaction [41]. By doing a
comparison of specific cells, organs, and tissues’ protein expression profiles with
those profiles which are generated by toxicants, toxicoproteomics can highlight in a
very short period the specificity of the toxic protein expression which can execute
functional molecule deficiency caused by toxicants. Consequently, with the help of
the antibody analysis method, new markers of toxic proteins can also be discovered.
These kinds of toxic markers can be applied for studying the mechanism of the
human body at a safer dose [42].

9.4 Emerging Disease Causative Agents of Candida spp.

9.4.1 Prevalence of Candida Species

Candida spp. cause superficial skin infection to mucosal and deep tissue infections.
It contributes to high mortality and morbidity [3]. The emergence of multidrug-
resistant clinical isolates and a limited number of antifungal agents adds to the
seriousness of the problem. One of the major problems with candidiasis or
candidemia is biofilm formation [43]. Severely ill or immunocompromised patients
are generally more prone to developing both superficial and life-threatening
infections [44]. It is also a very common infection in AIDS patients which leads to
malnutrition and causes interference in the absorption of the medications which was
proved in epidemiological studies [43].

9.4.2 Prevalence of Non-albicans Candida Species

Generally, Candida albicans is the predominant species involved in invasive fungal
infections. However, recent literature suggested there are increasing cases of emer-
gence of non-albicans Candida. These epidemiological changes are associated with
severe immunosuppression or critical illness and broad-spectrum antibiotic exposure
with increasing age [44]. An investigation exhibited that more than half of the cases
of infections caused by Candida species were reportedly by Candida albicans, and
the other incidence rate for the non-albicans infection rates was reportedly 14% by
Candida parapsilosis and Candida glabrata including 7% by the Candida tropicalis
and 2% by Candida krusei [43, 45].
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9.4.3 Targets of Antifungal Candidates

When compared to antibacterial research, slight advancements have occurred in the
development of a new antifungal agent. As fungi are eukaryotic organism having a
close evolutionary relationship with the human host, this creates complications in the
search for the antifungal agents. The help of new approaches about antifungal
therapy including target identification and rational drug design technologies
provides imperative acceleration in the development process of an antifungal agent
by reducing the time for the cure and improving the quality of patient’s life.
Nowadays, commercially available antifungal agents have targets that are restricted
to the plasma membrane and cell wall. Some examples of antifungal candidate’s new
as well as old targets are mentioned in Table 9.2 [43, 57].

The evolution of drug resistance is a rapid phenomenon in Candida spp. Some of
the online database tools that can be used for drug target identification are mentioned
in Table 9.3. For developing a new drug, the first step is to identify the drug target
and its validation. It is also very much essential for the elucidation of disease
pathology mechanism identification and the effects of drugs [46]. Using the in silico
approach, our lab also contributed to the identification of target molecules in
multidrug-resistant C. auris (unpublished data). Even though these tools help in
the identification of the drug molecule, however, it needs to be validated in wet lab
experiments.

9.4.4 NGS and Fungal Diagnosis

The next generation sequencing offer valuable tools in understanding the molecular
mechanisms of antifungals compounds. It can also be depolyed for the detection of
new mycobiota and species specific identification. In mycological diagnosis and
research, sequencing technology including an enhanced capability provides a

Table 9.2 Antifungal candidates with targets

Antifungal candidates Target

Echinocandins Inhibition of β-glucan synthesis

Nikkomycin and polyoxins Inhibition of chitin synthase

Azoles Inhibition of 14α-demethylase

Terbinafine and naftifine Inhibition of squalene epoxidase

Polyenes, naphthoquinones, eugenol
analogues, isoquercitrin

Bind to ergosterol

5-Flucytosine Inhibition of DNA synthesis

Amphotericin B, miconazole, ciclopirox Production of reactive oxygen species (ROS),
leading to cell death

Sordarins Inhibition of protein synthesis

Griseofulvin Microtubule assembly

Triphenylethylenes Inhibition of calcineurin signaling
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powerful tool. Next-generation sequencing (NGS) functionality is applied in the
public health microbiology laboratories for the studies of metagenomics and out-
break monitoring. Speed and sensitivity of diagnosis of infectious fungal diseases
including determination of the mycobiome can be increased with the help of
advancement in molecular tools and techniques. NGS can enhance the creation of
data at the molecular level because the mycobiota which is dependent on culture for
identification method is the major limitation of many fungal species that cannot
culture in vitro, and at the same time, NGS technology is very much valuable in the
diagnosis. As it is true that the capability of the sequencer is limited, it means an
application of the whole-genome sequencing for complex microbiome determining
and diagnosis in the medical sample is far beyond the possibility which exists in
today’s sequencers. Nowadays, the increasing capacity of the sequencing platform
with the continuous decrease in sequencing cost makes it a striking tool in mycology

Table 9.3 Software/tool/databases used for new drug target identification

Software/tool/database Purpose

UniProt The whole proteome of Candida can be retrieved

BLASTP Using this tool, the retrieved proteins can be compared with the
Human Protein database, and their foreignness can be determined

PVS and EMBOSS Using these tools, antigenicity of the predicted protein can be
identified. The score can be analyze using EMBOSS, and an antigenic
propensity graph can be generated using PVS

ArgusLab Used for the generation of antigenic peptide model from antigenic
protein including energy and geometry calculation for each peptide

Swiss-MODEL Used for the 3D model generation of antigenic protein

ProtParam Used for physicochemical properties analysis of antigenic protein

SOPMA Secondary structure prediction is done by using SOPMA

PROCHECK Used for stereochemical quality analysis of immunogenic protein

ProSA-web Used for calculation of Z-score

Kolaskar and
Tongaonkar Method

Used for categorizing linear and conformation B-cell epitopes

Emini Surface
Accessibility

Used for analyzing surface accessibility of the protein

Karplus and Schulz
Flexibility

Used for analyzing the flexibility of the protein

Parker Hydrophilicity Used for analyzing hydrophilicity of the protein

ElliPro Used for analyzing conformational B-cell epitope

NetMHCIIpan 4.0 Used for analyzing helper T cell from immunogenic protein

NetCTL 1.2 Used for analyzing cytotoxic T cell from immunogenic protein

IEDB Immunogenicity Used for analyzing strong and weak immunogenicity of the predicted
CTL

PEP-FOLD3 Used for the 3D model generation of predicted CTL molecule

PatchDock Used for performing molecular docking studies between
HLA-A*0201 molecules and predicted CTL molecule

FireDock Used for refining molecular docking results

RasMol Used for visualization of molecular docking results
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for microbiome analysis [47], for example, Candida glabrata, Candida auris,
Candida tropicalis, Candida albicans, and Candida parapsilosis (Table 9.4).

9.5 Current Challenges with Future Directions

Due to rapid advancement in high-throughput technologies and computational data
analysis, the omics technology is getting wider publicity and acceptance. The
transcriptional analysis is rapidly implemented in drug discovery owing to its
sensitivity, large-scale quantitative data, reproducibility, and robust assay method.
In a single day with the automated microplate reader or RNA sequencing, trillions of
data sets can be captured. However, handling large data requires a specialist or data
scientist with a background in biology, and often, it is difficult to obtain [48]. After
20 years of exploration of omics technologies, it became routine work to generate
and deal with omics data which is not so much tedious about the generation of data
sets with the help of high-throughput data by an analytical approach.

In the nearest future, for describing biology processes, multiple omics technology
combinations are the general approach for assessment. It produces a complex large
number of data at various levels which include DNA, RNA, and proteins [49]. By
experimenting or with the help of exploration of Internet databases, omics data can
be acquired. But it is more difficult for processing because of many reasons, like
data-type diversity, redundancy of database, and uniformity lacking in description of
standard data. How to deal with this kind of a large amount of data especially taken
from different sources of multi-omics approach is the most difficult challenge in
omics research. Network biology may become a probable solution to this problem
for its efficient solution, as it describes biochemical systems like a network system
for multi-omics data [50].
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Table 9.4 Comparative identification methods for the Candida spp.

Sr.
no. Method Advantages Disadvantages

1 Microbial Cost-effective Time-consuming

2 Molecular Highly accurate High cost

3 MALDI-
TOF

Rapid and accurate
identification

Cost is high

4 VITEK Automatic identification Cost is high

5 NGS Accuracy is high Cost is high, can’t afford by every
lab
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Abstract

A huge diversity of noncoding RNAs (ncRNAs), which lack the protein-coding
ability, are transcribed from the mammalian genome. The ncRNAs act as impor-
tant mediators for target gene expression by regulating the levels of transcription,
translation, and degradation. Among the known ncRNAs, microRNAs (miRNAs)
as well as long noncoding RNAs (lncRNAs) have been of key interest for various
human pathologies. This chapter briefly summarizes the importance of
microRNAs in the context of pathogenic viral infections. Getting insight into
the role of host miRNAs during viral infections can provide clues toward better
understanding and identification of novel therapeutic strategies against specific
viral infections.
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10.1 Introduction

The discovery of a novel class of RNAs that do not code for proteins was a major
breakthrough. These diverse non-translational RNA molecules are involved in
posttranscriptional gene regulation. Depending upon their length, localization, and
function, the noncoding RNAs can be classified as small and long noncoding RNAs
(sncRNAs and lncRNAs, respectively). The sncRNAs include miRNAs, PIWI-
interacting RNAs (piRNAs), and small nuclear and nucleolar RNAs (snRNAs and
snoRNAs) [1].

Because of endogenous origin, miRNAs are considered of utmost importance for
their role in gene regulation. miRNAs are small noncoding RNAs and generally
comprise of ~21–22 nucleotides. After the identification of first miRNA, lin-4 in
Caenorhabditis elegans [2], miRNAs are extensively found in animals, plants,
bacteria, and viruses. To date, ~2700 mature miRNAs (http://www.mirbase.org)
have been described in humans and are known to regulate approximately 60% of
coding RNA transcriptome [3, 4].

Deregulated expression of miRNAs is predominantly associated with several
pathologies like cancer, neurodegenerative, cardiovascular, and immune disorders.
Infectious diseases pose a great risk to human health, although tremendous effort has
been made to elucidate the mechanism of pathogenesis and safeguard and cure these
diseases. miRNAs are key regulators of infectious diseases caused by bacteria,
viruses, parasites, and fungi. The first evidence for altered expression of miRNAs
was described for viral infections [5]. Host-pathogen interactions result in altered
expression of miRNAs in the host and have been implicated for various infectious
diseases. miRNAs act as key players of host reaction to infection by modulating the
proteins active in the immune system [6, 7]. The manipulation of host cellular
miRNAs is a survival strategy for various bacteria and viruses and results in efficient
replication and pathogenesis inside the host.

10.2 Biogenesis of miRNAs

The initiation of miRNA synthesis occurs in the nucleus and involves the transcrip-
tion of miRNA genes by RNA polymerase II into a long double-stranded primary
miRNA transcript (pri-miRNA) [8]. The steps for miRNA biogenesis take place in
two compartments (i.e., nucleus and cytoplasm) and involve the action of distinct
protein complexes [9]. The class 2 RNase III enzyme Drosha (Pasha in Drosophila
melanogaster) recognizes and cleaves at the base of the stem of pri-miRNA to
generate a hairpin structure, precursor miRNA (pre-miRNA), which consists of
approximately 70 nucleotides with 2-nucleotide 30 overhang [10, 11]. Another
gene, DiGeorge syndrome critical region gene 8 (DGCR8), makes a complex with
pri-miRNA. DGCR8 specifically recognizes the junction between single-stranded
(ss) and dsRNA regions of pri-miRNA stem and mediates cleavage of RNA duplex
11 bp away from this site via Drosha [12]. Exportin-5 (Exp5)/RanGTP complex
exports the pre-miRNA out of the nucleus where Dicer (RNase III) and TRBP
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(transactivation response element RNA-binding protein) complex binds and pro-
cesses pre-miRNA into ~18- to 23-nucleotide-long mature miRNA duplex [13]. One
of these duplex strands interacts with RNA-inducing silencing complex (RISC) and
Argonaute (AGO) protein which functions as mature miRNA or “guide strand” and
regulates the target gene expression in the cytoplasm. The second strand, known as
“passenger strand,” is degraded by cellular machinery [14] (Fig. 10.1). The seed
sequence (2–7 nucleotides) present at the 50 end of guide strand binds with target
mRNA. Binding sites for miRNAs are there in the 30UTR, 50UTR, coding, and
promoter regions. Also, they have been identified to act as both activators and
repressors of gene transcription [15–17].

10.3 Mechanisms of Action of miRNA

The guide strand interacts with AGO2 protein to generate RISC and become
functional. The miRNA guides the RISC to target mRNA and mediates gene
expression through (1) site-specific mRNA cleavage, (2) translational repression,
or (3) mRNA degradation.

Fig. 10.1 Schematic representation of biogenesis of miRNAs. miRNA processing occurs in two
compartments, i.e., nucleus where transcription of miRNA gene and cleavage of pri-miRNA take
place and then transported to cytoplasm where pre-miRNA matures into miRNA duplex
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10.3.1 Site-Specific mRNA Cleavage

Argonaute proteins are evolutionary conserved proteins and form the core of RISC.
They contain PAZ and PIWI domains as the main structural components. PAZ
domain has a specific binding site for the 2-nucleotide 30 overhang of pre-miRNA
[18, 19]. PIWI domain contains a conserved aspartate-aspartate-glutamate motif and
shows similarity to RNase H [20, 21], implying that AGO protein holds mRNA
cleaving “Slicer” activity. Of all known human AGO proteins, only AGO2
containing RISC promotes mRNA cleavage [22, 23].

10.3.2 Translation Repression

miRNA/RISC (1) competes with eIF4E (eukaryotic initiation factor 4E) and
represses translational initiation at 50 cap region [24], (2) inhibits the circularization
of mRNA, and (3) inhibits the assembly of 60S ribosome subunit with 40S
preinitiation complex, further repressing translation [25]. Another study suggested
that target mRNAs could accumulate in processing bodies (P bodies). P bodies do
not have any components required for translation, and hence repression is achieved
by relocalization of target mRNAs to P bodies [26].

10.3.3 mRNA Degradation

P bodies are also crucial for mRNA degradation. The sequestered mRNA can be
degraded via deadenylation followed by decapping by Dcp1/2enzymes and Xrn1
exonuclease. Besides, mRNA degradation also requires the interaction of AGO
protein and GW182 (RNA-binding protein) [27]. However, the exact mechanism
of target mRNA degradation is still unknown.

10.4 MicroRNAs and Viral Infections

Multiple independent studies have analyzed the role of miRNAs in infectious
diseases. Further, the chapter focuses on the modulation of host miRNAs as a
response to infection caused by pathogenic DNA and RNA viruses and their role
in immune regulation. In addition, the role of viral miRNAs is also highlighted.

10.4.1 DNA Viruses

miRNAs have been recognized as important players in DNA virus infections,
modulating viral replication and immune responses and promoting cellular prolifer-
ation. We have highlighted the major effects produced by miRNAs in hepatitis B
virus and herpesvirus in Fig. 10.2.
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10.4.1.1 Hepatitis B Virus and miRNAs
Hepatitis B virus (HBV), a Hepadnaviridae virus, is a leading cause of liver
disorders varying from acute to chronic hepatitis, cirrhosis of liver, and hepatocellu-
lar carcinoma (HCC).

Accumulating evidences suggest the role of cellular miRNAs in modulating
hepatitis B virus replication. Several miRNAs either bind directly to the viral
transcript or indirectly target host cellular factors implicated in viral replication
and pathogenesis as tabulated in Table 10.1. For example, miR-199a-3p targets
coding region, and miR-210 targets pre-S1 region of the surface antigen of HBV

Table 10.1 Summary of miRNAs implicated in HBV infection

miRNA

Expression
after
infection

Target gene
(s) Functions

miRNAs that directly or indirectly modulate HBV replication

miR-199a-3p Down HBsAg
coding

Reduces viral replication

miR-210 Down HBsAg
pre-S1 region

Reduces viral replication

miR-125a-5p Up HBsAg
mRNA

Translational inhibition

miR-122 Down Cyclin G1 Inhibits cellular proliferation

miR-501 and
miR-372/miR-
373

Up HBxIP Promotes HBV replication

miR-15b Down HNF1α Modulates HBV replication

miR-548ah Up HDAC4 Promotes HBV replication

miR-20a Up HBV
cccDNA
methylation

Suppresses HBV replication

miRNAs implicated in HBV-associated HCC and liver cirrhosis/fibrosis

miR-122 Down NDRG3,
PTTG1

Enhanced proliferation of HCC cells

Let-7a Down STAT3 Promotes cellular proliferation and hence
leads to HCC

miR-155 Up SOCS1 Represses HBV progression by targeting
SOCS1, ultimately activating JAK/STAT
pathway

miR-19b Down TGF-β Protects cells from fibrosis

miR-150 and
miR-194

Down C-myb and
rac1,
respectively

Inhibit ECM production

Up upregulated, Down downregulated, HBsAg HBV surface antigen, HBxIP HBx interacting
protein, HNF1α hepatocyte nuclear factor 1α, HDAC4 histone deacetylase 4, NDRG3 N-myc
downstream-regulated gene 3, PTTG1 pituitary tumor-transforming gene 1, STAT3 signal trans-
ducer and activator of transcription 3, SOCS1 suppressor of cytokine signaling 1, TGF-β
transforming growth factor-β
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(HBsAg) [28], thereby reducing viral replication. This was the first report showing
the role of miRNAs in regulating HBV replication. Another miRNA, miR-125a-5p
inhibits translation by binding to HBsAg mRNA [29]. miR-122 impedes viral
replication by upregulating the production of cellular heme oxygenase-1 (HO-1)
that has been shown to result in lower levels of HBV cccDNA [30, 31]. Interestingly,
a considerable decrease in miR-122 levels was observed in patients infected with
HBV as compared to noninfected individuals. miR-122 specifically targeted cyclin
G1, which interacts with p53, and hence the binding of p53 to HBV enhancer
elements is obstructed which further inhibits HBV transcription [32]. Contrarily,
the upregulation of miR-501 and miR-372/373 in the host promoted HBV replica-
tion by targeting HBx interacting protein (HBxIP) and nuclear factor IB (NF-IB),
respectively [33, 34]. Similarly, increased expression of HBx protein resulted in
downregulation of miR-15b. miR-15b directly binds the hepatocyte nuclear factor
1α (HNF1α) mRNA and modulates viral replication which negatively regulates
HBV enhancer I [35]. Further, miR-548 promoted HBV infection and limits the
host response to virus by targeting IFN-λ1 [36].

Epigenetic modifications of HBV cccDNA are also crucial for viral replication.
miR-548ah increases replication of HBV in human hepatoma cells and HBV mouse
model [37]. miR-548ah targeted HDAC4, which inhibits deacetylation of histones
and its binding to cccDNA thereby promoting viral replication. Recently, Moon
et al. (2019) show that overexpression of miR-20a increased the methylation of HBV
cccDNA in HepAD38 hepatoma cell line and suppressed HBV replication [38].

Several research groups have identified miRNAs associated with HBV-related
carcinogenesis. Fan et al. (2011) observed decrease inmiR-122 in HBV-expressing
HCC cell line. miR-122 has been shown to target NDRG3 (N-myc downstream-
regulated gene 3). Therefore, miR-122 leads to enhanced NDRG3 expression
resulting in malignant phenotype [39]. In a different study, lower levels of
miR-122 induced the expression of pituitary tumor-transforming gene 1 (PTTG1)
binding factor (PBF) which promoted proliferation of HCC cells [40]. Similarly,
lower levels of let-7a led to increased cellular growth by targeting signal transducer
and activator of transcription 3 (STAT3) leading to HCC [41]. It has been
demonstrated that miR-155 upregulated IFN-inducible genes in human hepatoma
cell line and repressed HBV disease progression by targeting suppressor of cytokine
signaling 1 (SOCS1) which ultimately activated JAK/STAT signaling [42].

Additionally, several miRNAs are also implicated in HBV-associated liver fibro-
sis/cirrhosis. Lakner and colleagues (2012) reported that miR-19b significantly
inhibited TGF-β signaling in activated hepatic satellite cells (HSCs) and conse-
quently protected the cells from fibrosis [43]. Similarly, Venugopal et al. (2010)
reported reduction in levels of miR-150 and miR-194 in fibrosis-affected HSCs.
These miRNAs target c-myb and rac1 and inhibit HSC activation and ECM
production [44].

10.4.1.2 Herpesvirus and miRNAs
Herpesviruses are dsDNA viruses of family Herpesviridae. There are eight
herpesviruses which are categorized into three subfamilies based on their sequence
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similarity: (1) Alphaherpesvirinae, (2) Betaherpesvirinae, and
(3) Gammaherpesvirinae [45]. Among all the viral-encoded miRNAs currently
known, the majority is identified in herpesviruses (Table 10.2).

Alphaherpesvirus
Herpes simplex virus 1 and 2 (HSV-1and HSV-2) serotypes of alpha herpesvirus
infect humans primarily through oral or genital contact, causing cold sores and
genital herpes. The virus migrates from the site of infection and enters neuronal
cells, where it establishes a latent infection [46].

HSV-1 and HSV-2 transcribe 18 pre-miRNAs that, respectively, form 27 and
24 different mature miRNAs. hsv-miR-H3 and hsv-miR-H4 target infected cell
polypeptide 34.5 (ICP34.5), a lytic neurovirulence factor [47]. hsv-miR-H6 targets
infected cell polypeptide 4 (ICP4) protein and promotes maintenance of latent state
[48, 49]. Normally, ICP4 downregulates LAT and promotes virus toward lytic
infection. Another HSV-1 miRNA, hsv-miR-H2 targets infected cell polypeptide
0 (ICP0) involved in lytic infection and allows the viral entry into replication cycle
[50, 51].

Besides targeting viral mRNAs, HSV-1 also encodes hsv-miR-H27 that targets
Kelch-like 24 (KLHL24) and prevents transcription of immediate-early and early
genes of the virus [52]. This promotes efficient replication and proliferation of
HSV-1. HSV-2 miRNAs are homologous to HSV-1 miRNAs. Thus, both HSV-1
and HSV-2 miRNAs play a similar role in viral latency [47, 52].

Similarly, upon HSV-1 infection, cellular miRNAs are also expressed that are
considered to be involved in antiviral activities. Cellular miRNA, miR-101, has been
shown to target a cellular protein, mitochondrial ATP synthase subunit beta
(ATP5B), involved in viral infection. Thus, miR-101/ATP5B might provide cellular
protection and inhibit viral replication [53]. HSV-1 also induces miR-146a, which
targets complement factor H and activates arachidonic acid cascade implicated in
pathological changes associated with neurodegenerative disorders [54].

Betaherpesvirus
Human cytomegalovirus (HCMV) is a DNA virus of β-herpesvirus subfamily.
HCMV causes persistent infection in immunocompromised patients and is a major
cause of congenital abnormalities. To date, ~26 mature miRNAs encoded by HCMV
have been identified along with their potential targets. The genes of these miRNAs
are found to be dispersed throughout the viral genome [55, 56].

Both viral and cellular genes are targeted by HCMV-encoded miRNAs. Upon
viral infection, hcmv-miR-UL112 targets the MHC-I-related chain B (MICB) and
reduces binding of natural killer group 2, member D (NKG2D), hence protecting
HCMV from killing by natural killer (NK) cells [57]. Importantly, hcmv-miR-
UL112 acts synergistically with hsa-miR-376a and suppresses the expression of
MHC class I polypeptide-related sequence B (MICB) and NK cell-mediated killing
[58]. Various viral and cellular genes have been shown to be targeted by HCMV-
encoded miRNAs, namely, hcmv-miR-UL-112-1, US25-1, US25-2, US25-2-5p,
US5-1, US33-5p, and ULD148D, and result in inhibition of viral DNA replication.
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Table 10.2 Summary of miRNAs involved in herpesvirus infection

Virus miRNA Target gene(s) Functions

HSV miR-H2 ICP0 Promotes entry of HSV-1
in replication cycle

miR-H3 and miR-H4 ICP34. 5 Neurovirulence
determinant

miR-H6 ICP4 Promotes maintenance of
latent state

miR-H27 KLHL24 Efficient replication and
proliferation of HSV

HCMV miR-UL112 MICB Protects killing of
HCMV by NK cells

miR-UL112-1 IL-32 Alters innate as well as
adaptive immune
responses

miR-US25-2-3p TIMP3 Decreased recognition by
NK cells

miR-US4-1 ERAP1 Suppresses CD8+ T-cell
immune responses

miR-UL112-3p TLR2 Mediates NF-κB
signaling

miR-UL112-1, miR-US5-1,
and miR-US5-2

SNAP23, VAMP3,
RAB11A, and
RAB5C

Facilitate formation of
VAC for efficient
production of virus
particles

miRUS25-1-5p YWHAE, UBB,
NPM1, and
HSP90AA1

Suppresses HCMV
replication

EBV miR-BHRF1-3, miR-BART2-
5p, miR-BART15

CXCL11, MICB, and
NLRP3, respectively

Modulate immune
responses

miR-BART5-5p, miR-BART1,
miR-BART16, miR-BART1-
3p and miR-BART20-5p

PUMA, BIM,
TOMM22, caspase-
3, and BAD,
respectively

Inhibit apoptosis at early
stages of infection

miR-BART3-5p,
miR-BART19-3p

DICE1, WIF1 Promote B-cell
transformation and
proliferation

miR-BART7 and
miR-BART19-3p

APC Promotes cellular
proliferation

miR-BART14, miR-BART18-
5p, miR-BART19-3p

Nlk Promotes Wnt signaling

miR-BART-7-3p PTEN Epithelial to
mesenchymal transition

KSHV miR-K12-1 MICB Promotes growth of
KSHV-infected cells

miR-K12-3 and miR-K12-7 C/EBPβ Stimulate growth of
KSHV-infected cells

miR-K12-5 and miR-K12-9 MYD88 and IRAK1 Signal TLR/IL-1R
reduce inflammation

(continued)
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The viral miRNAs, hcmv-miR-UL112-1 and hcmv-miR-US4-1, regulate immune
responses by targeting cytotoxic T lymphocytes (CTL) and NK cells. hcmv-miR-
UL112-1 targets 30UTR of interleukin-32 mRNA and modulates immune responses
[59]. hcmv-miR-US25-2-3p reduces the expression of tissue inhibitors of
metalloprotease 3 (TIMP3), thereby promoting shedding of MHC-I-related chain
A (MICA), and hence decreases recognition by NK cells [60]. hcmv-miR-US4-1
targets aminopeptidase ERAP1 and inhibits CD8+ T-cell-mediated immune
responses [61].

Similarly, HCMV miRNAs hcmv-miR-UL112-3p, US5-1, UL112-1, and US25-
1-5p have been shown to target multiple host inflammatory genes. During HCMV
infection, hcmv-miR-UL112-3p has been shown to target Toll-like receptor
2 (TLR2), resulting in inhibition of TLR2-mediated NF-κB signaling [62]. This
provides an efficient way of regulating the innate immune response by viral miRNA.
HCMV miRs UL112-1, US5-1, and US5-2 target host endocytic machinery. The
main target genes include SNAP23 (synaptosomal-associated protein, 23 kDa),
VAMP3 (vesicle-associated membrane protein 3), RAB11A (RAS-related protein
11A), and RAB5C (RAS-related protein 5C). These miRNAs coordinately interfere
with secretion of pro-inflammatory cytokines, facilitating the production of virion
assembly compartment (VAC) resulting in efficient formation of virus particles
[63]. hcmv-miRUS25-1-5p targets both viral genes including IE72 and pp65 and
host genes including nucleoplasmin 1 (NPM1), ubiquitin (UBB), and tyrosine
3-monooxygenase/tryptophan 5-monooxygenase activation protein epsilon
(YWHAE) and affects viral replication [64]. Thus, HCMV and cellular miRNAs
together play a significant role in promoting latent infection.

Table 10.2 (continued)

Virus miRNA Target gene(s) Functions

miR-K12-10 TWEAKR Reduces expression of
IL-8 and MCP-1

ICP0, infected cell polypeptide 0, ICP34.5 infected cell polypeptide 34.5, ICP4 infected cell
polypeptide 4, KLHL24 Kelch-like 24, MICB major histocompatibility complex class I-related
chain B, IL-32 interleukin-32, TIMP3 tissue inhibitors of metalloprotease 3, ERAP1 endoplasmic
reticulum aminopeptidase1, TLR2 Toll-like receptor 2, SNAP23 synaptosomal-associated protein,
23 kDa, VAMP3 vesicle-associated membrane protein 3, RAB5C RAS-related protein 5C, RAB11A
RAS-related protein 11A, YWHAE tyrosine 3-monooxygenase/tryptophan 5-monooxygenase acti-
vation protein epsilon, UBB ubiquitin, NPM1 nucleoplasmin 1, HSP90AA1 heat-shock protein
90 alpha family class A member 1, CXCL11 C-X-C motif chemokine 11, MICB MHC class I
polypeptide-related sequence B, NLRP3 NLR family pyrin domain containing 3, PUMA
p53-upregulated modulator of apoptosis, BIM BCL2 interacting mediator of cell death, C/EBPβ
CCAAT/enhancer-binding protein β, MYD88 myeloid differentiation primary response 88, IRAK1
interleukin-1 receptor-associated kinase 1, TWEAKR tumor necrosis factor-like weak inducer of the
apoptosis receptor, TOMM22 translocase of outer mitochondrial membrane 22 homolog, BAD
BCL2-associated death promoter, DICE1 deleted in cancer 1, WIF1 WNT inhibitory factor
1, APC adenomatous polyposis coli, Nlk nemo-like kinase, PTEN phosphatase and tensin homolog
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Gammaherpesvirus
Like other herpesviruses, Epstein-Barr virus (EBV) also establishes latent infection
that persists throughout the life and is usually related to lymphocyte proliferative
disorders like Burkitt’s lymphoma and Hodgkin’s lymphoma. The first viral-
encoded miRNAs were identified in EBV [65]. There are three clusters in which
viral miRNAs are dispersed: BHRF1-cluster and BART-cluster 1 and 2. EBV
transcribes 25 pre-miRNAs that form 44 mature miRNAs. EBV miRNAs target
viral as well as cellular mRNAs and help immune evasion and inhibit apoptosis,
promoting tumorigenesis, cellular proliferation, and transformation.

ebv-miR-BHRF1-3, ebv-miR-BART2-5p, and ebv-miR-BART15 directly target
cellular mRNAs, including CXCL11 (C-X-C motif chemokine 11), MICB, and
NLRP3 (NLR family pyrin domain containing 3), respectively, and modulate the
immune response in EBV-associated pathologies [66, 67]. The levels of cellular
pro-apoptotic genes, including PUMA (p53-upregulated modulator of apoptosis),
TOMM22 (translocase of outer mitochondrial membrane 22 homolog), caspase-3,
BAD (BCL2-associated death promoter), and BIM (BCL2 interacting mediator of
cell death), are modulated by viral miRNAs, ebv-miR-BART5-5p, ebv-miR-
BART16, ebv-miR-BART1-3p, ebv-miR-BART20-5p, and ebv-miR-BART1,
respectively [68–71]. These viral miRNAs inhibit apoptosis at initial phases of
infection.

Viral miRNAs also target tumor-suppressor genes and promote B-cell transfor-
mation and proliferation. ebv-miR-BART3-5p inhibits DICE1 (deleted in cancer 1),
resulting in enhanced proliferation of cells in vitro [72]. Other tumor-suppressor
genes targeted by viral miRNA, ebv-miR-BART19-3p, include WIF1 (WNT inhibi-
tory factor 1), whereas ebv-miR-BART7 and ebv-miR-BART19-3p target APC
(adenomatous polyposis coli) and ebv-miR-BART14, ebv-miR-BART18-5p, and
ebv-miR-BART19-3p target nemo-like kinase (Nlk) key inhibitory genes of Wnt
pathway [73]. Cai et al. (2015) showed that ebv-miR-BART-7-3p, highly expressed
in nasopharyngeal carcinoma, targeted tumor-suppressor phosphatase and tensin
homolog (PTEN) tumor-suppressor gene, regulating PI3K/Akt/GSK-3β signaling
pathway and thereby causing epithelial to mesenchymal transition and metastasis
[74]. Altogether, these evidences suggest the role of EBV miRNAs in oncogenesis.

Another member of gammaherpesvirus subfamily, Kaposi’s sarcoma-associated
herpesvirus (KSHV), encodes 25 mature miRNAs, originating from 13 pre-miRNAs,
dispersed disproportionately all over the viral genome. Like EBV, KSHV miRNAs
target both viral and cellular mRNAs and modulate immune evasion, avoid apopto-
sis, and promote tumorigenesis.

KSHV miRNA, kshv-miR-K12-1, targets MICB like HCMV and EBV; kshv-
miR-K12-3 and kshv-miR-K12-7 target C/EBPβ (CCAAT/enhancer-binding protein
β), which transcriptionally represses the expression of IL-6 and IL-10, thus promot-
ing the growth of KSHV-infected cells, and angiogenesis [75]; kshv-miR-K12-5
targets MYD88 (myeloid differentiation primary response 88), whereas kshv-miR-
K12-9 targets IRAK1 (interleukin-1 receptor-associated kinase 1). IRAK1 and
MYD88 signal TLR/IL-1R and reduce inflammation [76]. kshv-miR-K12-10
represses TWEAKR (tumor necrosis factor-like weak inducer of the apoptosis
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receptor) and thus leads to decreased expression of IL-8 and monocyte
chemoattractant protein 1 (MCP-1) [77].

Deregulated expression of cellular miRNAs can lead to KSHV-related cancers,
regulation of the immune response, and viral replication cycle. A viral protein, K15,
upregulates the expression of hsa-miR-21 and hsa-miR-31, thereby promoting cell
migration and angiogenesis, suggestive of a significant role of K15 in KSHV-
mediated tumor metastasis and cancer [78]. hsa-miR-146a reduces the expression
of CXCR4 and is upregulated by viral FLICE inhibitory protein (vFLIP). This
promotes early release of viral-infected cellular progenitors into the blood and
contributes to Kaposi’s sarcoma [79].

10.4.2 RNA Viruses

The miRNAs are also responsible for the establishment of viral infection in RNA
viruses. The major effects produced by miRNAs in RNA viruses, for example,
hepatitis C virus, human immunodeficiency virus, influenza virus, and dengue
virus, have been summarized in Fig. 10.3.

10.4.2.1 Hepatitis C Virus and miRNAs
The hepatitis C virus (HCV) is a member of the Flaviviridae family with its genome
made up of a single-stranded, positive-sense RNA. Acute and chronic liver infection
is caused by HCV, affecting 2–3% of the population worldwide. Most infected
patients get hepatocyte infection that eventually leads to cirrhosis of the liver
and HCC.

After the virus enters the host cell, its RNA is translated into a viral polyprotein,
which then undergoes posttranslational modifications by both viral and host
proteases into one core protein, two envelope glycoproteins (E1 and E2), and
nonstructural proteins (P7 ion channel, NS2, NS3, NS4A, NS4B, NS5A, and
NS5B). The viral genome is flanked by 50 and 30UTR [80]. Several miRNAs are
known to interact directly with the HCV genome (Table 10.3).

For instance, miR-122 is expressed predominantly in hepatocytes and interacts
with 50UTR of viral genome and stimulates virus replication and survival. A stable
heterotrimeric complex is formed by the interaction between two molecules of
miR-122 at two sites within the 50UTR. miR-122 also associates with AGO2 protein
and thus protects RNA from degradation by host 50 exonuclease Xrn1, thereby
stabilizing the viral RNA. It is also demonstrated that interaction of miR-122 with
viral RNA at 50UTR generates 30 overhang which hides the 50UTR and thus prevents
identification by RNA helicase and reduces its degradation [81, 82]. Therefore,
miR-122 plays a pivotal role in HCV replication and survival.

miR-199a binding occurs at a site downstream of miR-122 within the 50UTR.
Increased expression of miR-199a inhibits viral replication in two cell lines having
HCV-1b or HCV-2a replicons and thus counteracts the action of miR-122 [83]. Sim-
ilarly, Let-7b binds to a site in 50UTR and two sites in NS5B coding region. Let-7b
suppresses HCV replication as its binding to the viral genome reduces RNA
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accumulation. However, this suppression does not affect viral translation though its
mechanism of action is not clear [84]. miR-196 and miR-448 bind to a site in the
NS5A coding region and structural core coding region, respectively. miR-196
binding enhances the antiviral effect by modifying the expression of cellular
genes, such as heme oxygenase-1 (HMOX1) and Bach1. It promotes upregulation
of HMOX1 and suppression of Bach1 by directly binding at the 30UTR of Bach1
mRNA [85]. miR-448 causes inhibition of viral replication in Huh cells and mediates
IFN-β induced antiviral responses against HCV [86]. miR-181c targets E1 and
NS5A regions of the viral genome and is downregulated following HCV infection
in hepatocytes. Homeobox A1 (HOXA1) is the direct target of miR-181c. miR-181c
downregulation induces HOXA1 expression and its downstream molecules and
STAT3 and STAT5 (signal transducer and activator of transcription 3 and 5),
which are essential for hepatocyte growth [87]. These cellular miRNAs directly
bind the viral genome and exhibit antiviral activity.

Several other miRNAs, including miR-155, miR-141, miR-491, and miR-152,
play a vital role in HCV-associated HCC. In patients with chronic HCV infection, a
significant increase in miR-155 levels was found in serum and peripheral blood
mononuclear cells (PBMCs). HCV core and NS3 and NS5 proteins cause a marked
increase in miR-155 levels and TNFα production in human monocytes
[88]. Overexpression of miR-155 induces proliferation of hepatocytes and

Table 10.3 Summary of miRNAs involved in HCV-related complications

miRNA

Expression
after
infection Target gene(s) Functions

miRNAs that directly bind HCV genome and modulate viral infection

miR-122 Up Unknown Stabilizes viral RNA and promotes survival

miR-448 Up IFN-β Mediates IFN-β-induced antiviral responses
against HCV

miR-196 Down Bach1 mRNA Promotes upregulation of HMOX1 and
enhances antiviral effects against HCV

miR-199a Up Unknown Inhibits HCV replication

Let-7b Up Unknown Negatively regulates HCV replication

miR-181c Down HOXA1,
STAT3, and
STAT5

Upregulates HOX1 expression and its
downstream targets STAT3 and STAT5,
required for hepatocyte growth

miRNAs implicated in HCV-associated HCC

miR-155 Up APC Activates Wnt/β-catenin signaling

miR-141 Up DLC-1 Hepatic tumorigenesis

miR-491 Down Unknown Inhibits PI3K/Akt pathway

miR-152 Down Wnt1 Activates Wnt signaling, subsequently
promoting liver tumorigenesis

Up upregulated, Down downregulated, IFN-β interferon-β, Bach1 BTB and CNC homology
1, HOXA1 homeobox A1, STAT3 and STAT5 signal transducer and activator of transcription
3 and 5, APC adenomatous polyposis coli, DLC-1 deleted in liver cancer
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tumorigenesis by activation of Wnt/β-catenin signaling in vivo and in vitro and
inhibits cellular apoptosis, whereas inhibition of miR-155 induces G0/G1 arrest.
Adenomatous polyposis coli (APC), which negatively regulates Wnt signaling, is
a direct target of miR-155 [89]. miR-141 negatively regulates DLC-1 (deleted in
liver cancer) in HCV-infected cells and favors viral replication resulting in increased
cell proliferation, hence hepatotumorigenesis [90].

miR-491 and miR-152 function as tumor suppressor, and their reduced expres-
sion promotes HCV-associated tumorigenesis. miR-152 levels are regulated by
HCV core protein, a known oncoprotein implicated in HCV-related HCC. It has
been shown to significantly reduce miR-152 expression leading to activation of Wnt
signaling pathway, which ultimately promotes hepatic tumorigenesis [91]. Reduced
levels of miR-49 inhibit phosphoinositol-3 (PI3) kinase/Akt pathway, a pro-survival
pathway in chronic HCV infection, and promote tumorigenesis [92]. However,
increased levels of miR-491 induce apoptosis by targeting BcL-XL, an anti-apoptotic
Bcl-2 family protein, commonly overexpressed in HCC [93].

10.4.2.2 Human Immunodeficiency Virus 1 and miRNAs
The human immunodeficiency virus (HIV) is a virus of the Retroviridae family. Its
genome comprises of single-stranded RNA. HIV disease has different stages of
infection: acute, asymptomatic chronic eventually leading to symptomatic HIV
infection or acquired immunodeficiency syndrome (AIDS). Infection with HIV
causes a progressive decline in CD4+ T lymphocytes, impairing cell-mediated
immunity. Host miRNA expression profiles have been shown to be altered in
response to HIV-1 infection (Table 10.4).

Several miRNAs expressed by CD4+ T lymphocytes target viral accessory genes,
viral protein r (vpr), viral infectivity factor (vif), viral protein U (vpu), and negative
regulatory factor (nef), involved in viral infection and replication. The cellular
miRNAs, mir-149, mir-324-5p, and mir-378, target vpr, vif, and vpu, respectively,
while mir-29a and mir-29b target viral nef gene [94]. Another set of miRNAs such as
miR-28, miR-125b, miR-150, miR-223, and miR-382 interact directly with 30UTR
and inhibit translation of crucial proteins, Tat and Rev, involved in transcription and
translocation of viral RNA. These miRNAs are upregulated in resting CD4+ T cells
which upon activation cause downregulation of these particular miRNAs. Thus,
expression of cellular miRNAs determines the host susceptibility to HIV-1
infection [95].

In addition, cellular miRNAs regulate host factors like cyclin T1, MeCP-2,
SIRT1, and PNUTS and thus modulate viral replication. Cyclin T1 binds viral
transactivator protein Tat and is required for activation of RNA polymerase II
transcription of integrated provirus. miR-27b directly targets 30UTR of cyclin T1
mRNA and inhibits its expression in resting CD4+ T cells, thereby impairing viral
replication. Activation of CD4+ T cells results in downregulation of miR-27b,
restoring cyclin T1 levels and thus increasing the vulnerability of CD4+ T cells to
infection [96]. Overexpression of miR-198 also represses cyclin T1 levels in
promonocytic cell line MM6 and thus restricts HIV-1 replication [97].
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miR-155 has been shown to employ anti-HIV activity. Upon TLR3 and TLR4
stimulation in macrophages, miR-155 levels are upregulated. miR-155 targets
30UTR of mRNAs of HIV-1 dependency factors (HDFs), lens epithelium-derived
growth factor (LEDGF)/p75, ADAM10 (a protein of disintegrin and metalloprotease
family), nucleoporin, and TNPO3 (transportin3), engaged in nuclear trafficking and
import of pre-integration complexes (PICs). This results in a reduction of mRNA and
protein levels of HDFs in monocyte-derived macrophages (MDMs), thereby
suggesting a possible role for its novel anti-HIV-1 effect [98]. Another HIV-1
dependency factor, Pur-α (purine-rich element binding protein α), binds HIV-1
TAR element and viral Tat protein and facilitates viral transcription. Cellular
miRNAs like miR-15a, miR-15b, miR-16, miR-20a, miR-106b, and miR-93 bind
30UTR of Pur-α mRNA and modulate viral susceptibility in monocytes [99].

HIV-1 infection significantly reduces the expression of miR-17/92 cluster and
miR-20a in Jurkat cell line by positively regulating the expression of p300-CREB
binding protein-associated factor (PCAF), a cofactor for Tat acetylation, thereby
resulting in enhanced viral replication [100]. miR-132 is highly upregulated during
CD4+ T-cell activation and enhances viral replication in Jurkat CD4+ T-cell line.
Methyl-CpG binding protein 2 (MeCP2) is reported as a target of miR-132. miR-132

Table 10.4 Summary of miRNAs that target host cellular factors in HIV-1 infection

miRNA

Expression
after
infection Target gene(s) Functions

miR-27b, miR-198 Up Cyclin T1 Prevents activation of CD4+
T cells and thus restricts viral
replication

miR-155 Up LEDGF/p75,
ADAM10,
nucleoporin,
TNPO3

Promotes HBV replication

miR-15a, miR-15b,
miR-16, miR-20a,
miR-106b, and miR-93

Down Pur-α Decreases susceptibility to
infection

miR-17/92 cluster and
miR-20a

Down PCAF Increases viral replication

miR-132 Up MeCP2 Increases HIV-1 replication

miR-34a Up PNUTS Inhibits HIV-1 transcription

miR-217 and miR-34a Up SIRT1 Promotes HIV-1
Tat-mediated transactivation

miR-182 Up NAMPT Promotes HIV-1
Tat-mediated transactivation

Up upregulated, Down downregulated, HDFs HIV-1 dependency factors, LEDGF lens epithelium-
derived growth factor, ADAM10 a protein of disintegrin and metalloprotease family, TNPO3
transportin3, Pur-α purine-rich element binding protein α, PCAF p300-CREB binding protein-
associated factor, MeCP2 methyl-CpG binding protein 2, PNUTS phosphatase 1 nuclear-targeting
subunit, SIRT1 sirtuin-1, NAMPT nicotinamide phosphoribosyltransferase
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overexpression promotes downregulation of MeCP2 and increases HIV-1
replication [101].

miR-34a targets phosphatase 1 nuclear-targeting subunit (PNUTS) which results
in inhibition of HIV-1 transcription by disrupting the assembly of HIV-1 transcrip-
tion machinery [102]. Tat-induced upregulation of miR-34a and miR-217 has been
observed in TZM-bl cells and MAGI cells, respectively. These miRNAs target
30UTR of sirtuin-1 (SIRT1) mRNA and downregulate its expression. This promotes
acetylation and activation of NF-κB, which further enhances HIV-1 transactivation
[103, 104]. Further, miR-182 downregulates the expression of nicotinamide
phosphoribosyltransferase (NAMPT), involved in Tat-induced inhibition of SIRT1
and HIV-1 transactivation [105].

Upon HIV-1 infection in human Sup-T1 cells, the expression of miR-186,
miR-210, and miR-222 is upregulated which further inhibits viral replication by
downregulating host target genes such as Dicer1, HIV-1 Rev-binding protein, and
enhancer binding protein 2. Thus, human miR-186, miR-210, and miR-222 directly
regulate key genes involved in HIV-1 replication and miRNA biogenesis
[106]. Human T lymphocytes upon HIV-1 infection have been shown to highly
express miR-29a which interacts with 30UTR. This interaction enhances viral inter-
action with RISC proteins and P bodies and represses viral replication. However,
depletion of P-bodies resulted in the enhanced translation of viral proteins and
replication [107]. This provides an understanding of how host miRNA levels
regulate HIV-1 infection.

10.4.2.3 Influenza Virus and miRNAs
Influenza virus is an RNA virus of family Orthomyxoviridae. Of known genera of
this family, genus A, B, C, and D, influenza A virus (IAV) is responsible for
respiratory illness in birds and mammals. The eight RNA segments transcribe ten
viral proteins including acidic polymerase (PA), basic polymerase 1 (PB1), basic
polymerase 2 (PB2), hemagglutinin (HA), matrix capsid protein 1 (M1), matrix
capsid protein 2 (M2), neuraminidase (NA), nonstructural protein (NS1), nuclear
export protein (NEP), and nucleoprotein (NP). Of these, HA and NA transmembrane
glycoproteins act as major antigens. On the basis of these surface proteins, there are
different HA (18) and NA subtypes (11) in influenza A virus.

Host cellular miRNAs are shown to control IAV life cycle by directly targeting
either viral genome, innate immunity, or genes involved in viral replication
(Table 10.5). Many cellular miRNAs like miR-323, miR-491, miR-654 [108],
miR-485 [109], and miR-3145 [110] bind directly to PB1 gene and inhibit IAV
replication. Similarly, miR-584-5p and miR-1249 have been shown to bind directly
to PB2 gene and impede viral replication [111]. In a recent study, miR-188-3p
downregulated PB2 expression and effectively inhibited IAV replication in A549
cells [112]. Further, overexpression of Let-7c was observed in IAV-infected human
lung epithelial (A549) cells and was found to reduce M1 (+) cRNA and suppress
viral replication [113].

Several cellular miRNAs modulate viral replication indirectly by targeting the
genes involved in immune pathways. For instance, miR-302a modulates
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IAV-induced cytokine storm. It binds directly at 30UTR of interferon regulatory
factor-5 (IRF-5) mRNA and suppresses IRF-5-stimulated cytokine release. How-
ever, IAV infection downregulated the expression of miR-302a and upregulated
IRF-5 expression. This stimulated the secretion of IFN-β, TNFα, IL-8, IL-6, CCL2,
and CCL5 and promoted IAV replication [114]. In contrast, IAV infection induced
the expression of miR-29c, which decreased NF-κB activity and reduced the secre-
tion of many antiviral and pro-inflammatory cytokines in IAV-infected A549 cells

Table 10.5 Summary of miRNAs modulating IAV infection

miRNA Target gene(s) Functions

miRNAs bind directly at IAV genome

miR-323, miR-491, miR-654,
miR-485, and miR-3145

PB1 Inhibit IAV replication

miR-584-5p, miR-1249, and
miR-188-3p

PB2 Inhibit viral replication

Let-7c M1 (+) cRNA Suppresses viral replication

miR-323, miR-491, miR-654,
miR-485, and miR-3145

PB1 Inhibit IAV replication

miRNAs indirectly target genes involved in immune signaling pathways

miR-302a IRF-5 Stimulates the secretion of IFN-β, TNFα,
IL-8, IL-6, CCL2, and CCL5

miR-29c NF-κB Reduces the synthesis of several antiviral
and proinflammatory cytokines

miR-146a TRAF6 Negatively regulates TLR signaling pathway

miR-7, miR-132, miR-146a,
miR-187, miR-200c,
miR-1275

IRAK1 and
MAPK3

Downregulates the antiviral proteins, IRAK1
and MAPK3

miR-125a/b A20
deubiquitinase

Increases NF-κB activity and synthesis of
pro-inflammatory cytokines

miR-302c NIK Prevents the import of NF-κB from
cytoplasm to nucleus and reduces IFN-β
production

miR-136 and miR-194 RIG-1 Inhibit the production of IFN-β
miRNAs target genes required for viral replication

miR-483-3p RNF5 and
CD81

Decreases viral replication

miR-33a COPI subunit
ARCN1

Impairs viral replication at the stage of virus
internalization

miR-9 MCP1P1 Promotes IAV replication

miR-203 DR1 Inhibits IAV replication

PB1 basic polymerase1, PB2 basic polymerase 2, M1 matrix capsid protein 1, IRF-5 interferon
regulatory factor-5, NF-κB nuclear factor kappa-light-chain-enhancer of activated B cells, TRAF6
tumor necrosis factor receptor (TNFR)-associated factor 6, IRAK1 interleukin-1 receptor-associated
kinase 1, MAPK3 mitogen-activated protein kinase 3, NIK NF-κB-inducing kinase, RIG1 retinoic
acid-inducible gene I, RNF-5 RING-finger protein 5, COPI coat protein 1, ARCN1 archain
1, MCP1P1 monocyte chemoattractant protein 1-induced protein, DR1 downregulator of transcrip-
tion 1
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[115]. In IAV H3N2-infected human nasal epithelial cells (hNECs), the induction of
miR-146a has been described and is shown to negatively regulate TLR signaling
pathway by targeting TRAF6 [116]. In the same line, miR-144 has been shown to
reduce the antiviral effect by attenuating TRAF6-IRF7 pathway [117]. In addition,
miR-7, miR-132, miR-146a, miR-187, miR-200c, and miR-1275 have been
identified to accumulate in A549 cells in response to IAV infection which ultimately
downregulates the antiviral proteins like IRAK1 (interleukin-1 receptor-associated
kinase 1) and MAPK3 (mitogen-activated protein kinase 3) [118].

The expression of miR-125a/b is elevated during IAV H1N1 infection.
miR-125a/b directly targets A20 deubiquitinase, which inhibits NF-κB activity.
Therefore, infection with IAV increased NF-κB activity and pro-inflammatory
cytokine secretion [119] which further lessen antiviral responses. Gui et al. (2015)
observed downregulation of miR-302c expression in IAV H3N2-infected cells.
miR-302c has been shown to target NF-κB-inducing kinase (NIK) and reduced
IFN-β production. miR-302c also inhibited the translocation of NF-κB from cyto-
plasm to nucleus [120].

The pattern recognition receptor retinoic acid-inducible gene I (RIG-I) is impor-
tant for type-I interferon response after recognizing the cells that have been infected
with influenza virus. miR-136 is an immune agonist of RIG-I, resulting in accumu-
lation of IL-6 and IFN-β in IAV H5N1-infected A549 cells. Therefore, miR-136
serves as an activator of the immune system and inhibitor of viral replication in vitro
[121]. Furthermore, miR-483-3p was highly expressed in bronchoalveolar lavage
fluid (BALF) exosomes from infected mice and enhanced the production of IFN-β
and pro-inflammatory cytokines in H1N1-, H7N9-, or H5N1-infected mouse lung
epithelial cells. miR-483-3p was found to target RING-finger protein 5 (RNF5) and
CD81, the negative mediators of RIG-I pathway resulting in decreased viral replica-
tion [122]. Contrarily, miR-194 facilitated viral replication by inhibiting the produc-
tion of IFN-β via targeting RIG-I pathway in H1N1-infected A549 cells [123].

Several miRNAs have been shown to exert inhibitory effect on viral replication
by targeting the genes required for viral replication. For example, miR-33a targets
30UTR of COPI subunit ARCN1 (archain 1) and impairs viral replication at the
phase of virus internalization. It also decreases viral ribonucleoprotein activity via
ARCN1-independent manner. Therefore, miR-33a both acts as inhibitor of viral
replication and interferes with viral internalization [124]. In H1N1- or H3N2-
infected A549 cells, miR-9 has been shown to promote IAV replication by
repressing monocyte chemoattractant protein 1-induced protein (MCP1P1) that
degrades viral RNA and also inhibits viral replication by reducing the production
of viral NP and M proteins [125]. In H5N1-infected A549 cells, miR-24 regulates
furin-mediated proteolytic activation of HA0 glycoproteins and production of infec-
tious virions [126]. Recently, Zhang et al. (2018) has demonstrated that upregulation
of miR-203 in H5N1-infected A549 cells inhibited IAV replication by targeting
downregulator of transcription 1 (DR1) [127].
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10.4.2.4 Arboviruses and miRNA
Arboviruses are arthropod-borne viruses which transmit infections in vertebrate
hosts through the bite of hematophagous arthropods including mosquitoes, sandflies,
and ticks. Arboviruses have RNA genome and include Flaviviridae, Togaviridae,
Bunyaviridae, Rhabdoviridae, and Reoviridae families. Of these, flaviviruses belong
to the family Flaviviridae which includes most prominent human pathogens like
chikungunya virus, dengue virus, West Nile virus, Zika virus, and various others.
Here, we will specifically focus on the modulation of miRNA expression in dengue
virus (DENV) infection (Table 10.6).

The first evidence for the role of miRNAs in DENV infection was provided by
Wen and colleagues (2015). They observed that miR-548 g-3p targeted stem loop A
(SLA) promoter present in 50UTR and suppressed DENV translation, replication,
and multiplication [128]. Three miRNAs, miR-133a, miR-484, and miR-744, were
found to target viral 30UTR and inhibit viral replication [129, 130].

Similarly, another set of miRNAs regulate DENV replication indirectly by
regulating the host immune system or by targeting the host cellular factors required
in the viral life cycle. For instance, Escalera-Cueto et al. (2015) demonstrated that
Let-7c is highly upregulated in hepatic Huh-7 cells during DENV infection. Let-7c
targets a transcription factor Bach1 (BTB and CNC homology 1), repressor of anti-
inflammatory protein heme oxygenase-1 [131]. This protects the infected cells from
excessive production of oxidative stress and inflammation. Similarly, the highly
expressed miRNA, miR-30e*, was shown to modulate the immune response in
human monocyte U937 and HeLa cell line by upregulating the expression of
IFN-β and downstream genes such as OAS1 (20-50-oligoadenylate synthetase 1),
MxA (Myxovirus resistance gene A) and IFITM1 (interferon-induced transmem-
brane protein 1). At the same time, miR-30e* also activated NF-κB by targeting

Table 10.6 miRNAs associated with dengue virus infection

miRNA Target gene(s) Functions

miR-548 g-3p SLA promoter Suppresses DENV translation, replication, and
multiplication

miR-133a, miR-484, and
miR-744

Viral 30UTR Inhibit viral replication

Let-7c Bach1 Protects the infected cells from excessive
production of oxidative stress and inflammation

miR-30e* IκBα Upregulates the expression of IFN-β and inhibits
DENV replication

miR-34a, miR-34c,
miR-449a, and
miR-449b

Indirectly by
Wnt pathway

Positively modulate immune response

miR-133a and miR-223 PTB and
STMN1

Suppresses DENV replication

miR-146a TRAF6 Facilitates DENV replication

SLA stem loop A, Bach1 BTB and CNC homology 1, IκBα NF-kappa-B inhibitor alpha, PTB
polypyrimidine tract binding, STMN1 stathmin 1, TRAF6 tumor necrosis factor receptor-associated
factor 6
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IκBα (NF-kappa-B inhibitor alpha) 30UTR; this restored the production of
IFN-β-mediated antiviral immune response and inhibited DENV replication
[132]. Like miR-30e*, miR-34 family including miR-34a, miR-34c, miR-449a,
and miR-449b was shown to positively modulate immune response upon DENV
infection by increasing the expression of type I IFN and stimulated genes by
suppressing Wnt signaling [133].

Other studies provided evidence for involvement of host machinery in
modulating DENV multiplication. Castillo et al. (2016) hypothesized that
overexpression of miR-133a led to suppression of DENV replication in Vero cells
by directly targeting the polypyrimidine tract binding (PTB) protein involved in
DENV replication [134]. Like this, miR-223 also inhibited DENV replication by
inhibiting stathmin 1 (STMN1), a microtubule-destabilizing protein in human
endothelial-like EAhy926 cells [135]. In addition, various other miRNAs have
also been reported to facilitate viral replication. Overexpression of miR-146a
facilitates DENV replication in monocytic THP-1 cells. miR-146a targets tumor
necrosis factor receptor-associated factor 6 (TRAF6), which dampens the secretion
of host IFN-β and reduces the antiviral immune responses [136]. HepG2 cells were
treated with an anti-miR-21 (AMO-21) before DENV infection, and reduction in
DENV production was observed in HepG2 cells, suggesting that miR-21 is involved
in DENV replication [137].

10.5 Future Implications: miRNAs for Disease Diagnosis
and Therapeutics

miRNAs are expressed ubiquitously in body fluids including peripheral blood,
saliva, urine, cerebrospinal fluid (CSF), and other biological samples. The
circulating miRNAs remain stable after repeated cycles of freeze-thawing and
long-term storage of biological samples [138, 139]. The interaction of miRNAs
with target mRNA during host-pathogen interactions provides a tool for deciphering
the role of key genes involved in the activation of the immune system and determines
the susceptibility of infection. Increasing evidence suggests the relevance of
miRNAs as biomarkers for diagnosis of various diseases including cancer and
neurodegenerative, cardiovascular, and immune disorders. However, very few stud-
ies have elucidated the role of miRNAs as a biomarker for infectious diseases. As in
the case of HCV infection, the viral-host interaction can be regulated by targeting
cellular miRNA-122. The inhibitor of miR-122, miravirsen, is already in clinical
trials and used as a therapeutic strategy against hepatitis C infection [140].

In conclusion, targeting pathogen-encoded miRNAs can be employed as a thera-
peutic strategy against infectious diseases. This will interfere with the key biological
processes, including multiplication or replication of the pathogen. However, trans-
lating the miRNAs as biomarkers as well as targets for the treatment of infectious
diseases still remains a challenge.
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Abstract

RNA-Seq techniques have added to associate, in treatment, growth of the knowl-
edge distinct to the natural and cell measures needed throughout diseases. Meta-
investigation of RNA-Seq tests was performed to rethink the previous proof for
the higher comprehension of the pathological process. Moreover, the gene ontol-
ogy and Reactome investigation performed upheld the discretionary suspicion
that the antiviral pathways unremarkably moved in lightweight of intense infec-
tive agent contamination that was accountable for a debilitated growing cell.
Within the meta-examination measures, it had been recognized that there are a
unit 3 potential novel competition qualities inescapably enclosed throughout this
antiviral response. In general, RNA-Seq may be a tremendous technique permit-
ting depiction of cell nonuniformity among a cell community. The relationship of
transcriptome identification with rapid cell aggregates might encourage clearly
expressed proteins or biomarkers of interest distressed in the infectious diseases.
Future specialized upgrades might conceivably beat this constraint, a minimum of
halfway. Improvement of novel conventions permitting co-occurring investiga-
tion of various subatomic particles, as an example, DNA, compound, and
proteins, among indistinguishable singular cell would give an extra development
toward an extra careful “single-cell integrome,” which may probably be instru-
mental to extend our perception of uncontrollable disease.
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11.1 Transcriptomic Analysis of Complex Viral Genomes

To start an experiment, we should design the experiments accordingly, like what
methodologies and approaches should we apply before running an experiment; the
primary focus should be to decide whether to work on the viral/host transcripts
[1]. The second is to work for biological observations and interpretations [1]. The
third is to whether document the diversity of RNAs present or to quantify the relative
abundance of specific transcripts [1]. The last is to decide whether to incorporate
multiple infections or to profile the early or late stages of infection based on the time
points that could be optimal for the given experimental system [1]. To map tran-
scription start site (TSS) usage or to detect alternative splicing or alternative
polyadenylation, qualitative analysis can be done [1]. Based on the activity of the
virus itself can make it complex to interpret the orthomyxoviruses, poxviruses, and
coronaviruses, along with many herpesviruses – which either degrade or transcrip-
tionally subdue host and viral mRNAs [1]. Lastly, it is important to take technical
and analytical requirements into consideration as both are different in transcriptome
studies [1]. Viruses such as herpesviruses, poxviruses, and adenoviruses, with large
intense DS DNA genomes, have limitations based on their transcriptional sites,
ORF, and internal splicing at 50-30 ends [1]. Due to such complexity, the methods
used to generate and interpret RNA-Seq data were appropriate for the last transcript
analysis/results as it depends on the conditions of the infections and viruses [1]. The
depth of sequencing may get influenced by getting a robust signal for viral RNAs
[1]. In the optimization process of short-read RNA sequencing for viral
transcriptomes, most of the documentation is on the host responses to different
stimuli from the environment or the comparison of different cell types and tissues,
with careful deliberation over the experimental design [1]. With numerous variations
of the general approaches which were planned to answer specific queries like the
transcript initiation plats; the placement of modified bases, etc. [1]. Standard
RNA-Seq in terms of sample preparation and data analysis is quite a simple method
where, depending on the experiment, isolation of complete RNA is done and later
used to assemble sequenced libraries; here high-abundance rRNAs are eliminated,
and the remaining is reserved in the library [1]. It is completely on the study of
interest over the choice of whether non-poly(A) hosts and/or viral RNAs are to be
chosen for the experiment to be performed of cDNAs, followed by simultaneous
single run sequencing processes on Illumina NextGen, HiSeq, or NovaSeq platforms
[1]. Later the consequent sequences are then processed to generate expression counts
[1]. The genome annotations specify the limits of individually transcribed mRNAs
and known splicing patterns which were generated by these expression counts, very
critical to ensure the reads are conscripted to a given transcription unit, as it gets
complicated as the transcription units overlap [1]. There are available annotations of
genomes ranging from humans to the major model organisms, but for the viruses, it
is appallingly simplified. Consequently, the alternative transcript structures easily go
undetected, and in turn confounding expression level can get obscured due to the
presence of overlapping transcription units leading to misinterpretations [1]. With
the help of lower temperature, fragmentation time, and increased number of cycles in
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the sequencing reaction, a preferred solution is acquired by altering the RNA
fragmentation step (i.e., by increasing the sequence read length) [1]. A targeted
enriched viral RNA offers an indispensable tool which is being incorporated into
standard RNA-Seq production, where viral transcripts are scarcer than those of the
host infections involved [1]. One of the major setbacks is the extensive amplification
by PCR generating adequate material for sequencing, which is crucial to deduplicate
accurately the mapped sequence (alignment vs reference genome/transcriptome)
[1]. With the improvement in short-read RNA-Seq with selected enhancement
strategies, one can conduce major unearthing in the field [1]. We already know
that infections may occur through genetically identical microorganisms, with the
different types of host cell responses giving rise to different after effects [1]. The
attributed changes in host expression can be sensibly interpreted according to
elementary concept: cellular population being homogeneous, dominated by specific
cell type in the “bulk” RNA sequencing [1]. The concurrent cross-examinations of
both host and microbial transcriptomes albeit tempered by some critical limitations
within a single cell are becoming a reality at present, but the proposition requires a
classification of the cells [1].

The incessant utilization of this suggestion encapsulates the utilization of UMI
arrangements dismissing the copied succession reads from the last investigation
during PCR at that point; tests pooled and eventually sequencing libraries are
amassed; from the paired-end sequencing, produce one grouping read with a
standardized tag, and the difference comprises a limited capacity to focus succession
map at 30 closures of the mRNA [1]. The ensuing examinations focus on the ID and
delineation of the host cell types by showing at least one marker; further the profiling
of differential articulation is refined by spiraling rundown of devices, for example,
Seurat, Monocle, MAST, etc. [1]. On account of incomplete viral genome
annotations within the library, the availability of polycistronic gene arrays and the
availability of non-poly(A) RNAs are leading to justifiable sequence reads being
inaptly terminated or mis-apportioned, whenever 30 sequencing is conducted/
performed [1]. To handle this issue, planning and resulting examinations of succes-
sion reads are finished by amalgamating host and viral reference genomes securing
viral reads are all around saved and are allotted to address cell; hence, it is finished by
inciting substitute viral genome comments where polycistronic quality clusters are
broken down as record units [1].

Research on viral genomes such as herpesvirus and other low-abundance viral
infections is a major challenge as the level of detection of viral mRNA abundance is
lower in single cells [1]. We are all well aware of the advancements of the field
progressing ahead in time, but the point to ponder is that experimental design and
interpretation must be accurate and also the apprehensive knowledge of the
prefabricated bioinformatics solutions is seldom suited for host-virus interaction
analysis [1]. In the current situation, the repeat of a since quite a while ago read
RNA-Seq encourages the sequencing of poly(A) mRNAs from the 30-50 end, creat-
ing pertinently lacking reads in examination with other sequencing strategies, and
has been utilized to classify record variations (through elective grafting and
distinguishing novel records or record isoforms) [1]. At the point when these since
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quite a while ago read RNA-Seq is joined with short-read RNA-Seq and variation
draws near (CAGE-Seq), it encourages fine enumerating of viral transcriptomes at
high goal [1]. To precisely plan the succession reads requires a blunder rectification
that could plan the extraordinary 50 and 30 finishes of records, just to recognize
locales of grafting [1]. While adjusting reads to a reference genome is moderately
straightforward, these lines are regularly needed to distinguish record start and RNA
cleavage destinations [1]. Information visual investigation is significant for the
recognizable proof of novel qualities or joint variations [1]. Even after the upgrades
in the movement of the field, it should be retrospect that, because of similarly modest
number of reads produced during each run, at that point the since quite a while ago
read sequencing will be impracticable if viral RNA yields are low; notwithstanding
the info material would restrict the contamination models that are suitable with the
predominant since a long time ago read RNA-Seq approaches [1]. Stages, for
example, GridION and PromethION proffer generous number of arrangement
reads per run, in spite of the fact that at the hour of drafting, nor is viable with direct
RNA sequencing [1].

Bioinformaticians are these days working together with research labs (straight-
forwardly/in a roundabout way), basically helping in turning gathered crude infor-
mation (groupings) into controlled qualities with factually huge worth, additionally
called p-esteem, after conglomeratic testing [1]. Being an essential individual from
the field, they distract themselves in cautious arranging of the exploratory resulting
examination of the viral genome and validate no disadvantages when discussing
“one (doesn’t) fits all” approaches [1]. The arranging records dependent on the life
form of interest they are working whereupon incorporates issues, for example,
reproducibility/replication, bunch impacts, quality explanations quality and accessi-
bility of the creature [1]. To set aside both time and cash, it is in every case better to
advance the diagnostic informational collections to investigate the accepted basic
issues, so there won’t be any requirement for exploratory upgrade and resequencing
[1]. Bioinformaticians should not incline toward benchmark RNA-Seq analysis
pathways whenever handling viruses and should be apprised of the complete facet
of the virus under study including biological characteristics and genome
structure [1].

For example, the polycistronic clusters present restrict the scRNA-Seq quality
articulation investigations in the herpesviruses in light of the fact that the total
records accomplished all through the polycistronic unit allot at 30 end, which
fundamentally influences the arrangement of viral reads to a transcriptome due to
disposing of reads which maps indistinguishably against the 30 closures of various
records, so it is compulsory to establish polycistronic qualities that allocate at 30 ends
as sole record unit, which plunges the yield of organically relevant data in any case;
significant natural information would wind up discarded [1]. The principle
explanation for that the succession gets disposed of is that the reads got during
scRNA-Seq are commonly restricted to the 30 UTR and mistakenly dispensed to a
perceived quality; other planned confounder can be that the viral genomes that
contains copied locales which thusly brings about either short or long grouping
reads are consequently disposed of or their attitude isn’t allotted precisely causing an
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impact in the subsequent TPM checks; one more basic observation is that viral
genomes displays in wide scope of sizes, they express the characteristics more
modest than the genomes of their hosts empowering the causation of direct or
roundabout genome-wide inclusion plots which gives a basic anxious outline of
record designs over the viral genome [1]. Utilizing graphical yields, for example, the
representation devices or through R bundles, the information can be quickly sur-
veyed and examined against current quality comments, which could help in the
disclosure of the zones inside the genome that were dark earlier and last was
interpreted and maintained of elective record conformations [1].

11.1.1 RNA-Seq Evaluation

The Zika virus (ZIKV) is an arbovirus which is responsible for a range of congenital
malformations including congenital Zika syndrome (CZS) that occurs during embry-
onic development [2]. RNA-Seq methodologies have contributed to an increase of
the comprehension corresponding with biological and cellular processes involved in
the course of infections [2]. Meta-analysis of RNA-Seq assays was performed to
reexamine the past evidence for the better understanding of the pathogenesis of
CZS [2].

In the meta-examination tests, it was distinguished that there were three potential
novel competitor qualities definitely included during the antiviral reaction: APOL6,
XAF1, and TNFRSF1 [2]. Eventually it got validated that IFN fading impacts the
cell reaction against ZIKV infection and under basic imperative a priceless sponsor
is gained by apoptotic pathways that may instigate the CZS aggregate [2]. Ordinarily
revealed neurological element of CZS is microcephaly, albeit other neurological
variations from the norm incorporate of brain stem brokenness, nonappearance of
gulping reflex, and poly-malformation disorder; broad attributes incorporate repeti-
tive scalp skin, anasarca, low birth weight, polyhydramnios, arthrogryposis, and
ophthalmological deformities, for example, intraocular calcifications, waterfall,
topsy-turvy eye sizes, macular decay, optic nerve hypoplasia, iris coloboma, and
focal point subluxation [2]. As we realize that the human CNS development starts
during the principal trimester of embryogenesis, here the hNPCs achieve the entirety
of the glial and neuronal cell types during this period of time; the beginning of
pathogenic cycles cause neuroinflammation and the discharges of the immunoregu-
latory particle bringing about the setting off of apoptosis, arousing a mutilation of
hNPCs expansion, development, and separation; thusly imperfect mental health
movement occurs [2]. There are contemplates that represents ZIKV taints hNPCs
the fetal cerebrum, empowering irritation just as tissue damage [2]. Indeed, even
with ongoing progressions in the portrayal of the repercussions of ZIKV disease on
undeveloped CNS framework, anyway is as yet basic to distinguish which pathways
are unavoidably engaged with the pathogenic cycle as this information error is
unmistakably prohibitive for development of restorative methodologies which
could thus fight off the extreme clinical after effect of the infection [2]. Transcrip-
tional profiling gives an opening of correspondence between the cell capacity and
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biotransformation, likewise with characterizing plausible deductions of hereditary
varieties and encompassing conditions in various tissues and organisms [2].

RNA-Seq is broadly utilized over many years and has gotten the fundamental
option for such investigations [2]. As per test run, they found that out of
30 examinations simply 3 were applicable to the fixed models [2]. The main
investigation (Zhang et al. [SRAdb id: SRP073493, GSE id: GSE8043]), it
contained the chose research between the two genealogies ZIKV and dengue
infection (DENV), and the hNPCs were familiar to it then among the DEG’s the
degrees of protein communication, transcriptional changes and quality capacity were
looked at which brought about featuring 1345 DEGs among ZIKVM and “its
counterfeit gathering” and 601DEGs for the ZIKVC and the “false gathering com-
parison” [2]. The subsequent examination (McGrath et al. [SRAdb id: SRP096367,
GSE id: GSE93385]) involved the examination of the hNPC tests taken from three
perished kids, from which they had the option to recognize eight up-controlled and
four down-managed qualities from the common examples, when thought about by
entire transcriptome profiles between the contaminated and non-tainted cells from
each individual [2]. The third examination (Caires-Júnior et al. [34] [SRAdb id:
SRP114529, GSE id: GSE102128]) outlined the execution of RNA-Seq probe cells
secured from the three sets of discrepant aggregates of CZS dizygotes; they spotted
64 DEGs (DDIT4L quality unequivocally assumes essential part in mTOR flagging
pathway) [2].

For the over three investigations expressed have its own methodology (RNA-Seq
information taking care of and factual strategies) subsequently they “reprocessed”
their readings by directing similar convention to all the gathered examples and
played out a meta-examination for it [2]. Among every one of the 17 examples,
the formalization of articulation information came about around 29,318 accents
present in it and distinguished 13 up-managed qualities in infection-influenced
cells (rank item technique with % of bogus forecast [pfp < 0.05 and |log2 (fold
change)| > 1]), and among these outcomes, the quality metaphysics investigation
perceived 847 expanded terms dependent on their foundational microorganism
nature [2]. From those enlarged terms, they selected 20 terms which were conceiv-
ably connected to ZIKV contamination and reaction [2]. From the recognized
13 DEGs which came to the [|log2(fold change) |], beginning the Reactome investi-
gation returned 12 factually critical pathways (identified with interferon, interleukin-
10, chemokines, and other receptor flagging pathways and reactions) in which the
quality terms (from the quality cosmology examination) are included [2].

From all the examinations front expressed, the fundamental objective was to
distinguish the potential atom that can be utilized as an antiviral palisade and
furthermore to discover which particles are initiated during the antiviral reaction
[2]. 20-50-Oligoadenylate synthetase (OAS1 and OAS3) and 20-50-oligoadenylate
synthetase like (OASL) are connected with antiviral reactions and were discovered
to be up-managing in their ZIKV-tainted supplements; these are interferon-inducible
qualities which tie with dsRNA and ssRNA viral genomes and thus trigger RNase L
debasement instrument of viral and cell RNA, holding onto viral production
[2]. Studies implied that while ZIKV ssRNA genome is permitting the RNase L
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movement, in any case, the elective situation is that the infection would effectively
disregard the enzymatic action with its remarkable replication capacities in the
endoplasmic reticulum [2]. The most confusing validation is portrayed by
“pregulation” of interferon-inducible qualities and apolipoprotein (APOL6) qualities
alongside DDX58 (RIG1) protein, which can tie dsRNA and ssRNA achieved from
different flaviviruses (DENV) and elicit insusceptible reactions normally through
IFN-1 creation [2].

APOL6 uncovered that besides advancing antiviral reactions against few
infections, it likewise has supportive apoptotic properties [2]. There are a few
vulnerabilities in the advance of expressed exploration dependent on the statement
of the apoptotic proteins and furthermore in the effort of favorable apoptotic
properties (for XAF1) in a critical function in the guideline of supportive provocative
and resistant reactions (for TNFRSF1); however other probe shows its inclusion in
the invulnerable guard component in gut mucosa; these reactions were accounted for
as being associated with the ZIKV-tainted hNPCs with articulations of chemokines
(CCL5, CXCL10, and CXCL11 communicated in the ZIKV-contaminated skin
cells) [2].

Generally in setting with the outcomes dependent on neurogenesis, the affirmed
of that the presence of ZIKV in hNPCs were detected by IFIH1 working about as a
controlling viral factor in the actuation of type 1 interferon apoptosis and incendiary
pathways with the assistance of specific cytokines and chemokines which may
assume a vital part all through neurogenesis with the guideline of formative quality
articulation and these indications of CZS might be because of the movement of an
impending provocative response [2].

Conclusively, the profound sequencing of the complete human genome under the
HGP in 2001 was the defining moment inside the “omics time.” Indeed, even late
innovative advances furthermore with measurable methodology and applied science
altered the affiliations with science [3, 4]. Consequently, load of actions was
committed in growing new speculative chemistry, chemurgical and gadgets/
machines with higher results, as Next Generation Sequencing (NGS) and Mass
range investigation (MS), and propose into essential and clinical examination
[5, 6]. The blend of different omics is contemporarily known because of higher
general comprehension of natural cycles and sicknesses [7]. So far, a progression of
novel strategies is on the lookout for test at populace level goal, with a few organic
recommendations in the tempting infections [8, 9].

In record of cell non-consistency, the inside part of virology is unmistakably a
worry since it is presumably going to affect infection replication cycle and subse-
quently setting off contamination. We realize that the ascendency of irresistible
individual replication is a lot dependent on its host, as these infections are
customized in such design that would totally take resource of the cell apparatus to
their own mileage.

Apparently, achieving all-inclusive contamination in an extremely given cell
populace is shockingly uncommon. Non-fundamentally unrelated theories would
vindicate this inconsistent status toward contamination: (1) irresistible specialist
non-consistency, blend of equipped, changed, and blemished irresistible operator
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particles displaying varieties in disease capacities; (2) cell non-consistency, mix of
cells with varieties in digestion, creation, enactment standing, or cell cycle, follow-
ing explicit cell environment molding infection movement accomplishment all
through the cell. During this viewpoint, single-cell investigations typify novel
open doors in distinguishing explicit cell and atomic alternatives lifting up or in
differentiation prohibiting infection replication, while adding to the grip of infection
have connections, coupled with furnishing new focuses to repress irresistible opera-
tor replication [10].

Standard conventions for library forecasting are upgraded to utilize exclusively
some nanogram (10–100 ng) of the hereditary material. One single cell contains on
normal exclusively 10 pg of absolute polymer. Likewise, work processes for poly-
mer extraction and library arrangement were modified and upgraded to figure with
single-cell material. Secluded single cells should be lysed to get to the RNA. This
progression might be performed through ardent programmed gadgets or physically;
or all things considered, manual cell lysis and complete polymer filtration might be
performed correspondingly misusing sap-based sections (e.g., single-cell RNA
purification kit (NorGen Biotek Corp), PicoPure1RNA isolation kit (Thermo Scien-
tific)) or attractive dab partition (e.g., 5-min single-cell polymer extraction kit
(Biofactories)). Following this, the polymer is advanced for mRNA, either by poly
(A) decision or at times by cell organ consumption [11, 12].

The enhanced RNA portion later is expectedly opposite interpreted with altered
oligo-dT groundwork through conflicting conventions, either by poly(A) following
or model change. During the RT step, a few conventions allow labeling of single
atoms with contrastive subatomic identifiers (UMI); irregular hexanucleotides might
be acclimated and measure unequivocally the amount of starting mRNA particles
that might be available in one single cell [13, 14].

Succeeding converse record, cDNA gets enhanced by in vitro record or through
PCR. The enhanced cDNA library is then utilized for record mixture and high-output
sequencing for additional information on RNA-Seq methodology need to look for
rules from single-cell information investigation [15, 16].

As each single cell is selective, it’s unsuitable to execute investigative deception
and evaluate disorder. It’s along these lines fundamental to claim some qc to ensure
information steadfastness. This could be obtained by adding false mRNAs of known
grouping and amount, similar to external polymer controls partner (ERCC) polymer
spike-ins, to every cell lysate. The amount of reads rediscovered from the spike-ins
can offer information concerning between test-specialized inconstancy [17].

It has been as of late demonstrated that sequencing bumbles in UMI succession
are conventional and will subsequently bias record evaluation whenever utilized. To
devalue the mistake pace of UMI all through sequencing. Lau et al. built up a
substitute methodology in developing a high error-safe dramatically extended scan-
ner tags (EXBs) with giga-scale variety and familiarize them into ds-cDNA by
methods for a transposase [18].
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Abstract

Advanced deep sequencing technologies have revolutionized our understanding
toward noncoding RNAs (ncRNAs) and have uncovered their various regulatory
roles which are performed by the fine-tuning of host gene expression at either
epigenetic or transcriptional and posttranscriptional level. Rapid development in
various deep sequencing technologies and bioinformatics platforms has targeted
ncRNAs for therapeutic purposes. Here we are summarizing various
transcriptomic techniques, bioinformatics tools, and databases and their applica-
tion to understand the modulation of various regulatory ncRNAs in context of
dengue and other viral pathophysiologies.
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MPSS Massively parallel signature sequencing
SAGE Serial analysis of gene expression
seq Sequencing
sncRNA Small noncoding RNA

12.1 Introduction

Viral infections often lead to the modulation of various regulatory RNAs like miRNA,
siRNA, tRNA-derived RNA fragments, Piwi RNA, etc. that are called noncoding
RNA. These ncRNAs do not code for any protein. Modulation of small ncRNAs
(sncRNAs) during viral infection is primarily associated with the regulation of endog-
enous host gene expression, and expression of some endogenous virus generated
noncoding RNA in host cells which may potentially contribute to disease progression.
vsRNA and sfRNA are virus-derived small noncoding RNAs which are found to be
associated with the evasion of host antiviral response. Table 12.1 depicts various host-
and virus-originated noncoding RNAs and their roles during viral infections.

Delayed diagnosis of infectious disease often aggravates the disease condition.
Differential expression of sncRNA can prove to be dispensable biomarkers to
identify the disease severity during various stages of infection. RNA-based thera-
peutics represents next-generation sequencing approaches for prospective antiviral
and other disease-related therapeutic development. Many RNA therapeutics have
already been approved by the FDA such as miravirsen to treat HCV infection and
patisiran, givosiran, and MRX34 to treat various tumors. Thus unraveling the
transcriptional landscape of various infectious disease is important to build an
articulated nexus of regulatory roles of ncRNA during virus-host interaction. Recent
advancements in the field of deep sequencing and high-throughput screening have
enabled to establish a deeper understanding about RNAome and thus explore the
capacities of these sncRNAs. Here we are summarizing various transcriptomic
techniques used to study dengue virus and other viruses to study small
noncoding RNAs.

12.2 Tag-Based Approaches

The tag-based approaches have been used for the direct determination of the cDNA
sequences. These include expressed sequence tag (EST), serial analysis of gene
expression (SAGE), cap analysis of gene expression (CAGE), and massively parallel
signature sequencing (MPSS). The expressed sequence tag has proved to be a rapid
and efficient means of characterizing the huge sets of gene sequences consisting of
300–1000 bp of DNA, and it is often accumulated in a database as a “single-pass
read” that is sufficient in establishing the identity of particular expressed gene. Serial
analysis of gene expression (SAGE) is another method used to obtain the qualitative
and quantitative level of gene expression profiles in different conditions. The SAGE
methodology is considered as an “open architecture” technique, and unlike another
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array method, it does not need prior information about the genes which needs to be
analyzed, and it also reflects the absolute mRNA levels. Further, several SAGE-like
methods have also been developed. They can be employed for the genome-wide
analysis of DNA copy-number changes, transcription factor targets, and analyzing
epigenetic signatures such as methylation patterns and chromatin structure. CAGE is
another high-throughput sequencing-based technique that enables us to quantify and
identify the expression of 50 capped RNAs [21]. Likewise, MPSS is an open-ended
platform for quantifying in-depth gene expression based on individual mRNA levels
in the cell. In MPSS, the identification and characterization of the gene prior to
conducting the experiment are not required. It has the routine sensitivity at the level
of mRNA molecules, and the datasets are in the digital format that facilitates the
management and analysis of data.

12.3 Chip-Based Approaches

Microarray plays a significant role in transcriptome profiling studies. Microarray is
used for DNA mapping, sequencing, and transcript-level analysis [22]. It’s a crucial
genomic technology and often used synonymously with DNA microarray and high-
throughput gene expression analysis. Gene expression microarray is a nucleic-acid-
hybridization-based technique, and a complex mechanism is required to understand
the global and parallel analysis of different cellular processes. It’s been more than a
decade that microarray has been in use as a gold standard for transcriptome studies in
a wide range of settings [23]. Recently, despite the emergence of the next-generation
sequencing [24], DNA microarrays still appear an extremely compelling approach
due to its quick, precise, and inexpensive detection of the pathogens compared to
culture or immunoassay techniques [25, 26]. It is a technique of choice for the
detection of altered gene expression upon virus infection and is often used in clinical
diagnostic to detect for the presence of existing viruses or new viruses [27, 28].

Tiling arrays are subtypes of microarray which are used to investigate thousands
of gene expression in a coordinated fashion, transcriptome mapping, and to identify
the transcription factor binding sites [29, 30]. It is a useful tool for the investigation
of whole genome or chromosome expression as well as to uncover the various novel
RNA expression patterns [31, 32]. Like traditional oligonucleotide microarrays, the
probes are designed to the matched parts of the genomic region of interest. The
probes get hybridized to the labeled DNA or RNA target molecules which are fixed
onto a chip. The experimental technique to identify the site for protein DNA
interaction involves the hybridization of immunoprecipitated DNA on a tiling
microarray (ChIP-chip experiments) [33]. The genome-tiling microarrays have
facilitated the analysis of global expression patterns with or without completely
annotated genome in organisms such as prokaryotes, mouse, human, and yeast
[34, 35]. In conventional gene-probing microarrays, probes targeting a particular
gene give independent measures of the same RNA expression, while when tiling is
the strategy applied to the entire genome, the analysis becomes restricted to the
annotated genes, and it becomes difficult for the unannotated genes to be analyzed.
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Therefore, major challenges for tiling array studies are (1) determining transcrip-
tional start and stop sites and (2) predicting whether transcripts are either from long
continuous stretches such as genes or from short noncontinuous strands of RNA, i.e.,
typically ncRNAs [36, 37].

Although microarray-based transcriptional profiling was very much prevalent
during the last decade and have made numerous remarkable contributions, with
the emergence of new sequencing technologies, its use has become limited.
Although there is an advanced microarray application in regard to RNA profiling,
however, it has certain limitations in terms of reproducibility, sensitivity, and
specificity [38].

12.4 RNA Sequencing Technologies (Platforms)

12.4.1 RNA Sequencing

RNA seq is a recently established high-throughput deep sequencing technique which
has been used extensively for mapping, quantifying, and identification of novel
genes. Small noncoding RNAs has been widely studied these days since these
have been found to play a critical role in regulation of gene expression. After
microarray, RNA sequencing is slowly procuring its space in the profiling studies
and now has become the gold standard for a novel small RNA discovery as well as
for small RNA profiling with high throughput, high sensitivity, and reproducibility.
Deep RNA sequencing does not need any prerequisite information about the
sequence which is a clear advantage over existing approaches like microarrays
and qPCR.

12.4.1.1 Workflow
RNA seq workflow typically comprises of small RNA enrichment, RNA assessment
and quantitation, small RNA library construction, deep sequencing, and bioinfor-
matics analysis. Figure 12.1 is showing a typical RNA seq workflow.

12.4.1.2 Small RNA Enrichment Methods
Small noncoding RNAs play a significant role in gene expression. In order to
analyze them, additional purification steps are required as they are present in very
low concentration and thus enrichment methods are employed for their isolation and
purification. Two types of enrichment methods can be used, i.e., manual methods
and kit-based approaches.

Manual Methods for Isolation of sncRNAs

miRICH Method
miRICH method is variant of TRIzol method used for total RNA isolation. In this
method, total RNA is isolated by using TRIzol reagent, and in order to concentrate
small RNAs, washing using ethanol is skipped, after the precipitation step and
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the pellet is overdried. Overdrying the pellet causes aggregation of larger RNA
molecules due to high salt concentration; hence larger molecules are barely soluble,
while small RNAs can be easily eluted [39].

Fractionation Approach
Fractionation method makes use of flashPAGE fractionator that works on the
principle of gel electrophoresis. sncRNAs are isolated based on their size on a
miniature PAGE. A precasted PAGE is inserted into the buffer chamber of the
fractionator after addition of lower running buffer; this is followed by addition of
upper running buffer. The small RNA fraction will be present in lower running
buffer after electrophoresis which further enriched by using flashPAGE cleanup
kit [40].

Multidimensional HPLC for Purification of Small Noncoding RNA
mRNA isolation can be eased by exploiting poly(A) tail, while isolation of sncRNA
is difficult because of limited knowledge regarding biochemistry, posttranscriptional
processing, ribonucleotide modification, and biological function, hence limiting the
ability to obtain RNA in pure form. HPLC can be used to purify all classes of ncRNA

Fig. 12.1 Workflow of a typical RNA sequencing experiment and analysis
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from single samples. To achieve complete separation of two ranges, size exclusion
chromatography with ion-pair reverse phase chromatography can be used [40].

p19 Protein-Mediated Isolation of siRNA and Detection of miRNA
Another approach for enrichment of sncRNA is to make use of the property of p19
protein to strongly bind to siRNA derived from plant virus, Carnation Italian
ringspot virus (CIRV). The p19 fusion protein designed can be used for isolation
of siRNA and detection of miRNA with the help of magnetic beads [41].

Trans-Kingdom Rapid Affordable Purification of RISC (TRAP) for Isolation of all Classes
of Silencing Small Noncoding RNA
Isolation of small noncoding RNAs from total RNA using size separation methods is
tedious and may give poor yields. An alternative to total RNA isolation method is the
AGO purification technique in which the AGO-associated sncRNA complex is
purified in order to isolate small RNA by anion exchange chromatography. The
issue of contamination by other RNA species will be overcome by employing this
technique, but it requires highly specific antibody against AGO proteins. Anion
exchange chromatography makes use of Q Sepharose a positively charged anion
exchange matrix to adsorb the RNPs complex, and then the complex is eluted by
increasing mild salt concentration. Further analysis is based on the gel electrophore-
sis technique [42].

Kit-Based Methods
Silica-based columns are used for recovery of sncRNAs widely. Different commer-
cial kits are available for isolation of small RNAs like mirVana, miRNeasy mini kit,
mirPremier, MasterPure RNA purification kit, and miRCURY as described in
Table 12.2. Selection of method depends upon the initial volume of sample, type
of sncRNA to be analyzed, ease to use, and price per sample [42].

Table 12.2 Various kits available for small RNA enrichment

Method Description

mirVana kit Uses glass fiber filters for isolation of sncRNA after organic extraction
method. In presences of higher concentration of ethanol, small RNAs
bind to the column while larger are eluted out

miRNeasy Is similar to mirVana kit which employs both organic extraction and
solid-based extraction of small RNAs. Silica column is used and the
technique can be automated using QIAcube Connect

mirPremier kit Biological samples are lysed using lysis mixture which releases small
RNAs and genomic DNA, and large RNA molecules remain insoluble
and are removed along with cell debris by short centrifugation

Every RNA
purification system

Isolation of small RNAs from extracellular vesicles using this kit is
possible by its ability to capture total RNA including small RNAs from
extracellular vesicles
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12.4.1.3 RNA Quality and Quantity Assessment
For assessment of RNA quality, two methods are used, i.e., denaturing/non-
denaturing agarose gel and capillary electrophoresis, which determine intact RNA
by identifying 28S and 18S rRNA bands [43]. Quantity of RNA can also be
determined by various methods. It includes UV absorbance at wavelength 260 nm,
fluorometry which employs fluorescently labeled probe specific to sncRNAs which
have to be quantified, and splinted ligation assay where a small RNA-specific bridge
oligonucleotide is used to form base pairs with the 50-end-radiolabeled oligonucleo-
tide and sncRNA [44]. For real-time quantification of small RNA, stem loop PCR is
used in order to increase the length of template, and quantification is done using
TaqMan probe [45].

Recent development in microfluidic technology has led to development of differ-
ent instruments which can check RNA integrity as well as quantified RNAs. For
example, microfluidic instruments like Agilent 2100 Bioanalyzer, 2200 TapeStation,
and Experion can check RNA integrity by calculating 28S /18S ratio, and quantifi-
cation is done by fluorescent labeling.

12.4.1.4 Small RNA Library Construction
Small RNA library preparation typically starts with the ligation of DNA adapters. It
includes ligation of pre-adenylated adapter oligo at the 30 end of the sncRNA using a
truncated variant of T4 RNA ligase2. It is followed by ligation of adapter oligo at the
50 end using T4 RNA ligase 1. The sequence is then reverse transcribed into cDNA
following ligation. Although direct RNA sequencing is possible, but many
instruments are based upon DNA sequencing due to which cDNA library prepara-
tion is done and is the crucial step of sequencing. After cDNA preparation, PCR
amplification is carried out. For the longer sequences, fragmentation is done using
DNase I treatment or sonication before adaptor ligation. But small RNAs can be
sequenced directly after adapter ligation since these already exists as a shorter
sequence. The adaptor ligation results in loss of strand specificity which is restored
by dUTP incorporation in the second strand of cDNA which is then further degraded
by uracil-DNA glycosylase (UDG) before the amplification step. Hence, only a
single strand is amplified by PCR up to 8–12 cycles. Finally, single-end sequencing
(from one end) or paired-end sequencing (from both ends) can be carried out in a
high-throughput manner. The read sequences obtained are then aligned with the
reference genome present in the database; else de novo assembly is carried out for
the reads.

12.4.1.5 Bioinformatics Analysis
Once the raw sequencing data is generated, it is then preprocessed and normalized
which involve trimming of adaptors, alignment, outlier removal, RNA class filtering,
and generation of unique reads. Normalization involves comparison of expression
levels across libraries. There are two commonly used small RNA database:
(1) miRBase comprises information of all miRNA sequences and annotations;
(2) Rfam is an open-access database which includes information about tRNA,
rRNA, snoRNA, etc.
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12.4.1.6 Challenges
Library Preparation Challenges
RNA seq contains various manipulation stages during cDNA library preparation,
which can complicate the profiling procedure of the transcripts. Sometimes,
sequencing data is incomparable with the qPCR, Northern blot, and microarray
results which predominantly can happen due to the bias that occurs during different
library preparation steps. Many identical short reads are amplified from cDNA
libraries which give a reflection of abundant RNA species and thus culminate in
false results.

Small RNA ligation bias is another attribute for library preparation which is
particularly dependent upon T4 RNA ligase during adaptor ligation. It has been
suggested that randomization of the adapter sequences near ligation junction might
result in bias reduction. Illumina sequencing identifies antisense as well as
overlapping transcripts which are unwanted. To avoid this, dUTP is incorporated
during the generation of second cDNA synthesis prior to adaption ligation. The
strand containing dUTP then finally gets digested leaving only a single strand for
amplification.

Bioinformatics challenges include storage, retrieval, and processing of large
amount of data which are very much essential for error reduction during result
analysis. Background noise also occurs due to incomplete processing of RNAs.

12.4.2 Second-Generation Sequencing Platforms.

12.4.2.1 Pyrosequencing
This technique is based on the principle of sequence by synthesis approach which
detects released pyrophosphate (PPi) during DNA synthesis. To detect the nucleic
acid synthesis, four enzymatic reactions take place in a sequential manner. The
primer is first hybridized with the biotin-labeled single-stranded DNA template. The
hybridized primer template is then mixed with the enzymes: DNA polymerase, ATP
sulfurylase, luciferase, and apyrase, and the substrates adenosine 50-phosphosulfate
(APS) and luciferin. Each dNTP is added separately to the reaction mixture. With the
incorporation of a single nucleotide, one PPi is released which is then quantified in
an equimolar concentration to the incorporated nucleotide. ATP sulfurylase forms
ATP from PPi in the presence of APS. ATP and luciferase catalyze the conversion of
luciferin to oxyluciferin which produces visible light which is accountable for the
total amount of ATP generated. The produced light is detected by a photon detection
device, with a maximum wavelength of 560 nm. ATP and unincorporated dNTPs are
continuously degraded by apyrase [46].

Currently, pyrosequencing has been widely used in single nucleotide polymor-
phism (SNP) genotyping identification of bacteria, fungal, and viral typing. More-
over, this method can be used for the determination of difficult secondary structures
and for the identification of mutations. Other possible applications are DNA meth-
ylation analysis and whole genome sequencing [47].
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12.4.2.2 Ion Torrent Sequencing
Ion Torrent also requires sequence amplification, but it is the first technique that uses
electrochemical detection, not camera scanning and fluorescence detection. Ion
Torrent is done with an Ion Personal Genome Machine (PGM). Firstly, the DNA
sample is prepared from fragmented RNA and then linked together. The library is
then clonally amplified by emulsion PCR onto beads known as Ion Sphere particles.
The beads are placed into proton-sensing wells on a semiconductor sequencing chip
so that one bead can roughly fit into hundreds of millions of wells. The chip is then
submerged into a nucleotide solution and results in the release of protons and a
corresponding change in pH. This change in pH is documented by the PGM to
determine whether the right nucleotide was used in the process or not, let alone if a
nucleotide was added at all. As sequencing occurs, each of the four bases
is introduced sequentially. A clear indication of the correct nucleotide being added
is the presence of voltage. There will be no voltage found if the wrong nucleotide is
added, and there will be double the voltage if two nucleotides are added. The more
nucleotides present, the greater the increase in voltage and pH [48].

This technique can be used for targeted DNA and RNA sequencing, exome
sequencing, viral typing, bacterial typing, aneuploidy and CNV analysis, and
small RNA and miRNA sequencing [49].

12.4.2.3 Illumina Sequencing
It is often known as Solexa sequencing based on the name of the founder Solexa. It is
based upon sequencing by synthesis approach and reversible dye terminators that are
fluorescently labeled. These terminators are incorporated to the new DNA strand and
stop DNA synthesis. These are then detected by the camera. Each type of dNTP is
differently fluorophore-labeled, and therefore each base addition gives off different
light which is detected by laser [50].

It is the next-generation sequencing that is used for the small RNA discovery,
metagenomics, methylation profiling, transcriptome analysis, genome-wide
profiling, and protein-RNA/DNA interaction analysis [51].

12.4.2.4 ABI SOLiD Sequencing
This principle is based upon the principle of sequencing by ligation. PCR-amplified
target sequence is anchored by agarose beads onto a glass surface. Fluorescently
labeled oligonucleotides are then added for sequential ligation mediated by enzyme
DNA ligase. Once labeled oligonucleotides are annealed; fluorescent gets removed
from the fragment due to the formation of phosphonothioate bond between the bases.
The removal of fluorophore from 50 site makes that site vacant for upcoming
nucleotide ligation. This allows the formation of different fluorescent peaks
corresponding to different nucleotides [52].

It is used for targeted sequencing, identification of small RNAs, epigenome
analysis, and chromatin- immunoprecipitation etc. [53].
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12.4.3 Third-Generation Sequencing Platforms

12.4.3.1 Oxford Nanopore Sequencing
Oxford sequencing is based upon the principle of small variations in electrical
conductance that is generated when a DNA strand or a nucleotide passes through a
pore of 1.5 nm size. The nanopore is immersed in a conducting fluid along with tiny
wells layered with DNA polymerase which catches the hold of the exposed DNA
and makes it pass through the nanopore. Each nucleotide passage through the pore
creates varying degrees of obstruction that leads to the generation of varying electric
current. This small variation in the electric current defines the characteristic of each
nucleotide. This change of current is recorded to detect the sequence [54].

This technique confers precision and sensitivity and is cost-effective, and also,
RNA can be directly sequenced with this technique. Very long 10–50-kb-sized
fragments can also be sequenced. It can be used for metagenomics analysis, de
novo assembly, sequencing of long transcripts, etc. [55].

12.4.3.2 PacBio Sequencing
PacBio is again based upon the principle of sequencing by synthesis approach which
makes use of specialized SMRT chips for sequencing. All the four bases are
fluorescently labeled with different fluorophores. Upon binding of the polymerase
to the template on the SMRT chip, each incorporating base will be irradiated with
different fluorescent colors. The peak and wavelength of the fluorescent emission are
then recorded for the sequencing [11, 12].

Unlike first- and second-generation sequencing, this technique requires no PCR
amplification and can sequence even longer reads. This technique is used for de novo
sequencing of genomes and transcriptomes, detecting alternative splicing isoforms,
epigenetic modifications, analysis of different mutations, etc. [56] (Table 12.3).

12.5 Data Processing and Analysis

Next-generation sequencing (NGS) technologies have been emerging with the
potential to explore small RNA (sRNA) transcriptomes and their associated roles.
It offers a reliable and high-throughput approach for the identification and quantifi-
cation of various sRNA classes. The steps required for RNA sequence analysis of
sncRNAs has been summarized in Fig 12.2. Various tools are available online for the
analysis of a particular small RNA from sequencing data, shown in Table 12.4.
Various tools are also available for the integrated analysis of more than type of RNA
analysis which are depicted in Table 12.5.

12.6 Available Databases for Studying Small Noncoding RNAs

1. miRBase: It consists of the miRNA database with information about sequence,
genomic location, and predicted targets of miRNA [78].
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Table 12.3 Advantages and disadvantages of different transcriptomic approaches

Technique Advantages Disadvantage

Microarray • Well-defined hybridization
protocol and analysis pipeline
• Standardized approaches to submit
the data and relatively cost-effective
• Data resolution dependent on
genome size >35–40 kb for human
and mouse
• Works for more than 1000 genes
simultaneously
• Ready to use commercial array
chips are available

• Analysis of predefined sequences
with limited scanner dynamic range
• Relies on hybridization which is
potentially nonspecific
• High variance for low expressed
gene and may not give the paralogue
information and not useful in
identifying splice variants
• Detection of SNP mutations is
limited
• Requires competency for data
normalization and analysis

Tiling array • Can identify and quantify up to
hundred-fold expression level of
transcripts
• Complete coverage of genome
•New splice forms can be discovered
• Sufficient information for
quantitative determination can be
obtained

• Cannot be used to analyze various
isoforms and allelic expression
• High background noise
• Requires large number of probes
• Difficult in analysis
• Probe characteristics are largely
variable
• Chances of cross- hybridization
• Determining transcriptional start
and stop sites

SAGE • Allows identification of novel
transcripts
• Can directly estimate gene
abundance level with absolute data
• Capable to distinguish different
isoforms and allelic expression
• High-throughput method and does
not require any special devices

• SAGE library preparation is a quite
complex step
• Relatively, it has low throughput
due to the lack of anchoring enzyme
site
• Poor identification of unannotated
transcripts

CAGE • Useful in identifying the promoter
region and transcription start site

• Limited to the 50 capped transcripts

EST • Highly informational content
• Excellent method in providing
qualitative alterations in gene
expression
• Allows for the identification and
analysis of precise gene
polymorphisms and mutations

• cDNA library preparation is quite
complex step
• Wide transcriptome profiling
requires higher sequencing cost
• More amount of RNA is required
• Low-throughput method

RNA
sequencing

• Discovery of novel RNA species
and RNA profiling without any prior
knowledge of sequence
• Offers higher sensitivity and a
broader range of expression
• Identify RNA splicing detection

• Amplification of identical short
reads gives false results
• Fragmentation creates bias in the
outcome
• Loss of strand specificity of the
library

ABI SOLiD • Higher accuracy of sequencing data • Low throughput
• Shorter read length
• Time-intensive

(continued)
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2. MirZ: It consists of the miRNA database with information about sequence-based
miRNA profiles and predicted targets [79].

3. IsomiR database: It mainly has information about miRNAs and isomiRs with
respect to the reads; isomiRs assigned to miRNAs belong to human 293 T cells,
with miRNA annotation from miRBase [80].

Table 12.3 (continued)

Technique Advantages Disadvantage

Pyrosequencing • Fast method with real-time read-out
• Sample preparation is relatively
quick than Sanger sequencing
• Reagents are also lower in cost

• Problem with de novo sequencing
of polymorphic regions in
heterozygous DNA material
• Difficulty in determining the
incorporated nucleotides in
homopolymeric regions

Ion Torrent • With quick turnover rates, limited
quantitative data, and small
instrument size
• Allows for many more reads to be
done per sequencing run
• Instrument upgraded through
disposable chips
• Less complex machine
• Clear trajectory to improve
performance

• Higher error rate than Illumina

Solexa
(Illumina)
sequencing

• High-throughput DNA sequencing
in a limited time
• Possible to carry out sequencing of
1 terabase (TB) data per day
• High accuracy up to 99.9%
• Better performance in the
sequencing of homopolymeric
regions as compared to other
sequencing techniques

• Substitution errors are observed
more commonly due to background
noise at each cycle of sequencing
• Scars persist on nucleotide structure
after cleavage of blocking group
which eventually causes decreased
efficiency of sequencing reactions

Oxford
Nanopore
sequencing

• Real-time sequencing of single
molecules at low cost
• High throughput
• No amplification required

• Have some temperature limitations
• Controlling the speed of ssDNA
passing through nanopore is yet to be
achieved at maximum frequency
• High error rates >4%

PacBio • Requires no PCR amplification
• Covers sequences with GC-rich and
high-repeat region
• Most reliable to quantify
low-frequency mutation
• Provides very long reads with
average read length of 8–15 kb and
up to 40–70 kb
• Time-effective at the rate of 10 nt
per second

• High error rate (around 11–15%)
• Relatively low throughput
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4. siRNAdb: It is a database about siRNA (small interfering RNA) that contains
information about experimentally verified and predicted siRNAs, sequence, and
the literature links [81].

5. piRNABank: This database is useful for information on piRNA about their
sequence, cluster, and homology searching [82].

6. snoRNA-LBME-db: It is a database in which information about snoRNAs and
scaRNAs are available with respect to their sequence, expression information, as
well as predicted targets including base pairing information [83].

7. Rfam: It consists of the data about snRNAs, snoRNAs, and miRNAs and about
the sequence families of other structural RNAs [84].

Fig. 12.2 Various steps and tools used in RNA sequencing data analysis. (The figure is adopted
from [57])
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8. NONCODE: This database contains data about miRNAs, piRNAs, snoRNAs,
and scaRNAs. NONCODE is linked with GenBank [85].

9. RNAdb: There is information about miRNAs, piRNAs, snoRNAs, and other
ncRNAs that has their sequence with links to literature and other databases[86].

10. deepBase: It is a miRNA, piRNA, endo-siRNA, nasRNA, pasRNA, easRNA,
and rasRNA database with the data information about their sequence from
different tissues and for computationally predicted snRNAs [87].

11. fRNAdb: It consists of data about various annotated and predicted ncRNAs of
various lengths from different sources [88].

Table 12.4 Web-based tools to analyze RNA sequencing data

Sr
no. Tools Descriptions URL References

1. DARIO Used for quantification and
annotation of ncRNA

http://dario.bioinf.
uni-leipzig.de/

[58]

2. ShortStack Used for quantification and
annotation of miRNAs

http://axtell-lab-psu.
weebly.com/
shortstack.html.

[59]

3. ncPRO-seq Used for detection of known small
ncRNAs and also to discover
novel ncRNA species

http://ncpro.curie.fr/ [60]

4. miRDeep,
miRanalyzer

Used for detection of both known
and novel microRNAs in small
RNA sequencing data

http://59.79.168.90/
mirtools
http://bioinfo2.ugr.
es/miRanalyzer/
miRanalyzer.php

[61, 62]

5. miREval 2.0 Used for detection of novel
microRNAs

http://tagc.univ-mrs.
fr/mireval

[63]

6. miRNAkey Used as a base station for the
execution of the first step of
analysis of deep sequencing data

http://ibis.tau.ac.il/
miRNAkey

[64]

7. CAP-
miRseq

Used for systemic identification of
miRNAs

http://
bioinformaticstools.
mayo.edu/research/
cap-mirseq/.

[65]

8. tRF2Cancer Used for the detection of tRNA-
derived small RNA fragments
(tRFs) and their expression in
different cancers

http://rna.sysu.edu.
cn/tRFfinder/

[66]

9. tDRmapper Used for quantification of tRFs https://github.com/
sararselitsky/
tDRmapper

[67]

10. PhaseTank Used to detect phasiRNAs http://phasetank.
sourceforge.net/.

[68]

11 miRge2.0 Used for differential expression
analysis of miRNAs

https://github.com/
mhalushka/miRge

[69]
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12.7 Applications of Various Transcriptomic Approaches
in Context of Dengue and Other Viruses

Expressed sequence tags (ESTs) emerged as the first high-throughput technique to
gene expression and annotation of genome. To investigate host gene expression
response upon viral infection, EST approach was used as molecular tool. Barón et al.
in 2010 compared the differential gene expression profile in the midgut of refractory
and susceptible lines of Aedes aegypti mosquitoes by infecting with dengue-2 virus
[89]. The annotation of EST-identified differentially expressed genes belongs to
immune response and metabolism. Another EST-based study by Guo et al. in 2009
in response dengue-2 virus infection in Aedes albopictus was analyzed. They
identified seven ESTs; among them five were overexpressed in susceptibility, and
two were overexpressed in refractory lines [90].

Microarray analysis is regularly used for the analysis of altered gene expression
upon virus infections. It is often used in clinical diagnosis to detect the presence of
known viruses or to find new viruses [27, 28]. In addition, microarray has been used
in the detection and identification of seven pathogenic viruses from the Flaviviridae

Table 12.5 Various integrated tools to analyze RNA sequencing data

S. no. Tools Description Links References

1. CPSS2.0 Used for analyzing small RNA
deep sequencing data

https://mcg.ustc.
edu.cn/bsc/cpss/

[70]

2. mirTools 2.0 Users to perform noncoding
RNA profiling, miRNA target
prediction, function annotation
of miRNAs targets

http://www.
wzgenomics.cn/
mr2_dev/news.
php

[71]

3. Oasis 2.0 Used for the analysis of
differential expression and
classification of small RNAs in
deep sequencing data

https://oasis.
dzne.de

[72]

4. The UEA
sRNA
workbench

Complete analysis of single or
multiple-sample small RNA
datasets

http://srna-
workbench.cmp.
uea.ac.uk/

[73]

5. sRNAtoolbox High-throughput small RNA
profiling and allows to predict
novel microRNAs

https://bioinfo5.
ugr.es/srnatoolbox

[74]

6. SPAR Used for interactive analyses and
visualization of small RNA
sequencing data

https://spar.
lisanwanglab.org/

[75]

7. sRNAnalyzer It is a pipeline for small RNA
sequencing data analysis

http://srnanalyzer.
systemsbiology.
net/

[76]

8. Unitas Annotation of small noncoding
RNA sequence datasets

https://www.
smallrnagroup.
uni-mainz.de/
software.html

[77]
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family; these viruses are the yellow fever (YF), West Nile (WN), Japanese encepha-
litis (JE), and the dengue strain 1–4 viruses [91]. DNA microarray was used for the
detection of dual infection with different DENV serotypes [92]. Likewise, high-
density resequencing microarrays (RMAs) are another variant of microarray which
has been used for rapid identification and molecular analysis of bacteria and viruses.
It also enables to predict for the biomarkers during different clinical outcomes of
dengue infection [93, 94]. RMA, microarray technique, has also been proven useful
for the rapid and accurate identification of pathogens, specifically for the
Rhabdoviridae family [95]. However, this technology often has certain limitations
in the context of sensitivity, specificity, and reproducibility [38]. Tiling array which
is a variant of microarray has a wide range of applications and had been used widely
in the detection of multiple foodborne RNA viruses including multiple
coxsackievirus serotype (A and B) strains and multiple hepatitis A virus genotype
strains. It has also been used in differentiating the virus serotypes [96]. Further, the
customized tiling array technique has been utilized into accurate identification of
non-polyadenylated RNA in the case of human cytomegalovirus (HCMV) [97].

Transcriptome approach is also used to investigate transcriptional patterns
associated with the dengue progression by analyzing the RNA-Seq of peripheral
blood mononuclear cells. Patients with varying severity of dengue infection were
compared with the patients with other febrile illnesses (OFIs) and the healthy
controls. Researchers have collected the sample from individuals; RNA sequencing
was performed by constructing a library using Illumina HiSeq 2500. Further,
analysis of their data reveals the direct molecular mechanism of bleeding due to
decreased platelet count in dengue patients [98]. RNA seq has been used in various
studies to explore the potential of noncoding RNA as biomarkers and antiviral
targets by analyzing the expression profiles of various noncoding RNAs during
different viral infections [99–105]. An RNA seq study was carried out by Castillo
et al. [2], where miRNA profiling in DENV-infected primary macrophages was done
which identifies miR-3614-5p as an antiviral target [2]. piRNA profiling was done in
DENV-infected Asian tiger mosquito and midgut [101]. On the other hand, differ-
ential expression of lncRNA during DENV infection was also carried out in which
lncRNA was proven to be the potential biomarkers for disease progression [106].

Next-generation sequencing has been widely used nowadays for profiling and
discovery of small noncoding RNAs in various infectious diseases. It has been used
for profiling of small noncoding RNAs in dengue virus-infected Aedes mosquito
cells to discover specific viral small noncoding RNAs that facilitate viral
replication [107].

Illumina has been widely used to determine an active small interfering
RNA-based antiviral response in case of West Nile virus-infected mosquitos [108]
and to discover microRNA-like small RNA which autoregulates replication of
dengue-2 virus in mosquito cells [109]. A study by Samuel et al. in 2018 carried
out multiplex sequencing of DENV serotypes using Illumina and nanopore sequenc-
ing simultaneously. They found that multiplex sequencing was robust and generated
full genome coverage for all DENV isolates in first attempt unlike single plex
approach which failed to produce several amplicons [55]. In a meta-analysis study,
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microarray, Affymetrix, and Illumina datasets were compared which revealed the
modulation of extracellular matrix and cell junctions during DENV infection which
might prove to be the gene signatures of dengue infection [110]. Illumina has been
also used to sequence tRNA-derived fragments during infection of respiratory
syncytial viral infection [111]. In HIV-infected cells, novel miRNAs and piRNAs
have been identified by using next-generation sequencing platform illumine [112].

With the advancements in omics technologies, third-generation sequencing
platforms like nanopore can be used for direct sequencing of RNA. Analysis of
viral transcriptome using conventional RNA sequencing methods is more compli-
cated because of complexity in splicing patterns, overlapping reading frames, and
high gene density. To overcome these problems, Depledge et al. in 2019 used
nanopore sequencing to directly sequence RNA from host and viral RNA to study
host-pathogen interaction during herpes simplex virus infection [113].

12.8 Conclusion and Future Perspectives

Before 2005, noncoding RNA field was very much scarcely studied. But with the
emerging next-generation sequencing technologies, the number of studies increased
in the last decade. Various tools and techniques have been introduced to make the
ncRNA study to be more comprehensive. This chapter has reviewed the current and
emerging approaches for decoding the spectrum of ncRNA functions with the
primary focus on virus-related tools and techniques. The field of miRNA is the
extensively studied field followed by siRNA and piRNA. While various bioinfor-
matics tools and databases are available for miRNA, siRNA, piRNA, snoRNA, etc.,
for many ncRNAs, there is a lack of tools and databases for their study which
primarily includes lncRNA, circRNA, virus-associated RNAs, etc. This could be one
reason for impeding the associated research. Moreover, several tools, techniques,
and databases have recently been introduced which help to dig deeper into the
possible functions of ncRNAs. Due to extensive expansion of various transcriptome
analysis tools, it is expected that various roles of noncoding RNAs are to be
discovered in the future which will lead to better understanding of various virus
pathophysiologies and development of noncoding RNA-based diagnosis and
therapeutics.
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Transcriptomic Approaches
in Understanding SARS-CoV-2 Infection 13
Sona Charles and Jeyakumar Natarajan

Abstract

SARS-CoV-2 is a critical disease that has recently acquired the pandemic status
worldwide. In order to understand the nature of a pandemic in a short course of
time, it is important to elucidate the transcriptomic landscapes of the affected cells
and tissues. The high volume of data produced as a result of sequencing-infected
samples has a high potential of revealing therapeutic targets or significant
pathways that can be clinically exploited for drug or vaccine design. In this
chapter we have described the genomic elements and transcriptomic products in
SARS-CoV-2 and reviewed a few of the several gene expression studies
conducted for determining viral infection mechanisms and response to proposed
drugs. We have also outlined pathways of significance in infection and disease
progression as well as drug repurposing studies in COVID-19.
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13.1 Introduction

The pandemic of COVID-19, first reported to in Wuhan, China, has aroused the
concern of human population worldwide as well as the global economy. As of
November 9, 2020, a population of 50,743,485 [1] has been affected worldwide.
COVID-19 has been declared as a global health emergency as well as a global
pandemic by the WHO [2, 3]. On January 30, 2020, the WHO declared the
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COVID-19 outbreak a global health emergency. On March 11, 2020, the WHO
declared COVID-19 a global pandemic, its first such designation since 2009 after
declaring H1N1 influenza as a pandemic. COVID-19 is an upper respiratory and
gastrointestinal tract infection, with mild or severe symptoms ranging from sore
throat, cough and cold, fever, pneumonia and respiratory tract syndrome, and kidney
diseases [4]. The primary mode of transmission is via respiratory droplets followed
by fomites and aerosols [5]. The average incubation period of the virus is 5.2 days
[2, 3]. The epidemic is reported to have started on December 12, 2019, when a novel
coronavirus (2019-CoV) that originated in Wuhan and has caused pneumonia-like
symptoms [6]. It has led to 1,262,192 deaths (as of November 9, 2020)
worldwide [1].

The complexity in pathophysiology (Fig. 13.1) of SARS-CoV-2 has escalated the
delay in identifying potential targets and therapeutics against the disease. Since the
disease is transmitted through asymptomatic carriers, it is important that the gene/
RNA-level differential expression patterns in patients should be well understood. In
addition it has been reported in several cases that patients with heart and lung
diseases are disproportionately affected which proves that a transcriptome wide
analysis is essential to distinguish the clinical manifestations. In order to understand
the expression landscapes and signature genes in SARS-CoV-2, it is important to
conduct comparative transcriptome-level studies of various cells and tissues in
COVID patients and healthy individuals. In this chapter, we will review the genome
and transcriptome structure of SARS-CoV-2, computational steps and tools adopted

Fig. 13.1 Pathophysiology of SARS-CoV-2
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for gene expression data analysis, recent gene expression studies, and pathways in
infection.

13.2 Origin and Transmission

Corona viruses are positive-sense single-stranded RNA viruses. They have the
largest genomic structure. They are classified into alpha-, beta-, gamma-, and
deltacoronaviruses based on their structure. The origin of alpha- and
betacoronaviruses is from bats and rodents, while gamma and delta viruses
originated from birds. The novel coronavirus SARS-CoV-2 emerged as a result of
recombination events in SARS-related coronaviruses in bats. Civets and humans
were infected by the recombined virus and led to the outbreak of SARS-CoV-
2 pandemic. Several other strains of coronaviruses also emerged in the past
(Table 13.1) such as MERS-CoV, HCoV-229E, HCoV-NL63, HCoV-OC43,
HKU1, and swine acute diarrhea syndrome.

13.3 Structure of SARS-CoV-2

SARS-CoV-2 is a single-stranded positive-sense RNA virus [7, 8]. The size of
genome is approximately 29.9Kb in size and consists of 13–15 open reading frames
[9]. Out of these ORFs, 12 proteins are expressed, whereas 11 encode for proteins.
The 50 region of the genome encodes OFR1ab polyproteins, whereas the 30 region
codes for S, E, M, and N proteins. Coronaviruses possess four structural proteins,
spike (S), membrane (M), envelope (E), and nucleocapsid (N). These proteins play
vital roles in assisting virus entry into the host cells and their survival.

SARS-CoV-2 enters the host cell through the endosomal pathway mediated by
spike protein, which is a homotrimeric transmembrane glycoprotein [10]. The spike
protein consists of two subunits, S1 and S2. S1 binds to the angiotensin-converting
enzyme 2 (ACE2), with the help of receptor binding domain, and S2 supports in the
fusion of host and viral cell membranes. TMPRSS2 is a cell surface protease that

Table 13.1 Types of coronaviruses and hosts in life cycle

Virus
Natural
host Intermediate Remarks

Middle East respiratory syndrome
coronavirus (MERS-CoV)

Bats Dromedary
camels

Spill over from bats to camels

Human coronavirus 229E (HCoV-
229E)

Bats Camelids Causes mild infections in
immunocompetent humans

Human coronavirus NL63 (HCoV-
NL63)

Bats – Causes mild infections in
immunocompetent humans

HCoV-OC43 Rodents – Does not infect humans

HKU1 Rodents Does not infect humans

HKU2 Bats Pigs Does not infect humans
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enhances virus entry [11]. The viral RNA is released into the target cell cytoplasm.
Upon transcription ORF1a and ORF1ab produces pp1a and pp1ab polyproteins,
respectively. The polyproteins undergo cleavage by ORF1a-encoded proteases and
produce the components of RNA replicase and transcriptase complex.

E protein which consists of three domains, N terminal hydrophilic domain,
hydrophobic transmembrane domain, and a hydrophilic C terminal domain, is the
smallest structural protein [12]. The transmembrane region forms pentameric ion
channel without ion selectivity and plays the role of a viroporin [13]. It helps in the
production of viral particles and their maturation and subsequent release which is
influenced by changes in ion homeostasis of components of cells.

The function of N protein is to associate with and package the genetic material
and to form self-associated oligomers to form the capsid [14, 15]. These properties
are attributed by the N and C terminal domains of the N protein which is intervened
by long stretch of disordered region. N protein perturbs the activities of host cell by
several mechanisms such as slowing down the cell cycle by inhibiting cyclin E and
CDK [16], blocking of cytokinesis by EF1-N protein aggregation inhibiting the
function of F-actin [17], inhibiting of interferon production which plays a major role
in host immune response [18], inducting of pulmonary fibrosis by TGFβ [19], and
interacting with host cell proteins. The M protein of SARS-CoV-2 is an integral
membrane protein which helps in viral assembly by interacting with the N protein to
pack the RNA genome in the capsid [20].

In addition to the structural proteins, ORF3a, ORF6, ORF7a, ORF7b, and ORF8
genes code for accessory proteins [21]. The nonstructural proteins encoded by of
SARS-CoV-2 orf1ab and functions of accessory proteins are summarized in
Tables 13.2 and 13.3, respectively.

13.4 Host Receptors in Assisting Viral Entry

S protein of SARS-CoV-2 binds to the ACE2 receptor to enter susceptible epithelial
cells. The receptors are expressed in a wide array of tissues ranging from the lungs,
colon, small intestine, kidney (tubular cells), brain (microgial and neuronal cells),
vascular endothelial cells, and cardiac cells [42]. Interaction of ACE2 with SARS-
CoV-2 RBD at the interface was determined by X-ray crystallography
[43]. TMPRSS is a serine protease that helps in S protein priming [44]. Increased
expression of ACE2 and TMPRSS was noted in transcriptomic studies of alveolar
epithelial type II cells [45]. The expression pattern of ACE2 and TMPRSS2 were
also studied in fetal tissues, and it was not found to be expressed in any tissue except
the liver and thymus [45]. Patients with heart failure expressed high levels of ACE2
which explains the severity of infection [46].
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Table 13.2 Nonstructural protein in SARS-CoV-2, functions, and host-responsive pathways

Nonstructural
protein Function

Interacting host
pathway Reference

NSP1 (leader
protein)

Selective degradation of host mRNA by
binding to host cell 40S ribosome

DNA replication
Cytoskeleton

[22]

NSP2 NSP2 disrupts host cell by binding to
prohibitin 1 and 2 proteins which are
involved in cell cycle and differentiation,
formation of mitochondria, and cell death

– [23]

NSP3 Possess papain-like protease domain that
cleaves and releases NSP1, NSP2, and
NSP3 from orf1a and orf1ab

– [24]

NSP4 Interaction of NSP4 with NSP3 is
necessary for viral replication

Mitochondria [25]

NSP5 Several mature and intermediate NSPs are
generated as a result of cleavage by NSP5

Epigenetic and
gene expression
regulators

[26]

NSP6 NSP6 prevents degradation of viral
particles in the lysosome

Nuclear transport
machinery
Vesicle trafficking

NSP7 NSP7 complexes with NSP8 and NSP12 to
activate the polymerase action of NSP8

Vesicle trafficking [27]

NSP8 NSP8-NSP7-NSP12 complex possess
RNA polymerase activity

Epigenetic and
gene expression
regulators
RNA processing
and regulation
Host signaling
Mitochondria

[28]

NSP9 NSP9 interacts with DDX5 to assist
replication

Nuclear transport
machinery
Extracellular
matrix

[29]

NSP10 Stimulates the activities of NSP14 and
NSP16

Vesicle trafficking [30, 31]

NSP11 Unknown function

NSP12 RNA-dependent DNA polymerase activity
in association with NSP7 and NSP8

[32]

NSP13 Possess helicase activity in the presence of
NSP12 and adds 50 cap in viral mRNA

Epigenetic and
gene expression
regulators
Vesicle trafficking
Host signaling
Cytoskeleton

[33]

NSP14 Possess 30-50 exoribonuclease
activity and N7-methyltransferase activity

[34]

NSP15 Degrades viral polyU sequences and
prevents the host immune system from
recognizing the virus

Vesicle trafficking
Nuclear transport
machinery

[35]

NSP16 Prevents recognition by host immune
system

[36]
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13.5 Transcriptomic and Bioinformatic Analysis

The term “transcriptome” refers to the set of all RNA molecules produced in a cell or
a tissue at a particular time. The transcriptome is highly dynamic and changes in
accordance with the environment, development, as well as during infection.
RNA-Seq is a technique which utilizes next-generation sequencing approach to
investigate the total RNA content of the cell. The RNA to be sequenced is converted
into cDNA fragments and used as a cDNA library. Each fragment is ligated with an
adapter sequence and analyzed in NGS. The sequencing may be performed by
single-end (sequencing from a single end) or paired-end (sequencing from both
ends) methods. Several sequencing platforms are available such as Illumina,
Roche 454, and SOLiD which differ in their chemistry and processing. However
all these techniques ultimately give reads in the form of FASTQ files. After deriving
the FASTQ files, statistical and bioinformatic tools (Table 13.4) are used to extract
information from the reads and annotation. The various steps in RNA-Seq data
analysis are summarized in Fig. 13.2.

Table 13.3 Non-structural protein in SARS-CoV-2, functions, and host-responsive pathways

Accessory
proteins Function

Interacting host
pathway Reference

Orf3a Orf3a complexes with TRAF3 and activates ASC
ubiquitination and results in caspase 1 activation
and IL1β maturation

– [37]

Orf6 Orf6 interacts with NSP8 to promote polymerase
activity

Nuclear
transport
machinery

[38]

Orf7a Type I transmembrane protein – [39]

Orf7b Compartmentalized in Golgi – [40]

Orf8b Orf8 associated with IRF3 and inactivates
interferon signaling

Vesicle
trafficking

[41]

Orf10 Unknown Ubiquitin
ligases

–

Table 13.4 Bioinformatic tools used for major steps in RNA-Seq data analysis

Function Tools

Quality checking FastQC, PRINSEQ

Trimming Trimmomatic, Cutadapt, Trim Galore

Alignment Spliced Bowtie, BWA, Subread, SeqMap, HISAT2, TopHat, STAR, BFAST,
MAQ, SOAP2

Non-
spliced

Velvet, Trinity, Mira

Quantification featureCounts, htseq-count

Normalization and
differential expression

limma, edgeR, DESeq2, baySeq, Kallisto, Salmon
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13.5.1 Preprocessing

The initial step after obtaining the FASTQ files is preprocessing the reads to remove
low-quality reads, adapters, and contaminants. The quality of reads is measured by
Phred score which can be defined as the probability of inaccuracy in identifying a
base at a specific position.

Q ¼ �10 log 10P:

where Q is the Phred score and P is the probability that a called base is inaccurate.
If the probability of incorrectly called base is 1 in 10, then the base call accuracy

will be 90%, and the Phred score will be 10. Higher Phred scores indicate that the
quality of called bases is good. Phred scores <30 indicate that the quality of reads
is low.

Fig. 13.2 Computational steps in transcriptome data analysis
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13.5.2 Alignment and Mapping

Alignment is the process of comparing the reads to that of a reference genome. The
mapping algorithm matches each read with the reference genome and assigns the
read to a particular location, while tolerating certain degree of errors in the align-
ment. The reads are aligned to a reference genome (if available), and novel
unmapped transcripts may be identified. In the absence of reference genome, de
novo assembly may be performed by aligning the reads into longer contigs and
remapped.

In referenced-based alignment, the reads are aligned with a reference genome or
transcriptome. The published reference genomes are deposited in Ensembl, NCBI,
and UCSC. The classification of different types of aligners is depicted in Fig. 13.3.
Non-spliced aligners are used for prokaryotic genomes since splicing events do not
occur. One major problem with eukaryotic genome is splicing which leads to
complexity while aligning with reference genome. Several aligners have been
developed to overcome this. Spliced aligners use either hash table (dynamic pro-
gramming) or FM-based (Burrows-Wheeler transform) algorithms.

In de novo assembly, de Bruijn graphs are used to assemble short reads and
overlap layout consensus method for long reads [47].

13.5.3 Quantification of Gene Expression

The aligned reads are then used to quantify transcripts or identify transcripts. There
are several units for quantifying the transcripts which are given in Table 13.5.

Fig. 13.3 Types of aligners for eukaryotic and prokaryotic reads
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13.5.4 Normalization

In order to make the expression values comparable, normalization methods are used.
Though normalization is done based on assumptions, and it is equally important that
any errors can have an impact on downstream analysis. The normalized expression
values for the reads can be calculated by methods such as total count, upper quartile,
median, quantile, trimmed mean of M values, and median of ratios. The impact of
normalization methods has been reviewed by several authors, and median of ratio is
found to be the best method [48].

13.5.5 Differential Expression Analysis

Differential expression analysis is used to compare the expression of genes or
transcripts under specific experimental conditions and to understand the statistical
significance of the differences. Several tools have been designed based on statistical
models to fit the count data. They have been compared in various studies [49]. The
list of tools for differential expression analysis is given in Table 13.5.

However any single method is not suggested but depends on the experimental
conditions of the data.

13.6 Transcriptomic Studies in SARS-CoV-2

Infection by SARS-CoV-2 disturbs the host transcriptome and ultimately the prote-
ome. The application of transcriptomics is important in understanding SARS-CoV-
2 infection since it enables us to understand the infection process, pathogenesis, as
well as drug response. Transcriptomic studies have helped to identify several
strategies for host infection by the virus as well as host response to infection. We
have briefed a few selected studies as two categories: viral infection mechanisms and
drug response.

Table 13.5 Common units for quantifying gene expression

Units Meaning

Read count Number of reads overlapping a particular gene or
transcript

Counts per million Number of reads mapped to gene�106

Total number of mapped reads

Reads per kilo base per million mapped
reads

Number of reads mapped to gene�106�103

Number of mapped reads�gene length

Transcripts per million A� 1P
Að Þ � 106

whereA ¼ Total reads mapped to gene�103

genelength
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13.6.1 Viral Infection Mechanisms and Host Response

The first step in understanding the nature of a novel virus is to decode the genome. It
is vital to understand the genomic architecture of SARS-CoV-2 to design drugs and
vaccines. The genome structure was elucidated by [50]. A detailed analysis of the
translational architecture was uncovered with the help of high-throughput sequenc-
ing to reveal the mechanisms in a balanced production of viral proteins [51].

Though several studies have thrown light on the impact of COVID-19 on the
respiratory system, emerging research is now showing multiple organ dysfunction
postinfection. Nearly 10% of COVID-19-affected individuals display gastrointesti-
nal symptoms [52]. ACE2+ cells were found to be present in the digestive tract
[53]. Cells having ACE2 receptors are involved in viral entry and are discussed later
in the chapter. Increase in inflammatory signaling has been observed in the brain,
which suggests that the virus has the potential to cross the blood-brain barrier. The
frontal and choroid plexus tissue were shown to contain S protein of virus and
antiviral gene IFITM3 [54]. S protein interacted with CD147 to mediate viral
invasion, which is a novel route of viral entry [55]. ACE2 and TMPRSS2 have
been found in the human olfactory mucosa in a bulk sequencing study which could
explain loss of smell in affected patients [56].

A loss of function screen was performed to identify the host factors responsible
for infections of alveolar cells by [57]. Their results identified that virus entry can be
decreased by sequestration of ACE2 receptors within the cells. A single-cell
sequencing study demonstrated the overall immunological landscapes in the host
cells, indicating increased acute inflammatory response, activated T cell population,
and increased NKTCD56 T cell subset in severe patients. The study indicates a long-
term requirement of follow-up changes in the immune system consequent to viral
infection. Transcriptional profiling of leukocytes in COVID+ and COVID- patients
in the ICU revealed downregulated expression pattern in interferons, genes involved
in translation, energetics, blood clotting, complement pathway activation, and TNF
pathway [58].

Transcriptomic signatures of infection pattern by respiratory viruses Ebola,
H1N1, MERS-CoV, and SARS-CoV were compared to identify the uniqueness of
SARS-CoV-2 infection and identified heparin-binding, RAGE, and PLA2 inhibitors,
to be associated with SARS-CoV-2 infection [59]. In a recent transcriptomic study,
miRNAs were identified with binding sites on SARS-CoV-2 RNA [60]. A meta-
analysis study of the transcriptome revealed that hsa-miR-21-3p has a binding site of
SARS-CoV-2 RNA and displays increased expression in virus-infected lungs of
mouse [61].

13.6.2 Drug Response

Hydroxychloroquine is a controversial drug suggested for use to treat SARS-CoV-
2 infections [62]. The mode of action of hydroxychloroquine is not well understood.
Rother et al. demonstrated in his study that hydroxychloroquine treatment averts
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trained immunity [63]. Trained immunity is the epigenetic reprogramming of cells
involved in innate immunity as a result of infection leading to altered response
during reinfection. The panacea drug combination hydroxychloroquine-
azithromycin is not supported by scientific evidence.

Remdesivir is an adenosine analogue which leads to premature viral transcription
termination [64]. However the toxicity of the drug has been reported through the
inhibition of mitochondrial RNA polymerase [65]. Expression profiling study by
high-throughput sequencing was conducted to identify genes whose loss of activity
decreases the toxicity of remdesivir, and it was found that SLC29A3 compensates the
toxicity without losing the antiviral potency of the drug [66].

13.7 Drug Repurposing

Drug repurposing or drug repositioning is an approach to explore the applicability of
approved drugs in diseases other than the original scope of medical indication
[67]. This reduces the time taken for preclinical studies as the drug has already
passed the trials. Data-driven computational approaches are widely used for drug
repurposing as depicted in Fig. 13.4.

13.7.1 Computational Docking Studies

Docking studies are based on the complementarity in binding regions of ligand and a
target. Virtual screening-based studies utilize multiple compounds from existing
databases to interrogate against a target protein. A computation and molecular
docking study has been conducted to four major targets, NSP4, RdRp, NendoU/
nsps15, and ACE2. They identified Baicalin and Limonin as two leads to target
NSP4, RdRp, NendoU/nsps15, and ACE2, respectively [68]. Another in silico study
identified that GR 127935 hydrochloride hydrate, GNF-5, RS504393, TNP, and
eptifibatide acetate were found to target the ACE2 receptor binding motifs
[69]. ACE2 is a promising candidate for docking studies as it is the first contact
during entry into the host cells.

13.7.2 Signature-Based Studies

Molecular signatures are a unique characteristic feature of a drug which attributes to
its properties. The signature of a drug may be chemical, transcriptomic, or
proteomic. Transcriptomic signatures may be compared and matched to identify
association of drugs with diseases and other drugs. The drug-disease association
experiment may be conducted to identify how the expression of genes is altered with
and without a drug when compared to healthy and diseased patient samples. Drug-
drug association experiments are based on the principle of guilt by association.
Drugs having similar signatures indicate a similar therapeutic impact regardless of
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their structure. Transcriptome-based drug repositioning methods were applied to
shortlist prospective candidate drug targets using computational approaches [70].

13.7.3 Genetic Association Studies

Genome-wide association and multi-omic studies are widely used for probing the
genetic landscape of diseases. GWAS studies on COVID patients with severe
respiratory syndrome have been published. The gene cluster 3p21.31 was found to
be potentially associated with respiratory failure. The study also indicated a clear
association between disease severity and blood groups, A group being the most
affected and O group least affected [7, 8].

13.7.4 Pathway Mapping

Due to the vast inflow of gene expression data into public databases, research is
focused on identifying pathways and genes triggered or suppressed after viral

Fig. 13.4 Drug repurposing approaches used in SARS-CoV-2 drug discovery
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infections. Pathway mapping is the assignment of genes to biological pathways
using network-based approaches. Pathway enrichment analysis is a common tech-
nique to enrich genes in a specific pathway. These approaches have contributed to
the identification of novel genes in a pathway through methods like association rule
mining, latent pathway analysis, etc. COVID-19 disease map is an open science
collaborative approach to build and update a repository for COVID-19 interactions
and pathways [71].

13.8 Infection Pathways Identified from Transcriptomics

As a consequence of viral infection, several host response pathways are activated
during different stages of pathogenicity. Infection triggers stress and in response
p38MAPK pathway is activated and causes apoptosis. Angiotensin II is converted
into angiotensin 1–7 by ACE2. Angiotensin II acts through p38MAPK signaling
pathway. Viral entry leads to decrease in the ACE2 activity causing downregulation
of angiotensin 1–7 [72]. Therefore angiotensin II results in activation of p38 in the
lungs and heart which causes unregulated inflammation. P38 pathway also
upregulates the protease ADAM17 which results in cleavage of ACE2 ectodomain,
thereby further decreasing local ACE2 activity [73]. The above studies indicate that
p38 pathway is a promising target for drug development.

Angiotensin II induces IL6 which is upregulated in COVID-19 patients and
increases JAK/STAT pathway leading to inflammation and cytokinin storm. Angio-
tensin II induces IL6 secretion. S protein downregulates ACE2 causing upregulation
of angiotensin II leading to IL6 production through JAK/STAT pathway [74]. The
ultimate effect is lung damage due to inflammation. In another transcriptomic study,
it was identified that in order to block the production of interferon-stimulated genes,
SARS-CoV-2 uses the strategy to block STAT1 and STAT2 transcription factors
from being translocated into the nucleus [75].

Pathway analysis using transcriptomic data submitted on public databases
through in silico methods has revealed several pathways which require experimental
validation for confirmation.

13.9 Conclusion

Gene expression data has a wide potential for being explored for additional data far
beyond the objectives for which the experiment is conducted. COVID-19 is a novel
disease, and hence knowledge gaps persist in understanding the mechanism and
interactions with the host cells. Transcriptomics helps in the detection of novel genes
associated with infection mechanism, interaction between host and virus, and possi-
bly personalized treatment in patients categorized into various risk levels.
Transcriptomic methods will assist in providing a complete overview of disease
progression as well as to identify the Achilles’ heel in therapeutic intervention.
Comparative studies of gene expression profiles will help in staging and also in
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suggesting treatment regimes. It can be concluded that the interplay between host
and viral mechanisms may be better understood through transcriptomic analysis and
bioinformatics.
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Abstract

MicroRNAs (miRNAs) are short endogenous (~ 22 nucleotides long) noncoding
RNAs synthesized by RNA polymerase class II enzyme in the nucleus. The
exploration of miRNAs has become an emerging field of research due to their
epigenetic regulation associated with a wide array of human diseases including
cholera, hepatitis, malaria, and leishmaniasis. The miRNAs that are involved in a
disease can be used as a biomarker due to their upregulated or downregulated
expression level. miRNAs regulate the expression of mRNA through comple-
mentary base pairing with its 3-prime untranslated regions (30 UTRs). miRNAs
are categorized according to its processes of precise formation demarcated as the
canonical and noncanonical biogenic pathway. Since a huge amount of mRNA
and miRNA data have been generated from the past researches, computational
methods are needed to provide experimental validation with statistically signifi-
cant outcomes. Computational approach is considered as one of the robust
methods for miRNA target prediction.

In this chapter, we have focused our discussion on different miRNA prediction
tools and their features in detail along with its role in infectious diseases.
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14.1 Introduction

The world of RNA and its species has widened the scope of scientific research after
the two decades of the discovery of various subtypes of nonprotein-coding RNAs
(ncRNAs) [1, 2]; long nonprotein-coding RNAs (lncRNAs) [3, 4], small interfering
RNAs (siRNAs) [5, 6], piwiRNA [7], circular RNAs (circRNAs) [8], or microRNAs
(miRNAs) [9, 10]. miRNA was discovered in 1993 in a nematode worm,
Caenorhabditis elegans [11]. Since then, it has been reported in viruses, single-
celled eukaryotes, plants, and animals. miRNAs are 22–25-nucleotide-long endoge-
nous noncoding RNAs. It regulates several biological processes through controlling
the expression of target genes [12, 13]. Recently, the exploration of miRNAs has
become pivotal for the detailed understanding of the alteration of genes in many
human diseases [13]. miRNAs have been studied in context with several diseases
including infectious as well as noninfectious [14–16].

A lot of research has been done in recent years to infer the miRNA targets and
their functions which resulted in a huge amount of mRNA and miRNA data;
therefore, computational methods provide experimental validation with statistically
significant outcomes.

14.2 Formation of miRNA

miRNAs are synthesized by RNA polymerase class II enzyme in the cell nucleus.
Initially, these are formed as a long primary transcript called pri-miRNA. These are
formed either from the intronic regions of coding genes or from their noncoding
regions of the genome. After its formation, pri-miRNA folds into a hairpin structure.
miRNAs are categorized by precise formation processes demarcated as the canonical
and noncanonical biogenic pathway (Fig. 14.1). Mostly pri-miRNA follows canoni-
cal biogenic pathway distinguished by double processing through the enzymes,
namely, Drosha and Dicer, of the ribonuclease III (RNase III) family.

Drosha forms a microprocessor complex with DGCR8 in the nucleus [17–
19]. This complex cuts the pri-miRNA and forms pre-miRNA. Exportin-5 helps in
the transportation of pre-miRNA to the cytoplasm. Further, Dicer carries out the
second cleavage of the pre-miRNA in the cytoplasm and forms ~21-nucleotide-long
miRNA duplex with 2 nucleotide 30 overhang [19]. One of the mature strands from
the duplex is laden onto an Argonaute (AGO) protein-associated RNA-induced
silencing complex (RISC). This multiprotein complex leads to the formation of the
effector complex in the cytoplasm. RISC uses miRNA as an antisense strand to
recognize and regulate the specific targets. It is also reported that transposable
elements are also involved in the miRNA formation [20]. Unlike animals, in plants,
miRNA becomes fully mature in the nucleus [21, 22]. Recently, other processes of
miRNA biogenesis have been categorized as noncanonical biogenic pathways
consisting of Dicer-independent and Drosha-independent mechanism as explained
in Fig. 14.1 [23–31].
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14.3 Targets of miRNAs

miRNA regulates the expression of mRNA through binding with the 30 untranslated
regions (UTRs) of mRNA through any of the two binding patterns as mentioned
below [32]:

(a) In first class, two to seven nucleotides from the 50 end of the miRNAs have
complete Watson-Crick pairing to the 30 UTR of the mRNA. These nucleotide
sequences are known as the seed region. Depending on the number of
nucleotides involved in the base pairing, the seed regions are known as 6mer,
7mer, and 8mer accordingly.

(b) While in another class of mRNA expression regulation by miRNA, there is
partial base pairing formed in the seed region, but to overcome this insufficient
binding, there are some base pairings found in the 30 side of the miRNA too.

A single mRNA may be regulated by multiple miRNAs and vice versa. Even one
miRNA may influence the expression of other miRNAs, and due to this reason,
regulatory mechanism becomes more complex.

14.4 Functions of miRNAs

miRNAs have a significant role in the modulation of gene expression in animals and
in plants. In animals, miRNAs play important functions at various physiological and
evolutionarily conserved developmental stages. miRNAs mostly show partial com-
plementarity with the specific mRNAs in animals; however, it is adequate to regulate
diverse physiological processes at the initiation step accompanied by the degenera-
tion of mRNA [33]. In animals, miRNAs bind partially with the 30 UTR regulatory
elements of the transcript and do not affect the functions of 50 UTR and target sites
[34]. miRNAs affect the stability of the specific mRNAs at the transcriptional stage
[35]. According to few studies, miRNAs can enhance translation in some specific
cell types under certain conditions [36]. mRNAs seem to be inhibiting miRNAs from
regulating the RNAs also. Like animals, plant miRNAs have shown key roles in the
facilitation of organ maintenance at several developmental stages. miRNAs in plants
have complementary regions to the specific mRNAs. In Arabidopsis thaliana, it has
been shown that these regulates negatively also and may be due to their binding to
the nonspecific targets in other noncoding RNAs [37].

14.5 miRNAs in Infectious Diseases

Different miRNAs are involved in a wide array of diseases, and the levels of
miRNAs are either upregulated or downregulated based upon the disease. However,
our focus centers around the miRNAs involved in the infectious diseases and their
expression profiles. miR-93-5p belongs to the miR-106-25 cluster which plays a
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crucial role in cancer development. HCV-1b core protein enhances the expression of
miR-93-5p in Huh7 cells. IFNAR1 is a direct target of miR-93-5p, and upregulation
of miR-93-5p inhibits IFN signaling pathway by reducing the phosphorylation status
of STAT1, a transcription factor involved in IFN signaling [38]. During HBV,
infection level of miR-29 is upregulated in HCC cell line HepG2.2.15. SMARCE1
is a target of miR-29a; an inhibition of SMARCE1 increased the HBV replication
and expression [39]. The hepatic miR-122 level is reduced in HCV-infected cultured
hepatocytes, and expression of NF-κB-inducing kinase (NIK) is induced [40].

miR-146a plays an important role in immunomodulation of the host response
during Vibrio cholerae infection. V. cholerae bacteria releases outer membrane
vesicles which upregulate miR-146a. Upregulation of miR-146a allows the pathogen
to colonize inside the host due to the reduced strength of an epithelial innate immune
defense reaction [41]. miR-155 is another important miRNA that is induced by the V.
cholerae to limit the host immune response, thereby reducing the probability of
being eliminated. The miR-155 is upregulated in V. cholerae infection [42].

miR-155 acts as a negative regulator of endothelial and blood-brain barrier
integrity during severe malaria. Upregulation of miR-155 is associated with
increased endothelial activation and blood-brain barrier breakdown [43]. Severe
malaria with multiorgan failure includes different miRNAs. Mouse with cerebral
malaria shows upregulation of miR-27a, miR-150, and let7i levels in brain tissue
compared to a mouse with no cerebral malaria [44]. miR-451 is a negative regulator
of the host immune responses to Plasmodium infection. Downregulation of miR-451
induces pathogen clearance of Plasmodium vivax by CD4+ T cells [45]. Levels of
plasma miR-451 and miR-16 were significantly downregulated in Plasmodium vivax
infection, and these miRNAs can be exploited as biomarkers for malaria
infection [46].

Autophagy happens to be one of the key events in the survival mechanism of
Leishmania parasite under a stressed condition. The autophagy-related gene BECN1
is a key autophagy-promoting gene. Upon L. donovani infection, the miR-30 family
member, miR-30A-3p, modulates the autophagy by targeting BECN1. miR-30A-3p
targets BECN1 and decreases its level of expression resulting in decreased
autophagic activity and finally parasite elimination [47]. miR-122 is expressed
abundantly in the liver and modulates a wide range of liver functions. The
L. donovani metalloprotease gp63 targets the DICER1 in human hepatocytes to
reduce miR-122 expression [48]. Dendritic cells and macrophages infected with
L. donovani show upregulation of let-7a and let-7b miRNAs, while these miRNAs
are downregulated in L. major-infected cells. Suppressor of cytokine signaling
4 (SOCS4), a negative regulator of JAK-STAT signaling, plays the role in the
regulation of miRNA expression [49]. L. donovani significantly downregulates the
expression of miR-494 in THP-1-differentiated human macrophages. L. donovani
metalloprotease gp63 degrades c-Jun and specifically upregulates the expression of
Rab5a to downregulate miR-494 [50].
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14.6 Fundamental Features Considered for miRNA Target
Prediction

miRNAs target the complementary sequences generally present in the 30 UTR of
mRNA. miRNA reduces the translation of mRNA to prevent protein synthesis.
There are several computational methods which provide support to predict the
possibilities and specificity of a miRNA binding to an mRNA. miRNA target
prediction tools are based on a few common features [51], which are the basic
features that are often implemented to develop algorithms for the miRNA tools.
These features are described as follows.

14.6.1 Seedmatch

The initial two to eight nucleotides from 50 end to 30 end are called as seed sequence.
Generally, miRNA target prediction tools are based on the Watson-Crick base
pairing between the seed region of miRNA and mRNA. An ideal seed match has
no gap in alignment of this region. There are different types of seed sequences that
are used in the target prediction tool of miRNA [52]. Commonly used seed matching
in miRNA tools are mentioned below:

1. 6-mer: It includes the complementary pairing between the second nucleotide of
the 50 side of the miRNA to the sixth nucleotide with the 30 UTR of the miRNA.

2. 7-mer-m8: This is an ideal seed match between the second nucleotide from the 50

side of the miRNA to the eighth nucleotide with the 30 UTR of the miRNA
3. 7mer-A1: This also is a perfect seed match between the second nucleotide from

the 50 side of the miRNA to the seventh nucleotide with the 30 UTR of the miRNA
in addition to an A across the miRNA first nucleotide.

4. 8-mer: This type of seed match is also a perfect seed match between the second
nucleotide from the 50 side of the miRNA to the eighth nucleotide with the 30

UTR of the miRNA in addition to an A across the miRNA first nucleotide.

14.6.2 Conservation

Conservation is defined as the measure of the sequence conserved throughout the
different species. The functionality of an identified miRNA target is predicted by
conservation analysis [51]. This feature is considered for the prediction of miRNA,
30 UTR, and 50 UTR and the combination of these three. The seed region in miRNA
is considered to be more conserved than any other regions. The 30-compensatory
sites are a small portion of miRNA which has conserved pairing and networks with
the target mRNA to compensate the mismatched seed [53].
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14.6.3 Free Energy

The stability of a particular interaction-complex is defined by Gibb’s free energy and
is calculated as the variation in free energy change (ΔG). The value of ΔG suggests
the stability of a reaction. A larger value of negative ΔG signifies greater stability of
the reaction. miRNA binding with a target mRNA leads to the formation of either a
stable structure or an unstable one. Formation of most stable interaction-complex is
the root base of prediction of the likely target of miRNA.

14.6.4 Site Accessibility

Site accessibility is the degree of easiness through which a miRNA may work out its
target mRNA and interacts with it. Interaction between miRNA and its target mRNA
takes place in two steps. First, miRNA interacts with a short accessible part of
mRNA, and then unfolding of mRNA takes place. After unfolding of mRNA,
binding of miRNA occurs with it [54]. The amount of energy required for making
a site in the mRNA accessible for binding of miRNA is required for the determina-
tion of site accessibility. Therefore, site accessibility is one of the most common
features to find the appropriate target of a miRNA.

14.6.5 Other Features

There are some other features including target-site abundance, local AU content, GU
wobble seed match, 30-compensatory pairing, seed pairing stability, and position
contribution that are often considered in miRNA target prediction algorithms.

14.7 Common Tools for miRNA Target Prediction

There are many prediction tools reported for the prediction of the miRNA targets.
These all are based on the above-discussed features. Some of the tools are discussed
in this section (Fig. 14.2) [55].

14.7.1 miRanda

It is a target prediction tool of miRNAs in a genome. The algorithm of this tool had
been developed in C language. It was developed by the Computational Biology
Center, at Memorial Sloan Kettering Cancer Center, USA, and is freely available
online. Its algorithm works in the following three steps:

1. A miRNA sequence is entered as an input and is searched for the WC matches
against the 30 UTR provided by the user.
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2. The free energy is determined for every miRNA-mRNA target pair, only when
the pair surpasses a threshold that matches the score.

3. It applies the conservation analysis and is based on either the score or by having
many sites.

14.7.2 miRanda-mirSVR

It is an online tool that recognizes candidate target sites and then scores them. SVR
stands for super vector regression that is much similar to SVM (support vector
machine). It comprises the study of AU flanking, site accessibility, and target-site
position in the 30 UTR region. It also offers the miRNA expression analysis and links
to the miRBase and miRO [56].

14.7.3 TargetScan

TargetScan prediction tool permits the operator to search the target by the name of
the gene. The targets are predicted by calculating the predicted effectiveness of
targeting, i.e., context + score, or by calculating the likelihood of conserved
targeting, known as PCT. PCT is the probability of a target being targeted efficiently.
No sequence is required to be input for the prediction. For conservation analysis, 30

UTR conservation is evaluated, and then specific k-mer is analyzed [57].

Fig. 14.2 An overview of the prediction tools
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14.7.4 DIANA-microT-CDS

It is the latest version of DlANA-microT, first target prediction tool in human [58]. It
incorporates data in a way to identify the most related features retrieved from
photoactivatable ribonucleoside-enhanced cross-linking and immunoprecipitation
(PAR-CLIP) that allows this tool to get an idea about the position of miRNA
interaction in the coding sequences and in 30 UTR region. There are numerous
sites in a target that are recognized using microarray expression data. It gives the
predicted target location, conservation, score, and external links to miRBase,
Ensembl, and PubMed [58].

14.7.5 MirTarget2

MirTarget2 uses SVM and incorporates a large microarray training dataset in the
target search. Its algorithm finds out the seed conservation, base content in the
flanking regions, seed match in positions of 2–8 nucleotides, the region of target
site in 30 UTR, and secondary structure [59, 60]. It has a disadvantage that it includes
30 UTR sequences as a training dataset with only one seed pairing site rather than
many sites. It is comprehensible, and miRNA-mRNA interactions can be
investigated by either mRNA or miRNA. Since there may be multiple target sites
of miRNA in the target mRNA, therefore, there is a target running option that helps
to select some specific target sites [59, 60].

14.7.6 RNA22-GUI

RNA22-GUI is the latest version of RNA22 [61, 62]. It identifies the target islands
using pattern discovery and calculation of free energy of these islands and then
finally predicts the candidate miRNA [63].

14.7.7 TargetMiner

TargetMiner identifies the seed sites between the user-provided miRNA and mRNA
using an SVM-based classifier. This tool incorporates negative and positive training
data to predict more precise seed matches in miRNA and the mRNA [64].

14.7.8 SVMicrO

SVMicrO is also a machine learning tool that includes a large positive dataset of
different species [65]. It identifies the miRNA-miRNA interactions involving
features of the miRNA target prediction including seed match, site accessibility,
conservation, target-site abundance, and free energy [65].
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14.7.9 Probability of Interaction by Target Accessibility (PITA)

PITA predicts the miRNA target using the target accessibility as a major feature
[66]. It is dependent on the key observation that highly accessible regions of the 30

UTR of mRNAs have privileged and conserved positioning of target sites. This tool
first recognizes a probable site through seed match measures. Then it considers site
availability by calculating the free energy score depending on the difference between
the gain of free energy linked with miRNA-mRNA hybrid target structure and the
free energy requirement of dissociating the target to render it reachable. Further, to
determine the interaction score for the microRNA and 30 UTR, the target-site
abundance is considered which is computed through accessibility scores of the
same miRNA [66].

14.7.10 RNAhybrid

RNAhybrid has a user-defined seed region and calculates the free energy between
miRNA and mRNA. It predicts the target sites by assigning a p-value to the miRNA-
mRNA interaction sites [67].

Among all the above-discussed tools miRanda is the most widely accepted tool
for miRNA target prediction and also according to the ease of use [51, 68, 69]. But
other tools such as RNA22 and GUI offer a graphical representation of the
interactions between the miRNA and the mRNA.
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A Glimpse into Peptidomic Approach 15
V. S. Gowri and V. Sabareesh

Abstract

Rapid growth in the emergence of several microbial strains that show resistance
towards a variety of antibiotics and other drugs is posing a serious issue, all over
the world. Peptide-based compounds have been sought as alternative agents to
resolve this global crisis. The key reason being several peptides, both natural and
engineered analogues (motivated from natural ones), were found to elicit good
potencies even against the drug-resistant strains. Peptidic molecules were found
to have therapeutic potential toward other human diseases as well, such as cancer
and diabetes. Consequently, the need for high-throughput techniques that can
facilitate swift identification and characterization of peptides from diverse natural
sources was imperative. Chromatography, in particular high-performance liquid
chromatography (HPLC) and mass spectrometry-based methods, could be
adapted for high-throughput characterization of natural peptides. In order to
process and analyze huge data sets that result from such high-throughput
experiments, development of computational tools, particularly databases, was
also necessary. Eventually a new branch of study called “peptidomics” emerged,
which encompasses various experimental and computational strategies. A few
aspects of this “omics” approach, mainly focusing on sequencing of peptides
from diverse biological sources, are described in this chapter.
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15.1 Introduction

Peptide-based natural products constitute an important class of drugs, which have
been discovered and developed from a variety of natural or biological sources such
as bacteria, fungi, plants, and animals [1–3]. Depending on the target and the level of
potency, many a times, the natural peptides are suitably engineered and transformed
to synthetic or semi-synthetic analogues, so as to enhance their function and render
them more potent than the naturally observed level of activity [4, 5]. Further,
attempts to modify the natural peptides are also known, in order to decrease and
alter their natural toxicity, which can improve their therapeutic efficacy. In other
words, design of many of the synthetic peptide-based drug molecules is largely
motivated from the functions observed with the natural peptides. And, the enhance-
ment of the function can be achieved by suitably altering the molecular structure of
the peptide (ligand), since it is well-known that structure dictates the activity on the
target, i.e., structure-activity relationship (SAR). Thus, the process of drug discovery
would involve two major steps: (1) to conduct different types of bioactivity assays
for identifying target(s) and (2) to elucidate the sequence and structure of “bioactive”
peptides.

15.1.1 Biosynthesis and Molecular Structural Properties of Peptides

Peptides are biosynthesized not only by conventional ribosomal routes but also by
non-ribosomal synthesis, wherein the products resulting from the latter route are
referred as secondary metabolites. In the case of conventional ribosomal synthesis,
the peptides mature from a precursor protein (called as “prepropeptide precursor”),
upon action of different proteases, in which the prepropeptide precursor is coded by
a particular gene [6, 7]. Subsequently, posttranslational modifications (PTMs) might
take place on such matured peptides, and such peptides are called RiPPs, meaning
ribosomally synthesized and posttranslationally modified peptides [8]. Hydroxypro-
line (Hyp), disulfide bonds, and pyroglutamic acid are some examples of PTMs that
are found in several peptides [9–11]. However, there are no genes that directly code
for non-ribosomal peptides. The synthesis of these peptides involves non-ribosomal
peptide synthetases (NRPSs). NRPSs are multienzyme complexes having multi-
modular architecture, wherein each module catalyzes a particular function
[12, 13]. Therefore, non-ribosomal peptides contain non-proteinogenic amino
acids, which are not usually found in proteins. α-aminoisobutyric acid (Aib),
isovaleric acid (isovaline, Iva), α-aminobutyric acid (Abu), and ornithine (Orn) are
a few examples of non-proteinogenic amino acids [13–15]. Table 15.1 summarizes
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some popularly known RiPPs and non-ribosomal peptides along with their respec-
tive biological sources of origin.

Another interesting feature is that ring-like structures are found in both these
classes of peptides, due to cyclization involving backbone or side chain atoms
(Fig. 15.1). But, the mechanism of cyclization through ribosomal biosynthetic
pathway is distinctly different from that of non-ribosomal route [8, 13, 35]. An
example of “backbone-cyclized” RiPPs is cyclolinopeptides belonging to
“orbitides” class, which lacks disulfide bonds [18, 36] (Fig. 15.1). The “backbone-
cyclized” peptides are also known as head-to-tail-cyclized peptides [8]. Those
peptides that are not backbone-cyclized, but possess disulfide bonds only, can be
called as “sidechain-cyclized” peptides, wherein a cyclic structure is formed, when
the “sidechain” sulfur atoms of two cysteine amino acids in a peptide are connected
giving rise to a “disulfide bond (intramolecular)”.

Table 15.1 A few examples of RiPPs and NRPs classified based on their architecture

S. no. Peptide architecture Source References

RiPPs
I Linear peptides

Glucagon Human [6]

Microcin B17 Escherichia coli (E. coli) [16, 17]

II Cyclic peptides
a. Head-to-tail cyclized only

Cyclolinopeptide F—orbitide
Plant (linseed) [18]

b. Sidechain cyclized only
Ziconotide (Prialt)—Conus peptide

Conus magus
Marine cone snail

[19]

c. Both head-to-tail and sidechain
cyclized
Kalata B1– cyclotide

Plant
Oldenlandia affinis

[20, 21]

III Peptides having ring/knotted structures with isopeptide bond
Microcin J25—lasso peptide (class
II)

Bacteria (E. coli AY25) [22, 23]

Non-ribosomal peptides (NRPs)
I Linear peptides
a. Alamethicin—peptaibol Fungi (Trichoderma viride) [24, 25]

b. Gramicidin A Bacteria [26, 27]

II Cyclic peptides
a. Gramicidin S Bacteria [28]

b. Hymenamide F Marine sponge (Hymeniacidon
sp.)

[29]

III Cyclic depsipeptides
a. Surfactins Bacteria [30, 31]

b. Enniatin, beauvericin Fungi [8, 32]

c. Fengycins Bacterial species including
endophyte

[31, 33]

d. Kahalalide F Marine mollusc
(Elysia rufescens)

[34]
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Conotoxins and defensins are examples of sidechain-cyclized peptides, as they
possess only disulfide bonds [11, 37]. Interestingly, “cyclotides” from plants are
backbone and sidechain cyclized, and therefore, they form knot-like structures
[35, 36]. Kalata B1 and cycloviolacins are some well-studied examples of
cyclotides, which are in fact RiPPs [20, 21]. Cyclodepsipeptides are an interesting
class of NRPs in that they have at least one ester bond amid other amide bonds.
These cyclic peptides have been discovered in both fungi and bacteria. While
enniatins and beauvericins are of fungal origin, surfactins and fengycins have been
identified in bacterial species. Such peptides are known from marine sources as well.
With respect to stereochemistry, D-amino acids containing natural peptides are well-
known [38], though the preponderance of L-amino acids is higher than the D-amino
acids in many natural peptides.

15.1.2 Omics Approach to Investigate Natural Peptides

In the recent past, particularly during the last decade, omics approach has become
very successful not only to investigate genes and proteins [39] but also for studying
peptides, lipids, carbohydrates, and other metabolites. An omics study simply means
large-scale investigation of numerous samples. Therefore, the main criterion of an
omics approach is that it should involve “high-throughput” analysis of the samples
as well as high-throughput characterization of the molecules in those samples. Quite
similar to the growth trend observed in the area of proteomics, the omics approach
could be applied successfully for peptides also, primarily due to the advancements in
the field of “biomolecular mass spectrometry,” not to forget the developments in the
field of chromatography as well. In other words, development of different types of
mass spectrometric methods, in conjunction with suitable chromatographic
techniques, led to the emergence of the “peptidomics” field, which concerns with
the high-throughput analysis of natural peptides from diverse biological sources
[10, 40].

In a typical omics approach-based study, vast sets of experimental data would be
generated, due to high-throughput analysis. Manual analysis of such huge data
would be tedious. Consequently, computational methods are applied with the objec-
tive to simplify data processing and facilitate rapid analysis. One of the computa-
tional strategies is to construct “database”, which can be allowed to interrogate with
the experimental data. The output resulting from such interrogative exercises can
then be taken up for further interpretations. The database is designed according to the
nature of experimental data and based on the requirements of a particular project.
Thus, for peptidomic investigations, mass spectrometry, chromatography, and com-
putationally built databases are the some essential components, among others.
Various aspects related to omics approach, mass spectrometry, and databases are
described in the following sections.
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15.2 Mass Spectrometry and Omics Approach

15.2.1 Peptide Sequencing and Characterization: Traditional
Methods

Sequencing of peptides and proteins, viz., elucidating the “primary structure,” was
classically done by 2,4-dinitrofluoro benzene (FDNB). FDNB was used to deduce
the primary structure of insulin, which is actually the first polypeptide to be fully
sequenced, for which Frederick Sanger was awarded the 1958 Nobel Prize in
Chemistry. FDNB is also called as Sanger’s reagent. However, later, Pehr Edman
introduced another reagent, phenyl isothiocyanate (PITC), which was possible to be
utilized for “automated” sequencing purposes [41]. Therefore, PITC eventually
became a more preferable choice of reagent. Sequencing using PITC is also popu-
larly known as N-terminal sequencing or Edman’s degradation method. The fore-
most criterion for N-terminal sequencing using PITC (and also in the case of FDNB)
is that the peptide or protein must not possess blocked or modified N-terminus, such
as acetyl or any other acyl modification (e.g., palmitoyl, myristoyl, etc.) or
pyroglutamyl residue [9]. In other words, only those peptides and proteins that
have “free” amino terminus can be sequenced by Edman’s method. This means
that the cyclic peptides that are head-to-tail cyclized too cannot be sequenced by
Edman’s method. Thus, in these cases, spectroscopic methods, e.g., nuclear mag-
netic resonance (NMR) spectroscopy, can be applied to elucidate the primary
structure. X-ray diffraction or X-ray crystallography also can be useful to find the
sequences of such N-terminus modified or head-to-tail cyclized peptides. However,
prior to analysis by NMR spectroscopy and/or X-ray crystallography, the peptide
must be isolated and purified from the crude biological extract. A biological extract
would be concoction of numerous molecules including peptides, and hence, it must
be subjected to multiple steps of sample processing until a purified peptide is
isolated. In other words, spectroscopic techniques and X-ray crystallography are
applicable on a pure sample that contains only the analyte molecule (peptide) of
interest. Further, in the case of X-ray crystallography, a single crystal, which can
give good quality diffraction data, must be obtained. Only then, it is possible to
determine the three-dimensional molecular structure with fewer ambiguities. There-
fore, the crystallization conditions need to be very carefully engineered.

15.2.1.1 Typical Protocol to Isolate and Purify Natural Peptides: A Brief
Summary

The first and foremost step is to choose an appropriate biological species/source,
which is selected based on the aim and objective of a particular project. According to
the selected organism, one or a few particular parts (i.e., type of organ or tissue or
cell) is/are chosen, e.g., root/stem/leaf of a plant or liver/pancreas/brain/skin tissue of
an animal, etc. [10, 42–44]. In the case of microbial source, either the membrane or
the intracellular compartment or even the whole cell is chosen, suiting to the
objectives of a particular project. Depending on the nature of the selected specimen,
different tools are employed for mechanical/physical processing and for
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homogenization, such as mincer, shredder, mortar & pestle, vortex machine, centri-
fugation, sonication, etc. [44]. Choice of solvents/buffers is also extremely vital,
which can significantly influence the yield of the compounds in the extract
[45, 46]. A variety of solvents or buffers (aqueous) or different combinations of
solvents/buffers are utilized for optimizing the process of extraction. Based on the
polar/non-polar nature, different solvent extracts contain different types of peptide
molecules. Subsequently, the extract is subjected to pre-fractionation methods such
as filtration, ultrafiltration, solid-phase extraction, etc. [14, 47]. Thereafter, several
rounds of chromatography would be essential, until a purified peptide is isolated in
good quantities or yield (see Fig. 15.2). Hence, selecting an appropriate chro-
matographic technique is another crucial step. Often more than one chromatographic
method may have to be utilized not only to achieve sufficient yield but also to get the
peptide with appreciable or high level of purity and eliminate as many contaminants
as possible [9, 48]. With the advent of high-performance liquid chromatography
(HPLC), the applications of different types of chromatography, in particular
reverse phase (RP)-HPLC, soared up significantly [49, 50]. HPLC not only enabled
fast rates of fractionation but also offered far better resolution and sensitivity than the
traditional column chromatography [49, 50]. Fractionation by HPLC can be done in
three different modes: (1) preparative, (2) semi-preparative, and (3) analytical.
Depending on the quantity of the sample to be analyzed, one of the three modes
needs to be chosen. Preparative and semi-preparative HPLC are suitable to isolate

Fig. 15.2 A typical strategy for identification and characterization of peptides. The “omics
approach” pertains to analytical detection of peptides directly from crude extracts or from semi/
partially purified fractions. Here, LC mostly refers to reverse phase chromatography
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purified product in larger quantities, approximately in the range of a few
100 milligrams to a few grams. Analytical HPLC is generally meant for getting a
quick look at the total number of components in a particular extract, with lower
sample consumption. Even then, analytical HPLC can be used for isolating
compounds as well [46], but the yield of purified compound might be less than or
equivalent to the quantities achieved with semi-preparative HPLC.

Further, it is also important to realize that the yield of the purified peptide is also
dependent on the natural abundance of the peptide of interest existing in a particular
biological extract, irrespective of the mode of HPLC. Moreover, the abundance of a
particular peptide in an extract would also vary according to the nature of solvents
used during the extraction procedure (vide supra). Indeed, various instrumental
parameters of the HPLC equipment too can significantly influence the extent of
purity and yield of the purified compound [50].

Several investigations have demonstrated the successful applications of
RP-HPLC for isolation and purification of peptides, particularly peptide hormones
and neuropeptides/neurotoxins, from diverse natural sources, such as brain tissue,
scorpion venom, plants, marine organisms, soil microbes, etc. [42, 44–49, 51–
53]. The separation of peptides by RP-HPLC is primarily based on the relative
variations in the polar/apolar character of the constituent peptides in the biological
extract, but it is ideally suited for hydrophobic (non-polar) peptides rather than
hydrophilic. RP-HPLC involves hydrophobic or non-polar stationary phase (col-
umn) and polar mobile phase (solvents). Octadecyl (C18) silane-based material is
often used in the stationary phase for RP-HPLC of peptides. C8 and C4 column
chemistry also has been found to be fruitful in certain studies [9, 48, 54]. Polar
solvents such as methanol, acetonitrile, isopropanol, and water are usually employed
as mobile phase in the RP-HPLC. Ion-pairing agents, for instance, formic acid, acetic
acid, trifluoroacetic acid, triethylamine, etc., are also necessary in several cases for
enhancing the resolution of separation, since these reagents help in neutralizing the
charges on the peptides, ensuring that separation on the RP column is predominantly
due to polar/apolar nature only [39, 42, 45, 55]. The detection of eluted peptides in
HPLC is usually accomplished by measuring absorbance in the ultraviolet
(UV) region of electromagnetic radiation, typically 214 nanometers (nm) or
220 nm or 226 nm [46, 47, 52–54].

15.2.2 Why Mass Spectrometry?

Though direct analysis of crude extracts by NMR spectroscopic methods has been
useful to a certain extent, particularly for metabolomic studies in recent times [56–
58], its utility is limited for analyzing peptides within crude extracts. For X-ray
crystallography, purity of the analyte molecule is a necessity to get single crystal. In
certain (rare) cases, good diffraction quality crystals might yield from semi- or
partially purified samples; however those crystals may not contain the molecule
(peptide) of interest that is targeted/aimed for. High-throughput crystallization
equipments are readily available to grow good-quality crystals quite rapidly
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[59]. But, the processes involved in solving and determining the molecular structure
after data collection on single crystals, not only is very time-intensive, but also
requires appropriate knowledge and expertise. Thus, perceiving the number of steps
implicated in isolating a purified peptide, it is apparent that NMR spectroscopy and
X-ray crystallography are not suitable for high-throughput analysis or for high-
throughput “screening” purposes of crude biological extracts, at least in the current
era. However, mass spectrometry (MS) can be applied directly on crude biological
concoctions, and it also can be adapted for high-throughput applications. Addition-
ally, MS can be applied for molecular structural characterization of purified peptide
samples as well, thereby complementing the NMR spectroscopic and X-ray crystal-
lographic data. Nevertheless, NMR spectroscopy- and X-ray diffraction-based
methods are extremely important and inevitable, for the determination of molecular
structure and three-dimensional molecular conformation of the “purified” molecule
(Fig. 15.2).

With regard to Edman’s degradation method, although the protocol could be
automated for rapid sequencing of peptides and proteins possessing free N-terminus,
it could be applied only on the purified peptide or protein only. So, the crude extracts
cannot be directly characterized by Edman’s analysis. Thus, Edman’s method is not
suited for high-throughput studies [41, 60]. However, with MS, it was possible to
design and develop different methods and protocols that could deduce sequences of
peptides in a high-throughput fashion [41, 61]. Therefore, it is essential to under-
stand a few key fundamental principles of MS. The following section describes the
basic principles of “biomolecular” MS and delineates some aspects that enable MS
for high-throughput investigations.

15.2.2.1 Brief Introduction to Mass Spectrometry
MS is used to determine molecular mass and also to elucidate the molecular
structure. “Ionization source” and “mass analyzer(s)” are two important parts of
mass spectrometer. The purpose of ionization source is to generate “ions”, viz.,
charged molecular species or molecular ions in gas phase or vacuum. And the mass
analyzer measures the mass and charge of the ions. The measurements made by the
mass analyzer are plotted in the form of a graph showing the ratio of mass-to-charge
(m/z) values versus intensity. Intensity refers to the number or population of the
molecular ions, and such a graph is called “mass spectrum”. So, from the mass
spectrum, it is possible to determine the population or abundance of ions having
different m/z values.

Ionization Sources
Different mass spectrometric techniques are used for the analysis of different types
of molecules. According to the relative polar or apolar character of the molecule
(s) under investigation, a particular mass spectrometric technique/method is chosen.
Especially, suitable ionization source needs to be employed, depending on the polar
or non-polar property of the molecule. Electron ionization (EI) or electron impact
ionization is particularly apt to investigate non-polar, volatile compounds. Hence,
EI-MS is usually coupled with gas chromatography (GC), and it is referred as
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GC-MS or specifically GC-EI-MS. EI produces radical ions, which have unpaired
electron or which contain odd number of electrons. Radical ions are usually unstable,
and depending on the site of formation of the radical (unpaired electron), the ion can
undergo fragmentation in different ways. Because of the molecular fragmentation
events upon electron impact in the source, the signal corresponding to the intact
molecular ion (viz., intact molecular mass) is often detected with lower intensities,
which is a characteristic feature of EI-MS. However, the fragmentation patterns have
proven to be useful to deduce molecular structure and some important functional
groups. Further, it is useful for analysis of small molecules, whose masses < ~
500 Daltons (Da) only. Many peptides and proteins are, in fact, large-sized, non-
volatile, and predominantly polar molecules. Hence, EI-MS or GC-MS is rather not
ideal for characterizing peptides and proteins. Nevertheless, GC-EI-MS was suc-
cessfully applied to elucidate the primary structure (i.e., sequence) of certain
peptides and a few proteins, whereby different chemical derivatization methods
were developed that could convert the polar, volatile nature of the amino acids and
shorter peptides into apolar and non-volatile [41]. But, the strategy of combining
chemical derivatization procedures along with GC-EI-MS to sequence peptides and
proteins could not be extended for large-scale and routine analyses.

Since EI-MS cannot properly generate intact molecular ions due to significant
molecular fragmentations, there were attempts to develop a new source with the aim
to measure intact molecular mass by decreasing the extent of molecular fragmenta-
tion during the ionization process. Chemical ionization (CI) was another source,
through which it was possible to generate intact molecular ions with little fragmen-
tation. CI was built based on the principle of EI, whereby the electrons are allowed to
interact with a “reagent gas”, e.g., ammonia or isobutane. The ions (including radical
ions) generated from the reagent gas react with the analyte molecules, and results in
the formation of intact molecular ions of the analyte. Hence, it was possible to obtain
good signal intensity for intact molecular ion by CI. Thus, CI is relatively softer than
EI. Observation of adduct ions, e.g., [M + H]+ (where M denotes molecule and H
denotes hydrogen or proton), is a typical attribute of CI. Further, it was possible to
couple CI also with GC. Though CI proved to be useful to determine intact molecu-
lar masses of certain polar, non-volatile compounds, it was not possible to extend its
application for very large-sized molecules. And thus, efforts to find newer methods
of ionization continued, such as field ionization (FI), field desorption (FD), and fast
atom bombardment (FAB). FI and FD ionization sources have been applied success-
fully to deduce the sequences of some peptaibols from fungal sources [62–64], albeit
FI and FD were also not capable of analyzing large-sized molecules. However,
development of FAB-MS enabled ionization of larger-sized polar, non-volatile
molecules, thereby aiding in determining their intact molecular masses. In compari-
son to the earlier sources, the ionization process occurring during FAB was even
softer, which helped in obtaining molecular ions in their whole/intact form, with
very little fragmentation [65, 66]. So, FAB-MS found wider applications, particu-
larly to study larger-sized molecules of masses up to ~6 kilo Daltons (kDa) or in
some cases even ~10 kDa [67]. Another technique called “liquid secondary ion mass
spectrometry (LSIMS)” was developed based on the principle of FAB, whereby
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LSIMS could be used along with liquid chromatography [68]. For nearly a decade or
so, FAB-MS was fruitful for analysis of several polar molecules, including peptides.

However, with the arrival of two new ionization methods: (1) electrospray
ionization (ESI) and (2) matrix-assisted laser desorption and ionization (MALDI),
the utility of FAB-MS plummeted, mainly because both MALDI and ESI were
found to be more soft processes than FAB. MALDI and ESI could generate ions of
“highly polar macromolecules”, viz., large-sized proteins of masses up to or greater
than even ~100 kDa, in gas phase/vacuum, with very little dissociation [69–71]. Con-
sequently, ESI- and MALDI-based MS proved to be of immense utility to investi-
gate different types of peptides also, of diverse polarities. Another highlighting
feature is that several water-soluble compounds, including glycans and polar lipids
too, could be successfully characterized by these two ionization modes. In fact, the
advent of ESI and MALDI facilitated “high-throughput” analyses of peptides, lipids,
and glycans as well. Thus, these two ionization methods were largely responsible for
the genesis of the omics approach not only for investigating proteins but also for
other biomolecules aforesaid. Thus, new fields of study emerged, namely, proteo-
mics, lipidomics, and glycomics. In recognition of their efforts for the development
of ESI and MALDI, respectively, John Fenn and Koichi Tanaka shared one half of
the Nobel Prize in Chemistry 2002 [72, 73]. Table 15.2 gives a brief summary of
certain important aspects of different ionization sources.

ESI- and MALDI-MS can detect analytes of low (trace) concentrations in the
picomole–nanomole range (viz., ~ nanograms) from low sample volumes, of the
order of a few microliters. Moreover, these two ionization modes could be linked
with liquid chromatography (LC) as well. In particular, reverse-phase LC could be
successfully interfaced with ESI [75, 76], thereby giving rise to a new hyphenated
technique, LC-MS or more specifically LC-ESI-MS. In fact, the development of
such a hyphenated technique, which is also called as online LC-MS (analogous to
GC-MS), enabled direct characterization of crude extracts, whereby the crude
sample would be first introduced into the chromatographic column (typically reverse
phase) and the eluents would be directed to the ionization source of the mass
spectrometer [14, 75]. In other words, mass spectrometer became another detector
for HPLC, and hence it was possible to acquire “mass-detected chromatogram”

besides the typical UV chromatogram [75, 77–79]. And in recent times, hydrophilic
interaction chromatography (HILIC) too could be coupled with ESI, viz., through
LC-MS mode of operation, but this has been mostly for proteomic studies
[80, 81]. In the case of MALDI, more samples can be introduced into the spectrom-
eter using a sample plate consisting of 96 or 100 or 384 wells, where each well can
accommodate 1 μl or 2 μl of sample.

Applications of LC-MALDI-MS are relatively less than LC-ESI-MS, though a
few strategies have been devised to link LC with MALDI mass spectrometers
[82, 83]. Further, the utility of LC-MALDI-MS is limited for peptidomic studies,
when compared to proteomics [84, 85]. In fact, the rise of LC-MS-based methods
involving ESI and MALDI may be regarded as the beginning of the “omics”
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approach, which eventually aided immensely to be applied for a variety of
biomolecules, including peptides [10].

Mass Analyzers
Besides ionization modes, development of mass analyzers of different configurations
also had a major contribution for the significant advancement of the field of mass
spectrometry, eventually facilitating high-throughput analysis and thereby paving
way for the emergence of the different omics fields of study. Quadrupole (Q), time-
of-flight (ToF), and ion trap (IT) are some examples of widely used mass analyzers
[41, 67]. A simple mass spectrometer would consist of one type of ionization source
coupled to a mass analyzer, which can be useful to measure m/z values of the ions
that are generated in the ionization source. However, the use of mass analyzers is not
only restricted to measure m/z values. It is possible to design and carry out certain
specialized experiments in gas phase, involving different types of ions, when more
than one mass analyzer is utilized in tandem with another. For example, it is possible
to perform “tandem MS (MS/MS)” experiments, by using two or more mass
analyzers. In an MS/MS experiment, population of a particular molecular ion (intact
molecular ion) is selected (referred as “precursor ion”) and subjected to

Table 15.2 Different ionization sources in mass spectrometry used for biomolecular analysis and
some of their characteristics: a summarya

S. no.
Ionization
source

Nature of ions
formed

Molecules that can
be ionized

Approx.
maximum limit
of intact
molecular mass
detection

1. Electron
ionization (EI)

Radical ions: M+•

and M�•

Non-polar, volatile
molecules

~ 500 Da

2. Chemical
ionization (CI),
field ionization
(FI)

Adduct ions:
[M + H]+

Non-polar, volatile,
and some moderately
polar molecules

~ 500 Da

3. Fast atom
bombardment
(FAB)

Adduct ions:
[M + H]+ and
[M + Na]+

Polar, non-polar,
volatile, and
non-volatile
molecules, e.g.,
peptides

~ 6000 Da

4. Matrix-assisted
laser desorption/
ionizationb

(MALDI)

Adduct ions:
[M + H]+ and
[M + Na]+ “singly
charged”

Mainly polar,
non-volatile
molecules, e.g.,
proteins and peptides

Up to ~100/
150 kDa

5. Electrospray
ionizationb

(ESI)

Adduct ions: singly
and multiply
charged ions
[M + nH]n+, n � 1

Mainly polar,
non-volatile
molecules, e.g.,
proteins and peptides

Up to ~100/
150 kDa

aBased on [67, 74]
bMainly for proteins and peptides [41]. Also useful for polar lipids and carbohydrates
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fragmentation, resulting in the formation of fragment ions, whose m/z values are
measured. The graphical plot of m/z values of the fragment ions and their respective
abundances is called MS/MS spectrum of a particular precursor ion. The selected
precursor ion would undergo fragmentation in multiple ways, depending on its
molecular structure, viz., the nature of bonds and atoms constituting the molecule.
The m/z values of the fragment ions would be useful for elucidation of molecular
structure of unknown compounds. Hence, MS/MS has an important role for
sequence elucidation of peptides.

As mentioned previously, in order to perform MS/MS experiments, two or more
mass analyzers are required, for instance, triple quadrupole, which is an assembly of
three quadrupoles. Other examples are Q-ToF and ToF-ToF, in which the second
ToF is used for mass analysis of fragment ions that arise from a selected precursor
ion. Thus, MALDI ToF-ToF and ESI Q-ToF are tandem mass spectrometers, in
which MS/MS experiments can be carried out [41, 67]. However, it is possible to
accomplish MS/MS experiments using one mass analyzer also, e.g., “three-electrode
system” ion trap [61, 86, 87]. The key steps involved in the process of MS/MS
experiments and data acquisition are schematically illustrated in Fig. 15.3. Since LC
interfacing was compatible with both ESI and MALDI, it was feasible to perform
LC-ESI-MS/MS and LC-MALDI-MS/MS experiments as well, which have been
successfully applied to a variety of research studies [31, 75, 79, 88–90]. Conse-
quently, the scope of high-throughput applications of MS enhanced significantly.

15.2.2.2 Applications of MS/MS and Databases
Among different methods of MS/MS known [91], collision induced dissociation
(CID) has found widespread applications and has proven to be successful for
deducing sequences of peptides from diverse biological sources [31, 46, 84,
89]. CID MS/MS studies conducted on several linear peptides of known sequences
under the conditions of ESI and MALDI have shown that protonated precursor ions
predominantly yield b- and y- type ions, whose structures are depicted in Fig. 15.4a
[41, 92, 93]. Based on these structures, the equations to calculate the m/z values of b-
and y- ions are shown in Fig. 15.4b. Thus, the sequences of linear peptides are
usually derived using them/z values of the detected b- and y- type ions in the MS/MS
spectrum. However, it is also important to know that the fragmentation patterns of
cyclic peptides are drastically different from that of linear peptides. Therefore, the
equations to calculate the m/z values of fragment ions arising from cyclic peptide
precursor ions would be different from those shown in Fig. 15.4b. In the context of
“omics” studies, which involve high-throughput analysis, manual interpretation of
CID MS/MS spectra of numerous peptides would be tedious and cumbersome.
Consequently, computational approaches are sought after to simplify the process
of sequence elucidation of peptides in omics investigations. Therefore, computa-
tional methods are employed to build databases in such a manner that it can
interrogate with the several experimentally recorded MS/MS data of peptides and
thereby their sequences are identified. Different types of databases have been
constructed for this purpose. One way of constructing a database is to collate
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Fig. 15.4 (a) Depiction of backbone fragmentation of a linear pentapeptide precursor ion due to
CID MS/MS, which predominantly gives rise to b- and y- type ions. Structures of b2, b3, y2, and y3
ions are shown. n+ refers to multiply protonated ion, where n� 1. (b) Equations to calculate the m/z
values of singly charged b- and y- ions that result from CID MS/MS of linear peptide precursor ion.
Monoisotopic masses rounded off to 4 places of decimal are shown. (c) Molecular structure of
amino acid. Portion of the structure shown within the square bracket is called “amino acid residue”
or “residue”. Residue mass ¼ amino acid molecular mass – 18.0106 Daltons (monoisotopic mass)
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experimental CID MS/MS spectra acquired on various peptides of “known”
sequences; this can also be referred as building a library or spectral library [94, 95].

Another way of making a database involves theoretical calculation of m/z values
of fragment ions (e.g., Fig. 15.4b), corresponding to various known peptide
sequences, for which molecular masses of constituting amino acids are utilized in
an appropriate manner. Alternatively, instead of known sequences, all “theoretically
permuted peptide sequences” can also be considered to build a database that would
consist of calculated fragment ions’ (b- and y- type ions) m/z values of the respective
peptides. One more strategy to create a database is to utilize the experimentally
determined transcriptome or genome sequences of a particular organism, from which
peptide sequences can be predicted. Such predicted sequences can be used to
generate m/z values of the peptide fragment ions, which then can be used to
interrogate with the experimental CID MS/MS data for identifying peptides
[90, 96–99]. Furthermore, even in the absence of any genome or transcriptome
data or databases, peptides can be sequenced by “de novo” approach, which mostly
involves manual interpretations of experimental MS/MS data, by using the molecu-
lar structure and masses of amino acids (Fig. 15.4). De novo approach can also
involve some computational methods, which can aid in accelerating the process of
elucidating the sequences [100–104].

15.3 Databases of Bioactive Peptides

A large compendium of literature is available on the sequence and characterization
of bioactive peptides isolated from the invisible microbes to mammals including
human. In the recent times, efforts in organizing this information from the literature
to a structured set of data on a computer making it accessible to the users resulted in a
number of databases. For instance, the database “PepBank” is derived by text mining
of MEDLINE abstracts and other public resources like UniProtKB along with
manual curation [105]. On the other hand, huge experimental data also have been
arranged to construct databases. PeptideAtlas is an example of a database that is built
using peptide sequences obtained from high-throughput mass spectrometric
experiments carried out on eukaryotic organisms such as human, yeast, mouse,
Drosophila, horse, cow, etc. [106]. However, this is more appropriate for proteo-
mics, since all the peptides in this database are derived from proteins through
proteolysis.

Among many classes of bioactive peptides, antimicrobial peptides (AMPs) con-
stitute a major class. These antimicrobial peptides can further be grouped into the
following major categories based on (1) specific sources, (2) targets (e.g., microbes),
(3) selected human diseases, and (4) biosynthetic pathways, e.g., non-ribosomal
route. Some of the well-known databases that have catalogued therapeutic peptides
belonging to the above four categories are listed in Table 15.3. A general collection
of AMPs from diverse sources are available at DBAASP [107], CAMP [108], and
LAMP [109] databases, as they provide clues to understand the naturally occurring
AMPs. A more comprehensive survey on the database of AMPs is discussed in
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Table 15.3 A representative list of databases corresponding to different therapeutic peptide
classes

Class of
peptides Source Biological activity

Database
(status)

Penaeidin Shrimp Antibacterial, antifungal PenBase
(inactive)
http://www.
penbase.
immunaqua.com

Bacteriocins Bacteria (gram-positive
and gram-negative)

Antimicrobial BACTIBASE
(active)
http://bactibase.
hammamilab.
org/

Plant AMPs Plants Antimicrobial PhytAMP
(active)
http://phytamp.
hammamilab.
org/

Plant peptides Plants Antimicrobial, opioid,
inhibitory, plant defense,
etc.

PlantPepDB
(active)
http://www.
nipgr.ac.in/
PlantPepDB/

Peptaibols Fungi (Trichoderma
and Emericellopsis)

Antimicrobial Peptaibol
database (active)
http://peptaibol.
cryst.bbk.ac.uk/
home.shtml

Conopeptides Marine cone snails Target ion channels of
different subtypes

ConoServer
(active)
http://www.
conoserver.org/

Cyclotides Plants Antimicrobial, insecticidal,
anti-HIV

CyBase (active)
http://www.
cybase.org.au/

Inhibitor cystine
knots

Plants, toxins from
spider, cone snails, bug,
crab, scorpion, and
human

Antimicrobial, insecticidal,
antitumor, antimalarial,
antihelmintics,
neurotransmitters

KNOTTIN
(active)
https://www.
dsimb.inserm.fr/
KNOTTIN/
index.php

Non-ribosomal
peptides

Bacteria, fungi, and
marine sponge

Antimicrobial, surfactants,
siderophore, etc.

NORINE
(active)
https://bioinfo.
lifl.fr/norine/
index.jsp

AMPs Various sources Antimicrobial DBAASP
(active)
https://dbaasp.
org/

(continued)
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[110]. Databases like PhytAMP [111], BACTIBASE [112], PenBase [113], and
ConoServer [114, 115] have a collection of peptides produced by plants, bacteria,
shrimp, and cone snails, respectively. Hence, these are a few examples of databases
belonging to the first category of bioactive peptides.

Table 15.3 (continued)

Class of
peptides Source Biological activity

Database
(status)

CAMP (active)
http://www.
camp.bicnirrh.
res.in/
LAMP (active)
http://
biotechlab.
fudan.edu.cn/
database/lamp/

Anticancer
peptides

Various sources Anticancer CancerPPD
(active)
http://crdd.osdd.
net/raghava/
cancerppd/
index.php

Antidiabetic
peptides

Various sources Antidiabetic BioDADPep
(active)
http://
omicsbase.com/
BioDADPep

Tumor homing
peptides

Various sources Deliver drugs selectively in
tumors

TumorHoPe
(active)
https://webs.
iiitd.edu.in/
raghava/
tumorhope/

Cell penetrating
peptides

Various sources Delivery of biological
cargos such as nucleic acids,
proteins, etc.

CPPsite2.0
(active)
https://webs.
iiitd.edu.in/
raghava/cppsite

FDA approved/
investigational
peptides

Various sources Peptide drugs—therapeutic
effect

THPdb (active)
http://crdd.osdd.
net/raghava/
thpdb/

Hemolytic and
non-hemolytic
peptides

Various sources Antimicrobial, anticancer,
antiviral, cell penetrating
activity, etc.

Hemolytik
(active)
http://crdd.osdd.
net/raghava/
hemolytik/
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Databases like ParaPep [116], AVPdb [117], AntiTbPdb [118], and BioDADPep
[119] have been compiled using experimentally validated peptides targeting para-
sitic organisms, viruses, mycobacterium, and anti-diabetic peptides, respectively.
CancerPPD [120], CPPsite 2.0 [121], and TumorHoPe [122] are a few databases,
which have the collection of peptides applied for selective diseases, e.g., cancer.
Some well-known AMPs that also have anticancer activity are magainins, cecropins,
defensins, and pleurocidin [4]. The peptaibol database and NORINE are perhaps the
only databases that have a comprehensive list of the peptides derived through the
non-ribosomal routes [123, 124]. The peptaibol database contains peptides that are
predominantly of fungal origin, while non-ribosomal peptides found in bacteria as
well as fungi are catalogued in NORINE database. KNOTTIN is a unique database
which provides standardized information on a specific family of peptides known as
inhibitor cystine knots (ICKs) that possess potential therapeutic applications
[125]. ICKs are structurally intriguing molecules, as they contain ultra-stable knot-
like structures due to interwoven disulfide bridges. CyBase is another interesting
database pertaining to plant cyclotides that are disulfide-bonded as well as backbone-
cyclized RiPPs, which include ICKs too (see Fig. 15.1) [20]. The non-hemolytic
activity is an important qualifier for a peptide to become a drug candidate. Therefore,
the bioactive peptides listed in the above databases irrespective of their therapeutic
potential could be classified further into two categories as follows: hemolytic and
non-hemolytic peptides. Thus, a manually curated database of experimentally deter-
mined hemolytic and non-hemolytic peptides is already compiled in the Hemolytik
database [126]. In addition to collection and organization of information, these
databases also offer options for the users to perform a variety of “searches” so as
to retrieve relevant information sought by them.

15.3.1 Web-Based Prediction Tools for Therapeutic Peptides

Unlike the databases which collect information on the bioactive peptides by data
mining in the literature and many other sources, the prediction servers are developed
based on thorough investigations on the sequence properties of these bioactive
peptides. These prediction servers not only screen the peptides to study their
sequence/structural features, but also provide directions to “design” bioactive
peptides with improved therapeutic potential and reduced toxicity. A representative
list of web-based prediction servers for therapeutic peptides is shown in Table 15.4.
For example, prediction servers HemoPi [127] and HemoPred [128] are developed
based on the Hemolytik database.

HemoPred is a web-based prediction server primarily based on the machine
learning algorithms, wherein the sequence features of the peptides such as amino
acid composition (AAC), dipeptide composition (DPC), and physicochemical
properties (PCP) are assumed to be the primary descriptors that encode hemolytic
peptides. On the other hand, HemoPi is developed to predict the hemolytic potency
of peptides based on the study of the sequence features such as AAC, DPC, and
“specific motifs” that are abundant in hemolytic peptides. HemoPi is available as a
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web server, mobile app, as well as a JAVA-based standalone software. Other web
servers for the prediction of hemolytic and non-hemolytic peptides and the level of
hemolytic activity (high/low) include HAPPENN [129] and HLPpred-Fuse
[130]. CyPred [131] is a web server available for the prediction of cyclic peptides
based on sequences. In addition to a web-based predictor, this server also has a
database of putative cyclic peptides predicted from Archaea, Bacteria, and Eukary-
otic proteomes. RiPPMiner [132] is a web-based tool developed to decode the
chemical structures of RiPPs. The predictive power of RiPPMiner is based on the
training set containing manually curated sequences (~ 500 sequences) belonging to
13 subclasses of peptides. Thus, CyPred and RiPPMiner could be considered as
structure prediction servers.

15.3.2 Databases/Prediction Tools Only Narrow the Search Space

Databases/libraries are rather useful for rapid screening and filtering purposes,
thereby aiding in minimizing the time of manual data analysis. Therefore, it should
not be reckoned that use of databases can substitute manual interpretation. In other
words, manual interpretations cannot be completely discounted for identifying
peptides using MS/MS, regardless of the usage of any type of database. However,
manual interpretation requires a suitable level of expertise. Thus, in several cases
manual analysis cannot be evaded. Also, for many cases, both manual- and database-
based automated approach are required to an equal extent so as to minimize the

Table 15.4 A representative list of web-based prediction servers for therapeutic peptides

Class of
peptides Source Biological activity Prediction server (Status)

Antiviral
peptides

Various sources Antiviral AVPpred (inactive)
http://crdd.osdd.net/
servers/avppred

CyPred Archaea,
Bacteria, and
Eukaryotic
proteomes

Antimicrobial CyPred (active)
http://biomine.cs.vcu.edu/
servers/CyPred/

RiPPs Various sources Antimicrobial RiPPMiner (active)
http://www.nii.ac.in/
~priyesh/lantipepDB/new_
predictions/index.php

Hemolytic and
non-hemolytic
peptides

Various sources Antimicrobial,
anticancer, antiviral,
cell penetrating activity,
etc.

HemoPi (inactive)
HemoPred (active)
http://codes.bio/hemopred/
HAPPENN (active)
https://research.timmons.
eu/happenn
HLPpred-Fuse (active)
http://thegleelab.org/
HLPpred-Fuse/index.html
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errors during analysis. There have been (can be) instances when elucidation of novel
sequences requires more involvement of manual interpretations, especially when it is
not possible to match a particular experimental MS/MS data with any database. This
means, not finding suitable entry in any type of database for experimental data need
not be considered as discouraging clue, as this might also imply that those experi-
mental data are perhaps alluding to a novel molecule, which may not be available in
any already existing databases. However, it is also very important to ensure that such
experimental data are reproducible and of good quality, acquired from well-prepared
sample.

15.4 Future Prospects

The hunt for peptide-based drug compounds has not ceased, for which diverse
biological sources are continuously being explored time and again. This is primarily
because of growing incidence of antimicrobial and multidrug resistance with the
conventional antibiotics [133, 134]. Since less resistance is often encountered with
peptides than with traditional antibiotics, peptidic drugs, especially antimicrobial
peptides, are regarded as novel alternative agents [47, 135]. The antimicrobial
peptides elicit function similar to or even better than the usual antibiotics
[136]. Moreover, several peptides have been observed to possess broad-spectrum
antimicrobial specificity [134, 135]. However, one of the major drawbacks with
peptides is that they are highly susceptible to degradation in vivo, due to proteolysis
and hence, have very short elimination half-lives in plasma, due to which they
eventually lose their potency [133, 137]. Consequently, many a times, several
peptidic compounds fail or are suspended, during the preclinical or clinical trials,
although these compounds might exhibit very good activity in various kinds of
in vitro studies [133, 134]. Different strategies have been attempted for resolving the
issue of instability toward proteolysis by suitably modifying certain selected sites on
the peptide structure, which might render them resistant against proteolysis
[135, 137–139]. Such modified compounds (semi-synthetic analogues of fully
synthetic compounds) could therefore elicit better activity and eventually could
become successful drugs in the market. Also, various kinds of carriers have been
developed, particularly employing nanotechnological methods, in order to protect
the peptide-based bioactive compounds from degradation and deliver at the required
site in the body [134].

Due to the urgent requirement of novel peptide-based antimicrobial compounds,
there is a growing demand for the “methods” that can “swiftly” identify peptide
molecules. This suggests that the need for “omics” approach is inevitable, as it
encompasses methods that are particularly tailored for high-throughput analysis and
thereby accelerate the process of peptide drug discovery. Since chromatography and
mass spectrometry allow high-throughput screening of peptides directly from the
crude biological extracts at a faster pace, these two techniques have become integral
for peptidomics-based drug discovery. Another important requirement in
peptidomics research is database, which enables rapid analysis of the experimental
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data. In fact, databases are required for other branches of omics studies as well, e.g.,
genomics and transcriptomics. Further, in the current scenario, X-ray crystallogra-
phy and NMR spectroscopy do not exactly come under omics science; however,
these techniques might be adapted so as to make them suitable for omics approach in
the near future.
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Abstract

Globally, prevalence of infectious diseases profoundly affects the human health
and economy. The failure of conventional antimicrobial agents and emergence of
antimicrobial resistance among the pathogens are the major reason for spreading
of infectious diseases. Hence, the need for novel therapy is increased to control
infectious diseases. Deciphering the mode of action of drug is an important and
crucial process in novel drug discovery. The understanding of antimicrobial
resistance mechanisms in pathogens is a vital task during drug development. In
these aspects, proteomics provides an innovative platform for the understanding
of alteration in protein pathways that are associated with antimicrobial resistance
in pathogens. Further, proteomics study is also supporting to recognize how the
drug kills pathogen and also to reveal drug targeting pathways of pathogens. To
develop more efficient and novel therapies against pathogen infections, it is
essential to study the pathogen’s response to drugs and establish resistance
mechanisms in pathogens. Proteomics is most suitable tool to unveil molecular
mechanism of antimicrobial agents. In this chapter, we aimed to reveal the
significance of proteomics-based approaches in the identification of antimicrobial
drug targets, to decipher the mechanism behind the drug resistance, and to unveil
the mode of action of antimicrobial agents.
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16.1 Introduction

Normally, human microbiome is harmless and also supporting the several biological
processes of host. Likewise, several pathogens are also having the ability to survive
in humans without causing any harmful infections till the host is with active immune
system. However, immune system of host is compromised at certain circumstances,
and infectious agents take advantage of this condition to cause diseases. Infectious
diseases are majorly caused by microorganisms such as bacteria, fungi, and viruses
[1, 2]. Among the infectious disease-causing pathogens, bacteria and fungi play an
important role in causing infectious diseases to human [3, 4]. Bacteria possess the
ability to cause mild to severe infections including soft tissue infections, urinary tract
infections, bacteremia, tuberculosis, bacterial meningitis, wound infections, pneu-
monia, etc. [5].

Antibiotics are predominantly used to control the bacterial infections and it works
by completely killing bacteria or by affecting bacterial growth and development.
Since the origin of antibiotics, they have significantly reduced the impact of infec-
tious diseases caused by bacteria. At the same time, inappropriate usage of
antibiotics led to the development of antibiotics resistance among the bacterial
species, and it reduces the efficacy of antibiotics against infectious diseases
[6]. Same phenomenon was observed in treatment of other pathogens associated
with infectious diseases such as fungi and protozoans [7]. Antimicrobial resistance is
causing serious public health problem by increasing the hospitalization, treatment
costs, morbidity, and mortality. According to recent data of the Centers for Disease
Control and Prevention (CDC), yearly more than 2.8 million cases are observed with
antibiotic-resistant infections, and 35,000 people are dying annually in the USA due
to infectious disease caused by multidrug-resistant pathogens. Furthermore, the cost
spent for the treatment of infectious disease immensely affected the economic
productivity up to $1.5 billion per year in the USA. Overall, antimicrobial resistance
impacted public health and economics worldwide [8–10]. Antimicrobial resistance is
acquired by the pathogens through various mechanisms such as drug target modifi-
cation, efflux pump, drug inactivation, biofilm formation, virulence factor secretion,
etc. [11]. Therefore, emergence of antimicrobial resistance in pathogens is a global
threat to human health and development. Hence, it requires more attention to
develop novel antimicrobial therapy to treat infectious diseases caused by various
pathogens.

In order to control antimicrobial resistance, numerous factors need to be consid-
ered during the development of novel antimicrobial agents including drug target,
mechanism of action, drug efficacy, and safety. Among these factors, identification
of drug targets and mechanism of action is a crucial aspect to avoid the development
of antimicrobial resistance in pathogens. An important process in good drug design-
ing is to identify the targets responsible for pathogen growth, development, and
pathogenicity and designing drugs for vital druggable targets. The prediction of drug
targets and mechanisms of action of drugs saves cost and time in the development of
novel antimicrobial agents [11–14]. Elucidation of molecular mechanisms of drug
has gained more importance for the development of new antimicrobial agents since it
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reveals drug targeting pathways and thereby it supports the discovery of novel drug
with multi-target potential against pathogens. Several approaches have been used to
study drug targets and mechanism of action such as biochemical methods, computa-
tional methods, and omics-based methods including genomics-based method, deep
sequencing method, and transcriptomics and proteomics approaches [15–
17]. Among all these approaches, proteomics is the very effective method to identify
drug target and molecular mechanism of action on infectious disease-causing
pathogens. Since, proteins are real functional biomolecules in the living system,
and they are involved in pathogenesis and resistance mechanism of pathogens [18–
20]. In this regard, the current chapter briefs about importance of proteomics-based
approaches to identify the molecular mechanism of action of antimicrobial agents
against infectious disease-causing human pathogens.

16.2 Omics-Based Approaches to Analysis Mode of Action
of Antimicrobial Agents

The omics-based approach is a true systematic approach to understand pathogen
metabolism, drug resistance mechanism, and pathogenicity. Recently, omics-based
approach is completely associated with drug discovery pipeline due to their role on
drug target identification, drug target validation, druggable pathways, unraveling
drug mode of actions, etc. [21, 22]. Genomics, transcriptomics, proteomics, and
metabolomics are various omics strategies used in the novel drug discovery for
microbial infections (Fig. 16.1) [23]. In genomics-based approach, whole genome
sequencing helps antimicrobial drug discovery by exploring the virulence gene
expression dynamism in pathogens grown in the absence and presence of novel
antimicrobial agents of interest. And, it also reveals genes responsible for disruption
of drug action, drug target modification, and efflux pump activations
[24, 25]. Microarrays, RNA sequencing, and gene expression analyses belong to
transcriptomics-based method to study the differential expression in organisms at
various conditions. Transcriptomics analysis became an important method to under-
stand mechanisms of pathogenicity and gene function, recognize new drug targets,
and discover the drug action [26, 27]. Proteomics approach has attained more
response in drug discovery due to limitations in the sensitivity and complexity of
genomics and transcriptomics approaches. Proteomics techniques largely unveiled
the proteins involved in pathogenesis, drug-resistant proteins, druggable targets, and
pathways [28–30]. Proteomics-based approach plays unique and vital roles in the
new drug development process because proteins are the real key players in living
organisms.
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16.3 Proteomics and Its Significance

In 1994, Marc Wilkins coined the term proteome. Proteome is specifically studying
the structures and functions of whole proteins of particular organisms. Proteins are
important biomolecules of living organisms and are mediating all the metabolic
pathways and biological process of organisms. Proteins are actual influencer in
biological function and are not only dependent on DNA and mRNA expression
levels but also with the posttranslational modification of host organisms [31–
33]. Therefore, proteomics has been considered as the most suitable way to charac-
terize biological systems when compared to genomics and transcriptomics. Proteo-
mics is the technology used for the characterization, quantification, and identification
of whole proteome of cell, tissue, or an organism. Proteomics-based approaches are

Fig. 16.1 Omics-based approaches in antimicrobial agent development
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used in several aspects such as recognition of biomarkers, pathogenicity
mechanisms, identification of differential expression of proteins, disease diagnosis,
and elucidation of the role of proteins in various pathways of organisms [34, 35].

Proteomics technologies enable the identification of biomarkers for drug efficacy
and toxicity, thereby helping the drug development process. Proteomics-based
technologies are ideal choice for the identification of pathways targeted by novel
drugs and revealed the function of proteins under disease conditions. It is useful to
study the host-pathogen interactions, and thereby it supports to diagnosis of infec-
tious diseases caused by pathogens. Proteomics experiments could be used for
various purposes in clinical and health studies including monitoring the food
proteins and biomarker discovery in various diseases such as tumor, AIDS, cardio-
vascular, and renal diseases [36–38]. Overall, the development and application of
proteomics have been increased greatly in several promising new directions.

16.4 Proteomics in Drug Discovery

Currently, studying proteins of organism is an important process in drug discovery,
and researchers have also focused on proteomics-based study to develop the novel
drugs. Generally, application of proteomics includes identification and validation of
drug target, identification of biomarkers to diagnose disease, assessment of toxicity
of drugs, and mechanisms of action. Proteomics analyses reveal differential expres-
sion of proteins in response to infection-causing pathogens and thereby help to
identify target proteins responsible for infections. These proteins could be a potential
therapeutic target to design novel drugs [39–42].

Proteomics approaches also help to study the protein-protein interactions through
which it supports to assess the impact of drugs on pathogens. Protein expression
levels in pathogen are modified based on drug treatment and provide vital indications
about drug effectiveness and targets. Target identification is the primary process in
drug discovery, and also validation of identified targets is essential process in drug
discovery pipeline [39, 40, 43–45]. Crucial process in drug development pipeline is
to understand the virulence-associated pathways of microorganisms based on that
drug need to be designed. Proteomics technologies are very useful to identify the
pathways involved in pathogenesis of microorganisms. Proteomics-based
technologies are suitable method to assess the drug resistance mechanisms in
pathogens by comparing proteome of sensitive strains with resistance strains. Prote-
omics methods are also useful to identify posttranslational protein modifications
including phosphorylation, glycosylation, acetylation, proteolysis, and amino acid
polymorphisms in organisms [46–48]. On the whole, proteomics-based technologies
are playing crucial role in terms of drug-target interaction, drug efficacy, drug
toxicity, exposing the drug mechanism of action, drug resistance, etc.
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16.5 Proteomics-Based Techniques for Studying Drug
Development

Proteomics-based approaches have been emerged as a powerful tool to study
mechanism of action of particular drug. Figure 16.2 illustrates the various methods
used in proteomics-based approaches. The top-down proteomics assess the proteins
and posttranslational modifications in the intact state. The bottom-up strategy is
sensitive and powerful approach to examine multiple proteins in a single sample and
majorly used in clinical diagnostics. In bottom-up proteomics, proteins are enzymat-
ically digested into small peptides, whereas in middle-down approach, proteins are
digested into large peptides. The peptide fingerprint of the proteins is identified using
liquid chromatographic pre-fractionation followed by mass spectrometry. But in
top-down proteomics approach, the complex protein mixtures are ionized,
fragmented, and analyzed in the intact form to identify the targeted proteins of the
respective organisms [49].

Various proteomics analytical methods have been used to assess the drug
mechanisms of action such as gel-based and gel-free method. In gel-based, proteins
are extracted from pathogens grown without and with drugs. Then, proteins are
separated based on their isoelectric point and molecular weight using
two-dimensional gel electrophoresis. Then, the differentially expressed protein
spots on the gels are selected and identified with the help of mass spectrometry

Fig. 16.2 Various strategies in proteomics-based approaches
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analysis. On the other hand, in gel free methods, protein samples are subjected to
mass spectrometric analysis without gel based separation. Various quantitative gel
free proteomics technologies such as SILAC, iTRAQ and ICAT are widely used by
researchers to identify differentially regulated proteins in crude samples [50–
52]. Finally, differentially expressed proteins in drug-treated and untreated control
proteins of organism could be found, and then drug-targeted pathways could be
identified with computational analysis.

16.6 Infectious Disease-Causing Clinically Important Pathogens

Pathogen is defined as microorganism which possesses the ability to infect the host
organisms. Mostly, human is an ideal choice for the pathogens because the
nutritional availability and optimum temperature of the human body support the
pathogen survival and multiplication. Numerous factors are responsible for spread-
ing of infectious disease including global warming, urbanization, lifestyle, and
inappropriate usage of antimicrobial agents [53–55]. Even though there is a remark-
able advancement in the prevention, diagnosis, and treatment, infectious diseases
still remain the leading cause of morbidity and mortality around the world. The
resistance of pathogens to various antimicrobial agents has emerged as a major threat
to the public health due to reduced efficacy of antimicrobial agents in the treatment
of infectious diseases. Almost all the pathogens (bacteria, fungi, and virus) have high
levels of multidrug resistance to conventional drugs. The development of drug
resistance is a natural phenomenon due to inappropriate usage of antimicrobial
drugs. Improper infection prevention and treatment led to emergence of drug
resistance in pathogens [56–58]. Hence, it is more important to research more on
the discovery of novel antimicrobial agent against infectious disease-causing
pathogens.

Several studies have reported the various bacteria with high rates of infection
such as Acinetobacter species, .Escherichia coli, Klebsiella pneumoniae, Pseudo-
monas aeruginosa, Staphylococcus aureus, Streptococcus pneumoniae, Salmonella,
Shigella species, Neisseria, and Mycobacterium tuberculosis. A high number of
fungal infections are caused by Trichosporon beigelii, Cryptococcus neoformans,
Pseudallescheria boydii, Aspergillus species, Scopulariopsis species, and Candida
species. Prolonged viral infections have been observed in HIV virus, cytomegalovi-
rus, herpes simplex virus, influenza A virus, varicella-zoster virus, hepatitis C, and
SARS. Plasmodium species, Toxoplasma gondii, Leishmania species, Trichomonas
vaginalis, and Entamoeba species are major disease-causing parasites [57, 59–
61]. Table 16.1 presents the list of major infectious disease with causative agents.
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16.7 Mode of Action of Antimicrobial Agents Elucidated
Through Proteomics-Based Approaches

For many decades, antimicrobial agents are used to eradicate the infectious diseases.
However, these antimicrobial agents became ineffective against pathogens due to
various mechanisms such as efflux pump, biofilm, virulence factors, alteration of
drug targets, and drugs degradation [62–64]. Hence, to develop more proficient
antimicrobial agents against infectious diseases, studying the mechanism of action of
drugs is a primary process. Proteomics is an appropriate and powerful tool to study
molecular response of pathogens to antimicrobial compounds. Analyzing the

Table 16.1 Major infectious diseases in humans

Type Causative agent Disease

Viral
diseases

Influenza virus Influenza

Human immunodeficiency virus (HIV) Acquired immunodeficiency
syndrome (AIDS)

Human papillomavirus (HPV) Genital warts

Hepatitis virus Hepatitis

Corona virus Coronavirus disease (COVID)

Bacterial
diseases

Mycobacterium tuberculosis Tuberculosis

Salmonella typhi Typhoid

Helicobacter pylori Gastritis and ulcers

Neisseria gonorrhoeae Gonorrhea

Neisseria meningitidis Meningitis

Staphylococcus aureus Toxic shock syndrome and soft tissue
skin infections

Streptococcus pneumoniae Pneumonia

Streptococcus pyogenes Scarlet fever and strep throat

Clostridium tetani Tetanus

Corynebacterium diphtheriae Diphtheria

Vibrio cholerae Cholera

Fungal
diseases

Candida spp. Candidiasis

Cryptococcus neoformans Cryptococcal meningitis

Trichophyton, Microsporum, and
Epidermophyton spp.

Ringworm

Aspergillus spp. Aspergillosis

Blastomyces dermatitidis Pulmonary blastomycosis

Protozoan
diseases

Plasmodium spp. Malaria

Leishmania spp. Leishmaniasis

Trypanosoma spp. African trypanosomiasis/African
sleeping sickness

Trypanosoma cruzi Chagas disease/American
trypanosomiasis

Toxoplasma gondii Toxoplasmosis
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pathogen response profiling in the presence of drug could reveal the mechanisms
behind resistance and tolerance of pathogens to antimicrobial agents [29, 65]. In
addition, another importance of proteomics analyses in drug discovery process is to
verify the activity of particular drug by checking their efficacy with drug targets.

Recently, several studies have reported the mechanism of action of antimicrobial
agents on pathogens and also validated the drug targets using proteomics-based
approaches [66–68]. In previous studies, proteome of pathogens grown in the
presence and absence of antimicrobial agent of interest is evaluated by assessing
the changes in protein expression level using proteomics techniques. The previous
study on P. aeruginosa identified that curcumin altered the expression of proteins
involved in iron acquisition, pyoverdine and pyocyanin production in P. aeruginosa
to inhibit biofilm and virulence factors [69]. Another proteomics-based study
reported that the antibiofilm agent citral inhibited the biofilm and virulence of
S. aureus by affecting the expression of IsaA, CodY, and SaeS [70]. Further,
proteomics-based study unraveled the variation in ergosterol, sphingolipid, and
oxidative stress systems in Candida albicans by antifungal agent myristic acid
[71]. Various studies successfully explored the mechanism of action of identified
drugs on pathogens using proteomics-based tools (Table 16.2).

16.8 Conclusion

The rise of antimicrobial resistance in microbial pathogens has become major
problem in an international scale. Therefore, there is an everlasting need for the
development of new antimicrobial agents and also need to increase their therapeutic
potential through by understanding the drug molecular mechanisms of action. The
scientific community started to reveal the drug actions on pathogens and also
decipher the resistance and tolerance development to antimicrobial agents. The
proteome approaches not only support the drug discovery but also improve novel
strategies to infectious disease-causing pathogens. This chapter summarized the
importance of proteomics-based approaches for understanding mode of action of
antimicrobial agents, role of proteomics in drug discovery, and support of proteo-
mics to develop novel treatment strategies to control infectious disease.
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Table 16.2 Mechanism of action of bioactives revealed by proteomics approaches

S. No. Drug/compound Target pathogen Molecular mechanism Reference

1. Curcumin Pseudomonas
aeruginosa

Modulation of iron
homeostasis and oxidative
stress response

[69]

2. Oleic acid Candida
albicans

Down regulation of
ergosterol biosynthesis,
lipase production, iron
homeostasis

[66]

3. Myristic acid Candida
albicans

Alteration of ergosterol,
sphingolipid and oxidative
stress

[71]

4. Citral Acinetobacter
baumannii

Interruption of antibiotic
resistance, antioxidant
defense, and biofilm-
associated two-component
systems

[67]

5. Vanillic acid Serratia
marcescens

S-layer, flagellin, and fatty
acid biosynthesis

[68]

6. Citral Staphylococcus
aureus

Modulation of pleotropic
transcriptional repressor,
cell wall homeostasis,
exotoxin secretion

[70]

7. 3-p-Trans-coumaroyl-
2-hydroxyquinic acid

Staphylococcus
aureus

Disruption of cell
membrane and
peptidoglycan synthesis

[72]

8. Bismuth drugs Helicobacter
pylori

Urease accessory protein
ureg

[73]

9. Chlorhexidine Acinetobacter
baumannii

Disruption of cell
membrane

[74]

10. Silver nanoparticles Pseudomonas
aeruginosa

Stimulation of oxidative
stress response, an
destroying iron
homeostasis

[75]

11. 3-
Hydroxyphenylacetic
acid

Pseudomonas
aeruginosa

Modulation of DNA
replication and repair, RNA
modifications

[76]

12. Plantaricin gz1-27 Staphylococcus
aureus

Modulation of biofilm
formation, DNA replication
and repair, and heat-shock

[77]

13. Chitosan Escherichia coli Altering the stability of
outer membrane

[78]

14. Silver Escherichia coli Damage of multiple
enzymes in glycolysis and
tricarboxylic acid (tca)
cycle

[79]

15. Alpha-mangostin Staphylococcus
epidermidis

Alteration in cytoplasmic
membrane integrity, cell
division, teichoic acid
biosynthesis

[80]

(continued)
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Abstract

Tuberculosis caused byMycobacterium tuberculosis (M. tb) with a global burden
of 10 million cases in 2019 causes morbidity and mortality if not treated. The
constant rise in drug-resistant TB has further aggravated the problems and proves
to be the major roadblock in combatting TB. Complete understanding of the
pathogen’s physiology and its virulence attributes is essentially required and is
important in designing new treatment strategies. M. tb multi-omics strategies are
proving to be very useful in gaining insights into the disease. Despite the
availability of genomic and transcriptomic data, the pathogenic potential, survival
strategies, persistence, immunomodulation, drug resistance mechanisms and the
host-pathogen interactions remain poorly understood. Proteomics approaches
thus prove to be more informative for studying mycobacteria providing minute
details about the true state of the cell under various conditions. Protein profiling of
different strains of mycobacteria, clinically relevant, as well as drug-resistant
isolates, has tremendously increased our knowledge in the understanding of
disease mechanism. Proteomics and bioinformatics approaches have helped
greatly in identification and characterization of target proteins which can be
exploited for novel therapeutics. This book chapter provides an update on the
different proteomics technologies and their application in unravelling TB
physiology.
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17.1 Introduction

Mycobacterium tuberculosis (M. tb), the aetiological agent for tuberculosis (TB), is
ranked as one of the topmost killers among all infectious agents [1]. The major
challenges for the management of TB include the rise of multidrug-resistant (MDR)
TB, extensively drug-resistant TB (XDR), HIV (human immunodeficiency virus)
co-infection and poverty [2]. There is no effective vaccine, and the only vaccine
available is the century-old Bacillus Calmette-Guerin (BCG). However, the variable
protection of BCG in adults has posed a serious threat to TB elimination programme
worldwide [3]. The current therapy comprises first-line drugs, which take 6 to
9 months for completion and have serious side effects [4]. Treatment of MDR/XDR
requires much longer duration and includes TB drugs from the second line in
addition to first-line drugs, pyrazinamide and a high dose of isoniazid [5]. Despite
these treatment regimes, the rise in MDR and XDR cases has created new hurdles for
pre-existing drug therapy [6]. Hence, there is an unmet medical need to develop an
effective vaccine and improved drugs for TB management.

M. tb is transmitted through inhalation of airborne aerosol bearing the pathogen
[7]. Upon entry ofM. tb pathogen into the lungs, it infects alveolar macrophages and
bypasses the host immune response for its survival and pathogenesis [8]. To further
ensure its survival, mycobacteria also dampen anti-mycobacterial defence mecha-
nism utilised by macrophages including autophagy, phagosome acidification and
production of reactive oxygen and nitrogen species [9–11]. Also, infected alveolar
macrophages then secrete chemokines that attract inflammatory cells including
neutrophils, macrophages and natural killer cells, further promoting inflammation
and formation of multinucleated giant cells called granulomas [12]. These
granulomas thus provide a niche for the containment of bacteria and also serve as
a reservoir for the spread of the infection.

M. tb-secreted proteins (secretome) play a critical role in subverting the immune
response and intracellular growth [13, 14]. Early secreted antigen (ESAT-6), an
essential virulence factor of M. tb, is known for regulation of host immune response
by inhibiting pro-inflammatory responses, such as interferon (IFN) gamma produc-
tion [15] and interleukin (IL)-12 production [16]. Furthermore, ESAT -6 stimulates
IL-6 production in macrophages [17]. Besides, ESAT-6 also plays an important role
in inducing macrophage polarisation and transition into epithelioid macrophages, the
major constituent of TB granuloma [18, 19]. It was further demonstrated that M. tb
secreted effector Rv1988 localises to the host nucleus and methylate host histone
proteins and thus epigenetically modulates macrophage’s anti-mycobacterial
functions [20]. These studies cumulatively suggest the critical role of M. tb proteins
in the regulation of host functions, and hence, for the understanding of M. tb-
associated disease pathology, characterisation of M. tb proteome is warranted
[21]. In addition to characterising the role of M. tb proteins in virulence, the M. tb
proteome could also be explored for potential antigens that can be utilised as an
effective vaccine candidate. In this regard, high-throughput proteome-wide screen-
ing of potential M. tb antigens could be helpful in the generation of novel
vaccines [22].
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Although the genomic makeup of M. tb has been extensively studied, the
proteome analysis of M. tb lags due to the complex protocols for M. tb protein
isolation and need for sophisticated instrumentation [23]. Also, the proteome of
XDRM. tb revealed that more than 30% are hypothetical proteins that have not been
characterised to date [24]. The lack of comprehensive exploration ofM. tb proteome
has further widened the gap in understanding the virulence and pathogenesis of
M. tb. Therefore, unravelling the proteomic makeup of M. tb will further be helpful
in better understanding of the physiology and virulence of M. tb, which may reveal
novel drug targets [23]. Altogether these efforts may help achieve the WHO’s End
TB strategy. M. tb H37Rv complete genome of 4.4 Mb consists of around 3924
genes [25]. The identification and characterisation of all the genes are important, but
attention should be given to the gene products responsible for virulence and patho-
genic attributes. These virulence factors can then be quantitated using proteomics
approach amounting for the difference in pathogenicity and drug resistance among
lineages.

17.2 Investigation of Mycobacteria Using Proteomics Approach

Proteomics proves to be an important tool in the identification of novel protein
targets which are part of pathogen survival strategies, defence responses by the host
and subsequently, the host-pathogen interactions. The upregulation and
downregulation of host immune-related proteins and virulence-related proteins of
pathogens are indicative of their role in defence or pathogenesis. These upregulation
and downregulation are useful in the identification of proteins which may prove to be
important as drug targets or development of diagnostic tools representing various
stages of the pathogenesis and the level of advancement of the infection. Starting
with the identification of any such protein to establishing it as a drug target or a
diagnostic marker and to monitor the kinetics of protein contents of different organs
in response to infections, we need to proceed with an approach involving the
following steps in a sequential pattern:

Identification of novel targets

1. Proteomic analysis
2. Bioinformatic analysis
3. Biochemical and biophysical characterisation
4. Structural determination and functional correlation

17.2.1 Proteomic Analysis

The whole machinery of a cell (and even acellular living forms) is operated,
multiplicated and regulated by the proteins. Thus, the holistic, as well as the
individual, study of proteins becomes imperative. Proteomics plays a pivotal role
in the identification of novel protein targets which are part of pathogen survival
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strategies, defence responses by the host and subsequently, the host-pathogen
interactions. The differential proteomics investigations output evolved from a large
number of proteins laid the foundation of new hypotheses and verification of their
functions. Intracellular bacteria have evolved with different mechanisms to interfere
with host defence system and are successful as a causative agent of many infectious
diseases in human. Particularly, intracellular vacuoles are used as an essential niche
by these pathogens to overtake the cellular functions facilitating their replication and
survival. M. tb, the causative agent of tuberculosis in human, has not only been able
to alter its intraphagosomal fate by blocking phagosome maturation but has also
devised strategies to withhold the actions by immune cells and to survive for the long
term in the host successfully. Proteomics based on mass spectrometry (MS) and
two-dimensional gel electrophoresis (2D-PAGE) followed by western transfer and
assisted by N-terminal sequencing (Edman degradation) helps in the identification
and quantitative analysis of complex protein mixtures (Fig. 17.1). It is increasingly
employed to investigate host-pathogen interactions (Fig. 17.1).

M. tb, the causative agent of tuberculosis, has got much attention from the
research community in the near past. Still, it remains one of the leading causes of
death and sufferings caused by an infective disease. Today, we can decipher the
nucleotide sequence of a prokaryotic genome within hours. However, based on
genomic sequence information, it remains unpredictable to characterise the func-
tional properties. Till now, major efforts have focused on the features of the genomic
organisation of the tuberculosis pathogen. The genome of more than 10,000 different
M. tb strains with varying genotypes and phenotypes has been studied. However, to
decipher the causes behind drug resistance and pathogenicity, the application of the
whole genome sequencing technology and comparative analysis proves to be lim-
ited. The majority of the point mutations that distinguish groups of strains have been

Fig. 17.1 Major techniques used in proteomic approach
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found in the promoter regions of the genes and/or regions encoding proteins with a
hypothetical function and playing an unknown role in the physiology of
mycobacteria. In this context, a functional analysis of the information deciphered
in the pathogen genome performed using proteomic testing, including quantitative
proteomics, becomes relevant.

The features of the organisation of the cell wall, which is resistant to environ-
mental factors, acids and alkalis, make M. tb a rather complex target for proteomic
analysis. This, in its turn, requires the development of unique conditions for protein
extraction. The implemented protocols of proteomic analysis ofM. tb should also be
sufficiently effective, taking into account the complexity of accumulation of a large
bacterial mass due to the prolonged culture growth.

17.2.1.1 Major Gains Using Proteomics in Case of M. tb
Proteomic profiles of virulent H37Rv strains and avirulent strains of M. tb are being
used to identify potential candidate for vaccine. Proteomic characterisation of
H37Rv suggests a change in DosR regulon protein in hypoxic condition. Compara-
tive proteomic analysis of the proteins of a latent H37Rv strains at the exponential,
logarithmic and stationary growth phases was done using the technique of site-
specific labelling of cysteine residues (isotope-coded affinity tags, CAT) based on
covalent labelling of the cysteine residue in the polypeptide chain by chemically
identical but isotopically different reagents. The study showed 193 and 241 proteins
presents in exponential and stationary phase, respectively, mostly associated with
energy metabolism and protein degradation.
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Similarly, proteomic characterisation of Beijing strain shows its association with
drug resistance and highly virulent nature. The comparative analysis with H37Rv
shows the protein responsible for virulence factors, i.e. Rv0129c, Rv0831c, Rv1096,
Rv3117 and Rv3804c, was higher in the Beijing strain than in H37Rv. Proteins
Hsp65 (Rv0440), Pst1 (Rv0934) and Rv1886c are low in Beijing strain which helps
to avoid host immune response. Furthermore, proteins of the efflux pump Rv0341,
Rv2688c and Rv3728 were found only in the Beijing strains. Nowadays, the post-
translational modifications (PTMs) of M. tb proteins and their implications are also
identified by proteomic analysis like mannosylation decreases the virulence ofM. tb.
Mostly PTMs are responsible for the regulation of enzymatic activity, interaction
with other molecules and lifetime of cellular proteins. Similarly, M. tb antigens are
found in surface heparin-binding haemagglutinin that is used for the design of a new
vaccine.

17.2.1.2 For the Proteomic Analysis, the Two-Way Approach Is
Followed, Which Is Represented in the Flowchart (Figs. 17.2
and 17.3)
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17.2.1.3 Major Techniques Used in the Proteomic Analysis

2D Gel Electrophoresis
This technique is most currently used and done before MS and bioinformatic
analysis. It separates proteins according to their isoelectric points and molecular
weights, and the major advantage of this technique is to separate differentially post-
translationally modified forms of the same protein.

Mass Spectroscopy
The principle of MS analysis involves the conversion of the subject molecules to
either cations or anions in the ion source, separation according to their mass/charge
(m/z) ratios in the mass analyser and subsequent detection. Several configurations of
mass spectrometers that combine ES and MALDI with a variety of mass analysers
(linear quadrupole mass filter [Q], time-of-flight [ToF], quadrupole ion trap and
Fourier transform ion cyclotron resonance [FTICR] instrument) are routinely used.

Fig. 17.2 Depiction of major techniques used in the proteomic analysis
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Edman Sequencing
Edman degradation is used to identify the sequence of a protein through labelling
and cleaving the peptide without damaging the whole protein in hydrolytic condi-
tion. Phenyl isothiocyanate forms phenyl thiocarbamoyl derivative with the
N-terminal in less acidic condition form cyclic derivative of PTH. This method
can be repeated for the rest of the residues, separating one residue at a time.

ELISA (Enzyme-Linked Immunosorbent Assay)
In this technique antigen-antibody is used, it includes an enzyme-labelled antigen or
antibody, and enzyme activity is measured calorimetrically. The enzyme activity is
measured using a substrate that changes colour when modified by the enzyme. The
light absorption of the product formed after substrate addition is measured and
converted to numeric values. Depending on the antigen-antibody combination, the
assay is called a direct ELISA, indirect ELISA, sandwich ELISA, competitive
ELISA, etc.

Fig. 17.3 A proteomic approach for biomarker identification and validation
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Microarray
Microarray is a high-throughput technique used to identify and quantify a large
number of proteins in a short time span. In the case ofM. tb, it is effectively used for
proteomic analysis of cell lysate, protein constituent of culture media as well as
analysis of pleural fluid and other samples of tuberculosis patients.

17.2.2 Bioinformatic Analysis of Mycobacterial Proteome

Bioinformatic analysis of M. tb proteome has explored the host-pathogen
interactions and immunomodulation by mycobacterial infection, protein-drug
interactions, epitope-driven vaccine candidate and protein-protein interactions. The
complex host-pathogen interactions should be quantified consistently for precision
and personalised health care [23]. The structural analysis of the protein involves the
determination of primary, secondary, tertiary and quaternary structure. Till now,
4983 crystal structures of M. tb proteins have been submitted in the Protein Data
Bank repository which includes proteins (apoprotein, protein-ligand complex, DNA
binding proteins, RNA binding proteins, small peptides and post-translationally
modified proteins), nucleic acid and carbohydrates. The structural analysis explains
the mechanism of action at the molecular levels and provides leads for the develop-
ment of drug/vaccine. Proteomic analysis can be divided into the following sections.

17.2.2.1 Database/Tools of Virulence Factors
Virulence factors (VF) are the proteins which are involved in the host-pathogen
interactions, the progression of disease and survival inside the host macrophages.
There are several online and standalone tools, and databases of VF especially
developed for M. tb or bacteria or to different disease-causing pathogens. The
Pathosystems Resource Integration Centre (PATRIC) is a repository of integrated
omics datasets (genome, transcriptome, protein-protein interactions, the 3D structure
of proteins and sequenced data) [26]. The virulence factor database (VFDB) contains
the whole genome, sequence, structural and functional data which emphasise on the
common and species-or strain-specific VFs. VFDB pipeline is based on comparative
pathogenomics and VF analysis. The newly developed VFDB 2019 version has
additional pathogenic genera Francisella and Klebsiella [27]. There are other tools
which are based on machine learning approaches like VCIMPred, VirulentPred,
EffectiveT3 and T4EffPred for the recognition of VFs. VRprofile is a bacterial
genome-based server which works on backend database named MobilomeDB that
comprises gene cluster loci of bacterial mobile genetic elements which include type
III, IV, VI and/or VII secretion apparatuses (T3SSs, T4SSs, T6SSs and/or T7SS),
integrative conjugative elements (ICEs), prophages, class I integrons, insertion
sequence (IS) elements, pathogenicity islands (PAIs) and antibiotic resistance
islands (GIs) (ARIs) [28].
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17.2.2.2 Interactome Analysis of M. tb
TragetTB, MycoPrint, SinCRe-structural interactome computational resource,
CHOPIN, Mtb-HID (M. tb-Human Protein-Protein Interaction Map), Prediction of
Pathogenic Proteins in Metagenomic Datasets (or MP3) and PHI-base (pathogen-
host interactions base) are the tools and databases which explore the host-pathogen
interactions and protein-protein interactions based on genome, proteome, sequence,
structural and functional annotations. STRING database has been utilised to deci-
pher the protein-protein interactions of M. tb H37Rv. It helped to unravel the
possible pathways which lead to drug resistance [29]. TargetTB involves the struc-
tural analysis of genome, reactome, interactome, sequence, experimentally validated
phenotypic essential data and assessment of the drug on a structural basis by the
novel algorithm [30]. MycoPrint and VirulentPred are based on support vector
machine (SVM) for the exploration of the interactome of M. tb [31]. MP3 is based
on SVM and hidden Markov model for the prediction of pathogenic proteins
[32]. Human-M. tb interactions can be analysed by M. tb-HID database, which
consists of interactions between five M. tb strains (H37Rv, H37Ra, ATCC, 35801/
TMC 107/Erdman, ATCC 35801 and CAS_ NITR204) and the human host. SinCRe
interactome has been developed based on protein sequence, domain, functional
annotation and tertiary structure which decipher protein-protein and protein-drug
interactions and mutation potentially leading to drug resistance [32]. CHOPIN is a
web-based interactome which deciphers the drug resistance associated with the
mutation based on the structure of the protein (25833954). PHI-base is a database
of host-pathogen interactions between several disease-causing agents and host
[33]. These host-pathogen, protein-protein and protein-drug interactions which
lead to immunomodulation in the host may play an important role in the develop-
ment of drugs and vaccines.

17.2.2.3 Structural and Functional Analysis of M. tb Proteome in Drug
Discovery

Structural analysis of M. tb proteome involves X-ray & NMR. The functional
analysis is involved in the annotation of the protein based on its cellular, biological
or molecular function. AgBase-GOanna v.2 is a web-based database which provides
information for gene ontology [34]. Drug designing is one of the strategies based on
the structural analysis for the development of novel drugs. It involves structure-
based and ligand-based drug designing, quantitative structure-activity relationship
(QSAR), pharmacophore modelling and virtual high-throughput screening for the
scrutinisation of the drug molecule [35]. The potential drug candidates are further
analysed by structure-activity relationship (SAR) to determine their specificity,
sensitivity and activity [35]. Structural annotation of M. tb has been carried out
based on its genome and proteome which has shown its impact on the pathogenesis,
virulence, drug discovery, new drug identification and structure-based lead
design [36].
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17.2.3 Biochemical and Biophysical Characterisation

The biophysical and biochemical characterisation lays the essential foundation work
for structure and functional studies of novel targets, by helping them to crystallise.
For example, in 2018, Yang et al. cloned, expressed and purified the transcription
factor EF-TU of M. tb, which may be used as a novel drug target. Dynamic light
scattering suggested that it is present as monomeric form, and circular dichroism
showed it is a well-structured protein. The ITC indicated that it has an intermediate
affinity towards GTP and GDP, while ES-MS determined the molecular weight of
protein. The structure modelling through docking suggested that they generally bind
through H bonds. These experiments helped to understand the chemistry of the
protein and their binding properties which also helped to explore the biochemical
properties of the protein.

Fluorescence spectrometry helps us in the standardisation of emission/absorption
maxima at a particular wavelength by measuring the fluorescence intensity at the
particular wavelength. This can also be used for assessing any structural change in
the protein as well as any protein-protein or protein-ligand binding interactions,
again helpful in drug design.

Western blotting, followed by antibody binding and ELISA, is the most widely
used confirmatory technique for biochemical and functional characterisation. The
techniques are not only helpful in the quantification of particular protein but are also
helpful in drug targeting and diagnostic developments. In drug targeting and diag-
nostic design, they have immense importance in dosimetry.

17.2.4 Structural Determination and Functional Correlation

Proteins are involved in many biological pathways as catalysing agent/inhibitors/
activators/modifiers by interacting with other macromolecules. Structure determina-
tion is a process by which the three-dimensional atomic coordinates and interaction
within and other macromolecule are observed using X-ray crystallography, NMR
spectroscopy, cryo-electron microscopy and molecular modelling. These
noncovalent interactions help to stabilise the 3D structure of the molecule. The
specificity and affinity of these interactions are exclusive to biological functions
and facilitate many chemical and physical processes. X-ray crystallography is a
method to determine the interatomic spacing of most crystalline solids by putting
them as a diffraction gradient of X-rays of wavelength 1 Å in order to produce a
high-quality structure, while in NMR the applied magnetic field orients atomic
nuclei within or against the field. The nuclei absorb EM radiation to fill this energy
gap which determines the composition of mixture or product formed during the
reaction and also determines the number of hydrogens attached to each carbon.
Cryo-EM is a revolutionary technique taking over X-ray crystallography to deter-
mine the structure by exposing the flash freeze sample in an electron beam in order to
reconstruct the structure of protein and protein complex, and it helps to visualise the
protein which is not able to crystallise. This can be well exemplified by the study of
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Lin et al. 2017 who determined the structure of M. tb RNA polymerase at 3.8 Å
through X-ray crystallography which is the target of first-line drug rifampicin which
revealed that it inhibits the extension of RNA through stearic occlusion mechanism.
Also, non-related RIF compound inhibits the RNA polymerase with no cross-
reaction with rifampicin, so if administered together, it will inhibit the growth of
M. tb effectively (PDB ID 5UHA). Likewise, CryoEM structure of M. tb 50S and
70S ribosomal subunit determined by Yang et al. in 2019 suggested that the inter-
bridge in 70S helps to understand the structural basis of translation inM. tbwhich led
to the development of new drugs (PDB ID 5V93).

17.3 Differential Proteomic Expression Profiles of H37Rv, H37Ra
and BCG and Other Clinical Isolates

The accessibility of genome sequences [37] has facilitated genome-wide
comparisons of different mycobacterial species to identify gene mutations, deletions
or insertions correlated with its virulence and pathogenic characteristics
[38]. Proteomic analyses basically counterpart the genomic data in presenting
whichever genes are really expressing and reflect the functional status of the cell
under different environment conditions [39]. The availability can expect advance-
ment in the development of novel TB therapeutic measures and vaccine candidates
of large-scale differential mycobacterial proteome data.

Proteomic analyses of different mycobacterium species and strains (M. tb H37Rv,
H37Ra, BCG) have highlighted the importance of varied gene expression profiles of
several proteins involved in survival strategies of the pathogen, emergence of drug
resistance, host-pathogen interaction, etc. [40]. Proteome exploration of cellular
proteins of M. tb and BCG strains demonstrates 13 proteins unique to M. tb
H37Rv and 8 to BCG. These differences in the protein composition between
attenuated and virulent strains of M. tb are supportive for the development of
novel vaccine candidates and therapeutics [41].

Singh et al. compared proteomes of 12 different pathogenic mycobacterial strains
using Insilco tools to investigate the virulence factors of the species and compared
with 241 experimentally validated virulence factors of M. tb H37Rv. True, opportu-
nistic and non-pathogenic strains have been found to share 66%, 52% and 34%
identity, respectively, with M. tb virulent proteins. Conserved nature of virulent
proteins among the genus Mycobacterium points towards their co-option and evolu-
tion. Insilco comparative analysis ofM. tbwith different opportunistic pathogens has
shown variable expression and sequence similarities. Proteins belonging to phos-
pholipase, transferase and ESX were observed to be less similar withMycobacterium
indicus pranii (MIP) proteome. Indeed four M. tb proteins from phospholipase
family were shown to present in all other pathogenic mycobacterial members but
absent in M. leprae. Unique conservation of 14 ESX-related proteins was found in
M. bovis and M. marinum. Homologues of M. tb chorismate pyruvate lyase, Fad22,
Mmpl17 and lipoprotein Lppx are present in pathogenic mycobacterial strains,
thereby highlighting their significance in the virulence and pathogenesis. Two
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M. tb glycosyl transferases were conserved amongM. tb H37Rv,M. bovis,M. leprae
andM. marinum. One methyltransferase ofM. tb is highly similar to that ofM. bovis
andM. leprae [42]. The conservation of these transferases emphasises the presumed
importance of post-translational modifications in mycobacterial virulence
mechanism [43].

Another class of M. tb proteins called PE/PPE/PE_PGRS family is differentially
regulated in different strains of mycobacteria. Around 26 PE and 58 PPE proteins of
M. tb H37Rv were found to be similar with 7 PE and 21 PPE proteins of MIP,
respectively, pointing their importance in the modulation of host immune responses
to favour the bacterial survival [42].

In a global protein-protein interaction study by proteome microarray in a yeast
expression system, 14 different serumM. tb proteins were found to distinguish active
TB patients from recovered individuals. These proteins can, therefore, be used as
biomarkers for assessing the treatment outcomes [44]. Besides, proteome microarray
revealed the likely regulation of M. tb rhamnose pathway by c-di-GMP (ubiquitous
bacterial secondary messenger) [45] and Ser/Thr kinase PknG. This is associated
with cell wall synthesis [46]. It shows that M. tb proteome microarray study can be
applied to recognise novel molecular targets to combat TB.

The secreted proteins of M. tb that are exported intracellularly to host cells were
thought to participate in the phagosomal remodelling and bacterial survival inside
phagosomal compartments [47]. A study was conducted to identify expression
profiles of culture supernatant proteins of M. tb virulent H37Rv and avirulent
H37Ra strains by 2D gel electrophoresis. Protein expression of Rv2346c, Rv2347c,
Rv1038c and Rv3620c has been evident in M. tb virulent strain but absent in
avirulent bacterium. The location of these protein-coding genes traced in the
corresponding area in M. tb H37Ra and multiple mutations was found to be
associated with their different expression profiles. The 59th codon CAG coding
for glutamine in virulent strain was replaced with a stop codon in H37Ra avirulent
strain. This difference in the expression profiles is most likely associated with the
attenuating characteristic of avirulent bacterium [40].

Quantitative proteomics studies have highlighted substantial distinctive proteome
expression profiles of M. tb H37Rv and M. bovis BCG. The majority of differential
expression has been designated particularly to pathways involved in lipid biosynthe-
sis [41, 48] and different growth phases accompanied by nutrient starvation
[49, 50]. Furthermore, another study demonstrated the varied proteome profiles of
seven clinically significant mycobacterial species from MTBC complex including
four M. tb strains (H37RV, LAM, Beijing, CAS), M. avium, M. bovis and M. bovis
BCG using LC-MS/MS technique. The objective was to identify relevant phenotypic
disparities in different pathogenic strains in terms of immune response generation,
virulence and transmission. A total of 3788 unique M. tb proteins out of 4023
theoretical proteomes have been identified. Each of the MTBC members has been
identified with an average of 3290 unique proteins, which represent around 82% of
their total theoretical proteome.M. avium is represented by 4250 unique proteins that
comprised 80% of its theoretical proteome. Although all the classes of proteins were
found to be expressed in all strains, the significant quantitative difference was
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reported between different strains. Relative expression differences in virulence-
related proteins have been shown among different strains contributing to bacterial
fitness. A total of 989 proteins were similar in four M. tb strains, M. bovis and
M. bovis BCG, but they do not share similarity withM. avium. Expression pattern of
168 proteins was uniquely present in M. tb strains only and absented in either of
M. bovis BCG, M. bovis or M. avium. These unique proteins can, therefore, be
allocated as virulence factors of M. tb that can be explored further. These unique
168 proteins were expressed under different conditions such as starvation, macro-
phage infection, hypoxia and acidic models that prove the plausible roles of these
proteins in conferring an advantage to the bacterium in vivo [51].

PyrB, PyrC, CarA and CarB proteins are present inM. tb pyrimidine biosynthetic
operon involved in drug resistance. The Beijing strain of MTBC has been shown to
express the highest levels of CarA, PyrB and PyrC. Rv0966 is overexpressed in
Latín American Mediterranean (M. tb LAM strain) only. Rv2108, Rv2136c,
Rv1002c and Rv2703 are reported to be expressed at higher levels in the Beijing
strain. Central Asian strain lineage (CAS strain) of M. tb when compared to other
strains specifically upregulates Rv1818c expression. Rv0096, Rv2108, Rv2136c,
Rv1002c and Rv2703 have been hypothesised to modulate host functions, and their
expression level was enhanced in pathogenic M. tb strains only. Rv2136c is a well-
known virulence factor of MTBC encoding undecaprenyl pyrophosphate phospha-
tase involved in lipid biosynthesis [51, 52]. Rv0833 encoding PE_PGRS33 and
Rv3340 encoding O-acetyl homoserine sulfhydrylase MetC are involved in the
growth of M. tb and appeared to be highly abundant in M. tb LAM strain, M. tb
H37Rv and M. bovis in comparison to BCG and M. avium. Only M. tb LAM and
M. avium were shown to have upregulated expression of Rv3621c encoded PPE65.
An important toxin protein VapC2 encoded by Rv0301 has reported having the
highest expression in the Beijing strain [53].

Within host macrophage, M. tb generally depends on the intracellular setting for
the majority of the carbon and iron sources [54, 55]. Thus, in terms of adaption,
Rv1346 (Acyl-CoA dehydrogenase MbtN) is profusely expressed in M. tb Beijing
strain. Rv3709c encoded aspartate kinase (Ask) was comparatively more abundant
in M. tb H37Rv and LAM but almost absent in M. bovis and M. avium. Relatively
higher abundance of MetC and aspartate kinase in M. tb LAM strain provides the
capacity to synthesise essential amino acids for the bacterium, thereby selectively
favouring the bacterial virulence [51]. Rv1346 that encodes for acyl-CoA dehydro-
genase, which is an enzyme required for the production of mycobactin (an essential
molecule for iron acquisition in infected macrophages), is another important viru-
lence factor for M. tb infection [56].

However, another systematic proteomic profiling of two M. tb strains H37Ra and
H37Rv along with two clinical isolates BND-433 and JAL-2287 (belonging to CAS
lineage) revealed significant insights into the differential protein expression patterns
contributing to the differences in drug resistance and virulence capacity. Out of the
total 2161 protein groups identified, which covered 54% ofM. tb proteome, 257 pro-
tein groups were reported to be differentially expressed among different clinical
isolates. A total of 13, 12, 13 and 22 proteins groups were found to be specifically
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expressed in H37Rv, H37Ra, BND and JAL strains, respectively. The majority of
proteins expressed from 2161 M. tb proteins were reported to belong cell wall and
cell processes (17.2%), intermediary metabolism and respiration (31%) and
conserved hypothetical (22.2%), when categorised based on their functional
importance [57].

The proteome of JAL strain was found to be significantly distinct in comparison
to H37Rv, H37Ra and BND. Cluster gram of identified differentially expressed
proteins showed major up- and downregulation of several proteins as compared to
other strains. A substantial variation in the regulatory proteins such as transcription
factor has been described which has possibly accounted for its intricate regulatory
mechanism. Expression profiles of Mce1 and ESX operon proteins in BND and JAL
strains, respectively, were very discrete. Proteins expressed from Mce1 operon are
expressed in lesser amounts in BND strain [57]. Abrogation of an ESX protein
ESAT-6 contributed to the diminished virulence capability of JAL but had minimal
effects on other strains. M. tb H37Ra completely lacks ESAT-6 and is considered to
be an avirulent strain in nature [58]. An interesting finding pointed the lower levels
of Rv2780 encoding L-alanine dehydrogenase in JAL strain, which was the first
identified antigen known to be absent in M. bovis BCG vaccine strain [41, 59].

Ninety of the 257 differentially expressed proteins have been identified as
enzymes participating in 29 different metabolic cascades. Among those, five belong
to membrane metabolism, and the other four belongs to redox metabolism. Both
these differentially expressed protein groups are upregulated in JAL strain specifi-
cally. Among the 90 differential proteins, 12 have been specified to account in lipid
metabolism performing the particular function “beta-oxidation of fatty acids” in all
strains (M. tb H37RV, H37Ra, JAL and BND). One and six proteins from this group
have been proved to be downregulated in M. tb H37RV and M. tb JAL clinical
isolate, respectively. Moreover, this downregulation has not affected the overall lipid
metabolism due to the overexpression of other redundant protein in these
strains [57].

Altogether, these studies have pointed out a significant role of differential prote-
ome profiles of different mycobacterium strains, which eventually affect the viru-
lence and pathobiology of the pathogen during infection. Study of the distinct
protein expression profiles of different strains will aid in better understanding of
the biology of the pathogen.

17.4 Proteomics Studies Delineating the Differences Between
Drug-Resistant and Sensitive Strains of M. tb

Tuberculosis caused byM. tb is an important public health concern, and the spike in
drug-resistant TB cases has aggravated the issue. As per 2019 WHO report MDR/
RR-TB cases accounted for 3.4% and 18% of new and previously treated cases,
respectively, and the success rates of treatment of MDR and XDR-TB is just 50%
and 34%, respectively [60]. So, to achieve the END TB strategy, a better under-
standing of the pathogenesis as well as the resistance mechanism of MDR-TB is
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needed. Mutations in KatG, RpoB, GyrA, GyrB, InhA, PncA, AhpC, EmbB, Rrs,
GidB and RpsL account for 36–95% ofM. tb-resistant strains. The remaining 5–64%
can be accounted for by some other resistance mechanisms like overexpression of
porins, efflux pumps [61] or proteins neutralising drugs activity, making proteomics
study necessary. Genomics and transcriptomics have provided great insight into TB
pathogenesis, but the actual state of the cell can be more informative when it comes
to identifying metabolic and physiological characteristics responsible for infection
and drug resistance. So proteomic profiling is the new means of unravelling unique
features of M. tb strains leading to a different degree of virulence and drug
sensitivity.

Proteomics of drug-resistant M. tb has garnered much attention in the last decade
with numerous studies giving valuable information about the different drug resis-
tance markers and mechanisms adopted by the bug. Proteomics has been used for
exploring the metabolic pathways involved in the action of different anti-TB drugs.

A study comparing proteomes of isoniazid-resistant and sensitive strains revealed
five upregulated membrane proteins in resistant strains which are electron transfer
flavoprotein FixB (Rv3028c), oxidoreductase (Rv2971), Wag31 (Rv2145c), OpcA
(Rv1446c) and RegX3 (Rv0491) [62]. RegX3 belongs to a two-component response
regulator enabling mycobacteria to adapt to stress posed by antibiotics. These results
did not corroborate with earlier known mechanism of INH resistance, namely, KatG
mutations. This points towards the likelihood of these proteins to be exploited as hits
for novel therapeutic agents in future.

Another study involving RIF- and INH-resistant isolates found 27 consistently
overexpressed proteins, out of which most prominent were Wag31 (Rv2145c), GarA
(Rv1827), Rv1437 and Rv2970c [63]. Wag31 presence in both studies makes it an
important candidate for further studies. It is earlier known to be a homologue of
DivIVA and a substrate for PknA and PknB. GarA (glycogen accumulation regulator
protein) plays a role in TCA cycle and metabolism of glutamate and also required for
intracellular growth of M. tb inside macrophages. It is also observed that rifampicin
resistance occurs because of some different mechanisms other than well-
characterised RpoB mutation based on the study showing underexpression of four
proteins (FabD, Ino1, PPE60 and EsxK) in rifampicin-treated M. tb [64]. These
proteins play a role in cell wall biosynthesis.

Similarly, another study focussed on aminoglycoside (amikacin and kanamycin)-
resistant strains employing 2DE coupled with MALDI-TOF/TOF-MS and bioinfor-
matics. Proteins showing increased intensities in resistant isolates using PDQuest
advanced software were identified as ferritin (Rv3841), putative short-chain type
dehydrogenase/reductase (Rv0148 and Rv3224), bacterioferritin (Rv1876), elonga-
tion factor Tu (Rv0685), ATP synthase subunit alpha (Rv1308), alpha-crystallin/
HspX (Rv2031c), proteasome subunit alpha (Rv2109c), trigger factor (Rv2462c),
35 kDa hypothetical protein (Rv2744c), transcriptional regulator MoxR1 (Rv1479),
dihydrolipoyl dehydrogenase (Rv0462) and universal stress protein (Rv2005c)
[65]. Of these, Rv3841, Rv3224, Rv1876 and Rv0685 play an important role in
iron metabolism. Acquisition of iron is known to be important due to its role in
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mycobacterial growth, virulence and dormancy. Rv3841 (ferritin) maintains iron
homeostasis in mycobacterial cells and makes it recalcitrant to antibiotics [66].

Streptomycin-resistant M. tb when compared with susceptible strains showed
differential expression of 15 proteins which are Rv0350, Rv0440, Rv3846, Rv1860,
Rv1636, Rv3418c, Rv1980c, Rv3248c, Rv2140c, Rv1926c Rv0896, Rv3804c,
Rv0009, Rv0815c and Rv2334 [67]. Likewise, Rv2896c, Rv2032c, Rv1908c,
Rv1827, Rv0635 and Rv0036 were found to be overexpressed in multidrug-resistant
strains by a group of researchers. Rv1908c gets activated in phagosomes [68] and is
also necessary for growth and persistence in mice, guinea pigs and human peripheral
blood monocytes. Rv2896c, Rv2032c, Rv1827, Rv0635 and Rv0036 play a role in
intracellular survival.

Proteomic profiling of M. tb exposed to hypoxia revealed a strong induction of
DevR/DosR regulon proteins. Since drug-resistant strains mimic dormant cells, total
quantification of proteins involved in stress response may also provide some leads to
drug resistance mechanisms [69]. The proteome analysis of dormantM. tb compared
with reactivated bacteria at different stages of infection revealed the differential and
unique expression profiles of around 1871 proteins accounting for 47% of M. tb
proteomes. The percentage of proteins identified in different stages of dormancy and
reactivation was observed to be very less as compared to that of control. The most
significant fluctuations in the expression profiles belong to the proteins involved in
the metabolism of cells. Therefore, the proteins that were found to be differentially or
uniquely overexpressed in the reactivation stages can serve as promising targets for
novel therapeutics and vaccine potential [70]. Mycobacterial Dop protein involved
in proteasome-dependent degradation has been upregulated in dormant stages.
Degradation of proteasome-mediated Pup-Dop system is important in achieving a
dormancy state [70].

Thus, proteomics has helped greatly in deciphering M. tb responses when
exposed to drugs providing a peep inside mechanisms of drug action and resistance.
Taking all the studies together, it can be implied that differential expression of
proteins mostly involved in lipid metabolism, virulence, detoxification and adapta-
tion, cell wall and cell processes, ATP-binding cassette transporters and proteasome
function between drug-resistant and sensitive strains shifts the attention from con-
ventional drug resistance mechanisms to novel systems affecting drug efficacy. With
the help of these studies, Rv2031c, Rv3692 and Rv0444c are narrowed down as
biomarkers for diagnosis of MDR-TB [68].

17.5 Conclusions

The gain in momentum in proteomics studies over the years proves to be vital for the
effective understanding of tuberculosis disease. Advancement in proteomics has
made it easier to investigate the pathogen M. tb in more depth, giving insight into
the different factors and strategies adopted by the bug for establishing successful
infection. This chapter illustrates the role of proteomics in the study of native
proteins of M. tb involved in virulence, host-pathogen interaction,
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immunomodulation and drug resistance. Conventional biomolecule separation
techniques like chromatography and gel electrophoresis continue to be exploited to
explore M. tb proteome. Advanced MS-based approaches have further helped in
refining our knowledge of M. tb pathogenesis. Analysis of differential expression
profiles of diverse proteins among various strains of M. tb has provided a compre-
hensive knowledge of the key players of virulence which includes Fad22, chorismate
pyruvate lyase, MMpl17, ESX-related proteins, PE/PPE/PE-PGRS protein, lipopro-
tein Lppx, etc. Rv1038c, Rv2346c, Rv2347c and Rv3620c were found to be
expressed exclusively in M. tb virulent strains. A majority of proteins showing
differential expression in H37Ra, H37Rv, BND and JAL strains belong to interme-
diary metabolism and respiration (31%), cell wall and cell processes (17.2%) and
conserved hypothetical groups (22.2%). Likewise, there have been multiple proteo-
mics studies deciphering pathways and markers involved in multidrug and extensive
drug resistance. Majorly upregulated proteins in drug-resistant strains includes
Rv3028c, Rv2971, Rv2145c, Rv1446c, Rv0491, Rv1827, Rv1437 and Rv2970c,
Rv3841, Rv0148, Rv3224, Rv1876, Rv0685, Rv1308, Rv2031c, Rv2109c,
Rv2462c, Rv2744c, Rv1479, Rv0462, Rv2005c, Rv0350, Rv0440, Rv3846,
Rv1860, Rv1636, Rv3418c, Rv1980c, Rv3248c, Rv2140c, Rv1926c, Rv0896,
Rv3804c, Rv0009, Rv0815c and Rv2334, Rv2896c, Rv2032c, Rv1908c, Rv1827,
Rv0635 and Rv0036.

To summarise, the current findings pertain to the undoubted significance of
differential expression proteins in all arenas of tuberculosis making proteomics
studies indispensable for the development of rapid, simple, cost-effective
diagnostics, novel therapeutics and efficient vaccine for management of TB.
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Abstract

Staphylococcus aureus is a leading pathogen responsible for mild to severe
invasive infections in humans. Especially, methicillin-resistant Staphylococcus
aureus (MRSA) is prevalent in hospital settings and biomaterial-associated
infections. In addition, MRSA is listed as high-priority pathogen in WHO priority
pathogen list and occupied the serious threat level in CDC’s drug-resistant
bacteria report. Persistent S. aureus infections are often associated with biofilm
formation and resistant to conventional antimicrobial therapy. Inhibiting the
surface adherence and virulence of the bacterium is the current alternative
approach without affecting growth to reduce the possibility of resistance devel-
opment. Though numerous antibiofilm agents have been identified, their mode of
action remains unclear. Proteomics is the powerful approach to delineate the drug
targets of bioactive molecules. Bottom-up strategy-based comparative proteomics
is extensively used in the field of disease diagnosis and therapy. Molecular targets
of antibiotics and antibiofilm agents active against S. aureus have been unveiled
using various proteomic approaches and lead to development of drug discovery
as well.
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18.1 Introduction

S. aureus is a dangerous bacterium capable of causing deadly invasive infections in
humans in addition to mild superficial skin infections. With a plethora of virulence
determinants, S. aureus is able to adhere to biotic and abiotic surfaces and survive
even under adverse host conditions. Especially, S. aureus is the predominant cause
of biomaterial-associated infections as this pathogen prefers to adhere to the foreign
materials inside the body and mostly leads to failure of implanted devices. The major
complexity associated with persistent implant infections is formation of biofilm
which endows the bacterial cells with the resistance nature [1]. Due to resistance
to majority of commonly available antibiotics, the medical community is left with a
very few options to treat S. aureus infections. Instead of killing the bacteria with
antibiotics, inhibition of biofilm formation with antibiofilm agents seems to be a
good alternative strategy to fight bacterial infections in the recent times [2]. Apart
from finding the potential antibiofilm agents, understanding their mechanism of
action is also equally important. Thus, novel drugs with effective mode of action
can be synthesized. In addition, toxicity of drug molecules can be ruled out when
precise mode of action is known. Proteomic approach gives an in-depth understand-
ing of expression of virulence determinants in S. aureus and uncovers the complex-
ity of the virulence machineries involved in pathogenicity. The proteomic approach
utilizes various techniques which can be generally classified into two categories,
namely, gel-based and gel-free. Various proteomic strategies developed with
advancements shed more light on elucidation of drug targets in S. aureus antibiotic
resistance and contribute to the progression of antistaphylococcal therapy and drug
discovery [3]. This chapter elaborates the virulence attributes of S. aureus and
emphasizes the efficacy of proteomics in drug target identification.

18.2 S. aureus Infections in Humans

S. aureus is a human commensal bacterium mostly present in the skin and mucosae.
Though various body sites can be colonized by S. aureus, the anterior nares of the
nose is the frequent and predominant carriage site of S. aureus in humans
[4]. S. aureus colonizes anterior nares of 20–80% of the human population at any
stage of life, and 30% of human population is constantly colonized with S. aureus
[5]. The commensal S. aureus turns pathogenic when the individual becomes
immune compromised and weak [6]. Various infections caused by S. aureus in
humans are depicted in Fig. 18.1. S. aureus majorly causes skin and soft tissue
infections such as abscesses, sores, impetigo, boils, lesions, cellulitis, and folliculitis.
Apart from these minor infections, S. aureus can also cause life-threatening invasive
infections such as bacteremia, pneumonia, osteomyelitis, septic arthritis, otitis
media, endocarditis, meningitis, and indwelling device-related infections [7, 8]. In
the recent decades, the epidemiology of S. aureus gained more global attention
because of the high incidence of S. aureus in healthcare-associated infections [9].
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Most notably, S. aureus is the predominant pathogen isolated from a variety of
implantable medical devices [10]. Extensive usage of implants poses serious
problems to the patients by damaging epithelial or mucosal barriers and thereby
supports invasion of microorganisms which serve as reservoir of microbial
infections [11]. It has been reported that more than 45% of nosocomial infections
is caused by means of implanted medical devices. Further research on investigation
of microbial community associated with implant infection has revealed S. aureus as
most dangerous bacterium which can colonize the implanted surface in an irrevers-
ible manner [1]. Specifically, S. aureus has been frequently encountered in patients

Fig. 18.1 Graphical representation of moderate to severe infections caused by S. aureus in humans
(Created in BioRender.com)
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with infective endocarditis and prosthetic device-associated infections [12]. Mortal-
ity and morbidity rate of S. aureus infections is steadily increasing as prevalence of
S. aureus became ineradicable [13]. In 2017, the World Health Organization (WHO)
released the global priority list of antibiotic-resistant bacteria in which MRSA
occupied the high priority [14]. In addition, MRSA was listed as the serious threats
in the antibiotic resistance threat report published by the Centers for Disease Control
and Prevention (CDC) in 2019 [15].

18.3 Antibiotic Resistance in S. aureus: A Global Threat

Interestingly, the world’s first antibiotic was discovered from the contaminated plate
of S. aureus. The story of antibiotics started in the year 1928 when Sir Alexander
Fleming, a Scottish physician and microbiologist, accidentally discovered penicillin
from the fungus Penicillium notatum which contaminated the S. aureus plate left
opened in his laboratory in Paddington, London [16, 17]. After 12 years from
discovery, the pure form of penicillin was made clinically available in the year
1941 which saved the life of numerous soldiers with bacterial pneumonia and
meningitis during the Second World War. Due to the ability to cure various bacterial
infections, penicillin earned the repute of being called as a “wonder drug” or a
“miracle drug.” From then, different classes of novel antibiotics were produced, and
commercial availability of many antibiotics happened in the period of 1950–1970
which is referred to as “golden era of antibiotics” [18, 19].

Shockingly, a report on penicillin-resistant S. aureus was published in 1940
which was even before the first clinical use of penicillin [20]. Fleming’s comment
on resistance in his Nobel lecture in the year 1945 was even more surprising. He
mentioned that “But I would like to sound one note of warning. Penicillin is to all
intents and purposes non-poisonous so there is no need to worry about giving an
overdose and poisoning the patient. There may be a danger, though, in under dosage.
It is not difficult to make microbes resistant to penicillin in the laboratory by
exposing them to concentrations not sufficient to kill them and the same thing has
occasionally happened in the body” [21].

Later in 1959, Celbenin (with trade name of methicillin), a penicillinase-resistant
penicillin, was launched to fight against penicillin-resistant S. aureus. Methicillin
was considered to be the end of staphylococcal resistance. However, within a very
short span of time, methicillin-resistant S. aureus (MRSA) was identified by
M. Patricia Jevons from Staphylococcus Reference Laboratory, London, in 1960.
mecA gene encoding penicillin-binding protein PBP 2A is responsible for methicillin
resistance. Over the time,mecA gene got spread worldwide and 60–70% of S. aureus
strains are reported to be methicillin resistant [22]. Vancomycin was approved by the
Food and Drug Administration (FDA) in the year 1958 with an aim to treat bacterial
strains resistant to methicillin though it was identified earlier in 1953. The first
clinical strain of S. aureus with reduced susceptibility to vancomycin isolated in
Japan in 1996 was named as vancomycin-intermediate S. aureus (VISA) and clinical
isolate of S. aureus with resistance to vancomycin detected in the United States in
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2002 was named as vancomycin-resistant S. aureus (VRSA) [23, 24]. After the
global emergence of VISA and VRSA, the new antibiotic linezolid was approved for
clinical use in 2000. Unsurprisingly, linezolid-resistant staphylococci were reported
shortly in 2001 [25].

The historical events manifest the ability of S. aureus to acquire resistance to a
variety of drugs in a short period of time, whereas the discovery of every antibiotic
taken a long span of time and immense efforts. From 1970, numerous MRSA strains
with multiple drug resistance (MDR) were identified and made MRSA superbug
worldwide. Global spread of drug resistance diminished the value of antibiotics in
the treatment of bacterial infections [26]. Hence, the MRSA infections are hard to
cure with limited efficacy of antibiotics and evolved as serious clinical issue which
challenges the clinicians as well as researchers. Evolution of MDR and therapeutic
failure of antibiotics led to the post-antibiotic era to overcome severe bacterial
infections [27].

18.4 Pathogenesis of S. aureus

18.4.1 Repertoire of Virulence Factors

S. aureus is capable of producing plenty of structural and secreted virulence factors
involved in pathogenesis. S. aureus produces numerous surface proteins, called
“microbial surface components recognizing adhesive matrix molecules”
(MSCRAMMs), which mediate adherence of bacterial cells to host tissues.
MSCRAMMs specifically bind to the major components of host tissue such as
collagen, fibronectin, and fibrinogen. MSCRAMMs play a critical role in the initia-
tion of endovascular infections and biomaterial-associated infections. Once
S. aureus colonized on host tissues or prosthetic surfaces, it is able to survive and
persist in several ways. S. aureus has various virulence traits to evade the host
immune system during establishment of an infection [28]. The major virulence
factors produced by S. aureus and their role in pathogenesis are presented in
Table 18.1.

During the progression of infection, S. aureus secrets various enzymes such as
elastases, lipases, and proteases to invade and destroy host tissues. These secretary
virulence factors help metastasize to the new sites to disseminate the infection. The
structural virulence components such as peptidoglycan and lipoteichoic acid play a
role in activation of the host immune system and coagulation pathways to produce
septic shock. Apart from septic shock, S. aureus also produces superantigens that
cause toxic shock syndrome and food poisoning [49, 50]. Expression of virulence
factors is metabolically expensive and occurs in a highly controlled manner.
MSCRAMM adhesion proteins are generally expressed during logarithmic growth
phase to facilitate initial adhesion, whereas secretary enzymes and toxins are pro-
duced during the stationary phase to progress and disseminate the infection [51].
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Table 18.1 Major virulence factors of S. aureus

Virulence factor Biological function Reference

Adhesins

Teichoic acid Highly charged cell wall polymers, play a key role in
the first step of biofilm formation

[29]

Intracellular adhesion
(Ica)

Synthesize polysaccharide namely poly N-acetyl
glucosamine (PIA/PNAG) involved in biofilm
formation

[30]

Staphylococcal protein A
(Spa)

A surface-anchored structural protein contributes to
colonization and immune evasion. Blocks
opsonophagocytosis through nonspecific interaction
with Fc portion of the immunoglobulin G (IgG)

[31]

Fibronectin-binding
proteins (FnbA and
FnbB)

Contribute to tissue colonization in various
pathological conditions and indwelling medical
device-related infections

[32]

Elastin-binding protein
(Ebp)

An integral membrane protein mediates adherence of
bacterial cells to specific components of extracellular
matrix

[33]

Collagen adhesion (Cna) Facilitates binding of S. aureus to bone matrix [34]

Clumping factors (ClfA
and ClfB)

A cell wall-anchored protein promotes bacterial
adhesion to the blood plasma protein fibrinogen and
colonization on protein-coated biomaterials

[35]

Autolysin A (AtlA) A cell surface-associated peptidoglycan hydrolase
promotes attachment to polystyrene surfaces and play
important role in biofilm development

[36]

Enzymes

Metalloprotease;
aureolysin (Aur)

Belongs to the family of thermolysins, have a role in
staphylococcal immune escape by cleaving
complement proteins

[37]

Staphopain proteases
(SspA, SspB and SspC)

Important immunomodulatory proteins that inhibit
phagocytosis and neutrophil recruitment and damage
the epithelium and underlying connective tissue. Also
involved in biofilm dispersal

[38]

Lipase (Geh/Lip2) Interfere with the host granulocyte function, and
increase survival of the bacteria against the host
defense by inactivating bactericidal lipids

[39]

Nuclease (Nuc) Required for the evasion of neutrophil extracellular
traps (NETs) and has a role in the inhibition of biofilm
formation

[40]

Catalase (KatA) An enzyme implicated in oxidative stress resistance
and protects intraphagocytic bacteria by destroying
hydrogen peroxide produced by the phagocyte

[41]

Hyaluronidase (HysA) Promotes tissue penetration and disease progression [42]

Coagulase (Coa) Activates prothrombin, thereby converting fibrinogen
to fibrin and promoting clotting of plasma or blood.
Also responsible for abscess formation and
persistence in host tissues

[43]

(continued)
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18.4.2 Biofilm Formation

What makes the tiny S. aureus to acquire the ability to infect giant humans and even
to cause death is just the group behavior. Discovery of bacterial communication
otherwise known as quorum sensing not only awakened the global researchers to
focus on virulence nature of microorganisms and also unearthed the multi-cellular
behavior of microorganisms [52]. Bacteria achieved the eukaryotic lifestyle by
adherence based community living in the form of biofilm. Bacterial biofilms are
the sessile and highly structured microbial communities which are encased within
the self-produced matrix of extracellular polymeric substances (EPS). Biofilm mode
of lifestyle enables the bacterium to adhere onto both biotic and abiotic surfaces [53].

S. aureus is a well-known biofilm-producing bacterium and plays a crucial role in
hospital-associated infections by forming biofilm on medical devices. Biofilm for-
mation in S. aureus is a multistep process. Initial step of biofilm formation is
adherence to either biotic or abiotic surfaces using adhesin proteins which is
followed by the proliferation of cells to form microcolonies, and then the secretion
of EPS induces more cells to form a three-dimensional biofilm. EPS is a hydrated
three-dimensional matrix comprising polysaccharides along with molecules such as
eDNA, eProteins, and lipids. Once mature biofilm is formed, it becomes a stable
microbial community against adverse environmental conditions. Dispersal of bio-
film is mediated by the production of matrix-degrading enzymes such as nucleases
and proteases [54].

Formation of biofilm provides the adherent stay for the bacteria, thereby making
them more virulent than planktonic cells in numerous ways such as resistance to host
immune response, altered growth rate, metabolically inactive persister cell

Table 18.1 (continued)

Virulence factor Biological function Reference

Toxins

Phenol-soluble modulins
(PSMs)

Efficiently lyse white and red blood cells and
contribute to the structuring of biofilms and the
dissemination of biofilm-associated infections

[44]

Hemolysins (Hld and
Hla)

Induces lysis of red blood cells and play an important
role in various diseases such as pneumonia, sepsis,
septic arthritis, brain abscess, and corneal infections

[45]

Staphylococcal
enterotoxins (Sea and
Seb)

Enter the bloodstream and circulate through the body,
thus allowing the interaction with antigen-presenting
cells and T cells that leads to superantigen activity and
causes classic food poisoning, nausea, vomiting, and
diarrhea without fever

[46]

Panton-Valentine
leukocidin (PVL)

A potent pore-forming cytotoxin causes tissue
necrosis and selectively disrupts leukocyte
membranes, thus leading to enhanced virulence

[47]

Toxic shock syndrome
toxin-1 (TSST-1)

A prototype-secreted superantigen binds to class II
MHC molecules on antigen-presenting cells and
stimulate large populations of T cells leading to an
acute toxic shock

[48]
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formation, synchronized virulence gene expression, and horizontal gene transfer
[55, 56]. Hence, antibiotics are unable to penetrate the slimy EPS matrix of biofilm.
In addition, gene encoding antibiotic resistance is highly transferred within biofilm
cells, and hence antibiotic-degrading enzymes are overexpressed in biofilm cells,
thereby making the whole microbial community antibiotic resistant.

18.4.3 Regulatory Mechanisms of Biofilm Formation and Virulence

The formation of biofilm in S. aureus is well organized and tightly controlled as well.
A complex network of regulatory molecules controls the expression of biofilm
components either positively or negatively [57]. Bacterial cells secrete as well as
detect the signaling molecules also called as autoinducing peptides (AIP) which
elicit the cascade of biological processes inside a cell. This kind of bacterial
communication is called quorum sensing which regulates the expression of virulence
traits. In S. aureus, quorum sensing is mediated by accessory gene regulatory (agr)
system which consists of agrBDCA operon. AIP-mediated agr system regulates the
production of an array of structural and secreted virulence factors in S. aureus. Agr is
a two-component regulatory system controlled by agr operon with four genes
agrBDCA in which agrD codes for AIP which is further processed and transported
by agrB and extracellular AIP is recognized by the receptor protein agrC which
phosphorylates the cytoplasmic partner agrAwhich further induces the expression of
regulatory RNA known as RNAIII as well as induces the expression of agrBDCA as
feedforward induction. RNAIII inhibits the production of adhesion proteins which
are involved in colonization whereas induces the production of matrix-degrading
enzymes which are involved in dissemination. Thus, agr system acts as the switch
between biofilm and planktonic state of bacterial growth depending on the cell
density [58, 59].

Apart from agr system, various regulators are involved in governing biofilm
formation. A major regulatory molecule appears to play a key role is staphylococcal
accessory regulator A (sarA) which is well reported to positively regulate the biofilm
formation. SarA protein has high binding affinity to the promoter region of ica
operon and induces the production of poly-N-acetylglucosamine (PNAG) also
known as PIA which facilitates biofilm formation. Additionally, SarA induces the
expression of biofilm-associated adhesive proteins. Further, the stress responsive
sigma factor (σB) activates sarA as well as ica operon mediated PIA biosynthesis and
supports biofilm formation. On the other hand, MgrA, a well-known member of sarA
family, impedes biofilm formation by inhibiting the process of autolysis, and it is
also involved in activation of agr system [57, 60].
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18.5 Unveiling the Drug Targets in S. aureus Using Proteomic
Approaches

18.5.1 Importance of Proteomics in Drug Target Discovery

In recent years, research on proteomics gained more attention because of its ability to
extract, separate, analyze, and identify the total proteome. As proteins are functional
players arising from genes and being involved in various cellular processes, research
on proteome level will enlighten the actual molecular mechanisms of biologically
active compounds. In addition, proteomic techniques are highly sensitive and repro-
ducible against a wide range of proteins [61]. The discovery of drug target in any
clinically important pathogen is important with a potential health benefits for the
welfare of the society. Decoding the principal mechanism of action of a drug and
analysis of off-target interactions are essential to explore the therapeutic potential
and side effects of the drugs [62]. Proteomics is a robust approach to unveil the mode
of action of biologically active molecules against the virulence traits of the
pathogens. In addition, proteomics can be exploited to study the quantification of
protein abundance, interaction of proteins with other biomacromolecules, and post-
translational modifications [63]. The study of proteomics is commonly categorized
into two, namely, bottom-up and top-down approaches. The top-down proteomic
approach is used to analyze the complex proteins in the intact native state, whereas in
the bottom-up approach, proteins are fragmented to peptides prior to analysis and
identification. The bottom-up strategy is widely used in the field of health and
medicine due to its sensitivity and reliability [64].

18.5.2 Entire Proteome of S. aureus

As genomics serves as the backbone of proteomics, publication of complete genome
sequence of S. aureus in the year 2001 laid the foundation for S. aureus proteomics
[65]. From the genome sequence, the number of open reading frames was predicted
to be around 2600. Comprehensive mass spectrometric studies coupled with
two-dimensional polyacrylamide gel electrophoresis (2-DGE) identified 1123 cyto-
plasmic proteins which represent 66% of predicated cytoplasmic proteins, and
2-DGE reference map (with 473 identified proteins) of S. aureus cellular proteome
was first established in 2005 [66]. Later, the total proteome of S. aureus comprising
cytoplasmic, surface-associated, membrane, and secreted proteome was predicted to
be 2618 proteins of which 2005 proteins (77%) have been identified (Fig. 18.2) [67].

18.5.3 Proteomic Strategies of S. aureus

Proteomic strategies are basically composed of protein extraction, purification,
separation, and identification. Gel-based separations of proteins are common and
widely used in the field of comparative proteomics. Advancements in the mass
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spectrometric technologies enabled the gel-free quantification of proteins based on
spectral counting and peak intensities [68]. Comprehensive workflow of S. aureus
proteomic strategies is presented in Fig. 18.3.

One-dimensional SDS-polyacrylamide gel electrophoresis (SDS-PAGE) is the
simplest gel-based proteomic technique used for the separation of proteins according
to molecular weight. In case of crude protein samples, this technique is used for the
purification of proteins prior to further analysis. Native PAGE analysis is generally
used to identify the known protein targets in native form [69]. In 1975, 2-DGE was
first introduced by O’Farrell and Klose and remains a gold standard proteomic
technique for the separation of complex protein mixtures till date [70]. The workflow
of 2-DGE comprises extraction and purification of proteins, rehydration, first dimen-
sional separation based on isoelectric point otherwise known as isoelectric focusing,
reduction, alkylation, second dimensional separation based on molecular weight,
staining and visualization of protein spots, image analysis and in-gel digestion of
proteins, mass spectrometry, and database search based identification [71]. Advance-
ment of 2-DGE with the use of mass spectrometry compatible CyDyes led to an
effective proteomic approach difference gel electrophoresis (DIGE). This technique
excludes the gel-to-gel variations which are main disadvantage of 2-DGE and also
provides extensive relative quantification of proteins [72]. Comparative gel-based
analysis of protein samples from control and treated cells can identify the

Fig. 18.2 Compendious proteome of S. aureus (Data obtained from [67])
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differentially regulated proteins, and mass spectrometric identification of proteins
spots can reveal the molecular protein targets of drugs [73].

2-DGE-based proteomic study revealed that rhodomyrtone interrupted cell wall
biosynthesis and cell division in S. aureus to exert antibacterial activity [74]. Our
previous study identified the multiple protein targets of citral to inhibit biofilm and

Fig. 18.3 Schematic illustration of comprehensive workflow involved in various strategies of
S. aureus proteomics
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virulence. Citral upregulated the transcriptional repressor CodY which suppresses
the major adhesion and secreted virulence factors [75]. 2-DGE-based proteomic
analysis of cellular proteins of S. aureus treated with juglone exhibited the inhibition
of DNA and RNA synthesis [76]. Quantitative proteomic analysis using isobaric tags
unveiled inhibition of protein synthesis by 3-O-alpha-L-(200,300-di-p-coumaroyl)
rhamnoside in S. aureus [77]. Spectral counting-based label-free quantitative prote-
omics of oxacillin-treated S. aureus revealed the upregulation of tolerance and
resistance mechanisms [78]. Disruption of oxidation-reduction homeostasis and
cell wall biosynthesis by combination of erythromycin and oxacillin was elucidated
by spectral counting-based label-free proteomic approach [79]. Disruption of iron
homeostasis induces SOS response in S. aureus upon treatment with punicalagin
identified from pomegranate through quantitative isobaric labeling-based proteomic
approach [80].

18.6 Concluding Remarks

This chapter demonstrated the pathogenesis, major virulence determinants, and
biofilm formation of S. aureus and its clinical relevance. Alternative therapeutic
developments of drug discovery to overcome the burden of antibiotic resistance are
provided in detail. The importance of proteomics in the field of drug discovery and
target identification and various proteomic strategies including gel-based and
gel-free techniques in aspect of decoding the molecular targets of drugs are
discussed. Understanding of S. aureus pathogenesis and current approaches for
drug target identification will serve as platform for future studies for the develop-
ment of effective strategies to combat S. aureus infections.
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Proteomics in the Study of Host-Pathogen
Interactions 19
Preethi Sudhakara, S. Kumaran, and Wilson Aruni

Abstract

DNA is referred to as the basic blueprint of life, but the implementation of the
genetic plan is carried out by the activities of proteins. Hence, the biological
diversity that is noticed in nature is therefore protein-based, and protein-level
modifications pave way for the natural selection. Proteomics is the study of the
proteome. The proteome is the genome-operating process that delineates the array
of proteins that are produced in biological compartments such as cell, tissue or
organs at a specific time, under specific conditions. Proteomics act as a bridge
between our understanding of genomic study and cellular processes. Proteomics
proposes a conspicuous method to study the proteomes relationship between the
host and pathogen during their complex biochemical cross talk. From the compa-
rably small number of genes in every organism whether the host or the pathogen,
the proteome stands big owing to many characteristics such as the slicing event,
single gene-multiprotein process, posttranslational modifications, etc. These pro-
cesses that follow make proteomics an indispensable omics to study the host and
pathogen interactions in any system. Pathogenic diseases are a result of host-
pathogen interaction which encompasses molecular “cross talk.” This chapter
reviews a gist of major important aspects of proteomics in determining the host-
pathogen interactome. This overview aims to understand the various proteomic
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techniques, thereby paving way for their application to study the molecular
mechanisms of bioactive molecules, characterize complex protein networks,
find (bio)marker proteins for diagnosis of diseases, and characterize targets for
formulating the drugs for pharmaceuticals.

Keywords

Proteomics · Host pathogen interaction · Interactomics · Metabolomics

19.1 Introduction

Pathogens remain a potential threat to the animal kingdom especially to the human
health and well-being. Pathogens subvert the host immune mechanisms and hamper
various cellular processes. Relationship between the host and pathogen represents
equilibrium between mechanisms of virulence modulation and host defense
processes [1].

Despite the encoded message of life process is through DNA, the encoding
proteins carryout the functions. Hence, the biological diversity is therefore protein-
based [2]. The proteome is pivotal in reacting and stabilizing the cells to environ-
mental signals [3]. It comprises a first step of the cascade, the cyto-sensorium (such
as the cellular process proteins that are sensors, receptors, and message transfer units
from environmental signals), and the following sequence, the cyto-effectorium (i.e.,
either individual proteins or a group of proteins in response to environmental
changes).

Proteomics is the study of the proteome, meaning all the proteins produced by a
cell or tissue. Proteomics paves the way in understanding of genome sequence and
their specific cellular behavior. This offers a tool to study the reaction of the host and
pathogen proteomes (i.e., genome-operating systems) during their complex bio-
chemical cross talk [4].

Advances in proteomic technologies afford opportunities to compare protein
content between biological systems. Hence, this technique is useful to explore and
characterize the host-pathogen interactions from a global proteomic view. The
technique is mainly used for two important processes, namely, determination of
the content of protein and also cataloguing the proteomic alteration due to host
interaction with the microbe in question. The recent proteomics methods are mainly
used to obtain in-depth knowledge on the mechanistic role of pathogen virulence and
hence play a pivotal role in identifying pathogen-specific markers [5].

The adaptation of omics technologies and their in-depth analysis of cells, tissues,
and organisms gives a comprehended picture of their role in the system. They mainly
include the detection of genes (genomics), mRNA (transcriptomics), proteins (pro-
teomics), and metabolites (metabolomics). This multifaceted study is referred to as
high-dimensional biology. While many areas of omics can be integrated, focusing on
a proteomics-based interaction study would be advantageous as the system will be
mined for the end product of all the omics, that is, “proteins.” From the comparably
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small number of genes in every organisms whether the host or the pathogen, the
proteome stands big owing to many characteristics such as the slicing event, single
gene-multiprotein process, posttranslational modifications, etc. These processes that
follow make proteomics an indispensable omics to study the host and pathogen
interactions in any system.

Systems biology and omics differ from traditional studies, which are largely
hypothesis-driven [6]. They have many applications. “Omics” technology can be
applied for understanding of normal physiological processes, disease progression,
and diagnosis and prognosis of a disease. Proteomics characterize the relevant
information within the cell and the organism, through protein pathways and protein
and metabolic networks [7, 8], hence facilitating to understand the functional
relevance of proteins [9]. However, the drawback of studying proteomics is the
complicated domain size (>100,000 proteins) and its inability to detect accurately
low-abundance proteins. The proteome is a dynamic reflection of both genes and the
environment. However, the practical bottlenecks are protein concentration, sample
purification, and digestion procedures.

19.2 Host-Pathogen Interaction

The intimate relationship between host and pathogen leads to a diversified molecular
cross talk resulting in the process of any disease. This complex molecular interaction
and dialogue between host and pathogen are much needed in order to explore our
understanding of pathogen virulence and also to develop pathogen-specific prote-
ome. Most host species have acquired strategies by selective pressure to mislead the
pathogen and gain the host system through molecular dialogue between the two
components. However, many pathogen species have acquired various strategies
through selective pressure in order to bypass the host defenses and winning the
molecular war and to complete its life cycle. Always, pathogens remain a significant
threat to any host species. Hence it is critical that the ability to detect, treat, and
contain transmission is an important sequential process.

Proteomics applications in studying the host-pathogen interactions are in their
developing stages, and the recent techniques could lead to new insights on host
specificity, pathogen evolution, and pathogen virulence. Many new conceptual
approaches to decipher host-pathogen interactions open up new avenues to deter-
mine the cross talk diversity involved in trophic interactions during host-pathogen
interactions.

Host-pathogen interactions are indispensable for the study of disease progression.
Hence using proteomics tools to analyze different stages of infection, pathogen
invasion and proliferation in their hosts could enlighten complex network processes
and intricate pathways of virulence determination (Fig. 19.1). Proteomics approach
coupled with bioinformatics continues to play a large role in expanding our knowl-
edge in the field of proteomics, through datasets, gene and genome, protein align-
ment methods, structural analysis, and machine learning methods hence vital for the
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understanding of host-pathogen interactions and their implication in the treatment
regimen.

19.3 Methods in Proteomic Study

Among the various methods, the first-generation proteomics approach, a
one-dimensional gel electrophoresis, was initially used to study the overall major
protein expression between the host and pathogen interaction. However, with its
inherent drawbacks, the other two major methods, namely, two-dimensional electro-
phoresis (2-DE) and mass spectrometry (MS), can explore the posttranslational
modifications of host and pathogen proteins (such as phosphorylation, glycosylation,
acetylation, and methylation). Such mechanisms are considered as major cellular
regulation in health and diseases. Although 2-DE offers a high-quality approach for
the study of host and pathogen proteomes, several proteomics tools help support this
approach for data analysis [10]. Table 18.1 shows a comparison of the most popular
proteomics tools.

19.4 In-Gel Proteomics

One of the most common and primitive methods of proteomic study include the
one-dimensional gel electrophoresis. This process includes separation of proteins
based on their charge in an electric gradient. However, the drawbacks include minute

Fig. 19.1 Major interactions of pathogen and host proteome
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mobility variations which cannot be much appreciated in such a study. However, a
two-dimensional electrophoresis (Fig. 19.2) method is used to separate proteins
employing two different properties of the protein [11].

One of the key tools for comparative proteomics research is the two-dimensional
gel electrophoresis (2-DE). In 2-DE, mixtures of proteins are separated by charge
(isoelectric point, pI) in the first dimension and separated by mass in the second
dimension.

The applicability and adoptability of this method were enhanced because of the
introduction of immobilized pH gradient strips, because this technique showed good
reproducible results and handling became easy. The 2-DE can be achieved through
the separation of several thousands of different proteins in one gel. Stain techniques,
namely, Coomassie Brilliant Blue, silver, SYPRO Ruby, and Deep Purple, can be
employed to visualize the proteins. However, this method can detect proteins in the
size range of 10–200 kDa at pH 3.5–11.5 and also, ineffective at distinguishing
between low-abundant proteins and small molecular weight proteins (<10 kDa).
Various quantification methods and fluorescent dyes with multiplexing approach are
now being replaced by mass spectrometric methods. This technique is more used to

Table 18.1 A comparison of proteomics tools

Name of the technique Separation

2-DE Electrophoresis: IEF PAGE

2-DIGE Electrophoresis: IEF PAGE

MuDPIT LC-LC of peptides

ICAT LC of peptides

SELDI-TOF-MS Physio-chemical characteristics

Protein arrays Antibody-based affinity binding reagents

Fig. 19.2 2D gel electrophoresis—principle. Separation of protein based on their p values and
molecular mass using SDS-PAGE
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study variations between two systems or pathogens or their strains and their interac-
tion with the same host cell [12].

19.5 DIGE

The ultimate evolution of 2-DE technique, DIGE, significantly improves the analyt-
ical power of gel-based methods in proteome research. Proteome samples that are
previously labeled with spectrally resolvable fluorophore agents (CyDyes™: Cy2,
Cy3, and Cy5) lead to a more accurate normalization of protein spots. Each specific
fluorophore is excited, generating unique gel images corresponding to each
prelabeled proteome sample. DIGE can also be used together with gel-free methods
(e.g., LC/MS, LC-MS/MS), which will improve the analytical power.

In order to make this technique more specific, protein degradation (e.g., hydroly-
sis and oxidation) and modification (e.g., carbamylation) must be minimized. Mem-
brane proteins are difficult to resolve due to hydrophobicity and lipid bilayers.
Table 18.2 shows the common protein staining methods.

The major methods followed in studying the host-pathogen interaction proteo-
mics are in-gel proteomics and gel-free proteomics methods. However, the two
major analytical processes in the proteomic study follows a sequence of sample
preparation, an analytical platform, separation, detection, and identification through
bioinformatics validation using databases. The two major analytical processes in the
study of proteomics are given in Fig. 19.3.

19.6 Host-Pathogen Interaction Study Using Various
Proteomics Methods

Proteomics plays a crucial role, allowing the discovery of disease biology and
mechanisms to identify new drug targets and much more. Applications for proteo-
mics in the drug discovery process, for instance, include the detection of human and
animal disease biomarkers for which studying the global proteome variation between
the infected and healthy host is indispensable. Hence, in order to study the

Table 18.2 Common protein stains used in 2D gel electrophoresis

Staining method Dye

Post-electrophoretic stains

Coomassie Coomassie Brilliant Blue-R250

Bright blue Coomassie Brilliant Blue-G250

Silver stain Silver nitrate or silver ammonia

Negative Zinc and or imidazole

Fluorescent SYPRO Ruby, SYPRO Orange, Red and Tangerine, Epicoccone

Pre-electrophoretic stains

Fluorescence CyDyes, FlaSHPro Dyes
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pharmacological responses to therapeutic treatments, identification of specific
biomarkers can be widely described as measures of normal biological or pathologic
disease states. Currently, more predictive tools need to be developed to assist in the
early evaluation of host-pathogen interaction cycle at various stages of infection, as
well as to better understand disease models and their complex interwoven pathways
between the host and pathogen. Currently, biomarkers for many human diseases are
insufficient for early detection of the disease and lack sensitivity or specificity.
Identifying earlier and more accurate disease biomarkers will significantly increase
the options for medical care and the likelihood of success for which proteomic study
plays a major role.

To identify both potential disease mechanisms and disease biomarkers,
proteomic-based platforms are becoming increasingly strong with precision. For
biological understanding at a wide-scale stage, proteomics involves using highly
complex protein screening technology. This knowledge can then be used to provide
an interpretation of the fundamental biological processes underlying diseases in
conjunction with other “omics” data. In the last decade, the advent of newer
sophisticated mass spectrometry (MS) technology, with higher resolution and faster
scan speeds, has made it possible to classify highly complex proteomes easier and
faster with shorter analysis periods [13].

One of the most important and pivotal studied processes is the host-pathogen
interaction and has focused on newer and yet uncultivable pathogens of human
microbiome and is currently being studied for their proteome variations during
interaction (interactomes). Nevertheless, simultaneous host proteome modulations
are studied through in-gel and/or direct proteomic studies using MS analysis.

Among the many microbiome keystone pathogen players that shift the entire
niche from symbiosis to dysbiosis, one of the major keystone pathogens of human
oral microbiome Filifactor alocis and its host interactions were studied. A compari-
son of one dimension, two dimension, and MS analysis is given hereunder.

Fig. 19.3 Two major processes of proteomic study given as a sequential flow diagram
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Figure 19.4a shows the one-dimensional protein mobility of various strains of
Filifactor alocis showing an arbitrary variation among the strains and variations
among the cellular and cell-free fractions of the bacteria. An in-depth study using 2D
gel electrophoresis showed a wide variation among the strains also before and after
interaction with the host (Fig. 19.4b) [14].

An SDS-PAGE analysis of cell fractions from F. alocis ATCC 35896 strain and
the D-62D strains on comparison in order to study the strain variations in virulence
and interaction showed variation in their protein profile (Fig. 19.4b). Further to
MS/MS analysis of proteins spots, a total of approximately 1568 peptides were
identified that were above the threshold ( p < 0.05) and had a Mascot score of �15
with individual ion score of more than 20. A total of 986 nonredundant peptides
corresponding to 219 proteins were identified for each protein. Thus in-gel proteo-
mics approach was used to study the major host-pathogen modulatory
pathways [14].

In continuation, in-gel proteomic study of the same samples was performed. The
expressed 2D spots from the gel were excised and were trypsin digested [14] and
were subjected to mass spectrometry analysis. The study could determine unique
expressive proteins during their interaction. The proteomic results through mass
spectrometry identified novel and unique proteomes that are mainly involved in
amino acid metabolism, secretory system, and virulence determination. The relative
abundance of such protein on comparison gave a conclusive picture on the unique
virulence determining pathways and their sequence of protein interactions. One of
the unique findings of this technique was the identification of important proteins that
have moonlighting function in virulence. Hence, the in-gel proteomics approach
deciphered on many novel such proteins unique to the bacterium as well as other
general proteins found to possess similar function in other human pathogens.

Fig. 19.4 (a) One-dimensional gel electrophoresis of five different F. alocis strains of pathogen
proteomes. (b) Two-dimensional gel electrophoresis of F. alocis strain after interaction with
the host
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19.7 Gel-Based Autoradiography and Chemiluminescence

19.7.1 Autoradiography

Labeling of proteins either prior to or post-electrophoretically using radioactive
isotopes remains the most sensitive method for protein detection. Individual
radiolabeled protein bands or spots are usually detected in one of three ways: liquid
scintillation counting, autoradiography, and fluorography. Modifications to facilitate
the detection of proteins expressed at very low concentrations (e.g., transcription
factors, cytokines, single-copy gene products) or proteins labeled with low energy
particle-emitting radioisotopes, such as [3H], include indirect autoradiography which
utilizes intensifying screens for signal enhancement and fluorography.

Autoradiography is a photographic method for documenting the spatial distribu-
tion of radioisotopes within a given tissue, organism, cell organelle, or molecule. In
autoradiography, the dried polyacrylamide gels bearing the radiolabeled proteins are
placed in direct contact with the appropriate X-ray film where radioactive emissions
react with the silver halides in the film emulsion, resulting in the formation of
elemental silver atoms that can be distinctly visualized after the photographic
development of the films. A radioactively labeled specimen, such as a slice of tissue
or polyacrylamide gel, is placed in direct contact with a photographic emulsion
intended for radiography in this technique. In the sample, the radioactive atoms will
decay, and released radiation will cause individual silver halide grains in the
emulsion, making them vulnerable to a photographic developer’s conversion into
metallic silver.

19.7.2 Chemiluminescence

Chemiluminescence takes place when light is emitted by a chemical reagent that
contains stored energy. The reagent is typically stable and does not emit light, but
can, for example, be transformed into a light-emitting product after contact with a
particular enzyme. The enzyme horseradish peroxidase (HRP) conjugated to a
secondary antibody is the catalyst that fulfills this role in most modern ECL systems.
The light emitted is proportional to the amount of labeled compound in the sample
and can be detected using CCD camera-based imagers as well as on X-ray films. As
these antibody-based systems are commonly designed to target particular
biomolecules, ECL is more robust than general colorimetric methods. Moreover,
the technique is fast and sensitive; in seconds, signals are produced, and relatively
small amounts of antigens and antibodies are typically consumed. As light is
produced without an external source of excitation, there is no possibility of samples
being photodamaged.

Chemiluminescence assays have lower background signal compared to absor-
bance and fluorescence assays that lead to greater sensitivity. Majority
chemiluminescence-based reactions, however, possess low quantum efficiency and
thus generate poor luminescence. This can limit the analytical assay applications.
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Due to their excellent optical, electronic, and catalytic properties, the introduction of
nanomaterials has introduced new capabilities into chemiluminescence assays in
recent years; this could boost the efficiency of chemiluminescence assays as playing
the role of catalyzers and fluorescence emission acceptors [15]. Compared to
photoluminescence, chemiluminescence remains, despite the low quantum effi-
ciency, which is an attractive choice for chemical analysis. This is due to three
factors, namely, (1) improved signal-to-background and signal-to-noise ratios
because of absence of a source of excitation; (2) inexpensive and stable instruments
for assay; and (3) higher level of selectivity available. Recent developments such as
the amino acid microsequencing and mass spectral analysis have made the effective
identification of previously unidentified proteins contributing to a better understand-
ing of the pathogenesis of diseases [16].

19.8 Mass Spectrometry Methods of Host-Pathogen
Interaction Study

Mass spectrometry (MS) is crucial for the analysis of proteomes and is the method of
choice for identifying proteins in any biological systems; hence, MS-based analysis
platforms using several methodologies have been developed for the analysis of
proteomes.

Mass spectrometry is the commonest of all the methods used for detection of
analytes in proteomics and metabolomic research. However, the data analysis is very
complex due to the huge amount of generated data that could be crunched by
bioinformatics support and stand-alone proteomic software.

Proteins are characterized by MS analysis by intact proteins (top-down approach)
or enzymatically digested protein peptides (bottom-up approach). In this method, the
ions are created from neutral proteins, peptides, or metabolites, which are then
separated according to their mass-to-charge ratio (m/z) and are detected to create a
mass spectrum, characteristic of the molecular mass and/or structure [17]. In addition
to that, several procedures, with or without stable isotope labeling, are used for
protein quantitation (e.g., characterize changes in protein abundances between given
biological states). Figure 19.5 shows a general flow chart of mass spectrometry.

Each analytical technique has its own different advantages and limitations in
terms of many characteristics such as the instrument sensitivity, resolution, mass
accuracy, dynamic range, and throughput.

Several techniques to determine quantitative analysis, including DIGE and ICAT
labeling, can be coupled with tandem mass spectrometry. In order to study the
metabolomics, other analytical platforms, such as nuclear magnetic resonance
(NMR) spectroscopy and infrared spectroscopy, are used for metabolite identifica-
tion [18]. The major advantages and disadvantages of the techniques used in
proteomic studies of host-pathogen interactions are listed in Table 18.3.
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19.9 Shotgun Proteomics

Shotgun proteomics is named for its similarity to shotgun sequencing, a method used
in genomic sequencing, which has since been replaced by next-generation
technologies. Given the rapid advancement in technology for molecular biology,
shotgun proteomics has been there since a decade.

In shotgun proteomics, first, the proteins are extracted from a biological sample
and then digested, following which a reverse phase liquid chromatography or
electrophoresis can be used to fractionate the resulting peptides. Next, tandem
mass spectrometry (MS) is performed on the sample, and the results are matched
to previously known peptides.

While this high-throughput approach enables researchers to analyze multiple
proteins that may be present in a sample, confusion can arise if the resulting peptides
end up matching ambiguously to multiple peptides in the database. This can happen
in especially complex samples, such as infectious disease samples that can contain
proteins from multiple organisms. In order to circumvent this issue, a number of
analysis methods and statistical algorithms have been used to confidently validate
and reconstruct proteins. The majority of proteins detected are currently inaccessible
due to limitations with traditional mass spectrometry, and strategies are being
developed to more fully understand how to maximize MS coverage [19].

19.10 Gel-Free Proteomics

Gel-free proteomics eliminate few of the major experimental errors observed in case
of gel-based approaches. This method also eliminates the extraction of protein from
the gel base; hence the concentration of proteins/peptides for analysis will be in a
detectable level. Also, the gel-free techniques can be well utilized for proteome

Fig. 19.5 General flow diagram for mass spectrometry. APCI atmospheric pressure chemical
ionization, CE capillary electrophoresis, CI chemical ionization, EI electron impact ionization,
ESI electrospray ionization, FTICR Fourier transform ion cyclotron resonance, LC liquid chroma-
tography, MALDI matrix-assisted laser desorption/ionization, MCP microchannel ionization, ToF
time of flight
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quantification studies and comparison studies which play a significant part in
analyzing the host-pathogen interaction process.

There are two methods of “gel-free approaches,” i.e., label-based approaches and
label-free approaches [20]. These methods utilize the proficient liquid chromatogra-
phy and mass spectrometry tools. This is a simple technique that follows sequential
processes where proteins are isolated, digested (labeled/non-labeled), eluted on
liquid chromatography, and detected and analyzed by mass spectrometry.

In this strategy, the protein will be enzymatically digested and subjected to high
resolution chromatographic separation. The eluted peptides are then transferred to
MS where m/z ratios are analyzed and chromatogram depicting signal intensities.
The received signal intensities of peptides provide the direct measure identifying its

Table 18.3 Major advantages and disadvantages of various important proteomic techniques

Technique Advantages Disadvantages

2D-PAGE Robust proteins can be isolated in
pure form
Posttranslational modifications
analysis
Study differential protein
expression between types of cells
Semi-quantitative protein
expression assessment
MS recognizes peptides derived
predominantly from a single
protein; more direct protein
recognition

More manual work
Problematic for very low or very
high molecular weight proteins
Salt ions

Protein
microarray

High performance
Specific to protein interactions
with several molecular categories

Known proteins detected. Isolate
protein in native conformation

Mass
spectroscopy

High sensitivity
Diversified automation
This technique can be coupled with
other proteomic platforms

MS recognizes peptides; final review
of software groups peptides
belonging to a protein; less direct
protein identification
The need for manual labor is low
(<10%) rate of protein recognition
No match with MR and pH
experimentally measured

SELDI-TOF-MS
“Surface-
enhanced laser
desorption
ionization”

High sensitivity
Clinical sample analysis, inbuilt
automation, and little manual work

Needs clinical diagnostic validity
Relatively costly
A collection process prior to
spectrum data review that has low
quality

MALDI-TOF-
MS
“Matrix-assisted
laser desorption
ionization”

High sensitivity
Relatively quick analysis

Needs comparatively pure samples
More confusion in identifiers due to
the lack of real sequence reliance on
recognition
It is important to have the same or
high homology protein sequence in
the database
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abundance in the sample [21]. The peptides are further fragmented by triple quadru-
pole mass analyzer, referred to as tandem MS (MS/MS). The data obtained from
MS/MS provides the identity of proteins through comparison of peptide masses. The
peptide masses of the protein are analyzed using established proteomics databases
using softwares such as “Sequest” [13].

19.11 Labeling in Proteomic Study

Label-based approaches use specialized isotope/isobar tags that label proteins and
peptides chemically or metabolically or enzymatically [22]. The separation of these
labeled peptides are carried out using mass spectrometry. The label-based
approaches identify unknown proteins through automation and multiplexing
abilities. Labeled protein/peptides introduce mass shifts that distinguish the relative
intensities of the proteins in the sample [23].

The most important labeling method (Fig. 19.6) used in the study of host-
pathogen interaction is chemical labeling; this method uses chemically synthesized
tags that will incorporate variable isotopes and isobars; this in turn will introduce
mass difference within the labeled proteins (ICAT) and peptides (ICPL, iTRAQ,
TMT) for their differential expression studies based on the abundance of peptides
detected by their peak intensities (based on m/z) and MS/MS fragmentation. This
method offers more accuracy and simultaneous comparison of more samples at the
sample time, and comparison can also be made to control and treatments. This
technique can be further classified into isotopic (ICAT and ICPL) and isobaric
(iTRAQ and tandem mass tag (TMT) labeling) [24].

Fig. 19.6 Labeling methods used to study host-pathogen proteomics
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19.12 Isobaric Mass Tagging in Mass Spectrometry

One of the important techniques in quantitative proteomics is the isobaric labeling;
this is a mass spectrometry strategy where peptides or proteins are labeled using
various chemical groups that have identical masses (isobaric) but will have varied
distribution of heavy isotopes around their structure. An example of this technique
for use in studying two keystone oral pathogens and their interaction with the host is
explained. Further to the sample preparation, a tandem mass tag (TMT) isobaric
mass tagging was done for labeling the samples. Two sets of labeling are done,
namely, the TMT labels 128 and 130, where the phorbol myristate acetate (PMA)-
treated protein digests will be labeled with TMT labels 127 and 130. Equal amounts
of the labeled control and PMA-treated protein digests will be combined for mass
spectrometry (MS) analysis [25].

In one of our study using such TMT labeling, a comparative analysis of several
Filifactor alocis isolates showed heterogeneity in virulence modulation and its
virulence potential. F. alocis which is one of the keystone pathogens can have
possible interaction with other important periodontal pathogens such as the
Porphyromonas gingivalis. This study envisages to explore the host-pathogen
interaction and strain variation and host modulation; hence, in coculture with
P. gingivalis, these F. alocis strains showed variations in their capacity for invasion
of epithelial cells. In the oral microbiome study there are possibilities of synergistic
interactions during polymicrobial infections that have resulted in enhanced patho-
genesis of periodontopathogens such as P. gingivalis. This quantitative proteomics
approach determined whether there is a similar mechanism(s) for F. alocis
potentiating other oral microbes. It is likely that surface and secretory proteins
from F. alocis play a role in this process.

In our overall results, the proteome profile of epithelial cells coinfected with
F. alocis and P. gingivalis strains showed activation of several eukaryotic proteins
and pathway proteins that are involved in major cellular processes such as the
inflammatory response, cell signaling, and cell death. The global proteome analysis
of these hosts showed modulation in expression of 209 proteins [25]. F. alocis and
P. gingivalis are important members of a complex multispecies biofilm that occupies
the gingival crevice. Multiple interbacterial interactions are required for developing
and maintaining the subgingival microbial community. Our study showed that the
impact of these interspecies interactions on the host is very significant for their
survival and marks their characteristic variations in the disease pattern. This study
also has shown the inherent ability of specific factors from F. alocis to modulate
multiple changes in the host cell proteome [25]. The identified unique molecular
variations are responsible for the functional changes required to mediate the patho-
genic process. The relative significance of specific F. alocis virulence factors can
trigger the key host response and hence may cause a varied disease pathology.

Another approach to study host-pathogen infection is through usage of chemi-
cally reactive fluorescent dyes—and the technique called the “reactive probe-based
chemical proteomic strategy” is one among the new techniques used for studying the
host-pathogen interaction that is different from the previously developed methods. In
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this study, the infected macrophages with Salmonella typhimurium are labeled with
commonly used dyes such as the fluorescein. The study found un-important proteins
in the involvement of host-pathogen interaction and virulence modulation [26].

19.13 Future of Proteomics in Pathogen Interaction Study

The proteome is a complex and dynamic entity that is always considered as an
important source of data in studying the host-pathogen interaction and at the
molecular level is characterized in terms of the sequence, structure, abundance,
localization, modification, interaction, and biochemical function,. Hence, as the
proteome is diverse, their technology or analysis and interpretation also stand
diversified. Proteomics provides a robust and a global picture on the functioning
cell in every stage of infection. The future of proteomics lies in the proteomics
approaches that may be integrated with unique technologies seeking various scien-
tific questions in order to study the interactions among both host and the pathogen
side. One among the amalgamated approaches is the systems biology approach
where several research have now focused on integrating the proteomics with
metabolomics through bioinformatic analysis as a possible connector to identify
the overall changes that happen in a system. In biomedical and life science studies,
studying protemes through functional consequences of genetic variation at different
stages of a process advance our understanding of the eukaryotic proteome. Hence,
we need to be monitoring simultaneously the variations in the genome structure,
chromatin configuration (epigenomics), and gene expression (transcriptomics), in
the prokaryotic proteome through protein expression. Such molecular interaction
studies will pave way to identify novel drug targets through “interacto-proteome”
designates in a specific system or process. Integrated genomics and proteomics
monitor protein expression in targeted proteome that will enable further to charac-
terize the interactions of the organism at the molecular level.

Despite the increase in value of proteomic study from human biomedical research
throughout the life sciences, there has been a steady increase in using an integrative
proteomics approach to study the prokaryotic systems. For example, studying the
genome sequencing of epidemic and non-epidemic strains of the bacteria following
an outbreaks will confirm localization of surface layer proteins. Recent techniques
that amalgamate the proteomic analyses of prokaryotic cell wall proteins in tandem
with genome sequencing will aid in bacterial genome annotation of genes and their
functions. Such studies will provide candidate prophylaxis in later days to come.

Furthermore, mass spectrometry methods have been now used to study the
glycoprotein moieties on the cell surface of pathogens which interact with the host
cell. They are helpful in monitoring and detecting these important molecular
biological changes. In addition to only studying the proteome, and in order to
decipher the role of protein combinations in virulence of bacteria, a new glycol-
proteomics method, termed glycan reductive isotope labeling (GRIL), that will
identify the free glycans by reductive amination with the differentially coded stable
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isotope tags is now being used to study the role of pathogen surface glycoprotein
host interaction [27].

In recent trend, the “omics” technologies combine multidisciplinary expertise in
biology, namely, the fields of genetics, computer science, and engineering and
technology. This field of study throws new light in studying protein expression in
correlation with protein functions. Hence, this methodology gives an overall picture
of diseases especially the ones caused by variants (e.g., COVID-19) and thus could
offer new insights into future treatment and prophylaxis.

19.14 Conclusion

In the current post-genomic era, proteomics is one among the important core
technologies. This technique coupled with systems biology approaches is now
used to understand molecular mechanisms underlying normal and disease states.
Especially their progression and identification of critical diagnostic and prognostic
biomarkers. Hence, proteomics plays an important role in tracing the various
molecular modifications happening during the course of host-pathogen interaction.
Hence, proteomics in addition to identifying the proteins present in a sample also can
assess protein abundance and localization and identify modifications such as the
posttranslational modifications, isoforms, and molecular interaction. Hence, proteo-
mics is indispensable to understanding the complexity of the interactive process
between the host and pathogen. Many tools in improving protein analysis have
become much important to understand and explore the mechanisms of action of
bioactive molecules, find disease (bio)markers, and characterize new classes of
drugs and pharmaceuticals such as the antibodies. Recent developments in protein
analysis promote research beyond boundary in different fields of science. Moreover,
advanced analytical tools could open up new possibilities in fields beyond protein
science, venturing into new fields of polymer and biopharmaceutical research.
Because, this field of protein study quenches the analytical challenge underlying
volumunous big data that play an important role in important implications of health
and disease.
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Significance of Post-translational
Modifications in Apicomplexan Parasites 20
Priya Gupta, Rashmita Bishi, Sumbul Khan, Avi Rana,
Nirpendra Singh, and Inderjeet Kaur

Abstract

Post-translational modifications (PTM) are the covalent modifications of amino
acid constituents in cellular proteins. PTMs render complexity in proteome and
are important regulators of protein functions. Apicomplexa is a group of obligate
intracellular parasites that cause several human diseases including malaria and
toxoplasmosis. PTMs have emerged out to play significant role in regulating gene
expression in these parasites as well and have been described to regulate crucial
parasite-specific molecular processes. Moreover, the enzymes that catalyze post-
translational modifications have also been explored for therapeutic potential
against these parasites. Due to their low stoichiometry, PTM-modified proteins
are difficult to study. However, advancements in modern proteomics and mass
spectrometry technologies offer solutions to investigate PTMs on cellular
proteins. In this article, we aim to discuss about the status and significance of
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post-translational modifications in apicomplexan parasites with special emphasis
on phosphorylation and methylation.

Keywords

Post translational modifications · Apicomplexa · Plasmodium · Mass
spectrometry

20.1 Introduction

Post-translational modifications (PTMs) refer to the covalent alterations of the
polypeptide chain occurring in a cell following protein biosynthesis. Specific
enzymes such as kinases, phosphatases, methyltransferases, demethylases, and
acetyltransferases catalyze the process of post-translational modification of proteins
in a cell. More than 300 different kinds of PTMs have been identified on cellular
proteins involving as many as 15 amino acids [1]. These modifications include
phosphorylation, methylation, acetylation, glycosylation, nitrosylation,
ubiquitination, lipidation, and sumoylation. Proteolytic processing of proteins to
obtain functional proteins is also considered to be a type of post-translational
modification. PTMs of proteins increase proteome diversity in a cell and offer potent
mechanism to rapidly and reversibly regulate protein function by changing structure,
stability, localization, protein-protein interaction, etc., thereby affecting almost all
aspects of normal cell biology. Post-transnationally modified proteins are, however,
represented in sub-stoichiometric levels as compared to their unmodified
counterparts making it extremely difficult to investigate PTM levels in the cellular
milieu. Modern proteomics approaches coupled with high-resolution mass spec-
trometry offer solution to this problem by incorporating improved enrichment
processes and sensitive methodology.

Post-translational modifications have emerged out to be the powerful regulators
of cellular mechanisms of several pathogens responsible for causing severe diseases
in humans. Apicomplexa consisting of a large group of protozoans is among such
pathogenic organisms. Apicomplexans constitute a large phylum of protists, most of
which are obligate intracellular parasites, several of which cause various infections
in humans and animals. They are characterized by the presence of a special organ
called apicoplast, a conserved set of specialized apical organelles called the rhoptries
and micronemes—and a common mechanism of actin-based motility that is essential
for invasion into their host cells. This group includes Plasmodium spp. (malaria),
Babesia spp. (babesiosis), Toxoplasma gondii (toxoplasmosis), Cryptosporidium
parvum (cryptosporidiosis), and Cyclospora cayetanensis (cyclosporiasis)
[2]. Apicomplexans have a complex life cycle, and their distinctive biology
represents deviation from the common “typical” eukaryotic behavior. Plasmodium
falciparum and Toxoplasma gondii are the most prominent representatives of
apicomplexan parasites responsible for causing severe diseases worldwide. Malaria
accounts for more than 200 million annual infections with nearly 445,000 deaths
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globally, and Plasmodium falciparum is responsible for the majority of malaria-
related casualties worldwide [3]. The life cycle of Plasmodium falciparum is highly
complex and alternates between two hosts: human and Anopheles mosquito involv-
ing several morphologically distinct stages both in humans and in the mosquito
vector [4]. Although transcription regulation plays a very significant role in helping
parasite to adapt to distinct environments in different cell types in two hosts,
emerging evidences suggest that post-translational modifications play an important
role in regulation of fundamental processes like host invasion, cell proliferation and
differentiation, cell signaling, protein-protein interaction, and epigenetic control of
gene expression [5]. Toxoplasma gondii is an obligate intracellular parasite infecting
approximately 30%–50% of the human population worldwide. The symptoms of the
disease are mild in healthy humans; however, the disease can be severe and
sometimes fatal in children and immune-compromised individuals [6]. Both Plas-
modium falciparum and Toxoplasma gondii use an actin-myosin-based motility
system to actively invade host cells, a characteristic of apicomplexan organisms.

During the last decade, the role of post-translational modifications has emerged
out to be a powerful mechanism of regulation of parasitic proteins [5, 7–11] and has
been implicated in crucial parasitic processes like gliding motility, invasion, egress,
and var gene expression. Several PTMs have been studied in apicomplexan
parasites, but here, we will focus on phosphorylation and methylation. Proteolytic
processing of proteins as a mode of regulating their activity is an exceedingly
dominant feature of apicomplexan biology, which will also be discussed here.

20.2 Phosphorylation

Phosphorylation is one of the widely studied post-translational modifications of
cellular proteins. It is the reversible addition of phosphoryl moiety on serine,
threonine, and tyrosine amino acids, and the reaction is catalyzed by special enzymes
called kinases. Phosphorylation is a ubiquitous modification regulating almost every
essential cellular process. The status of phosphorylation of a protein in a cell is
regulated by the interplay of two enzymes: kinases and phosphatases, the former
catalyzes the addition of phosphate group while the latter catalyzes the removal of
the same from a given protein substrate. Human genome encodes more than
500 kinases and ~200 phosphatases [12], regulating more than 200,000 phosphory-
lation sites in the human proteome.

In Apicomplexa too, phosphorylation has got its attention from the researchers all
over the world and turned out to be the most extensively studied post-translational
modification of parasitic proteins. Plasmodium genome encodes approximately
99 protein kinases (PKs), and phylogenetic studies show that it has almost all the
eukaryotic PKs except the tyrosine protein kinases [13, 14]. The “kinome” of
Plasmodium falciparum has been well described in a study by Ward et al. [14],
which identified a novel kinase family, FIKK, having 20 members in Plasmodium
falciparum. FIKK is an Apicomplexa-specific kinase family, and most of the
apicomplexans possess one kinase from this family. Protein phosphorylation has
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been implicated in almost all the essential processes of the malaria parasite including
all stages of its life cycle. Most importantly, the essential role of protein phosphory-
lation has been established in gliding motility, invasion, and egress of Plasmodium
[11]. A study described one of the first global phosphoproteomes of P. falciparum at
asexual blood stages and by using reverse-genetics approach, identified 36 parasite
kinases essential for the survival of the parasite [15]. A kinome-wide knockout
strategy was used to investigate the role of individual kinases in parasite develop-
ment in the rodent parasite P. berghei [16]. Several other studies independently
established the role of protein phosphorylation in P. falciparum development and
life cycle [17–20]. Stage-specific global quantitative phosphoproteomic changes
were also established at ring, trophozoite, and schizont stages of the P. falciparum
revealing the changes occurring in the levels of phosphorylation in parasitic proteins
when the parasite switches from one stage of its life cycle to another [19]. Two
kinases, PfPKA and PfPKG, which are regulated by second messenger cyclic
nucleotide, were shown to perform an essential role in the phosphorylation cascades
involved in the processes of invasion and egress of host cell [21, 22].

The phylogenomic analysis revealed that T. gondii encodes 108 protein kinase
and 51 pseudokinase genes [23, 24]. The analysis further divulged that the parasitic
protein kinases possess major CMGC and CAMK groups but lack tyrosine kinases
or receptor guanylate cyclases. Majority of apicomplexan-specific T. gondii kinases
share orthologues with Plasmodium [23, 24]. Out of 108 active protein kinases,
78 do not have orthologue in humans. Majority of T. gondii kinases differ in
structure and function from mammalian protein kinases as 55% of them are
species-specific while 15% are secretory, such as rhoptry kinases [23]. Using mod-
ern proteomics and high-resolution mass spectrometry, a study compared the global
phosphoproteomes of two members of Apicomplexa, P. falciparum and T. gondii,
and indicated towards the evolutionary mechanisms associated with phosphorylation
motifs in these two parasites [17]. Cryptosporidium parvum kinome consists of
73 protein kinases identified with intact catalytic triads including members of
AGC, atypical, CaMK, CK1, CMGC, and TKL groups [25]. Most of these kinases
are specific to the parasite as 25% of the total identified kinases do not have
orthologue outside of Cryptosporidium spp. [25].

Apicomplexa are characterized by the presence of a plant like family of calcium-
dependent kinases (CDPKs). Plasmodium falciparum genome encodes seven such
calcium-dependent protein kinases (PfCDPK1–7); Plasmodium berghei has six
CDPK homologues, while in T. gondii, 14 such genes have been identified
[26]. CDPKs are important regulators and mediators of calcium signaling in these
parasites. The fact that CDPKs have been found to be crucial for parasite develop-
ment and are not found in mammals, makes CDPKs the ideal and interesting targets
for developing therapeutic interventions. The essential role of different CDPKs in
malaria parasite development has been summarized elsewhere [26]. Different
CDPKs have been implicated in different parasitic processes and at different life
stages. PfCDPK1 is indispensable in P. falciparum as evidenced by gene knockout
studies and has been shown to play crucial roles in essential parasitic processes like
invasion, gliding motility, and egress. PfCDPK1 was found to be important for
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microneme discharge and invasion of merozoites into erythrocytes as inhibitors of
PfCDPK1 blocked these two processes [27]. A very recent study investigated the
phosphorylation-dependent differentially regulated signaling pathways during inva-
sion process of P. falciparum [28]. Using global quantitative phosphoproteomics,
the authors found changes in 143 Ca2+-dependent protein phosphorylation sites
during invasion and deciphered a phosphorylation-dependent multi-protein complex
involving multiple kinases including PfCDPK1. This complex is crucial for the
process of invasion into host cells. PfCDPK1 also phosphorylates Plasmodium
falciparum serine repeat antigen 5 (PfSERA5), a protease essential in egress of
merozoites out of erythrocytes implicating vital function of PfCDPK1 in egress
pathway [29]. PfCDPK1 was also shown to phosphorylate components of motor
complex in parasite [30]. These findings bring forth the highly important role played
by PfCDPK1 in P. falciparum biology and PfCDPK1, itself, is a heavily
phosphorylated kinase. TgCDPK3, the orthologue of PfCDPK1 in T. gondii,
regulates the parasite egression process. TgCDPK3 phosphorylates myosin A,
which is essential for initiation of motility and egress providing a mechanistic link
between TgCDPK3 regulation and the lytic cycle [31].

Recently, the role of PfCDPK2 was found crucial for male gametocyte
exflagellation and ookinete development [32]. The authors envisage that PfCDPK2
may not have essential role at asexual blood stages. However, PfCDPK2 was also
found to be having three phosphorylation sites in vivo. CDPK4 has been found to be
important for the process of exflagellation, both in P. falciparum and in P. berghei,
as selective inhibitors of CDPK4 were able to block exflagellation in both parasites
[33, 34]. Therefore, a critical role of CDPK4 has been established in sporozoite
motility and malaria transmission [35]. The orthologue of CDPK4 in T. gondii is
TgCDPK1 that is essential for egress and invasion pathways [36]. In P. falciparum, a
genetic knockout study deciphered that PfCDPK5-deficient parasites were unable to
egress out of host erythrocytes and were found to be growth stalled at mature
schizont stages establishing a vital role of PfCDPK5 in parasite egress pathway
[37]. A first-ever comprehensive genome-wide expression analysis of the CDPK
gene family in T. gondii revealed multiple functions of the kinase members and
showed that CDPK6 is involved in oocyst development [38]. An important role for
PfCDPK7 in the erythrocytic asexual stages of the parasite was discovered [39]. It
was found that PfCDPK7 is involved in phosphatidylinositol phosphate (PIP)
signaling through its interaction with PI(4,5)P2 via its pleckstrin homology domain.
Genetic disruption of PfCDPK7 caused growth defects in the malaria parasite
[39]. TgCDPK7 has a crucial function in early cell division and is necessary for
precise maintenance of centrosome integrity during cell division [40]. The
TgCDPK7-depleted parasites showed growth defects with impaired cell division,
while other processes like motility, egress, and microneme discharge were unaf-
fected [40]. Despite numerous studies, the comprehensive knowledge about the
exact pathways and substrates of these calcium-dependent kinases is not fully
understood in Apicomplexa which necessitates further investigations into CDPK-
associated signaling mechanisms, leading to establish novel pathways of parasite
biology. Recently, using gene knockout strategy followed by global quantitative
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phosphoproteomics approaches, the signaling pathways of PfCDPK1 were deduced
at asexual blood stages of malaria parasite [41]. However, many such studies need to
be performed for individual CDPKs to obtain comprehensive knowledge about their
signaling pathways in Apicomplexa to exploit them for their therapeutic potential.

The reversible status of phosphorylation on cellular proteins is maintained by
interplay among kinases and phosphatases. A genome-wide in silico analysis
described 67 phosphatases in P. falciparum [42]. The phylogenetic analysis revealed
that Plasmodium phosphatases possess considerable proximity with apicomplexans
having six Plasmodium-specific phosphatases. The authors found 33 putative
phosphatases, which did not have orthologues in humans [42]. Protein phosphatases
of P. falciparum possess low substrate specificity and a high catalytic activity
[43]. Most of the eukaryotes have seven subfamilies of phosphoprotein
phosphatases: PP1, PP2A, PP2B, PP4, PP5, PP6 and PP7. Toxoplasma gondii and
P. falciparum possess all of these phosphatase subfamilies having one member in
each subfamily [44]. However, T. gondii has two members of PP2A subfamily.
Further, C. parvum lacks PP6 and PP7, while B. bovis lacks PP2B and PP6
[44]. Despite these differences, the phosphoprotein phosphatases of apicomplexans
are highly conserved. Apicomplexans contain three families of phosphatases that are
unique to them and not present in humans indicating towards the potential of using
parasite protein phosphatases as drug targets.

20.3 Methylation

Methylation is defined as the addition of methyl group at the amino acid residue
within a protein substrate. This process is catalyzed by enzymes called
methyltransferases [10]. Methylation is added post-transnationally on arginine and
lysine amino acids and is associated with gene expression. According to Swiss-Prot,
methylation is termed as the fourth most abundant PTM [45].

Arginine methylation is an important post-translational modification, found in
both nuclear and cytoplasmic proteins. It is an epigenetic regulator of a number of
cellular processes including mRNA splicing, translation, cell signaling, cell death,
and DNA damage repair [46, 47]. The methylation of specific histone residues
modulates gene expression. The transfer of methyl group to specific arginine residue
is carried out by a class of enzymes, viz., protein arginine methyltransferases
(PRMTs) [46]. Different isoforms of PRMTs exist in different organisms having
different cellular localization and also substrate specificity; however, they cross-
regulate each other. Some motifs of PRMTs are phosphorylated or ubiquitinylated
for regulation of their own activity [48]. It has also been reported that PRMTs
undergo oligomerization for their activation. Krause et al. [49] reported phylogenetic
analysis of PRMTs, showing no homologue identification in bacteria and archaea
suggesting emanation of PRMTs in early eukaryotic lineages.

Plasmodium genome encodes for three putative PRMT candidates, PRMT1,
PRMT5, and CARM1 (PlasmoDB). PfPRMT1 has been characterized to be
localized both in the cytoplasm and in the nucleus. It exhibits the methyltransferase
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activity with extended N-terminal region; however, in the absence of this region, the
activity is impaired [50]. The study also revealed that PfPRMT1, like its mammalian
counterparts, does retain the capacity of oligomerization despite having very less
sequence homology. The oligomerization is critical for the appropriate functioning
of the enzyme [50]. PfPRMT1 could methylate histones (H4 and H2A) and other
substrates exhibiting high-substrate turnover rates than mammalian PRMT1
[50]. The other two putative candidates are PfPRMT5 and PfCARM1, named so
because of their sequence homologies [51]. However, PfCARM1 is relatively
divergent from its homologues and is more closely related to the HsPRMT3. The
putative role of PfPRMT5 has been suggested in a methylation-dependent assembly
of spliceosomal core complex in the parasite, wherein PfPRMT5 is believed to be
interacting with the components of this complex at blood stages [52].

Despite extensive research, it is indeed challenging to delineate the essential
functions of various protein arginine methyltransferases and unravel their crucial
role in the life cycle of the parasite. Due to the presence of only three PRMTs in
Plasmodium genome, it is expected that these enzymes may have broader substrate
specificity to perform vast variety of functions in the malaria parasite. Recently,
Zeeshan et al. [53], revealed the significance of arginine methylation at asexual
stages of P. falciparum using global proteomics approaches. The study used methyl-
specific antibodies to enrich the methylated proteins from the ring, trophozoite, and
schizont stages of the parasite and predicted that protein methylation of arginine
residues is a widespread phenomenon in Plasmodium.

Toxoplasma gondii genome is believed to possess five isoforms of PRMTs (1–5),
out of which two, TgPRMT1 (methylates H4R3) and TgCARM1 (methylates
H3R17), have been validated to exhibit methyltransferase activities
[51]. TgCARM1-mediated methylation has been implicated in gene regulation
during parasite development. Two other methyltransferase genes from the parasite
are homologous to type II HsPRMT5 and HsPRMT3, respectively. TgPRMT
(GT1_073730) is highly unique and non-canonical because of its exceptionally
large size, and it lacks significant homology to any other PRMT characterized so
far [51]. TgPRMT1, the major methyltransferase, is concentrated in the apical region
and maintains centrosomal stoichiometry, critical for cell division (during cytokine-
sis as well as karyokinesis) and for the formation of normal daughter buds
[54]. TgPRMT1 plays an important role in RNA interference by methylating
arginine residues on Tg argonaute N-terminal RGG domain and recruiting TSN,
essential for cleavage of target RNA [55]. The different stages show differential
subcellular location of TgPRMT5. In tachyzoite stage, TgPRMT5 localizes in
the cytosol and shifts to the nucleus during the bradyzoite stage (cyst), suggesting
that it plays an essential role in stage conversion in Toxoplasma gondii [56]. Small
molecules such as AMI-1 exhibit anti-Arg N-methyltransferase activity by inhibiting
the action of TgCARM1 but have minimal effect on TgPRMT1, whereas AMA-2
behaves antagonistic to AMI-1 with respect to CARM1 and agonistic to PRMT1
[57]. Recently, the extent and significance of arginine mono-methylation in T. gondii
were established [58]. The study described that arginine monomethylated (MMA)
proteins form almost 5% of the T. gondii proteome and many of them are heavily
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modified at arginine residues having as many as seven MMA sites. The MMA
proteins of T. gondii are enriched in DNA- and RNA-binding proteins are thought
to be involved in a variety of parasitic functions [58].

The process of transferring methyl group on lysine residues is catalyzed by lysine
methyltransferases (PKMTs). Plasmodium falciparum genome codes for ten histone
lysine methyltransferases (HKMTs). HKMTs are a large family of at least ten
histone methyltransferases (HKMT) containing SET domain and three histone lysine
demethylases (HDMs) divided into two families: the lysine-specific demethylase
1 (LSD1) and JmjC domain-containing histone demethylases (JHDMs). H3K4,
H3K39, H3K9, and H4K20 are methylated by well-described four HKMTs
(PfSET1, PfSET2, PfSET3, PfSET8, respectively). One LSD1 (PfL057w) and two
JHDMs (MAL8P1.111 and PFF0135w) are also encoded by Plasmodium genome.
The specificity of various HKMTs and HDMs are not only limited to substrate but
also for different methyl states (mono, di, tri) [59–62].

The extent and role of protein lysine methylation on malaria parasite proteins
were recently described by a proteome-wide study [63]. Using methylated lysine-
specific antibodies to enrich the lysine-methylated proteins followed by LC-MS/MS
analysis, 605 lysine-methylated sites corresponding to 422 proteins at three different
stages of P. falciparum were identified. The results indeed revealed that lysine
methylation is an extensive modification in plasmodial proteins covering a wide
range of proteins involved in diverse cellular functions such as transport, protein
folding, nucleotide metabolic processes, homeostatic processes, and chromatin
organization [63]. Despite the elucidation of the global status of protein methylation
in Plasmodium falciparum, the functional significance of methyltransferases still
remains elusive and demands for extensive research in this area.

The emerging drug resistance among parasite species necessitates research and
development efforts targeted towards elucidation of novel parasite-specific pathways
and establishing new drug candidate targets. Parasitic methyltransferases could be
the ideal candidates to exploit them for novel therapeutic potential due to their less
homology with their mammalian counterparts and their broad range of substrates
having a deep impact on parasite biology. Moreover, the parasitic methyltransferases
characterized so far exhibit different activity kinetics which could be exploited to
develop small-molecule inhibitors against them.

20.4 Proteolytic Processing

Apicomplexans employ a number of proteolytic events during their life cycle to
ensure parasite survival and pathogenesis [64]. The proteases act at different stages
of the life cycle mediating numerous functions such as cell death, cell cycle
progression, and cellular motility. A lot of proteins that participate in the process
of invasion inside host cell are proteolytically cleaved when they are trafficked or
exported to the parasite surface. A major class of proteases, subtilisin-like serine
proteases, has important roles to play in the process of invasion. PfSUB1 is involved
in the processing of MSP1/6/7 which is required for the invasion of parasite inside
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the erythrocytes [65–67]. PfSUB2 cleaves the ectodomain of MSP1 and AMA1
[68, 69]. This processing is highly crucial for releasing the adhesion complexes for
the parasite invasion. In toxoplasma, TgSUB1 is required for the processing of
micronemal proteins like MIC2, MIC4, and M2AP. These proteins help the attach-
ment of tachyzoites to the host cell. Another rhoptry protein, TgSUB2, is involved in
the maturation of rhoptry proteins and is highly essential in the life cycle of T. gondii
[70, 71]. Further, a rhomboid family of serine proteases is crucial for the protein
shedding during the process of invasion [72, 73]. TgROM4 participates in the
processing of adhesion proteins like MIC2, MIC3, and AMA1. In plasmodium,
PfROM1 and PfROM4 are involved in the processing of different proteins that
contain a transmembrane domain and are important in the process of parasite
invasion [74]. PfROM4 has also been shown to be involved in the cleavage of
erythrocyte binding like adhesins.

Once the parasite has invaded the host cell, different proteases play important
roles in maintaining the growth and development of parasite inside the host cell. One
of the processes that is highly instrumental for the survival of the malaria parasite is
hemoglobin degradation. During the trophozoite stage, the parasite ingests hemo-
globin from the host erythrocyte, which is utilized to generate amino acids for the
protein synthesis in the parasite. The degradation of hemoglobin also generates
space for the growth of the parasite and helps maintain the osmotic balance of the
cell. Different cysteine and aspartic proteases are involved in the process of hemo-
globin degradation. The process is initiated by aspartic proteases and plasmepsins
[75–77]. Plasmepsins I and II initiate the catabolism of hemoglobin. This is further
acted upon by the plasmepsin IV, which acts in the cleavage of peptides generated by
plasmepsins I and II. Gene knockouts of the plasmepsins confer a growth defect on
the parasite development. The peptides thus generated are further acted upon by a
cysteine family of proteases called falcipains [78]. Finally, the aminopeptidases
generate amino acids, which are finally used by the parasite for its protein synthesis.

Based on the presence of a variety of proteases and their equally diverse
substrates, different classes of proteases are, therefore, important targets for the
development of novel therapeutics.

20.5 Conclusion

Emerging evidences clearly indicate a highly significant and widespread role played
by post-translational modifications in regulating parasite life cycles in Apicomplexa.
Apart from the modifications discussed here, numerous others have been described
and studied in apicomplexan parasites, further establishing the importance of post-
translational regulation of gene expression in Apicomplexa. Plasmodium exhibits
relatively rigid transcriptional machinery and possesses comparatively small number
of transcriptional factors indicating towards another way of regulation of gene
expression at post-transcriptional and post-translational levels allowing the parasites
to adapt in different hosts and different cell types. The knowledge of parasitic
processes controlled by post-translational protein modifications is still not sufficient
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and demands further research and investigations into this field. Moreover, the
enzymes that catalyze these PTMs could be explored for anti-parasitic drug
discovery.
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Abstract

Metabolomics helps us to understand the metabolism of biological systems and
also metabolic interaction between host and parasites. This chapter describes the
methodology of metabolite extraction and derivatization from the biological
samples with reference to leishmaniasis. Here, we also provide stepwise installa-
tion of various applications on R platform such as MetaboAnalyst, CDK-R, and
some other supporting package for processing and analyzing of untargeted
metabolomics data. These packages are used to perform mass spectral peak
binning, identification of metabolites/pathways and finally development of pipe-
line to identify, design, and perform chemometric analysis that may be helpful in
designing drug against potential targets.
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21.1 Introduction

Infectious parasitic diseases are very complex. Protozoan parasite-derived diseases
like leishmaniasis, malaria, Chagas disease, and sleeping sickness are widely known
and studied. According to WHO 2020 report, Leishmania continues to spread, with a
total of 97 endemic countries or territories, of which four were added in 2017–2018
[1]. An estimated 30,000 new cases of visceral leishmaniasis and more than 1 million
new cases of cutaneous leishmaniasis occur annually. Despite its widespread infec-
tion in tropical countries, it remains as one of the most neglected diseases. Visceral
leishmaniasis caused by Leishmania donovani (LD) or Leishmania infantum is the
most severe form of the disease. Lack of treatment causes 95% fatality [2]. Leish-
mania is an obligate parasite. In the gut lumen of sandfly vector, it multiplies and
transforms into motile and infectious metacyclic promastigote, whereas in the
vertebrate host, the promastigote form differentiates into an obligatory intracellular
amastigote within macrophages [3].

Host-parasite interaction plays a very important role for survival of parasites
within the host cell. A significant metabolic interaction between parasites and host is
required to divert host’s nutrients toward the growth and multiplication of the
parasites while the host struggles to maintain their homeostasis and cope with
waste products, toxins, and associated tissue damage [4]. Over the last decade, our
understanding of parasitic diseases has been immensely benefitted by the study of
omics, and metabolomics is one of them.

Despite the fact that metabolomics is an emerging and highly powerful technique
to understand the host-parasite interactions [5], it also poses a significant challenge
for application and to derive appropriate implications. It requires extensive data
curation and careful analysis to obtain logical and significant outcomes. These
aspects render metabolomics highly dependent on process analytics and statistics.
In this chapter, we will briefly review the process pipelines available for
metabolomics data analysis. We will discuss the useful codes and their meanings,
which should help in understanding these pipelines, and perform computation
bypassing the extensive mathematics and by learning minimal programming. We
have focused on pipelines which are based on R because they are simple, freely
available, and backed by assistance of a dynamic community involved in making the
platform more accessible and user-friendly.

21.1.1 Recent Advances in Understanding Parasitic Disease Using
Metabolomics with Reference to Leishmania

There has been significant increase in literature resources regarding metabolomics in
the field of parasitosis. Leishmaniasis is one of the most important neglected tropical
diseases around the world and has also been studied on the metabolomics platform.
The burden of leishmaniasis in the world health scenario is significant especially in
the low-income countries. Systematic studies over the years have clearly shown the
changing nature of the parasite and its evolving capacity of developing drug
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resistance. The treatment of Leishmania still heavily relies on chemotherapeutic
agents; the traditional frontline drugs like pentavalent antimonials suffer from both
high host toxicity and progressive drug resistance of the parasite. The effort toward
understanding the metabolomic network of Leishmania started with the reconstruc-
tion of the metabolic network of L. major that accounted for 560 genes, 1112
reactions, 1101 metabolites, and eight unique subcellular localizations [6]. Using
H1NMR-based metabolomics, it was possible to identify a list of metabolites like
citraconic acid, isopropylmalic acid, L-leucine, ornithine, and caprylic acid. These
metabolites were altered differentially during the logarithmic and stationary
growth phase of promastigote [7]. A comparative study of the metabolome profile
of promastigotes of L. donovani, L. major, and L. mexicana was performed by
LC-MS technique, and the identity of 64 metabolites differing in threefold level or
more between the cell extracts of species were confirmed [8]. Significant deregula-
tion in metabolic pathways were observed for amino acids biosynthesis. Trp, Asp,
Arg, and Pro levels were found to be altered in the global metabolome pool of the
studied Leishmania spp. [8]. Primarily, targeted metabolomics have been performed
on whole leishmania cell lysate or host tissues. The targeted metabolomics primarily
aims at understanding the corresponding difference in metabolome profiles at
various stages of growth or the markers of transition between different phases in
the life cycle.

Untargeted metabolomics performed on Leishmania or other parasites has more
often been involved in figuring out alterations that are not fully understood or
predicted. Thus, untargeted metabolomics requires intensive analysis of the data
obtained to map significant changes. Most of the available untargeted metabolomics
data for Leishmania have been obtained after application of chemotherapeutic
treatments against suitable controls.

Vincent et al. reported around 80 metabolites that have been significantly altered
through performing untargeted metabolomics of miltefosine-treated Leishmania
infantum JPCM5 promastigote cell line [9]. Pountain and Barrett have recently
reported phenotypic variation in amphotericin B-resistant Leishmania parasites
using untargeted metabolomics [10]. The raw data obtained from Leishmania-
untargeted metabolomics have mostly been analyzed on respective instrument-
based software platforms. There are also a few reports where the data have been
analyzed on instrument-independent platforms like XCMS. The primary parameters
that mostly concern investigators on XCMS platform are signal to noise ratio
(usually set to 2), bandwidth (usually set to 2), and minimum fraction of samples
necessary in one group to be a valid group (usually set at 0.25), while other
parameters are set as default. Multivariate analysis used with PCA and PLS-DA
are used for studying the difference between the groups. Metabolites are identified
using Human Metabolome Database, Kyoto Encyclopedia of Genes and Genome
(KEGG), and Metlin databases using [M + H]+, [M + 2H]2+, and [M + Na]+ as
possible adducts and 5 ppm as maximum error.

It is important to understand that mass spectrometry data for untargeted
metabolomics heavily depend on metadata for successful interpretation. This gives
rise to the possibility of variable approach to analyze the same data using different

21 An Introduction to Computational Pipelines for Analyzing Untargeted. . . 377



mathematical approaches for obtaining results. This chapter is dedicated to unlock
the basic themes of some of the tools developed for analysis of untargeted
metabolomics but has been rarely used for understanding biology of Leishmania
or leishmaniasis. This should broaden the scope of understanding of host-parasite
interaction in leishmaniasis and will also introduce the very basics of drug develop-
ment using the result of untargeted metabolomics [11].

21.1.2 Metabolomics Pipeline

Metabolomics pipeline is simple but there exists wide scope of approaches and
strategies. It is mainly performed with two clear objectives:

• To quantify targeted metabolites and understand the biological significance of
altered metabolites

• To perform total metabolome scan and obtain qualitative picture of metabolome
perturbation to narrow down target region to perform the previous objective

The first objective is usually performed when there is prior information about the
changes or probable changes available with the researcher. Absolute quantification
provides the scope to construct metabolic models that help researchers design
experiments without the need of performing metabolomics repeatedly. Metabolic
models are also helpful in predicting the effect of targeted changes like deletion of
pathway enzymes and targeting cells’ transcriptional control devices. Such highly
accurate models are already available for simple organisms like E. coli and yeast, but
due to the inherent complexity of cellular organization and extensive differentiation,
such models are not still widely available for higher organisms like human. Research
is already progressing to build such models for individual tissues, but that not only
requires sophisticated instrumentation and automation but also needs to be
complemented with significant computational capabilities.

Untargeted metabolomics bridges the vital gap between absolute quantification of
downstream metabolites and upstream genomics data. The relation between tran-
scription, translation, and metabolism is highly complex. Metabolites are the termi-
nal product of the above mechanisms, and their levels are real pictures of the existing
state of cells. They are not only involved in catabolic and anabolic processes, pH
regulation, and redox homeostasis, but they are also involved in less-understood
functions like protein folding, cellular proteostasis capacity, and DNA-RNA-protein
interactions. Thus, untargeted metabolomics can uncover biological information to
complement other omics highlights. We will analyze each of these steps to provide a
clear idea for implementing metabolomics in disease research (Fig. 21.1).
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21.2 Extraction, Derivatization, and Processing of Metabolome
from Host at Different Postinfection Phases

21.2.1 Extraction of Metabolites and Derivatization

Metabolites produced by metabolic pathway, affected by diseases, may serve as
biomarkers for respective infectious disease. Carbohydrates, amino acids, nucleic
acids, lipids, and hormone levels are usually measured for understanding particular
parasitic diseases. LC-MS, GC-MS, and NMR are used for the identification of
metabolite in qualitative and quantitative levels [12]. For extraction of metabolites
from various biological targets, a repository of protocols is available online at the
following link: https://www.metabolomicsworkbench.org/databases/
metabolitedatabase.php. The following is the summary of metabolite extraction
protocol from parasites grown in vitro and from host body fluids (such as blood,
serum, and urine) and tissues.

Fig. 21.1 Schematic diagram of summary of metabolomics analysis pipeline
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Box 21.1 Metabolite extraction protocol

In vitro-grown parasite culture Host plasma/serum sample

1. Collect parasites containing the
respective media into the centrifuge tube.
2. Keep the parasite at 0 �C in pre-chilled
ethanol.
3. Centrifuge to separate media from
parasites on 5000 rpm at 0 �C for 10 min.
4. Discard supernatant, and suspend the
pellet into pre-chilled PBS.
5. Remove remaining media by washing of
pellet three times with 1 ml pre-chilled
PBS, and centrifuge at 5000 rpm at 0 �C for
5 min (after every centrifugation, remove
supernatant thoroughly with pipette tips).
6. Number of parasites counted by using
hemocytometer.
7. Take 4 � 107 cells, and add 500 μl of
pre-chilled extraction solution (acetonitrile/
methanol/MiliQ, 2:2:1) keeping always at
0 �C.
8. Cell destruction and metabolite
extraction on 1400 rpm at 4 �C for 1 h by
using ThermoMixer.
9. Centrifuge the sample for 15 min at
14,000 rpm at 4 �C.
10. Collect supernatant into fresh new
glass vial.
11. Deoxygenate the extracted sample with
a gentle stream of nitrogen gas for 1 min
prior to vial closure, and store at �80 �C
until further use.

1. Collect blood from the host. and separate
the plasma/serum from blood.
2. Vortex the plasma/serum samples for
10 s.
3. Aliquote 40 μl and add 160 μl of
pre-chilled extraction solution (acetonitrile/
methanol/MiliQ, 2:2:1) maintaining 0 �C
always.
4. Vortex for 30 s, and shake for 5 min at
4 �C using ThermoMixer.
5. Keep at �20 �C for 20 min.
6. Centrifuge for 15 min at 14,000 rpm at
4 �C.
7. Transfer 200 μl of supernatant in the
glass vial.
8. Deoxygenate the extract with a gentle
stream of nitrogen gas for 1 min prior to
vial closure, and store at �80 �C until
further use.

Box 21.2 Derivatization protocol for GCMS/MS

1. Prepare 40 mg/ml methoxylamine HCl solution in pyridine.
2. Evaporate the extracted sample described in the Box 21.1 using gentle stream of
nitrogen gas until complete dryness.
3. Add 40 μl of methoxylamine HCl solution to the dried sample.
4. Incubate at 37 �C for 90 min.
5. Add 80 μl of BSTFA reagent. Vortex for 10 s.
6. Incubate at 70 �C for 60 min.
7. Transfer the content to fresh glass vial after cooling at room temperature, and store at
�80 �C until further use.

380 A. Verma et al.



For LC-MS instruments, extracted sample can be directly injected on column
described in the Box 21.1.

For GC-MS instruments, derivatization step is required that has been described in
the Box 21.2.

21.2.2 Computational Pipeline for Metabolomics Data Analysis

The workflow has been described for the installation of R version 4.0.2 with
reference to MetaboAnalyst, which is supported by R version 4.0.2 and above.
The latest version of R software (R version 4.0.2) is freely available for Linux,
Windows, and Mac OS X on their websites (https://cran.r-project.org/). It is impor-
tant to note that R version 4.0.2 [13] does not come with “R developer tools”
(devtools); hence, installation of older packages is not possible in R version
4.0.2 using “devtools” [14]. Many of the computational packages for analysis of
metabolomics data, e.g., MetaboAnalyst, are under evolutionary status on R version
4.0.2. Users face multiple problems due to version incompatibility of R packages
which requires IT consultation and extensive collaboration. Online assistance like
the “Bioconductor program” provides vital inputs and can be consulted as often as
required. To enlighten the user, here, we describe step-by-step installation procedure
for the tools and MetaboAnalyst 3.0 (https://www.metaboanalyst.ca/docs/RTutorial.
xhtml), which is freely available in GitHub. An online version of this platform is
available, but running this on personal systems provides more freedom to user for
data jiggling.

21.2.2.1 Rtools Installation
• R 4.0.0 and above versions have been released after April 2020; R for windows

comes with a bundle of tool chain named “rtools40”. This version of Tools
upgrades the mingw_w64 gcc tool chains to version 8.3.0 and introduces a
new build system on msys2.

• To use Rtools40, download the installer from CRAN using the links
“rtools40-x86_64.exe” and “rtools40-i686.exe” for 64 bits.
User should ensure using only RStudio version 1.2.5042 or above to work with
rtool40.

• Install Rtools for compiling R packages. It is required to put the location of Rtools
and make utilities (bash, make, etc.) on the PATH. An easy option is to direct all
R-related installation in the same directory. Type commands on the Rtools
terminal as mentioned in Fig. 21.2.

• Now, start R programming R.0.2. To look at the PATH of Rtools, type the
command as shown in Fig. 21.3:

>sys.which (“make”)

The output should look like below:
>C:\crrtools40\cruser\crbin\crmake.exe
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Fig. 21.2 Process of command PATH of Rtools
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The successful batch of Tools was verified by installing “jsonlite” [15]. It can be
seen that jsonlite has been successfully downloaded and installed (Fig. 21.3). The R
package of MetaboAnalyst was directly cloned from source (Fig. 21.2).

Fig. 21.3 Verification of command PATH of Rtools in R console

21 An Introduction to Computational Pipelines for Analyzing Untargeted. . . 383



21.2.2.2 Installation of MetaboAnalyst
(i) The package MetaboAnalyst 3.0 is available as an R package. It can be installed

by three different ways:
• As previously described through “devtools”
• Cloning the GitHub
• Manually downloading the .tar.gz file

As we have discussed that for R 4.0.2 and onwards devtools are not available, we
shall here proceed through cloning GitHub directly through mirrors online. In
addition, we have attempted to install MetaboAnalyst 3.0 using the manually
downloaded .tar.gz file, but it was not successful. In order to clone GitHub,
open the “bash” window of Rtools, and write the following command for git clone:

>http://github.com/xia-lab/MetaboAnalystR.git
Press “ENTER.”
The immediate output should say cloning into “MetaboAnalystR”; this

should be followed by three remote processes: enumeration, counting, and
compressing. After the output shows done, type the command:

>CMD build MetaboAnalystR

After the code has successfully been executed the compiler will return the default
title of Windows, e.g., “Microsoft Windows (version 10.0.18362.1016).” The
user will be automatically directed to the target folder. This is performed using the
command:

>CMD INSTALL MetaboAnalystR_3.0.0.tar.gz

When this command is executed, now, MetaboAnalyst is in line to be executed as
an R package in R console.

Now, MetaboAnalyst has to be installed on the R platform. This can be again
done by two ways:

• By installing “metanr_packages” [16]
• Installing “pacman” [17]

Since we are in R platform 4.0.0 and above, it is recommended to use
“pacman”. Run the R command:

>install.package (“pacman”)

To use the installed package, run the command:

>library (“pacman”)
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The “pacman” packages contain important functions like the following:
“multest” – Nonparametric boot strap and permutation resampling-based

multiple testing procedures (including empirical Bayes methods) for controlling
family-wise error rate (FWER), generalized family-wise error rate (gFWER), tail
probability of the proportion of false positive (TPPFP), and false discovery rate
(FDR) [18].

“genefilter” – Methods for filtering genes from high-throughput
experiments [19].

“globaltest” – Testing groups of covariates/features for association with a
response variable, with applications to gene set testing [20].

After installation during subsequent uses, just enter the command:

>library (“pacman”)

Fig. 21.4 Successful installation of MetaboAnalyst diasplayed in R console
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any time for using on R. Now, directly load MetaboAnalyst on R by using the
command:

>library (“MetaboAnalystR”)

Now, the R console should show successful installation and initialization of
MetaboAnalyst 3.0.3. This concludes the installation of MetaboAnalyst on your
PC (Fig. 21.4).

The system may show multiple warnings which are good to read and understand
but can be set aside unless some serious errors do not pop up.

21.3 Statistical Analysis of Metabolome Data

The main challenge of the metabolomics study is data analysis to recognize and
identify all metabolites and their significant alterations to confirm biomarkers and
interpret relevant biological significance.

There are many freely online software available for the statistical analysis, data
analysis, and graphics like MATLAB [21], XCMS [22], MetaboAnalyst [23],
Haystack [24], MZmine2 [25] and Metabolomics Ion-Based Data Extraction Algo-
rithm (MET-IDEA) [26], and finally R packages. The MetaboAnalyst online website
has a size restriction of up to 50 M; the R package will be of great use to users for
both direct processing and batch processing of larger datasets.

21.3.1 Data Conversion

In the case of LC-MS analysis, data generated from each chromatogram are arranged
in datasets containing information of mass-to-charge ratio (m/z), retention times, and
intensities. When working in R environment, LC-MS data are usually imported by
means of the mzR package available at Bioconductor (https://www.bioconductor.
org/packages /release /bioc/html /mzR. html). mzR provides a unified interface for
most of the open data formats described above such as mzXML, mzML, mzData,
and netCDF [27]. Afterward, peaks function can be used to extract all MS spectral
data into a matrix to be further analyzed (i.e., XCMS and MSnbase [28]). The first
step in data processing of targeted and untargeted metabolomics is to convert the raw
data into a numerical format that can be used for downstream statistical analysis.

21.3.2 Preprocessing

For LC-MS data, useful preprocessing steps include data filtering, feature detection,
alignment, and normalization [29].
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21.3.2.1 Normalization
In biological samples, the concentrations of metabolites depend on a large number of
factors, many of which are not a concern of metabolomics analysis. Rather than
directly going for XCMS or MetaboAnalyst beginners can start handling small
datasets using many freely available simple pipelines from the R community. For
example, the use of MALDIquant package for analysis of MALDI-TOF and 2D
mass spectrometry data [30] is highly recommended in the beginning. The package
includes all essential steps of data processing pipelines such as raw data import,
baseline removal, and peak detection. To start with, we have to install the package.
The package is compatible with any version of R above 3.2.0 and can be simply
installed by the command:

>install.packages("MALDIquant")

There are multiple approaches to normalize datasets in metabolomics including
total signal normalization and vector normalization. The total ion current (TIC; sum
of all intensities under curve) is computed on raw data, baseline corrected data,
smooth data time scale, and m/z scale. However, on m/z scale, computation can fail
due to the fact that total area under the curve can be very large. Thus, normalized
values are required to be multiplied by large constant to put intensities on a scale.
Alternative methods for normalization include probablistic quotient normalization
(PQN) [31] or median. For example, the standard R code for PQN normalization
using MALDIquant [32] is:

>spectra<-calibrateIntensity(objectname, method=c(“TIC”, “PQN”,

“median”),range=c(3000, 5000))

or

>spectra<-calibrateIntensity(objectname, method=“TIC”, range=c

(3000, 5000))

If range is provided, TIC is only calculated for the specified mass range. The
value returned to spectra in the upper code is an object with calibrated intensities.

21.3.2.2 Baseline Correction
The baseline correction is performed to get rid of the noises in the signal. Mainte-
nance of instrument is essential along with clean sample preparations. The general
practice of determining and correcting baseline is to keep the signal to noise ratio
between 2 and 5. The algorithm is based on SNIP described by Ryan and his
colleagues [33]. The algorithm is based on the following equation:
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yi kð Þ ¼ min yi,
yi� k þ yiþ kð Þ

2

where yi(k) is mean channel value, yi is channel value of spectra, and k denotes
spectral width.

The algorithm gives acceptable spectra after only 24 iterations; however, for mass
spectrometry data, 100 iterations are generally performed. Using MALDIquant
package, the following lines of codes can be executed for baseline correction:

>b1<-estimateBaseline(objectname, method=“SNIP”, iterations=n)

plot (b1,col=“red”, lwd=2)

Multiple iterations should be performed for desired baseline, e.g., n ¼ 75,
100, 150, etc.

To remove baseline:

>b1<-removeBaseline(objectname, method=“SNIP”, iterations=100)

plot (b1,col=“red”, lwd=2)

21.3.2.3 Smoothing
The spectral intensity can be smoothened using Gaussian-Lowess and Savitzky-
Golay [34]. The filter coefficient in Savitzky-Golay is derived by performing
unweighted linear least square fit using a polynomial of higher degree which
preserves signal feature like resolution between two peaks and height of the peak.

The smoothing can be performed by using MALDIquant:

>b1<-smoothIntensity (objectname, method=“SavitzkyGolay”,

halfWindowSize=10)

21.3.2.4 Peak Detection
Prior to peak detection, it is important to estimate the noise in the spectra. Using the
following algorithm, one can determine and plot the noise and the signal:

> noise <- estimateNoise (objectname)

> plot(objectname, xlim=c(2000, 5000), ylim=c(0, 0.002))

> lines(noise, col=“select colour”)

> lines(noise[,1], noise[, 2]*2, col=“select colour”)

Here, the X-axis represents the m/z values that have been set between 2000 and
5000. The normalized signal intensity has been similarly set between 0 and 0.002.
The user is free to select any desired range. Once the signal and noise ratio is
decided, peaks can be detected using MALDIquant [35]:
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> selectpeaks<-detectPeaks(avgSpectra, method="MAD",

halfWindowSize=20, SNR=2)

> plot(avgSpectra, xlim=c(2000, 5000), ylim=c(0, 0.002))

> points(peaks, col=“select colour", pch=4)

In MetaboAnalyst, after successful installation of the package followed by library
of the package, data can be inspected using the command:

>“PerformDataInspect(directoryname, res=50)”

This will provide the RT range and the m/z range. The command

>“PerformParamsOptimization()”

accepts data file name, initialization, and number of CPU cores to be assigned for
the job as default arguments. The single command determines signal to noise ratio,
smoothening using Gaussian-Lowess, and performing mean centering by
subtracting the mean value from each peak for all the same peak across the sample.
The mean value of each peak is determined by averaging values across the column
and then subtracting the mean from each peak belonging to different samples across
the row.

21.4 Identification of Target Metabolic Pathway and Biomarker

There are two main approaches to decipher metabolic alteration. One approach is to
identify metabolites that are altered in test condition compared to control or in
untargeted metabolomics by finding significant features that are altered across the
sample space and then constructing logical trees to reach conclusion about pathways
using biological experience. The former approach has been quite successful and has
led to numerous important outcomes. However, the process has certain limitations
which include user bias towards conclusions. Also, for very large datasets, such
comparison becomes nearly impossible. Another approach is to skip identification of
metabolites and directly look for variations in clusters of daughter ions and directly
infer pathways. However, this process indirectly depends on initial metabolite
identification to build the pipeline for meta-analysis of ions to pathways directly.
Here, a brief discussion will be presented about both these practices. There is no hard
rule to prefer one approach over the other. A lot of scientific literature is available
about the merits and demerits of these approaches individually; however, the overlap
of outcome of these two approaches depends also on sample quality, sample
preparations, instrument maintenance, and the fine tuning of hardware.
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21.4.1 Identification of Metabolite with XCMS

Metabolites are identified in XCMS software which is freely available online
through METLIN database (https://metlin.scripps.edu/landing_page.php?
pgcontent¼mainPage) and KEGG compound IDs (https://www.genome.jp/kegg/
compound/). METLIN contains MS/MS data for more than 12,000 metabolites and
61,000 MS/MS spectra. Matches with MS/MS data are scored using a cosine
similarity metric (0–1) to the closest collision energy in the database. Spectral mirror
plots are created for confirmation of positive matches. Modern mass spectrometry
workflow can also be a supervised analysis where the user’s knowledge is applied to
select target. A biological sample is initially separated on column, and the compound
enters a single quadrapole mass spectrometer or in triple quadrapole mass spectrom-
eter operating in simple ion scanning of the mother ion. From the peak area, a
relative quantification is performed, and the METLIN database is searched; next, the
mother ion is fragmented, and the relative intensities of daughter ion are determined.
Based on the m/z values of the daughter ions, the mother ion and hence the
compound can be identified. A user-supervised quantification of the compound
can be possible by splitting the mother ion at different energies and looking for
fragments. Each fragment is then selected, and based on trial and error method, the
user-defined fragment is repeatedly scanned at the last quadrapole to achieve quan-
tification. These methods have been used for both identification and quantification of
the compounds. In XCMS, once the submitted job is completed, the most important
feature is the result table which can be used by the user to perform various analysis.
The data table contains initially a large number of entries that can be filtered using
p value, fold change, and max intensity filters as shown in Fig. 21.5.

Appropriate choice of filters like p value set to <0.005, fold change set to >10,
and maximum intensity set to above 10,000 filters out a lot of unnecessary entries
and highlights more significant ones. A note of caution is that filter parameters
depend on what the observer is looking at; it is not a universal set parameter for every
application.

21.4.2 From Mass Spectral Peaks to Pathways Bypassing Metabolite
Identification

Untargeted metabolomics requires identification of metabolites which is a major
challenge. Determination of metabolite identity only based on the m/z values is an
overwhelming approximation. The idea of bypassing metabolite identity is not to
ignore metabolites, but to bypass the steps of identification to decipher pathway and
metabolic network. This ultimately requires the unification of metabolite identity and
pathway identity simultaneously rather than piggybacking pathway analysis on
identification. This approach is based on the hypothesis that if a biologically
significant change is manifested in cellular metabolome, there should be local
enrichment of metabolites in the pathway or network, while the outliers will be
distantly related. Thus, if the aromatic amino acid biosynthesis pathway is
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upregulated, an enrichment analysis can be performed using the possible peaks that
manifest upregulation of prephanate, shikimate, and erythrose 4-phosphate rather
than perturbations in distantly related sedoheptulose pathway and vice versa
[36]. This function is thus performed by the “mummichog” algorithm (https://pypi.
org/project/mummichog/) (Fig. 21.6). However, a certain limitation is that mummi-
chog can search for all modules that can be built on user input data and compute their
activity scores on a predefined reference metabolic network model. The basic test for
pathway enrichment is Fisher’s exact test (FET), which is widely used in
transcriptomic analysis [37]. The information about the pathway can be enumerated
from the list of metabolites that is mapped with the list of m/z values. For every
metabolite, this mapping is performed many times until significant enrichment is
obtained and pathways are deduced by comparing the p values from the real data and
the p values for the permutation mapping. Briefly, let’s consider a list of M
metabolites. Now, if there exists a pathway with attribute A, first, m number of
metabolites may be determined out of M that has been annotated with attribute A.
Next, using Fisher’s exact test, the probability p + (A) of having at least m such genes
with attribute A is calculated if the null hypothesis is true. If p + (A) value is
sufficiently small, then one can consider m number of metabolites is statistically
significant to pathway with A attributes. All the significant metabolites then can be
used to draw a functional network (Fig. 21.7). Mummichog can be performed with

Fig. 21.5 Setting up filters to remove and resize the table into significant and manageable
form in XCMS
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datasets on MetaboAnalyst Platform where fold change is considered as an attribute
to construct the pathways that are significantly altered in test as compared to control.

21.5 Computer-Assisted Drug Design and Biochemical
Validation

Currently, the development of new effective drugs is hindered not only by develop-
ment costs, drug efficacy, and drug safety but also by the rapid occurrence of drug
resistance/tolerance. Here, we discuss how metabolomics may help in identifying
key metabolites in clinical conditions and subsequently led to development of
possible new drug targets and drugs with an example provided below.

Atherosclerosis is the resulting clinical condition attributed to SNPs and high
levels of cholesterol. In 2011, Wang et al. performed an untargeted metabolic
profiling of rat plasma that has developed plaques. Compelling evidences were
found between TMAO levels and developing atherosclerosis condition. TMAO is
an oxidized by-product of trimethylamine (TMA) which is a product from metabolic
breakdown of creatinine, betaine, choline, etc. by microorganism. Subsequent stud-
ies have also established strong correlation between atherosclerosis and TMAO in
human. The identification of high levels of TMAO in plasma having a strong
correlation between atherosclerosis has led to the identification of novel enzyme
targets, i.e., the liver flavin monooxygenase III and bacterial TMA-lyase. Using
computer-assisted docking, 3,3-dimethyl butanol was identified in olive oil which
was able to inhibit TMA (choline)-lyase [38].

Fig. 21.6 Flow chart of mummichog logic
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Many of the best-selling drugs are enzyme inhibitors or antimetabolites. Thus,
metabolomics clearly shows cost-effective time-saving direction toward identifying
targets followed by design of drugs.

21.5.1 Selecting Target-Specific Drug Candidates

The process of selecting potential drug molecule is intensive. The search starts with
the thousands of potential molecules which go through several phases of trials, and
only a few entries make it to the final stage. This process is not only costly and time-
consuming but often leads to deselection of potential candidates due to high

Fig. 21.7 A fold enrichment analysis performed using mummichog for pathway upregulation in
test against control using MetaboAnalyst
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biological variability. Thus, a computer-assisted platform has been developed to
facilitate the whole process. Here, we will discuss about R based platforms that
utilize chemometrics and similarity index to narrow down potential target molecules
with greater confidence and precision.

21.5.1.1 Molecule Exploration with “rcdk” Package on R
The name rcdk arises from Chemistry Development Kit (CDK), a collection
containing free java libraries for wide variety of “Cheminformatics” function-
ality. It is used in R programming platform to provide direct access to CDK. The
CDK and the R platform are combined in the package called “rcdk” [39]. How-
ever, rcdk package requires several other associated packages for execution of the
program. To install a package in R, continue with the following command:

> install.packages(“rcdk”)

The associated packages require R “Chemometrics”, “ChemmineR”,
“Cluster”, “rgl”, “vegan”, “factoextra”, “fingerprint”,
“fmcsR”, “NbClust”, “ggplot2”, “iqspr”, and “gridextra”.

21.5.1.2 Brief Introduction of Some of the Packages
• “Chemometrics”—this deals with multicollinearity in data having a large

number of variables and a very limited observation. Chemometrics rely on
principle component analysis to transfer the original variables to a small set of
principle components to maximize variance of the data. The package contains
several methods of regression which are suitable for chemical data [40]. The
package contains OLS, principle component regression, and partial least square
(PLS) option. The package is a supervised training algorithm which classifies
objects based on previous training session. Chemometrics on “rcdk” utilize
simple methods like k nearest neighbors and classification trees to highly com-
plex artificial neural networks [41].

• “ChemmineR”—it is a package for analyzing small molecules in R. It provides
the scope for efficient prediction of physical and chemical properties of artificially
synthesized molecules. It is capable of searching and classifying compounds and
making similarity clusters (https://www.bioconductor.org/packages/devel/bioc /
vignettes /ChemmineR/inst/doc/ChemmineR.html). The package comes with the
ease of molecular visualization [42].

• “Cluster”—the “Cluster” package computes agglomerative hierarchical
clustering of the dataset. Hierarchical agglomerative clustering is performed by
merging smaller clusters on each step until one single large cluster exists. It
determines agglomerative coefficient, which is a measure of the amount of
clustering [43].

• “rgl”—“rgl” provides medium- to high-level function for 3D interactive
graphics visualization. It also supports standard 2D image format like PNG and
PGF [44].

394 A. Verma et al.

https://www.bioconductor.org/packages/devel/bioc%20/vignettes%20/ChemmineR/inst/doc/ChemmineR.html
https://www.bioconductor.org/packages/devel/bioc%20/vignettes%20/ChemmineR/inst/doc/ChemmineR.html


• “vegan”—this package provides a plethora of multivariate tools for diversity
analysis, dissimilarity analysis, etc. Originally developed for analysis of descrip-
tive community ecology, its tools can be used for many other types of data [45].

• “factoextra”—it can extract and visualize multivariate data analyzed, like
principle component analysis (PCA), correspondence analysis (CA), and hierar-
chical multiple factor analysis (HMFA). “factoextra” R packages include
“factomineR”, “ade4”, “stat”, “ca”, “mass”, and “exposi-
tion”. It facilitates clustering analysis and visualization. It also produces
ggplot2 based on elegant data visualization [46].

• “fingerprint”—it contains functions to manipulate binary fingerprints of
arbitrary length. Fingerprints can be converted to Euclidean vectors (i.e., points
on the unit hypersphere) and can also be folded using OR. Arbitrary fingerprint
formats can be handled via line handlers. Currently, handlers are provided for
CDK, MOE, and BCI fingerprint data [39].

• “fmcsR”—it provides an R interface, with the time-consuming steps of FMCS
algorithm implemented in C++. It includes utilities for pairwise comparisons,
structure similarity searching, and clustering and visualization of maximum
common substructures (MCSs). In comparison to an existing MCS tool, fmcsR
shows better performance over a wide range of compound sizes [47] though its
installation is not absolutely essential.

After all the packages have been included in the R library, “user-defined dataset” can
be obtained using the “load.molecule” function (Fig. 21.8). There already
exists an instance of dataset called the “bpdata” that can be used for practice.
The bpdata contains 277 molecules which include SMILES and their

Fig. 21.8 R 4.0.2 showing response to loaded libraries. The program shows the version of the
software being used
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corresponding boiling points in Kelvin. By giving “bpdata” command on R
console and pressing ENTER, one can look at the whole list (Fig. 21.9). These
molecules can be viewed in 2D structure using the command:

>View.molecule.2d(name of the dataset[[entry no. of list]])

Choice of visualization can be obtained using the function “get.depictor”.
The depictor function allows the choice of color of atom groups and depiction of
functional groups:

>Depictor<-get.depictor(style=‘cob’,abbr=‘reagents’,width=300,

height=300)

Fig. 21.9 Visualization of bpdata: List of molecules and their SMILES and boiling points in
Kelvin

396 A. Verma et al.



Fig. 21.10 Problem encountered during 2D visualization of molecules with RCDK package on
Windows platform

Fig. 21.11 (a) Generation of hierarchical clustering using Tanimoto matrix command. (b) Hierar-
chical clustering of molecules of BP dataset
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It is advisable to use rcdk on a Linux or macOS. Windows users often get an
error message. This may be due to the fact that either Rjava is not installed or R
cannot detect where Rjava is located. It is advisable that the user installed R java in
the same directory in which R is located. Please refer to https://github.com/CDK-R/
cdkr/issues/61 for further discussion (Fig. 21.10).

The package can be utilized for determining Tanimoto similarity. Tanimoto
coefficient is similar to that of Jaccard. The Tanimoto index is used to determine
similarity between molecules. Without going deeper into the mathematics, the user
can use this chemometrics tools under the rcdk package as long as the physical
significance is clear. The program can generate hierarchal clustering using Tanimoto
matrices. An example with the already available bpdata is shown in Fig. 21.11.

Similarity search can also be performed based on Tanimoto index with a user-
defined cutoff. For example, here, two cases have been represented at which in the
previous example molecules have been searched in the bpdata having Tanimoto
similarity 0.3 or more for acetaldehyde. The result in output comes in the tabular
form depicting the molecules and similarity index. When no similarity is obtained,
the program generally returns the same molecule with Tanimoto index of 1. For
example, formic acid similarity search does not provide any other molecular
instances and hence returns formic acid itself (Fig. 21.12). Using molecular docking,

Fig. 21.12 (a) Similarity is found for depicted molecule. (b) No similarity is found
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novel protein-binding molecules can be designed. Once the lead structure is obtained
based on Tanimoto similarity, other analogues can be searched. Naturally available
analogues can then be used to perform docking, and required derivatization/modifi-
cation of the lead can be designed. Many other such functions and properties of
molecules can be determined using the rcdk package. The users can use appropriate
descriptor filter to perform their analysis of choice. Hence, as proficiency of the user
increases in chemometrics, rcdk package can provide quality data by performing
QSAR. Thus, it is advisable to explore this package in full form and take the
opportunity of the diversity of R platform in the art of molecular analysis and drug
design.

21.6 Conclusion

Investigating parasitic diseases like leishmaniasis through metabolomics has a huge
scope and truly is a vast area to cover within the limited scope of this chapter. There
are a lot of excellent literatures and reviews that are available to researchers and
readers on metabolomics. However, the resources available are so vast that often, the
problem is where to start with, especially for the beginners. The biologically
significant outcomes of metabolomics data are often straightforward; however, the
computational pipelines become major challenge even with good-quality data
generated from well-designed experiments. Developing all skills of computational
pipeline is a time-consuming process and a matter of intensive exploration and
learning. With the advancement of technology as the cost of operating mass
spectrometers becomes more and more affordable, a large volume of metabolomics
data will be generated. Such data once freely available need mining; thus, computa-
tional basics are going to be a powerful skill that need to be developed and
encouraged to obtain the maximum from already existing metabolomics data. We
have tried to summarize some of these computational platforms that the readers can
explore and try hands on without going into much details of programming. Thus, the
focus should be more on understanding the algorithms rather than the programming
language itself. We recommend R as the choice of learning statistical programming
for metabolomics data analysis as it is user-friendly and backed by significant
community support. Finally, it is always better to run different pipelines available
for metabolomics on personal workstations as it provides the flexibility of data
jiggling and understanding these platforms through data analysis and problem-
solving.
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Metabolomics: A Promising Tool to Study
Disease Biomarkers and Host-Pathogen
Interactions
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Abstract

Metabolomics is a comprehensive analysis of small-molecule metabolite profiles
of cellular processes using mass spectrometry combined with advanced
techniques of gas/liquid chromatography and nuclear magnetic resonance spec-
trometry. Whenever microbial pathogens invade the host cellular system, the host
immune system responds via several innate and adaptive mechanisms to elimi-
nate the pathogens. As a result, both host and microbial pathogens elicit adaptive
responses, leading to altered metabolic pathways such as glycolysis, fatty acid,
amino acid biosynthesis, and thereby cellular metabolites. Finally, either host
cells or pathogens survive. These unique metabolites are analyzed by
metabolomics and used as biomarkers for disease and pathogen detection,
differentiating between microbial pathogens, prediction of altered metabolic
pathways during infection, and development of drug resistance. Metabolomics
completes the loop of central dogma beyond the proteins and provides the
information on molecular phenotyping. Metabolomics has emerged as a
promising tool to aid better understanding of metabolic pathways and new drug
targets, rapid disease diagnosis, and development of effective, shorter,
personalized therapy. Herein, the application of metabolomics in clinical setting
for the study of infectious diseases, viz., pathogen and disease detection,
differentiating between microbial pathogens, alterations in associated biochemi-
cal pathways during infection, and drug resistance, is discussed. This chapter
highlights the analytical techniques used for metabolite profiling.
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22.1 Introduction

Living cell is itself a perfect machine, where coded information on DNA is tran-
scribed into mRNA and then translated to proteins, which further initiate controlled
and functional metabolic processes of the cell. Omics is the systematic study of
biological interaction in cells such as genes, transcripts, protein, and metabolites.
Genomics, transcriptomics, and proteomics mostly provide the information on
genome and its product but convey very limited information about phenotype.
Interestingly, compounds with low molecular weight (less than 1 KDa) or
metabolites of cellular processes are closely linked to molecular phenotype, where
metabolites are the functional representation of cellular state and their abundance is
often related to homeostasis dysregulation or disease occurrence [1]. The entire set of
metabolites within biofluids, cells, tissues, and organisms are termed as metabolome,
and their identification and quantification is called metabolomics. Metabolomics is a
powerful tool for clinical diagnosis of diseases, to measure chemical phenotypes,
and to provide highly integrated profiles of biological status of cells [1]. Mass
spectrometry (MS) and nuclear magnetic resonance (NMR) spectroscopy are highly
reproducible, quantitative techniques which are routinely used for the study of
metabolites. However, other techniques such as capillary electrophoresis, infrared
spectroscopy, and Raman spectroscopy are also used to study several metabolic
disorders [2].

A recent metabolomics study reported the differential abundance of 373 and
204 metabolites within COVID-19 patients, indicating the disease severity of the
COVID-19 pandemic [3]. The use of metabolomics in screening of infectious
diseases has shown accurate and noninvasive diagnosis of metabolic biomarkers
associated with microbial infections and diseases [4]. This technique has been
widely used for the extensive study of several common diseases likeMycobacterium
tuberculosis (M. tuberculosis), human immunodeficiency virus infection (HIV),
hepatitis C, etc. [4]. Metabolomics can be used for detection/identification of disease
and pathogen, to differentiate between microbial strains, to provide the information
on virulence factors, for adaptation features of microbes in host environment, and to
identify the novel compounds produced by microbes. The comprehensive character-
ization of metabolic phenotypes can progress precision medicine to various levels,
including the characterization of metabolic derangements underlying the disease,
discovery of new therapeutic targets, and discovery of biomarkers that may be used
for either disease diagnosis or monitoring activity of therapeutics. Herein this
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chapter, we have summarized the metabolomics techniques and their applications to
study disease biomarkers and host-microbial pathogen interactions.

22.2 Analytical Techniques for Profiling of Metabolites

MS and NMR spectroscopy are complementary analytical techniques used for
qualitative and quantitative analysis of metabolites extracted from various biological
samples or biofluids (plasma, urine, blood, breath) of healthy and diseased
individuals. These are highly sensitive, powerful, high-throughput techniques, capa-
ble of identifying several hundred metabolites in a single measurement and helping
to understand the differences in the biological pathways of healthy and diseased
individuals. Figure 22.1 depicts the general workflow for metabolomics.

22.2.1 Mass Spectrometry (MS)

MS measures the mass-to-charge (m/z) ratio of different molecules within a sample
and calculates the exact molecular weight of components present in the sample. MS
quantifies both known and unknown compounds within a sample via molecular
weight determination and helps in elucidation of the chemical structure and, thus,
chemical properties of different molecules. It is an ultrasensitive technique, which
can detect molecules with high resolution (�103–104), at even very low
concentrations of femtomolar (10�15 MolesL�1) to attomolar (10�18 MolesL�1),
and routinely used to analyze hundreds of compounds in a single sample [5]. MS is
successfully used in metabolomics and provides new perspective to understand the

Fig. 22.1 General workflow for metabolomics
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cellular processes, alterations in biochemical pathways due to host-pathogen
interactions, and identification of disease biomarkers [6, 7]. MS typically consists
of three functional units, namely, ionization source, mass analyzer, and ion detection
system. The ionization source is used to ionize the analyte to gas phase ions, while
the mass analyzer further sorts and separates the ions based on mass-to-charge ratio.
After that, the separated ions are measured by the detector, and mass spectrum is
generated based on m/z ratio of ions in sample and their intensities. Electrospray
ionization (ESI) and matrix-assisted laser desorption ionization-time of flight
(MALDI-TOF) are two ionization techniques, majorly used in metabolomics
because of their soft nature of ionization, which prevents the fragmentation of
molecular ions [5]. MALDI-TOF is routinely used for the identification of microbial
strains. In MALDI-TOF, the cultured microbial colony from the collected sample is
first transferred onto a MALDI target spot and then embedded in a matrix, and
subsequently a laser is aimed at the target spot [8]. The spectrum generated requires
further data processing before comparing with the reference database of known
microorganisms. The National Institute of Standards and Technology (NIST) MS
Data Center develops and makes available the database of reference GC/LC-MS
libraries [9] and related software tools for identification of compounds by compari-
son with reference mass spectra. This makes it convenient for detection of microbial
strains and also helps in elucidation of mechanisms involved in microbial pathogen-
esis [10, 11]. The Bruker Biotyper and Vitek MS bioMérieux are FDA-approved
platforms for rapid, cost-effective, and accurate identification of microbes [12].

However, MS most often requires pure sample for identification; therefore com-
bining MS with chromatographic separation techniques maximize the ability of MS
for accurate identification of compounds. Gas chromatography (GC) and liquid
chromatography (LC) are pre-MS separation methods, wherein GC is used for the
separation of volatile compounds, while thermally unstable and nonvolatile
molecules are separated by LC. More polar biomolecules such as organic acids,
nucleosides, nucleotides, ionic species, polyamines, organic amines, etc. are
analyzed by LC-MS, where mobile phase is liquid and no derivatization process is
required [10, 11]. GC-MS is widely used for analysis of alcohols, esters, alkaloids,
amino acids, sugars, drugs, toxins, fatty acids, etc. [10, 11]. For GC, prior to
analysis, sample is chemically derivatized to convert the nonvolatile compounds to
volatile form. Derivatization improves sample volatility, selectivity, detectability,
separation, and thermal stability in chromatographic applications, increases retention
time, enlarges substrate spectrum, and removes tailing. GC-MS is a robust analytical
technique with high sensitivity, selectivity, and reproducibility. GC-MS overcomes
the limitations of matrix effect and ion suppression associated with LC-MS by
co-eluting the compounds, therefore resulting in greater chromatographic resolution
[10, 11]. Interestingly, studies have demonstrated the successful use of GC-MS-
based metabolomics for the identification of microbial strains and biomarkers
associated with pathogenicity and infectious diseases [13]. In recent years, mass
spectrometry imaging (MSI) has emerged as a promising technique which enables
the in situ detection of several compounds, ranging from metabolites to proteins, and
can also simultaneously provide spatiotemporal distribution of molecular species in
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a variety of samples [10, 11, 14]. It has the capability to image thousands of
molecules, such as metabolites, lipids, peptides, proteins, and glycans, in a single
experiment without labeling. The combination of information gained from mass
spectrometry (MS) and visualization of spatial distributions in thin sample sections
makes this a valuable chemical analysis tool for biological specimen characteriza-
tion. MSI is increasingly used as an analytical technique both as complement and
replacement to other imaging methods. By improving sample preparation protocols,
instrument throughput, resolution capabilities, streamlined data analysis, and quan-
titation, it is anticipated that MSI will be routinely utilized in clinical settings.
Advances in MS has certainly improved the selectivity, sensitivity for detection at
lower concentration, compatibility with separation techniques, and ability for quali-
tative and quantitative analysis, thus making MS an ideal analytical technique for
profiling of metabolites in clinical settings.

22.2.2 Nuclear Magnetic Resonance (NMR)-Based Spectroscopy

NMR is one of the principal analytical techniques used in metabolomics, preferably
for long-term or large-scale metabolite profiling, when it is not restricted to analysis
of only biofluid or tissue extract. Being a nondestructive analytical technique, NMR
is more advantageous to use for metabolomics. Moreover, NMR spectroscopy has
relatively high reproducibility and high throughput and requires almost no separa-
tion techniques. The principle of NMR is based on the magnetic properties, referred
to as “spin,” of certain atomic nuclei to provide information about their immediate
environment. Each metabolite is made up of atom consisting of nuclei, and when
magnetic field is applied, specific NMR signal is obtained by the radio-frequency
pulses that interact with the nuclei of an atom and characterize the resonate fre-
quency of that nuclei based on the environment and chemical surroundings
[15]. Thus, the environment of that nucleus, the presence of electrons and protons
on neighboring atoms, and their interactions affect the magnetic field, and thus, the
energy required to flip the nucleus. Metabolites such as alcohols, sugars, highly polar
compounds, organic acids, etc. are detected and characterized by NMR spectroscopy
[15]. Moreover, different classes of metabolites such as nitrogen-containing, phos-
phorous-containing, and protein-bound metabolites (lipoprotein particles) and cer-
tain inorganic metabolites (H+ ions and metal ions) can be identified either separately
or simultaneously [15, 16]. MS-based analytical methods being destructive, both
LC-MS and GC-MS are unsuitable for analyzing living samples, but with NMR
spectroscopy, the metabolite profiling of living cell in real time is possible
[17, 18]. Milner et al. used 1H NMR for the analysis of metabolites in urine and
feces samples of healthy and influenza virus-infected mice. Significantly elevated
levels of certain metabolites such as acetylcarnitine, ascorbate, glucose, and
3-hydroxybutyrate were found in urine sample of obese mice indicating alterations
in metabolic pathways associated with kidney [19]. Similarly, discriminant
metabolites such as acetate and trimethylamine were rapidly identified by 1H
NMR spectroscopy during urinary tract infection caused by Escherichia coli

22 Metabolomics: A Promising Tool to Study Disease Biomarkers and. . . 407

https://www2.chemistry.msu.edu/faculty/reusch/virttxtjml/spectrpy/nmr/nmr2.htm


(E. coli) [20]. With simultaneous use of magnetic resonance spectroscopy (MRS)
and magnetic resonance imaging (MRI), NMR can be a versatile tool in biomedical
field for metabolite imaging and analysis of living samples [21]. Table 22.1 gives a
comparison between MS and NMR.

22.3 Metabolomics for Infectious Diseases

Human beings are under continuous exposure to various pathogenic and nonpatho-
genic microorganisms such as viruses, bacteria, parasites, and other extrinsic factors.
The human gut itself harbors a complex and dynamic population of microorganisms
called the gut microbiota, comprising beneficial, commensal, and opportunistic
microbes, which exert a remarkable influence on the host during homeostasis and
disease. The gut microflora plays a significant role in host nutrient metabolism,
xenobiotic and drug metabolism, maintenance of structural integrity of the gut
mucosal barrier, immunomodulation, and protection against pathogens. Although
the microorganisms which are part of gut microflora are well adapted to the human
body, under certain unfavorable and immunocompromised conditions, few com-
mensal microorganisms often turn pathogenic to result in disease such as candidiasis
caused by the opportunistic fungus, Candida albicans. On the other hand, there are
many other microbes which are not part of the human microbiota and can cause
several diseases. Some common examples of infectious diseases are urinary tract
infections, common cold, tuberculosis, HIV/AIDS, influenza, viral hepatitis,

Table 22.1 Comparison between MS and NMR

Mass spectrometry NMR spectroscopy

Needs derivatized pre-sample preparation for
GC-MS analysis

Easy or minimal sample preparation with no
need of derivatization step and has high
reproducibility

MS is not suitable for profiling of living cell
metabolites

Suitable for profiling of living cell metabolites
[22]

For maximization of metabolites detection, MS
requires different ionization methods

Rapid analysis, all metabolites can be
observed in a single measurement

Highly sensitive and selective method. It is
suitable for targeted analysis, can operate for
sample even at concentration of 10�6 M, and
can be efficient up to 10�18 M [23]

Almost 10–100 times less sensitive than
GC-MS/LC-MS but suitable for both targeted
and untargeted analysis and able to measure
sample between concentration 10�4 to
10�5 M [23]

Ionization is an important factor for resulting
data. MS line intensity is not directly correlated
to metabolite concentration [15]

Easy quantitative method, signal intensity is
directly proportional to number of nuclei in
the molecule and to metabolite concentration
[15]

MS could be used for metabolic flux analysis
but destructive nature of MS-based methods
resulted in more limitations than NMR-based
fluxomics

Suitable for in vivo and in vitro metabolic flux
analysis [24, 25]
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measles, typhoid, chicken pox, diphtheria, dengue, chikungunya, etc.; however, the
list remains exhaustive.

Infectious diseases are major causes of mortality and morbidity worldwide. They
are transmissible and caused by various pathogens, including bacteria, fungi,
viruses, and parasites. Infections by these pathogens result in illness and disease.
Signs and symptoms and treatment of infectious diseases depend on the host and the
pathogen. The invasion of host by the microbial pathogens and pathogenicity have
been widely studied since decades, and several vaccines or therapeutics have been
developed to limit the microbial infections. While vaccines are available as protec-
tive measures for many diseases but for others, vaccines are still not available.
Treatments for diseases are dependent on therapeutic targets that are already avail-
able or still not known yet. Even in this era of ongoing COVID-19 pandemic which
has severely impacted several millions of the world population and resulted in
millions of deaths in 2020 (https://www.worldometers.info/coronavirus/), there is
still no vaccine or medicine currently available for COVID-19. However, many of
the symptoms can be treated, and getting early care from a healthcare provider can
make the disease less dangerous. Undoubtedly, COVID-19 has led to a drastic
change in the social structure and lifestyle of humans globally. Therefore, in the
light of such background, it is essential to identify disease at early stage and also to
find therapeutic targets to treat infectious diseases. The design and development of
vaccines and therapeutic drugs depend on many factors including the host immune
system and type of the pathogen.

As a part of adaptation to the surrounding environment and protection from
microbial pathogens, the immune system plays a vital role in providing protection
to the human host. Human immune system consists of innate and adaptive immune
systems. Soon after infecting a human host, the microbial pathogen tries to hijack the
host cellular system for its survival. Existing literature supports the fact that the host
metabolic pathways get perturbed during infection, and in order to protect against
infection, integrins, cytokines, and tissue-specific immune cells such as monocytes,
macrophages, B cells, and T cells are activated to destroy the microbial pathogen.
Therefore, it is essential to identify the metabolites, and the holistic approach of
systems biology used for metabolite profiling is called “metabolomics.” Systems
biology integrates omics technologies such as genomics, transcriptomics, proteo-
mics, and metabolomics. Of these, metabolomics is relatively a novel approach and
offers a robust platform for researchers to understand the influence of different
factors in the metabolic pathway of an infected cell. From a clinical standpoint,
metabolomics can detect the pattern of metabolites that are associated with particular
disease or pathogen, may detect an unknown metabolite indicating new pathophysi-
ological conditions, and also trace the effectiveness or toxicity of a drug in disease.
This would certainly aid in early detection of pathogen and disease, facilitate timely
disease prevention and treatment, identify new drug targets, and improve therapeutic
interventions.

Identification of microbial species is a crucial bottleneck for clinical diagnosis of
infectious diseases. Quick and reliable identification is a key factor to provide
suitable antimicrobial therapies and avoid the development of multiple-drug
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resistance. The conventional methods for identification of microbial pathogens are
very tedious and time-consuming and require laboratory skills and proper clinical
setup. This delays the identification of pathogen and early disease diagnosis and
thus, impedes timely treatment of disease. However, application of metabolomics for
clinical disease diagnosis and identification of microbial pathogens certainly opens
new prospects, and chemical analysis of microbial metabolites can facilitate rapid
detection of the pathogens and help differentiate between them.

22.3.1 Identifying and Differentiating Between Microbial Pathogens

Volatile organic compounds (VOCs) are low molecular weight and carbon-based
organic molecules with vapor pressure of �0.01 kPa at 20 �C and are naturally
volatile in ambient temperature [26]. In 1964, coliform bacteria were detected via
profiling of VOCs which lead to identification of indole, acetoin, pyruvate, and
2,3-butanediol in culture media [27]. VOCs are produced by resident microbes and
various other microbes as primary (e.g., ethanol, acetone, acetic acid) or secondary
metabolites (signaling molecules) (Table 22.2) [26]. These VOCs can diffuse into
breath, urine, feces, and sweat; therefore, analysis of VOCs involves an inexpensive,
noninvasive method for collection of samples. Profiling of VOCs can help finger-
print metabolites produced by the infecting pathogen or reflect pathogen-induced
host responses or a combination of both (Fig. 22.2). Testing for volatile biomarkers
in clinical samples offers an option for developing rapid and potentially inexpensive
disease screening tools. The testing of volatiles can be performed frequently in
follow-up studies, which may indicate disease progression and be helpful in moni-
toring therapeutic intervention. The direct link of diffused VOCs to microbial
infection in host was well demonstrated by specific VOCs released by the resident
pathogen during host-pathogen interactions [34], e.g., indole metabolite found in
E. coli infections [35], 2-aminoacetophenone compound reported in infection by the
respiratory tract pathogen, Pseudomonas aeruginosa (P. aeruginosa) [36], and high
level of p-menth-1-en-8-ol metabolite detected in fecal samples of cholera patients
infected with Vibrio cholerae (V. cholerae) (Table 22.2) [32]. VOCs collected from
exhaled breath require noninvasive, less strenuous sampling and are widely
diagnosed by GC-MS and NMR spectroscopy. However, ion-molecule reaction-
mass spectrometry (IMR-MS), field asymmetric ion mobility spectrometry
(FAIMS), and selected ion flow tube-mass spectrometry (SIFT-MS) are also used
for profilingVOCs [37]. The profiling of VOCs showed 68% sensitivity and 100%
specificity for the detection of P. aeruginosa in sputum and cough swab samples of
cystic fibrosis patients [38], by detecting volatile hydrogen cyanide (HCN) using
SIFT-MS [38, 39]. HCN may be a specific indicator of P. aeruginosa infection
in vivo and offers promise as a biomarker for noninvasive detection of P. aeruginosa
infection by breath analysis. In another study, it was possible to discriminate
between healthy controls and cystic fibrosis patients with or without P. aeruginosa
colonization based on detection of C5–C16 hydrocarbons and N-methyl-2-
methylpropylamine, using gas chromatography-time of flight-MS [40]. Active
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pulmonary tuberculosis (TB) was distinguished from nonactive TB by breath VOC
patterns wherein 1,3,5-trimethylbenzene was identified in active pulmonary TB and
1,2,3,4-tetramethylbenzene in the nonactive stage [41]. Profiling VOCs in urine
samples of TB patients and healthy controls using GC-MS coupled to a headspace
sampler revealed a panel of five selected biomarkers, namely, alpha-xylene, isopro-
pyl acetate, 3-pentanol, dimethylstyrene, and cymol, which enabled discrimination
between TB-infected and healthy individuals with an accuracy of 98.8% (area under
the curve [AUC] of 0.988) [41]. VOCs which were principally derivatives of
naphthalene, benzene, and alkanes and metabolic products of M. tuberculosis were
identified in breath samples of TB patients as biomarkers of pulmonary TB
[28]. Helicobacter pylori (H. pylori) is the main etiological factor of gastritis and
associated with duodenal ulcer and gastric cancer. Its diagnosis involves invasive
method of endoscopy with gastric biopsies. Specific VOC profiles were detected for
H. pylori by noninvasive expired air method, which is a low-cost method with good
patient compliance and can be used for gastric cancer diagnosis [31]. Fungal
pathogens were also identified based on signature volatiles such as 3-methyl-2-
butanone and styrene and were detected as characteristic VOCs of C. albicans [7].
However, Koo et al. clearly distinguished invasive aspergillosis from pneumonia
with 94% sensitivity and 93% specificity, wherein α-trans-bergamotene, β-trans-
bergamotene, a β-vatirenene-like sesquiterpene, or trans-geranylacetone VOCs (sec-
ondary metabolites) were identified in invasive aspergillosis patients (Table 22.2)
[33]. Traxler et al. reported high concentrations of acetaldehyde, propanal, and
n-propyl acetate in the breath of pigs which indicated coinfection by both bacteria
and influenza A virus and an interaction between the pathogens (Table 22.2)

Fig. 22.2 Illustration for profiling of VOCs for identification of microbial pathogens and disease
diagnosis
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[42]. Electronic nose sensor (gas sensor array) is a rapid, accurate sensing technique,
popular for microbial screening. Fend et al. used electronic nose sensor to detect
M. tuberculosis in both culture and spiked sputum samples and achieved the
detection limit of 1 � 104 mycobacteria ml�1 with specificity of 91% and sensitivity
of 89% (Table 22.2) [43]. The ability of an electronic nose (e-nose) to detect
M. tuberculosis in clinical specimens opens the way to developing this method as
a rapid, automated system for early diagnosis of respiratory infections. Although
e-nose sensors are much simpler and cost-effective, metabolomics techniques are
able to provide details of pathophysiology of patient. However, VOCs collected
from exhaled breath could be influenced by environment or activity before or during
sampling; therefore, lack of consistency of proposed breath biomarkers is a certain
limitation associated with profiling of VOCs [44]. Nevertheless, profiling VOCs still
is a promising, novel, noninvasive, pathogen-specific approach for precise identifi-
cation and monitoring of disease and discrimination of diseased person from healthy.

22.3.2 Fingerprinting Metabolic Differences in Biochemical
Pathways of Host and Pathogen Associated
with Host-Pathogen Interactions, Disease, Pathogenicity,
and Drug Resistance

Fingerprinting metabolic differences between differentially regulated biochemical
pathways of host and pathogen can facilitate the discovery of potential biomarkers
associated with human dysbiosis or microbial diseases and provide insights into the
host metabolites, microbial metabolites, their potential functions, impact on host-
pathogen interactions, disease, pathogenesis, and drug resistance (Fig. 22.3).

Upon invasion of the host cells by the microbial pathogens (bacteria, virus, fungi,
and protozoa), the pathogen-associated molecular patterns (PAMPs) present on
microbes are recognized in host immune cells by pathogen recognition receptors
(PRR) such as retinoic acid-inducible gene I-like receptors, C-type lectin receptors,
and nucleotide-binding oligomerization domain-like receptors. Subsequently, host-
defense mechanism is activated against the pathogen resulting in the production of
antiviral agents, proinflammatory cytokines/chemokines and antibodies [45]. The
host-pathogen interactions result in altered metabolic products (glucose, amino acid,
lipids, and nucleotides) and synthesis of metabolites or several virulence factors
(e.g., adhesins, modulins, toxins, etc.) in the microbial pathogens, which allow them
to successfully replicate in host cell by evading host immune system [46]. Targeted
metabolomics of the stationary phase growth arrested epimastigotes, and exponen-
tially growing Trypanosoma cruzi parasites, known to cause Chagas disease,
revealed the adaptive metabolic changes that epimastigotes undergo before they
get into the metacyclic trypomastigote stage [47]. This finely tuned adaptive meta-
bolic mechanism enables switch from highly reduced, energy-rich metabolites such
as glucose to oxidized energy-poorer nutrients such as amino acids, found abun-
dantly in the stationary phase of T. cruzi epimastigote. This metabolic plasticity
might be crucial for the survival of the parasites under different environmental
conditions. Knowledge of metabolic capabilities during their life cycle can reveal
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metabolic checkpoints as novel targets for designing therapeutic interventions and
disease control. Triatomine is a vector for T. cruzi and during the replication and
passage of T. cruzi through its intestinal tube, the vector immune system produces
significant amount of oxidants [6]. It is suggested that triatomine recognition of
PAMPs trigger innate and humoral immunity and cellular protection.

The Warburg-like metabolism (increased uptake of glucose and increased pro-
duction of lactate in presence of oxygen) observed during infection by Mycobacte-
rium tuberculosis is also an example of switching of bioenergetic metabolic
pathways (switch from oxidative phosphorylation to glycolysis) [48]. Metabolic
changes revealed that during infection, pyruvate is converted to lactate instead of
entering into tricarboxylic acid (TCA) cycle and results in accumulation of
intermediates of glycolysis and lactate, which are further used as an additional
energy source for growth of bacteria (Fig. 22.3). Remarkably, the ability to use

Fig. 22.3 Schematic representation for alterations in metabolic pathways, intermediates, and
metabolites due to host-pathogen interactions
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glucose-6-phosphate and/or amino acids instead of glucose favors the activation of
certain virulence factors or genes or metabolites, which are essential for the cytosolic
lifestyle of the pathogen and help in the adaptation of bacteria to harsh environments
such as the urinary tract, the blood stream, and the meninges [49]. There exists links
between metabolism and expression of those genes whose products are required for
entry, proliferation, protection, and persistence in the preferred infection niches for
extra- and intracellular pathogenic bacteria. Abundance of virulence factors are yet
another response of pathogen for evading host immune system and adapting to host
physiological conditions, e.g., pertussis toxin (PTX) secretion by Bordetella pertus-
sis (B. pertussis) induces hyperinsulinemia and hypoglycemia conditions in infected
host [50]. PTX is involved in catalysis of ADP-ribosylation of alpha subunits Gαi/o
(Gi/o) protein family and interferes in intracellular signaling, and the increased
insulin release causes hypoglycemia in host [50]. Microbial infections also alter
the production of inflammatory cytokines such as tumor necrosis factor (TNFα
levels), which activates the sympathetic nervous system and, thereby, reduces the
blood glucose level (hypoglycemia), which is a significant observation as biomarker
during severe malaria and cerebral malaria [51].

Amino acids are another metabolite product which is associated with interactions
between host and pathogen and influences outcome of infection. At the infection site,
both host and pathogen share similar nutritional substrates and generate common
metabolic products; therefore, cross talk between their metabolic pathways could
affect the pathogenesis of infection. The alteration in leucine/isoleucine, arginine,
tryptophan, glutamine, and proline amino acids might influence the outcome of
infection and regulation of host immune system [10, 11]. L-Glutamine induces
expression of Listeria monocytogenes virulence gene factors [52]. Vaccinia virus
alters the metabolic pathways of the host for efficient replication and fully relies on
glutamine but not glucose to anaplerotically maintain TCA cycle (Fig. 22.3)
[53]. During infection, the host imposes manganese and zinc starvation on invading
pathogens, but altering cellular metabolism contributes to the ability of pathogens to
resist manganese starvation and that ArlRS a global staphylococcal virulence regu-
lator enables Staphylococcus aureus to overcome nutritional immunity by
facilitating this adaptation. S. aureus adapts to the impaired glycolysis by switching
its dependency for energy from glycolysis to amino acid metabolism pathway and
reduces demands of manganese and zinc for their growth [54]. As a response of host
cell to restrict Leishmania infection, L-arginine is metabolized through oxygenation
by inducible nitric oxide synthase (iNOS) to form nitric oxide (NO) [55]. In order to
inhibit this antimicrobial response of host, the pathogen increases the arginase
activity, arginine transport, and arginine deiminase pathway to compete with iNOS
for NO production and, thus, depletes the arginine [55]. Tryptophan is required for
the proliferation of T cell and boost the immune system against microbial infection
[56]. Indoleamine 2,3-dioxygenase (IDO) is a rate-limiting enzyme in the break-
down of the essential amino acid tryptophan to kynurenine. Interestingly, the
microbial pathogen depletes the tryptophan pool from the cell by inducing the
immunomodulator IDO to form kynurenine, which, in turn, promotes apoptosis of
neutrophils and inhibits reactive oxygen species (ROS). Thus, the accumulation of
kynurenine could serve as an indicator ofMycobacterium infection (M. avium subsp.
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paratuberculosis and other virulent mycobacteria) [56]. The probiotics such as
Lactobacillus acidophilus W22, Bifidobacterium lactis W51, Lactobacillus brevis
W63, Bifidobacterium bifidum W23, Lactococcus lactis W58, and Enterococcus
faecium W54 can be used as a supplement of tryptophan to increase its
concentrations in serum and reduce the infections related to the upper respiratory
tract [10, 11]. Furthermore, elevated amino acid catabolism and folate and lipoic acid
biosynthesis were observed in sputum of cystic fibrosis patients, which indicated the
evolution of microbial pathogens against sulfonamide drugs which target folate
biosynthesis [57]. Increased level of amino acids such as histidine, phenylalanine,
glutamine, methionine, lysine, leucine, tryptophan, tyrosine, and glutamic acid were
observed during white spot syndrome virus infection to evade the host immune
system and facilitate increased viral replication and multiplication [58]. Microbial
infections especially virus invasions in host induce synthesis of nucleotide, protein,
fatty acid, and cholesterol for viral replication, and the virus remodels the host
intracellular membrane for assembly of virus with host cell components [59, 60]. Ele-
vated levels of fatty acid synthesis and glutaminolysis are found in cells infected
with viruses like human cytomegalovirus, influenza A, hepatitis C, etc. and such
modifications of carbon source utilization facilitate virus replication and virion
production by increasing energy available (Fig. 22.3) [61]. In response, host immune
system activates 50-AMP-activated protein kinase (AMPK) to inhibit the fatty acid
synthesis [62]. However, AMPK signaling could facilitate or inhibit intracellular
viral replication depending on the microbial infection [62]. Alterations in lipid
metabolism were found to be triggered by Zika virus infection, and infected patients
showed increased levels of several phosphatidylethanolamine (PE) lipid species in
serum, especially plasmenyl-phosphatidylethanolamine (pPE) (or plasmalogens)
linked to polyunsaturated fatty acids, indicating increased viral replication and
infectivity [63]. Biosynthesis of plasmalogens requires functional peroxisomes,
which are important sites for viral replication. Influenza A virus promotes synthesis
of prostaglandin E2 (PGE2), an eicosanoid generated by cyclooxygenases, and
inhibits recruitment and activity of macrophages; thus the virus suppresses both
innate and adaptive immunity [64]. Analysis of COVID-19 patient samples
exhibited plasma metabolome changes, indicating perturbed oxidative pathways of
cellular energy production [65]. The levels of acylcarnitines (palmitoylcarnitine,
oleoylcarnitine, and stearoylcarnitine) and metabolites associated with tricarboxylic
acid (TCA) cycle were reduced, indicating attenuated entry of fatty acyls into the
mitochondria for ß-oxidation. Lactate dehydrogenase level was increased with
disease severity, whereas significantly reduced level of numerous amino acid (tryp-
tophan, proline, valine, isoleucine, and citrulline) was found in mild and moderate
COVID patients [65].

Metabolomics provides the comprehensive information on metabolites altered
during infection and offers scope to explore through metabolite profiling the dynam-
ics of adaptations, which contributed to the microbial death or survival to become
resistant. Metabolite profiling of ampicillin-resistant E. coli revealed that recycling
of anhydro-muropeptides plays an important role in mediating resistance to ampicil-
lin [66, 67]. E. coli breaks down over 60% of the murein of its side wall and reuses
the component amino acids to synthesize about 25% of the cell wall for the next
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generation, and 1,6-anhydro-N-acetylmuramic acid (anhMurNAc) is returned to the
biosynthetic pathway by conversion to N-acetylglucosamine-phosphate (GlcNAc-P)
[66, 67]. A study reported the accumulation of dTDP-rhamnose (a deoxy sugar) in
E. coli cells treated with quinolones (nalidixic acid and norfloxacin) and that
increasing concentrations of dTDP-rhamnose upregulated the gyrase A transcription
and helped the cells cope with antibiotic by sequestering the antibiotic and reducing
drug-gyrase complex formation [68]. N-Acetyl-glutamate was accumulated in
E. coli in response to kanamycin and spectinomycin antibiotics, which might be a
hallmark of protein synthesis inhibition [68]. Multidrug-resistant (MDR) strains of
E. coli with resistance to ciprofloxacin, ampicillin, gentamicin, and sulfamethoxa-
zole showed increased levels of L-serine, glycine including L-cystine, L-cysteine-
sulfinate, S-sulfo-L-cysteine, L-cystathionine, L-methionine sulfoxide, and
L-methionine metabolites [69]. Altered pathways for amino acids,
phenylpropanoids, and purine metabolism resulted in altered glucose, fatty acids,
and ammonia biosynthesis which might help in acquiring drug resistance and
survival under stress conditions [69]. Upregulation of cysteine and methionine
amino acids involves redox reactions in bacteria, which prevent the entry of drugs
into the cells and result in drug resistance [69]. MDR (fluconazole, ketoconazole,
and miconazole) strains of C. albicans exhibited increased drug efflux; higher
membrane fluidity; significantly reduced levels of N-methylnicotinate, glycerol,
N-dimethylglycine, ribitol, proline, L-aspartate, valine, glutamine, and N-acetyl-
aspartic acid metabolites; but increased levels of glycerophosphocholine, L-aspar-
tate-4-semialdehyde, 2-oxoglutarate, adenine, lysophosphatidylcholine (16:1),
phytosphingosine-1-P, Cer(d18:0/14:0), serine, spermine, lactate, inosine, citrate,
2-deoxyribose, and succinate, predicting high tolerance of C. albicans cells against
drugs, oxidative stress, and temperature variations [70].

Recently, using untargeted metabolomics, Diaz et al. studied differential
metabolites between M. tuberculosis and live attenuated M. tuberculosis vaccine
named MTBVAC and correlated the vaccine with its parental strain based on metabo-
lite profiling [71]. Identification of some of the differential metabolites might be useful
as potential vaccination biomarkers [71]. Studies clearly indicate that carbohydrate,
amino acid, and fatty acid metabolism pathways are majorly affected during microbial
infection, adaptation, and evolution. The altered metabolites of these cellular processes
accumulate in host cell and may serve as a target for controlling disease severity and
progression. Metabolite profiling certainly advances our understandings on host-
microbial interactions, metabolic pathways, and targets which can be used for the
development of effective therapeutics and treatments.

22.4 Conclusion

Microbial infections have become impossible to eradicate, and they are still causing
epidemics and pandemics and affecting millions of lives. Metabolomics has emerged
as a powerful approach, which directly represents the molecular phenotype and
reflects the underlying cellular processes and alterations in infected or diseased
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state. Metabolomics provides the information which can be translated into assays or
technology for easy and rapid disease diagnosis, identification of microbial strains,
and study of host-pathogen interactions to aid development of effective therapeutics
and disease treatment.

22.5 Future Perspectives

High-sensitivity and high-throughput metabolomics have enabled comprehensive
detection of thousands of small-molecule metabolites in host and microbial
communities. In the last 20 years, advances in techniques for metabolomics, avail-
ability of databases for metabolites, and analytical software have contributed to
establishing new methods for disease diagnosis, metabolic studies, improved treat-
ment, and molecular phenotyping of cellular processes. Recent technique such as
high-resolution metabolomics can simultaneously identify the metabolic pathways
and associated inflammatory cytokines, which can save the time for the elucidation
of host immune response upon microbial invasion. Importantly, metabolomics has
allowed clinicians to ameliorate potential effects of the errors occurred during
metabolism and adaptation of pathogen in host. Metabolomics data can be utilized
by computational biologists to design models for microbial pathogenesis and to
identify new drug targets, especially against MDR pathogens, so that personalized
therapy can be developed (Fig. 22.4). Metabolomics offers new opportunities for
biomarker discovery in complex diseases and may provide pathological understand-
ing of diseases beyond traditional technologies.

Fig. 22.4 Future perspectives of functional metabolomics
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Anwesha Bhattacharyya and Vineet Choudhary

Abstract

Lipid droplets (LDs) are intracellular organelles dedicated for fat storage and play
critical roles in cellular homeostasis. Recently, LD biology has moved to the
forefront of biomedical research due to their involvement in a variety of diseases
that are affected by lipid imbalance, such as obesity, type 2 diabetes, fatty liver,
cardiovascular diseases, Alzheimer’s disease, and cancer. Growing evidence
suggests that majority of intracellular pathogens, be they viral, bacterial, or
protozoan, rely on host LDs for completing some steps of their life cycle, thus
emphasizing the importance of LDs in host-pathogen interactions. Host and
pathogen lipids play vital role in the ability of the pathogen to evade host immune
system. Therefore, droplet homeostasis and pathogen replication are intricately
linked, the mechanisms of which are largely unknown. This chapter summarizes
our current understanding of how unique aspect of LD biology is exploited by
pathogens for their replication and propagation in the host. Advancement in the
field of lipidomics for performing lipid-profiling of host-pathogen interactions
will shed light on many novel and unanticipated findings in disease pathogenesis
aimed at discovery of novel biomarkers and identification of therapeutic
interventions.
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23.1 Introduction

Lipid droplets (LDs) are cytoplasmic fat storage organelles found in all cell types.
The core of LDs comprises neutral lipids (NLs), triacylglycerols (TG), and sterol
esters (SE) surrounded by a monolayer of phospholipids that harbors growing
number of associated proteins [1]. LDs originate in the endoplasmic reticulum
(ER), where NL-synthesizing proteins reside. DGAT1 and DGAT2 (diacylglycerol
acyltransferases, Dga1, and Lro1 in yeast) catalyze the TG synthesis, whereas
ACAT1 and ACAT2 (acyl-coenzyme A:cholesterol acyltransferases, ARE1, and
ARE2 in yeast) produce SE. NLs accumulate inside the bilayer membrane of the
ER, which upon reaching a threshold gets oiled out between the ER bilayer mem-
brane resulting in lens-like structure formation. These lipid lenses grow in size by
acquiring more NLs and eventually emerge toward the cytoplasm where they further
mature [1, 2] (Fig. 23.1). Recent studies have shed light on the mechanistic process
of LD emergence, revealing that this process is mediated by biophysical property of
locally enriched lipids, and LD assembly factors that assemble at specialized tubular
ER subdomains [2–6]. Local changes in asymmetry of lipids, and packing at LD
biogenesis sites, alter surface tension, membrane curvature properties, and lateral
pressure that affect the directionality of LD budding [6]. Very recently, proteins that
define LD biogenesis sites have been identified. Seipin together with lipid droplet
assembly factor 1 (LDAF1) were found to mark discrete ER sites of LD biogenesis
in mammalian cells [7]. Similarly yeast seipin (Fld1/Sei1) and Nem1 (catalytic
subunit of Nem1-Spo7 phosphatase complex that regulates diacylglycerol produc-
tion) were found to localize to discrete ER subdomains where they both together
(Fld1-Nem1) play a crucial role in initiating LD biogenesis [4].

LD surface monolayer is decorated by many lipid-modifying enzymes, including
acyltransferases, and lipases, together with structural proteins such as perilipin (Plin)
family members (Pet10 in yeast). Plin1 and Plin2 are key LD coat proteins that
regulate biogenesis and degradation of LDs [1]. Upon lipolytic stimulation, adipose
triglyceride lipase (ATGL) degrades TG to diacylglycerol (DG), which is subse-
quently cleaved by hormone-sensitive lipase (HSL) to monoacylglycerol
(MG) [8, 9]. Enzyme phospholipase A (PLA) mediates the breakdown of
arachidonic acids (AA) from LDs, thereby producing eicosanoid immune
modulators, including leukotrienes and prostaglandins [10]. LDs have multitude of
functions apart from roles in lipid metabolism, including membrane trafficking and
signal transduction [11], ER stress response [12], protection from lipotoxicity,
protein degradation, and regulation of autophagy [1]. LDs are implicated in many
pathological conditions such as type 2 diabetes, obesity, atherosclerosis, fatty liver,
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cancer, and some neurodegenerative diseases [1]. Unique properties of LDs make
them an attractive target for several pathogens to interact with LDs for completing
some steps of their life cycle. Thus, hepatitis C virus (HCV), dengue virus, rotavirus,
a number of intracellular bacteria, and parasites hijack host LDs for their multiplica-
tion (reviewed in [13]). In this chapter we will discuss the role of LDs in host-
pathogen interactions that is crucial for the replication and propagation of pathogens
inside host.

23.2 Emerging Role of Lipid Droplets in Pathogen
Replication Cycle

23.2.1 LDs and Viral Infection

Hepatitis C Virus—HCV is the best characterized human pathogen having close
interactions with host LDs. HCV is a blood-borne virus that belongs to the
Flaviviridae family and mostly replicates in hepatocytes. The HCV is internalized
by receptor-mediated endocytosis utilizing a combination of lipid and lipoprotein
receptors that are unique to the hepatocytes (e.g., scavenger receptor B type 1
(SR-BI), low-density lipoprotein receptor (LDL-R), claudin-1, and occludin)
[14]. Upon uncoating and release, the positive-stranded viral RNA is translated at
the ER which is cleaved by host and viral proteases releasing three proteins: three
structural proteins (the nucleocapsid core and the two envelope glycoproteins E1 and
E2), the p7 viroporin, and six nonstructural proteins (NS2, NS3, NS4A, NS4B,
NS5A, and NS5B) [15, 16]. RNA replication complexes consisting of NS3-NS5B
proteins replicate the viral RNA within the ER-derived structures, the so-called
membranous web (Fig. 23.1). Interestingly, cytoplasmic LDs serve as platforms
for the assembly of HCV virions, facilitating the translocation of the nucleocapsid
core protein onto LD periphery in a DGAT1-dependent manner, thereby recruiting
viral RNA replication machinery adjacent to the ER membrane in vicinity of LDs for
encapsidation of newly synthesized viral RNA [17, 18]. TG synthesis activity of
DGAT1 is essential for the core to access LDs, thereby assisting in successful HCV
particle assembly. Thus, pharmacological inhibition of DGAT1 activity by using
C75, an inhibitor of the fatty acid synthase enzyme complex (FASN), impairs HCV

Fig. 23.1 (continued) core that traffics onto LD monolayer in a DGAT1-dependent manner. The
nonstructural proteins (NS3-NS5B) form RNA replication complexes in ER-derived membranous
structure called “membranous web” in the vicinity of core-loaded LDs. NS3/NS4A and NS5A
facilitate the transfer of newly synthesized viral genomes to the assembly sites. P7 and NS2
facilitate connections between core proteins and replication complex to the glycoproteins E1 and
E2. Upon encapsidation of the viral RNA, viroparticles emerge toward the ER lumen having ER
membrane surrounding it. Viroparticles interact with the host lipoprotein machinery and fuses to
form lipo-viroparticles (high-/low-density HCV particle) that are secreted out of the cell along the
secretory pathway
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genome replication and particle maturation [19]. Membrane-spanning N-terminal
region of the core protein is cleaved by two subsequent cleavage events by the action
of signal peptidase (SP) and signal peptide peptidase (SPP), thereby liberating
mature protein that traffics along the ER onto the droplet surface. The hydrophobic
domain (amino acids 119–179) of the core protein comprises amphipathic helix that
mediates tight association of the core with the LD monolayer and hence perturbs
targeting of normal LD-resident proteins, such as Plin2, leading to microtubule-
dependent clustering of core-coated LDs around nucleus [20]. HCV mutants, in
which the core retains the C-terminal membrane-spanning domain, restrict the core
to the ER and prevent its association with LDs, therefore producing less infectious
virions, hence confirming that LDs play critical role in HCV replication [18]. Newly
made viral RNA is encapsidated, and the resulting viroparticles emerge toward the
ER lumen, interact with lipoprotein particles being assembled in the ER luminal
compartment, and mature as lipo-viroparticles that subsequently exit the cell via
classical secretory pathway [21] (Fig. 23.1).

The lipidome of HCV is similar to that of very low-density lipoproteins (VLDL)
and low-density lipoproteins (LDL) and dissimilar to that of host cell organelles.
During virion assembly, along with three structural proteins, various apolipoproteins
are incorporated in the envelope including ApoB and the exchangeable
apolipoproteins ApoA-I, ApoC-1, ApoC-II, and Apo-E that facilitate entry of virions
inside host cells and assist in evading host immune response [22]. Taken together,
maturation of HCV is tightly connected with the biogenesis of LDs and
lipoproteins [16].

Dengue Virus—Dengue is caused by the dengue virus (DENV) that belongs to the
mosquito-borne (Aedes aegypti) Flavivirus. Similar to HCV, DENV is a single-
copy, positive-stranded RNA virus that belongs to the Flaviviridae family. DENV
affects millions of people worldwide, mostly in warmer climates, where the mos-
quito thrives and causes self-limiting dengue fever that can progress to a life-
threatening syndrome called dengue hemorrhagic fever (DHF) [23]. DENV life
cycle resembles to that of HCV, with a few modifications, that include involvement
of a mosquito vector and infection of different host cells (monocytes and
macrophages). Upon getting bitten with an infected mosquito, DENV initially
infects skin cells and subsequently immune cells of the neighboring lymph node,
such as macrophages and monocytes. DENV is internalized by receptor-mediated
endocytosis through association with the mannose receptor, C-type lectin DC-SIGN,
and the CLEC5A, and upon fusion with endosomes, the single copy of viral RNA is
released into the cytoplasm [24, 25]. The viral genome of ~11,000 bases encodes a
single large polyprotein that gets cleaved by cellular and viral proteases at specific
recognition sites into three structural and seven nonstructural proteins. The structural
proteins are capsid (C) protein, membrane (prM) protein, and envelope
(E) glycoprotein. The nonstructural proteins include NS1, NS2A, NS2B, NS3,
NS4A, NS4B, and NS5 [26]. The E glycoprotein mediates attachment of the virion
to the receptor and facilitates fusion between viral and host cell membrane. The NS5
is the RNA polymerase responsible for viral RNA replication. Replication of DENV
occurs in close apposition with virus-induced extensively rearranged ER membrane,
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called replication complex (RC). RCs contain viral RNA, viral proteins, and host cell
factors. The newly synthesized viral RNA is encapsidated by the C protein that
emerges toward the ER lumen, thereby acquiring a lipid bilayer envelope containing
prM and E proteins. These immature virions traffic along the secretory pathway to
the Golgi, where prM is cleaved into mature pr peptide and virion-associated M by
host cell furin proteases, thereby generating mature infectious virions that are
secreted [27].

Similar to the HCV core, the DENV C protein is released from the polyprotein by
two subsequent peptidase cleavages: first by signal peptidase and second by the viral
NS3/NS2B protease [28]. The C protein localizes to the periphery of LDs, and this
association is critical for viral replication, since mutation in the hydrophobic residues
that reside within the α2 helix of the C protein impairs C protein localization and
disrupts viral replication [29]. Intriguingly, the viral NS3 protein interacts with host
cell fatty acid synthase enzyme and recruits it to the viral replication machinery. As a
result, inhibiting fatty acid synthase attenuates production of LDs and thereby
impairs assembly and release of infectious virions [29]. Thus, LDs play an essential
role in completing steps of DENV replication and maturation.

Rotavirus—Rotaviruses (RVs) are non-enveloped double-stranded RNA viruses
that belong to Reoviridae family. RVs infect enterocytes and are a major cause of
acute gastroenteritis in infants and young children globally. Despite the fact that an
effective RV vaccine is in use in >100 countries that have reduced associated
disease, most of the RV infection-related mortality occurs mainly in countries with
low socioeconomic conditions [30]. The RV genome encodes six structural proteins
(VP1–VP4, VP6, and VP7) and six nonstructural proteins (NSP1–NSP6). Usually
the RVs exist as triple-layered particles (TLPs) comprising four major capsid
proteins (VP2, VP4, VP6, and VP7). Intestinal cells internalize triple-layered RVs
via receptor-mediated endocytosis, where outer layer of RVs is removed inside the
endocytic vesicles. Subsequently double-layered particles (DLPs) actively transcribe
the viral RNA into mRNA that is released into the cytoplasm. Early steps of viral
assembly occur inside intracellular inclusion bodies, called viroplasms (vpls) or
“viral factories” that are induced by RVs. The early viral morphogenesis, and
replication, of viral RNA to produce dsRNA occurs inside vpls. Partially assembled
DLPs are released from the vpls into the ER lumen, where they acquire outer layer of
the rough ER, and mature as infectious TLP-RVs that traffics to the Golgi and are
released via the exocytotic pathway.

Association between vpls and LDs has been reported where LDs might serve as a
platform for viral packaging, as demonstrated by colocalization of lipophilic dyes,
and LD marker proteins, Plin1 and Plin2, with NSP2 and NSP5, two key viral
proteins that are crucial for vpl formation [31, 32]. Viroplasm-mediated factors, such
as NSP5, appear to regulate the recruitment of LD components to vpl during early
RVs replication cycle. siRNA directed against NSP5 prevents the localization of
Plin1 with NSP5 [31]. In addition, viral NSP4 colocalizes with caveolin-1 [33] that
localizes to droplet surface and has important function in regulating LD biogenesis
and degradation [34]. Interestingly, dsRNA of RVs, together with vpl protein NSP5,
and LD-resident protein Plin2 were found to co-enrich in low-density gradient
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fractions isolated from rotavirus-infected cell extracts, further reinforcing the notion
that LDs form complexes with vpls [31]. Upon comparing the lipidomes of
RV-infected and uninfected MA104 kidney cells, it was found that concentration
of almost all lipids was elevated in RV-infected cells. Employing mass spectrometry,
the lipids were segregated into 14 different classes. Low-density gradient fractions,
containing peaks of the RVs dsRNA genome, LDs, and vpls-associated proteins,
were also found to be enriched with lipids that are typically found in LDs, suggesting
close relationship of LDs with vpls [35]. Inhibiting LD biogenesis by using triacsin
C impairs RV replication, vpls formation, and viral-induced cell death in cultured
cells, further implying that RV proteins establish close relationship with LDs during
RV life cycle for its propagation [31]. Similarly, upon induction of lipolysis by using
isoproterenol (beta-adrenergic stimulator) and isobutylmethylxanthine (IBMX,
phosphodiesterase inhibitor), both of which upregulate intracellular cAMP levels,
thereby activating hormone-dependent lipases, leading to dispersion and regression
of LDs which resulted in inhibition of RV replication and reduced rate of infection
[31]. These findings suggest that LDs play a vital role in the pathogenesis of RVs,
and hence better characterizing role of LDs in the replication of RVs will provide
new therapeutic intervention opportunities.

23.3 LDs and Bacterial Infection

Many intracellular bacteria target host LDs for their survival and facilitating infec-
tion (reviewed in [36]). In this section we discuss the role of LDs during Chlamydia
trachomatis and Mycobacterium spp. infection.

C. trachomatis is a Gram-negative, obligate intracellular bacterium that is sexu-
ally transmitted and causes chronic disease of the urogenital tract, while other
Chlamydia spp. infect the eye epithelium and cause trachoma, a leading cause of
non-congenital blindness globally. Though these infections can be treated with
antibiotics, there is lack of efficacious vaccines; thus it is imperative to better
understand the pathogenesis of C. trachomatis. The bacterial life cycle comprises
two phases: the first being an extracellular, infectious, environmentally stable,
metabolically inactive, and inert phase called elementary bodies (EBs) and the
second being replicative, metabolically active phase called reticulate bodies (RBs)
[37]. The metabolically inactive EBs infect host mucosal cells, escape
phagolysosomal fusion, and establish a membrane-bound parasitophorous vacuole
(PVs), also known as inclusions, that are mostly inaccessible to the trafficking
machinery of the host cell, thereby generating a niche for the intracellular survival
of Chlamydia. Inside PVs, EBs differentiate into RBs, and upon several rounds of
replication, RBs once again get converted to EBs that are released from the host cells
to infect neighboring cells.

Previous studies have reported importance of host LDs for growth and propaga-
tion of C. trachomatis. C. trachomatis infection upregulates host LD accumulation
and increased cholesterol ester (CE) production in cultured mammalian cells
[38]. During early stages of infection, host LDs are reorganized so as to surround
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the periphery of the PV membrane and eventually LDs being internalized inside the
PV to provide nutrients and lipids to the replicating bacteria (Fig. 23.2).

During C. trachomatis multiplication, it employs several proteins to hijack host
LDs to salvage lipid substrates for its propagation. The bacterial genome encodes
three key proteins, known as LD-associated proteins, Lda1, Lda2, and Lda3, that are
translocated into the host cytoplasm to target LD periphery [38]. Host LDs decorated
with Lda proteins results in mislocalization of native LD surface proteins, such as
Plin2, an LD coat protein, thereby assisting in lipolysis of stored LD contents
(Fig. 23.2). IncA, an inclusion membrane protein of Chlamydia, delineates the PV
membrane and was found to transiently associate with LDs [39]. Interaction of Lda3-
coated host LDs with IncA at the PV membrane results in translocation of LDs inside
the inclusion, suggesting IncA might play a crucial role in the translocation of host

Fig. 23.2 Chlamydia inclusions interact with host LDs. Replication of Chlamydia occurs inside
the membrane-bound parasitophorous vacuole (PV). Host LDs are recruited to the periphery of PV
membrane. Secreted bacterial Lda proteins have affinity to the monolayer surface of LDs, thereby
resulting in displacement of native LD-associated coat proteins. Interaction of Lda3 on LD surface
with IncA, a PV membrane protein, results in the internalization of host LDs inside the inclusion.
Boxed region is shown in the inset
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LDs [39] (Fig. 23.2). CT149, a cholesterol esterase expressed by C. trachomatis,
may act upon LDs inside the PV to hydrolyze stored TGs and CE, thereby freeing
free fatty acids and cholesterol to be utilized by the bacteria [40]. Inhibition of LD
formation by treatment with triacsin C resulted in smaller inclusions and decreased
bacterial growth, suggesting LDs support intracellular growth and infection of the
bacteria [38]. Findings from a number of studies support the notion that a strong
interaction between C. trachomatis and host LDs is critical for bacterial pathogene-
sis; however, the protein composition of the junctional interphase between LDs and
PV membrane is not completely known. What host factors are crucial for
establishing a successful hijack of host LDs for the benefit of the bacteria remains
to be determined.

Mycobacterium spp. is another obligate intracellular bacterial pathogen that
causes tuberculosis and leprosy diseases globally. LD-filled macrophages are the
hallmark feature of M. tuberculosis (Mtb) and M. leprae infections. Mtb infects
primary alveolar macrophages in the respiratory tract and causes severe pulmonary
disease tuberculosis (TB). Mtb is transmitted by aerosol droplets. Inside
macrophages, Mtb evades host phagolysosomal fusion and matures inside the
phagosome so as to escape host immune response-mediated clearance [41]. In this
state, Mtb can persist latently for many years without showing clinical signs of TB,
until activated by weakened immune system of the host. This dormancy-like pheno-
type results in granuloma formation, a structure that includes infected macrophages
surrounded by “foamy” LD-laden macrophages, mononuclear phagocytes, and T
lymphocytes inside a fibrous layer of endothelial cells [42, 43].Mtbmanipulates host
lipid metabolism through modulation of PPAR nuclear receptors, thereby resulting
in induction of LD-filled foamy macrophages for its persistence within the host
[36, 44].Mtb utilizes TG as its main source of energy.Mtb migrate toward host LDs
in foamy macrophages, eventually leading to engulfment of these LDs and
accumulating the lipids within. Mtb genome encodes a lipase, LipY, a homolog of
mammalian HSL, that can degrade host TG to liberate fatty acids for the utilization
by the bacterium [45]. Mtb can also synthesize its own TG by the enzyme Tgs1
(triacylglycerol synthase 1), where host-derived fatty acids act as substrate for Tgs1
[46]. In addition, Mtb encodes for a cholesterol importer protein machinery, mce4,
enabling Mtb to derive host cholesterol for nutritional purpose, and it appears to be
essential for long-term bacterial persistence [47]. Thus, current studies suggest that
host LDs serve as an energy reservoir for lasting survival of Mtb. Further
investigations are needed to better characterize intricate host-bacterial interactions
to further elucidate mechanisms of bacterial pathogenesis.

M. leprae causes leprosy, a granulomatous disease of the upper respiratory tract,
that primarily affects the skin and the peripheral nerves. M. leprae invades the
Schwann and glial cells of the peripheral nerves that result in demyelination and
nerve fibrosis which if left untreated can lead to irreversible nerve dysfunction that
provokes deformities and physical disabilities. Infection of M. leprae manifests into
two major diseases: the one includes tuberculoid leprosy resulting in the formation
of granuloma and Schwann cell death, whereas the second form called lepromatous
leprosy is characterized by the presence of LD-filled foam cell-containing lesions
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[36, 48]. The main symptoms of leprosy are formation of deformities, pale-colored
skin sores, and lumps that persist for a long duration. During infection, LD formation
was upregulated in murine and human macrophages, and expression of LD coat
proteins, Plin1 and Plin2, were found to be elevated that colocalized with bacterium-
containing phagosome. A similar redistribution of host LDs occurs in Schwann cells
where Plin2-coated LDs colocalize with bacterial phagosome in cultured cells and
nerve biopsies taken from patients [49–51]. Redistribution of LDs is dependent on
PI3K signaling and is mediated by rearrangement of cytoskeletal factors [50]. Inter-
ference with motility of LDs by blocking cytoskeletal functioning resulted in
impaired bacterial survival in infected cells. Induction of LD formation, upregulation
of Plin proteins, and subsequently production of prostaglandins, an
anti-inflammatory mediator, are dependent of TLR2 (toll-like receptor 2) signaling.
Toll-like receptors play a crucial role in the recognition of pathogens and activation
of innate immunity. The mechanistic details of how LDs assist in M. leprae growth
are not completely understood. Accumulation of LDs gives foamy appearance to
lepromatous leprosy lesions, where LDs might provide nutrients to the pathogen and
substrate for innate immunity response (reviewed in [52]). Surprisingly, M. leprae
infection downregulated expression of HSL, thereby inhibiting lipolysis and
facilitating LD accumulation. In agreement with this, macrophages treated with
clofazimine, an antibiotic given to leprosy patients, resulted in reduced Plin2 levels
and increased HSL level in cultured cells and clinical samples, therefore leading to
reduced LD accumulation and inhibiting M. leprae growth, suggesting that LD
accumulation by inhibiting lipolysis is an important step for persistent pathogen
multiplication [53]. Taken together, available studies support a model in which
mycobacterial infections result in establishment of close interactions with host
LDs at the interphase of evading host immune response and obtaining nutrients for
its long-lasting survival.

23.3.1 LDs and Parasite Infection

LDs accumulate in the cytoplasm of various cell types as a response to infection with
protozoan parasites such as Trypanosoma cruzi, Toxoplasma gondii, and Plasmo-
dium spp. Interaction of parasites with the host modulates the lipid metabolism of
both organisms. Some parasites reside inside their parasitophorous vacuole (PV),
while other escape and multiply in host cytoplasm. PV allows the parasite to grow
without fusing with the phagolysosomes of the host cell. Intracellular parasites have
evolved ways to exploit host LDs for their own benefit and long-term survival. Host
LDs serve as a source of nutrients, such as lipids for membrane synthesis of the
parasite, a crucial step for parasite growth, and to evade host immune response
(reviewed in [54]). Protozoan parasites cannot produce cholesterol de novo, despite
having complex machinery to interact with their host. Thus, they derive cholesterol
from LDL or host LDs. T. cruzi, the etiologic agent of Chagas disease, invades the
host cells via LDL receptor (LDLr), resides inside PV, and facilitates subsequent
fusion of the PV with the host lysosomal compartment to egress from the PV into the
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cytoplasm of the host cell where it further replicates [55, 56]. T. cruzi infection
induces LDLr levels; therefore disruption of LDLr reduces the total parasite burden
in infected cells [55]. On the other hand, T. gondii and Plasmodium spp. build a PV
that is permissive for the growth of the pathogen, and it does not fuse with the host
lysosome.

T. gondii infection leads to toxoplasmosis that can cause serious complications in
pregnant females and people with compromised immune system. Infection of
T. gondii in host cells results in an induction of LD formation together with an
upregulation of LD-associated proteins, Plin2, and DGAT2. Throughout the infec-
tion, host LDs were found to surround the PV membrane. T. gondii inside the PV
interacts with host LDs to fulfill its nutritional needs by synthesizing a projection of
nanotubular structures called intravacuolar network (IVN) of membranes [57–
59]. T. gondii intercepts and engulfs Rab7-coated host LDs into the PV lumen by
unknown mechanisms that are degraded by the parasite lipases to liberate neutral
lipids from host LDs to support the pathogen growth [58]. Host cells lacking LDs, or
having impaired TG lipolysis, show reduced T. gondii multiplication and infection.
Similarly, impairment in IVN formation displayed reduced lipid uptake capacity
from host LDs, highlighting the crucial role of LDs in pathogen replication
cycle [58].

Plasmodium falciparum infection causes the deadliest form of malaria. It is
transmitted by the bite of an infected Anopheles mosquito. Sporozoites released in
blood infect hepatocytes, where they undergo asexual replication to produce
merozoites. Merozoites infect mature erythrocytes (RBCs), replicate and multiply,
and lead to rupture of the infected RBCs that causes high fever and chills in patients.
Mature RBCs lack any internal organelles or the machinery for protein and lipid
synthesis. Hemoglobin, the main constituent of the mature RBCs, is degraded by the
parasite and used as an amino acid source. Increased TG content and LDs have been
detected in infected RBCs [60]. Remarkably, the parasite encodes its own DGAT
enzyme to synthesize TG-rich LDs that are expressed specifically in the intra-
erythrocytic stage and are important for growth and proliferation of the parasite
[60]. However, the parasite does not express any lipase to degrade TG, and the
accumulating LDs in the PV are believed to be involved in the detoxification of
heme, further implying important role LDs play in the replication of the pathogen
inside host cells [61].

23.3.2 Novel Approaches to Probe Host-Pathogen Interactions

Compared to traditional methods of lipid analysis such as enzyme immunoassays
(EIAs) and thin-layer chromatography (TLC), more advanced modern methods
including gas chromatography-mass spectrometry (GC-MS), liquid
chromatography-mass spectrometry (LC-MS), nuclear magnetic resonance (NMR)
spectroscopy, column chromatography, and microfluidic devices are now being
employed in the field of lipidomics to identify, characterize, quantify, and elucidate
the structure and function of diverse lipids species [62]. Lipidomics is a newly
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emerged discipline of metabolomics for the characterization and quantification of
molecular lipid species in total lipid extracts. Charged ionized analytes can be
separated by their mass-to-charge (m/z) ratio, and structural information for
components in complex mixtures can be obtained by performing fragmentation of
lipid ions by collision-induced dissociation (CID). This technique is called tandem
MS, or MS/MS. “Shotgun lipidomics” allows identification and quantification of
thousands of cellular lipid species in a high-throughput untargeted manner. On the
other hand, targeted lipidomics using LC-MS and LC-MS/MS approach allows to
detect and quantify a particular few classes of lipids of interest. LC-MS-based
lipidomic analyses of monocyte/macrophage covering membrane lipids (sterols,
glycerophospholipids, and sphingolipids), and signaling lipids (eicosanoids,
phosphoinositides), have revealed sophisticated metabolic networks during the
differentiation process of macrophages, TLR activation, and interaction between
host and pathogens [63–65]. Similarly, lipidome of the pathogen such as Mtb has
been established [66] and has provided new leads to study lipid metabolism during
the complex host-pathogen interaction. A limitation of MS-based lipidomic
approach is that it lacks the spatial resolution to identify and determine localized
enrichment of particular lipid species during the pathogen infection; however, newly
discovered MS-based imaging approach now provides spatial resolution of
metabolites during the pathogen infection [67, 68]. Combining lipidomics with the
usage of immunofluorescent lipids and lipid-binding probes for microscopy will
enhance the spatial resolution of host-pathogen interaction and will aid in dissecting
the role of lipids in the pathogenesis and disease manifestation. Future research
employing a systems-level approach by combining proteomics and genomics
together with lipidomics will broaden our understating of the complex interplay
between host and pathogen and provide new insights into the interconnected lipid
metabolic network for the identification of potential lipid or metabolic pathway for
therapeutic interventions.

23.4 Concluding Remarks

During the last few decades, our current understanding about LD biology has greatly
expanded, with novel insights into how droplets are assembled, turned over, and are
interconnected with other cellular organelles at membrane contact sites. Several
discoveries have uncovered key proteins that play crucial role in establishing
regulated LD formation. The intriguing finding that pathogens, such as viruses,
bacteria, and parasites, hijack LDs for their benefit highlight an important and
previously unrecognized function of LDs. Though it is well established that LDs
play an important role in pathogen multiplication and disease manifestation, we have
just begun to scratch the surface of LD-pathogen interaction as numerous sequences
of events are involved during which LDs and lipids in general play instrumental role.
Several key questions need further investigations: Do assembly of infectious patho-
gen occur at specialized ER subdomains at which nascent LDs are born? Are there
significant differences between how LDs interact with different pathogens? What is
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the molecular mechanism of induction of LD formation, is it pathogen-driven or
host-driven? During pathogen infection how do repertoire of LD surface proteins
change? Which host/pathogen factors are responsible for establishing close contact
with the LDs? Ultimately a clearer elucidation of pathways implicated in disease
progression will pave the way forward for better understanding of the role of lipid
metabolism in disease progression aimed at identification of biomarkers and devel-
oping therapeutic approaches.
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Abstract

Lipids are a key component of membranes and act as bioactive signaling
molecules in biological systems. Over the years, lipids have gained much signifi-
cance as their roles are being highlighted through various studies. The structural
and functional diversity of lipid structure allows great variety to roles that these
lipids can play in cellular organisms. With an increase of research interests in area
related to lipids, much emphasis has been put toward the manner in which these
can be analyzed. Recent developments in mass spectrometry-based platforms
have allowed us to generate global lipid maps at the cellular level and elucidate
the molecular complexity of lipid structures in detail. In this chapter we discuss
some aspects of lipid classification, their structure and functions, and mass
spectrometry-based lipidomics approach used for determination of lipid
compositions.

Keywords

Lipids · Lipidomics · Mass spectrometry

Khusboo Arya and Sana Akhtar Usmani contributed equally with all other contributors.

K. Arya · S. A. Usmani · S. Mehrotra · A. Singh (*)
Department of Biochemistry, University of Lucknow, Lucknow, Uttar Pradesh, India
e-mail: singh_ashutosh@lkouniv.ac.in

N. Bhardwaj
Department of Zoology and Environmental Science, Gurukula Kangri Vishwavidyalaya, Haridwar,
Uttarakhand, India

# The Author(s), under exclusive license to Springer Nature Singapore Pte
Ltd. 2021
S. Hameed, Z. Fatima (eds.), Integrated Omics Approaches to Infectious Diseases,
https://doi.org/10.1007/978-981-16-0691-5_24

441

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0691-5_24&domain=pdf
mailto:singh_ashutosh@lkouniv.ac.in
https://doi.org/10.1007/978-981-16-0691-5_24#DOI


List of Abbreviations

GlcCer glucosylceramide
PUFAs polyunsaturated fatty acids
SGs steryl glucosides
FA fatty acids
AM arbuscular mycorrhizal
Q-TOF quadrupole time of flight
nESI nano-electrospray
Q1 quadrupole 1
q2 quadrupole 2
Q3 quadrupole 3

24.1 Introduction to Lipids

Lipids are nonpolar molecules and soluble usually in nonpolar solvents. These
molecules generally comprise oils and fats and yield high energy for various cellular
functions [1]. Generally, lipids are composed for a nonpolar hydrocarbon chain
along with oxygen-containing polar region [1]. In humans, these are stored in the
adipose tissue [2]. Lipids can be classified in many ways like on their polarity
complexity, attached molecules or their function, and hydrolyzing property. When
they cannot be hydrolyzed into smaller molecules, they are considered as
non-saponifiable lipids like cholesterol, prostaglandins, etc. Lipids which are
hydrolyzed due to the presence of one or more ester groups are considered as
saponifiable lipids like waxes, triglycerides, sphingolipids, and phospholipids
[3]. Further, lipids are categorized into polar and nonpolar lipids, or as simple lipids,
complex lipids, and derived lipids (Fig. 24.1). A detailed resource of widely
accepted lipid classification and nomenclature can be found at www.lipidmaps.org.

Many lipids show structural and functional similarities and dissimilarities across
organisms. Although lipids are available in significant amount in mammalian
organisms, the oleaginous (oil-bearing) microbial species can readily accumulate
lipids [4–6]. Also known as single cell oils, these systems are considered as perfect
tool to study advance lipidomics due to their rapid growth rates and their ability to
grow on a wide range of substrates [7].

In recent years, lipid interests have emerged as therapeutic targets. Numerous
studies have already been done and many more are in process to address their
biological properties and significance. A specific example is the structure and
function elucidation of complex glycosphingolipids. For example, glucosylceramide
(GlcCer) biosynthetic pathways have been explored in detail to elaborate their roles
in the regulation of fungal virulence and their specific roles in mammalian systems
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[8–10]. These studies open innovative venues for lipid-targeted antifungal
therapeutics.

24.2 Lipid Classes and Structure

In biological organisms, lipids are essentially involved in membrane systems, in
extracellular products, in cell wall synthesis, and also as storage material in abun-
dantly observed lipid bodies. Diversity of lipid structures increases with cell size and
complexity. Lipid composition and its type and concentration also vary with age,
morphology and nutritional and environmental conditions [7, 11, 12]. In yeasts, it
has been observed that in varying culture conditions in vitro, the lipid contents can
be manipulated. Studies show a wide range of values for the contents of both polar
and neutral lipids from the lipid fractions of different molds. Triacylglycerols are the
major lipid component in the fungal body. It is considered as storage lipids and used
as a carbon source for energy during growth and development. Various sterols,
squalene, and hydrocarbons also majorly contribute their proportion in the lipid
content of a fungus [13, 14].

Lipid molecules show hydrophobic and amphipathic nature. This can be
attributed to it may be due to condensations of thioesters (carbanion-based) or by
condensations of isoprene units (carbocation-based) like prenols and sterols. Lipid
classes are vastly distributed based on structure and function that include fatty acids,
hydrocarbons, glycerols, sterols and sterol esters, waxes, phospholipids, glycolipids,
glyceride ethers, sphingolipids, and fat-soluble vitamins [15]. As shown in Fig. 24.1,
these lipids are divided into three broad classes, as simple, complex, and derived
lipids. Simple lipids are basically esters of fatty acids with different alcohols and
divided into a subgroup of oil and fats. The hydrolysis of simple lipids yields a
maximum of two primary products, whereas the hydrolysis of complex lipids yields
three or more primary products per mole. Complex lipids usually contain a polar
phosphate group and a glycerol backbone. Complex glycolipids contain a character-
istic carbohydrate moiety [16]. Complex or compound lipids are divided into
subcategories, for example:

1. Phospholipids that contain a phosphate moiety in addition to alcohol and fatty
acid. They often contain nitrogenous and other substituent groups. In
sphingophospholipids, the alcohol is a long-chain base sphingosine and in
glycerophospholipids, glycerol is the alcohol [17, 18].

2. Glycolipids, such as glycosphingolipids, that are composed of a carbohydrate, a
sphingosine, and a fatty acid [19].

3. Some other complex lipids like lipoproteins, sulfolipids, and amino lipids are also
included in this category. When these simple and complex lipids work in a
collaborated manner, they are known as derived lipid. Some key examples
include hormones, ketone bodies, fat soluble vitamins, etc. [16].
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Commonly occurring lipid structures consist of fatty acids linked by an ester bond
to the glycerol or to amines or by amide bonds to sphingoid bases or to other alcohol
groups [20]. Fatty acids are the carboxylic acids attached with aliphatic chain that are
synthesized via condensation of malonyl-coenzyme A units by a fatty acid synthe-
tase complex. Fatty acids are the reservoir of energy because, when metabolized,
they produced large quantities of ATP. In nature, fatty acids generally have an 4 to
28 carbon atoms. In triacylglycerol lipids, three fatty acids are attached to a three-
carbon property that came from two different kinds of lipids: it may be hard waxy
solids at room temperature (fats) or translucent liquids (oils) [21, 22]. Fatty acid can
be either unsaturated or saturated. Saturated fatty acids have no double bonds and
possess higher melting points compared to the unsaturated fatty acids. They pack
their molecules together and make straight rod-like shape [23, 24]. Unsaturated fatty
acids are unbranched and contain cis-double bonds. A structural kink is created due
to the presence of these cis-double bonds that disables the molecules to be grouped in
straight rod-like shape [25].

Sterols are another key lipid class in biological systems. It is a wax-like sub-
stance, essential for the synthesis of cell membrane. In the cell membrane, the steroid
ring structure provides hydrophobicity that boosts the rigidity and maintains the
fluidity of the cell membrane. In animals, sterol is found as cholesterol that is
synthesized in the liver and found in large concentrations within the spinal cord
and brain. It is an organic compound containing a 3-hydroxylated cholestane core,
containing a double bond at the 5,6-position. Cholesterol exists as a solid, neutral,
and insoluble in water [26, 27]. In case of fungi, this role is played by ergosterol.
Ergosterol is generally a phytosterol having an ergostane core that consists double
bonds at the 22,23-, 5,6- and 7,8- positions and a 3β-hydroxy group as well. It is a
3β-sterol, an ergostanoid, and a member of phytosterols [28, 29].

Polyunsaturated fatty acids (PUFAs) contain multiple double bonds and exist as
cellular lipids consisting of fatty acyl chains like phospholipids or triacylglycerols
in vivo. Based on terminal double-bond location, it is classified into four groups, i.e.,
ω9, ω7, ω6, and ω3. Other major fungal lipids, based on their abundance, are
palmitic acid (16:0), oleic acid (18:1), and linoleic acid (18:2) that are present in
large quantities, while palmitoleic acid (16:1), linolenic acid (18:3), and stearic acid
(18:0) are present in low concentrations. Further, unique lipid compositions have
been reported in different fungal species in literature. It is documented that in
mucorales, a unique γ-linolenic acid has been seen in its lipid composition rather
than the docosahexaenoic acid (22: 5), eicosatetraenoic acid (20:4), and
eicosapentaenoic acid (20:5) besides the occurrence of high amounts of PUFAs,
C18:2, and C18:3.

Another lipid, steryl glucosides (SGs), is found in fungi while is rare in mamma-
lian cells. These are the sugar derivatives of membrane-bound ergosterol in case of
fungi and characterized by a planar sterol structure with four fused aliphatic rings
and a hydrocarbon side chain at carbon 17 with the sugar moiety attached to the
3β-hydroxy group at C3 of the sterol. In the second ring, a double bond is also
attached in the backbone of sterol between C5 and C6 or between C7 and C8.
Commonly occurring SGs in fungi are ergosterol-3β-glucoside [30].
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GlcCer is also majorly found in fungi. It is synthesized in the Golgi apparatus but
primarily localized in the plasma membrane and also found at the budding sites of
dividing cells in the cell wall and extracellular vesicles. Due to significant variation
in the structure among fungal species, it is highly studied nowadays as new thera-
peutic target. GlcCer possesses β-linked glucose moiety and a ceramide backbone
[30, 31]. A detailed classification of lipids based on their structure and functions is
listed in Table 24.1.

24.3 Function of Lipids

Lipids play an essential role on energy storage and in formation of cell membranes.
They are involved in diverse and widespread biological functions in the body in
terms of intracellular signaling or local hormonal regulation, etc. Complex biosyn-
thetic pathways are run to synthesize most of the lipid in the body. However, some
essential lipids are supplemented through diet.

Different classes of lipid perform distinct roles. For example, fats and oils are
used by the organism as an energy source, make a smooth safety layer of fat on to the
skin, etc. They are involved in vital physiological functions for proper growth and
development as well. A recent study showed the role of vegetable oil in growth of
A. melanogenum [32]. It is documented that when vegetable oil is used in 1% with a
carbon source, enhanced growth is recorded. It may be due to the presence of carbon-
based long fatty acid chain compounds known as oleic acid, which are already used
by several yeasts for growth like S. cerevisiae, Candida sp., A. nidulans, etc., in the
vegetable oil [32, 33]. Glycerol is also required for growth in many fungal species as
carbon and energy source like A. nidulans, Candida sp., C. curvatus, S. cerevisiae,
F. oxysporum, etc. [34, 35].

Steroid hormones play crucial roles in metabolism regulation, inflammation,
immune system, salt and water balance mechanism, and sexual development pro-
cesses and also provide the ability to fight against injuries and diseases [36]. Choles-
terol also participates in several enzymatic reactions. It is the major precursor for the
synthesis of steroid hormones (like cortisol) and vitamin D. It actively participates in
the brain synapses and the immune system. In humans, it is involved in bile acid
biosynthesis, steroid biosynthesis, the lovastatin action pathway, and the zoledronate
action pathway. It is also involved in several metabolic disorders like the child
syndrome pathway, adrenal hyperplasia type 5, or congenital adrenal hyperplasia.
Animal foods are the rich source of cholesterol. Different types of cholesterol
required by the blood cells are low-density, high-density, and very low-density
lipoproteins [37, 38].

Steroids play important roles in fungal biology and hence can be a novel target for
antifungals, notably azoles. In humans, these are present in animal skin and get
converted in ergocalciferol by ultraviolet rays. Ergosterol is the most abundant sterol
structure in the fungal cell membrane and regulates membrane fluidity and function
[39, 40]. Sterols also serve as precursors of steroid hormones in the fungal reproduc-
tion process. Phospholipids, commonly found in molds as a polar lipid, also include
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glycolipids sometimes and are essential components for the structure of biological
membranes. They actively participate in the transportation of ions across membranes
and activate some membrane-bound enzymes. In fungi, studies have shown that lipid
compositions can drastically vary according to the age, culture conditions, and
developmental stage. Lipid concentrations may also regulate the morphological
factors.

Studies have shown that fungal lipids play crucial roles in virulence, defense by
host, and the host-pathogen interaction. In recent years, interest in microbial lipids
has been increased because of an urgent need of new therapeutic targets against
drug-resistant microbes in medical and nutritional research. The potential use of
PUFAs has been studied in this regard. To date, PUFAs have been produced
commercially using microorganisms to treat several diseases like eczema,
Alzheimer, cancer, depression, and peroxisomal disorders, but still the known data
and uses about PUFAs are very limited [13]. PUFAs or their precursors are neces-
sary for physiological activities; as mammals cannot synthesize all PUFAs, they are
supplemented through diet. Mammals are also unable to desaturate oleic acid to
linoleic acid, which is essential for cell growth and development. The secondary
by-products of linoleic acid metabolism are crucial precursors for the synthesis of
some hormones like prostaglandins, leukotrienes, and thromboxanes. Studies show
that prostaglandins are an important hormonal substance for platelet aggregation,
regulation of blood pressure, and immune system [13]. PUFAs also play critical
roles in multiple aspects of membrane permeability, enzymatic activity, and signal-
ing mechanism.

For the evaluation and comparison of the amount of microbial biomass, the
signature fatty acids can be used due to its species-specific property. The concentra-
tion of different lipid classes at the different development stage and morphological
character in same fungal species also show the lipid role in structural and functional
regulation. [41] have shown this phenomenon in a study where they documented the
role of lipid class and amount in the different stages of arbuscular mycorrhizal
(AM) fungi. AM fungal spores and vesicles have a large amount of triacylglycerols
as major neutral lipids. In contrast, neutral lipids rarely appeared in arbuscules. It is
also seen that the total neutral lipid fatty acid concentration of the extraradical
mycelia was several times higher in S. calospora than in G. intraradices [41].

In order to know the extended functions of other lipids, sugar derivatives of
membrane-bound ergosterol like SGs have been established for their role in fungal
virulence. Studies suggest that the SGL1 deletion results in accumulation of SGs,
which alter the fungal virulence properties [30]. Another lipid majorly studied for
fungal virulence and defense mechanism is GlcCer. To analyze its role in pathoge-
nicity, studies have been focused to delete the genes of respective enzymes involved
in GlcCer biosynthesis or chemical manipulation of these enzymes. It has been seen
that the disruption of GlcCer synthase in C. neoformans makes it avirulent and
incompetent to grow at neutral/alkaline pH. Also, in F. graminearum, it has been
seen that the depletion of GlcCer synthase shows a major alterations in conidia
morphology and defective growth [8, 42].
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24.4 Mass Spectrometry-Based Yeast Lipidomics

Over the last 25 years of using mass spectrometry technology leads to a new way of
identifying and quantifying macromolecules in a high-throughput manner. Mass
spectrometry is an analytical technique capable of identification and quantification of
small molecules in a sample. It also helps in determination of unknown compounds
by elucidating their molecular structure. Earlier lipids were thought to function only
for storage and structural purposes, but in recent years they are discovered to be
metabolites with versatile functions owing to its versatility to interactive and
dynamic nature. Compared to the transcriptomic and proteomic studies, the
lipidomic study did not gain wide recognition because of the difficulty in analyzing
and quantifying the full lipidome of the organism. No such methods and techniques
were known to fully characterize every lipid molecular species. Traditional methods
of lipid analysis include gas chromatography, thin-layer chromatography, and meta-
bolic labeling. These techniques separate the lipids based on only mass, are of low
resolution, and are not selective and sensitive as compared to the present-day mass
spectrometry techniques [43]. Recently there is a rapid advancement in the field of
lipidomics due to the advancement in the technology such as high-resolution mass
spectrometry and specific lipid extraction protocols. Development of soft ionization
techniques and specially designed computational software has allowed specific and
selective detection.

In yeasts, there are three major classes of lipids, namely, glycerophospholipids,
sphingolipids, and sterols. They all differ from each other in their core structure or
head group and fatty acyl chain. Glycerophospholipid heads are conserved in
different eukaryotes. Sphingolipid composition is relatively distinct than mammals.
The major sphingolipids are complex phytoceramide derivatives or hexose sugar-
linked ceramide structures. Ergosterol is the major sterol structure present
[43, 44]. In 2009, the first and most detailed description of the lipidome of the
S. cerevisiae was published [44]. Using the quantitative shotgun mass spectrometry
approach, they quantified 250 lipid molecular species, classified into 21 classes
including inositol-containing sphingolipids, intermediate lysophosholipids, and bio-
active long-chain bases which were not identified before. They used a two-step lipid
extraction procedure and separated the polar and nonpolar lipids and optimized the
solvent system which resulted in improved ionization efficiency in negative ion
mode and detection sensitivity for the anionic lipid classes to be used in the mass
spectrometric analysis. The most abundant lipid species identified ergosterol,
followed by mannosyldiinositolphosphorylceramide, and other sphingolipids
intermediates like mannosylinositol phosphorylceramide, ceramide, and
inositolphosphorylceramide. Glycerophospholipid species contained 16:0, 16:1,
and 18:1 fatty acid moieties. They also found that at different temperature
conditions, compositions of lipid molecular species change. Furthermore, they
analyzed the change in the composition of lipids in Δelo1, Δelo2, and Δelo3
mutants. The content of inositolphosphorylceramide derivatives in Δelo1 mutant
was high. On the other hand, the levels of phosphatidylinositol, phosphatidylcholine,
and phosphatidylethanolamine were reduced in Δelo1 mutant. The lipidome of
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Δelo2 and Δelo3 mutants showed specific changes in the molecular lipid species
compositions. They also observed an increase in long-chain base, and
sphingolipidome showed less mannosylinositolphosphorylceramide and
mannosyldiinositolphosphorylceramide but more inositolphosphorylceramide.
They observed that in both Δelo2 and Δelo3 mutants, the molecular compositions
of phosphatidylinositol and phosphatidylcholine were different. The information
revealed by this lipidomic study laid out the foundation stone for the currently
flourishing field of high-throughput lipidomics.

In recent times various chromatographic techniques are coupled with mass
spectrometric techniques to analyze the structural as well as functional lipids in
different species at different conditions. Such platforms have been routinely used to
analyze the lipidomic variations of yeasts like S. cerevisiae and S. pombe [45]. The
phospholipid and triacylglyceride composition of S. pombe contains 18:1 fatty acyls
and that of S. cerevisiae contains 16:0, 16:1, and 18:1 fatty acid moieties.
S. cerevisiae has high levels of inositolphosphorylceramide, while S. pombe cells
are enriched in phytoceramides.

24.5 Triple Quadrupole Mass Spectrometry Approach
for Lipidomics

A triple quadrupole mass spectrometry setup is quite useful for large-scale targeted
analysis of lipid intermediates. Triple quadrupole mass spectrometry has been used
to analyze lipid biomarker candidates from plasma for Alzheimer’s disease
[46]. Using a multiple reaction monitoring approach, researchers could perform a
quantitative analysis of targeted lipid molecular species of 22 classes and determine
a comprehensive lipid profile that provided intriguing insights into the lipid
biomarkers of Alzheimer patients. This technique also helps in capturing changes
of the individual lipid species and lipid molecular species. Another study compared
the triple quadrupole with quadrupole time of flight (Q-TOF) mass spectrometry for
phosphopeptides analysis using the precursor ion scanning in both negative and
positive nano-electrospray (nESI) ionization modes [47]. The study showed that
selectivity and sensitivity of precursor ions for a particular mass-to-charge ratio in
Q-TOF are better than the triple quadrupole because of its high resolution. The
sensitivity of the Q-TOF system was significantly better because the collision Q2
quadrupole enhances the transmission of the select m/z ions from the collision cell
into the TOF analyzer. In some classical studies, the structure of
phosphatidylglycerol and phosphatidylethanolamine could be identified earlier by
the triple quadrupole tandem mass spectrometry approach using electrospray ioniza-
tion [48, 49]. In a more recent study, the oxidized membrane lipids could be detected
using the liquid chromatography coupled with mass spectrometry, with high selec-
tivity and sensitivity [50]. Below we describe some technical aspects of quadrupole
mass analyzer.
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24.5.1 Quadrupole

A quadrupole is a highly selective and sensitive setup to filter out specific m/z ions
and has been extremely useful in routine lipidomic setups over the years. A quadru-
pole is a mass analyzer, which consists of four rods that are arranged parallelly.
These rods are electrodes with DC and RF voltages. If only the RF voltage is applied,
many ions of different m/z will pass through the quadrupole. On the other hand,
when a combination of RF and DC voltage is applied to the rod, molecules of
specific m/z ratio will pass through the rods based on the magnitude of DC and
RF. When DC and RF voltages are increased and their ratio remains constant, the
mass range can be scanned to acquire the mass spectrum. Each pair of rods is
connected, and the rods have the same voltage as the opposite rods. Two rods
have +VDC and + VRf, and the other two rods have negative –VDC and –VRF. For
a certain period, both the RF and DC fields increase. The amplitude of the RF field is
stronger than the DC fields. There are two requirements for the ions to pass through
the rods:-

1. The time required for crossing the analyzer should be short.
2. The ions should remain for sufficient time between the rods so that few

oscillations of the alternative occur.

Quadrupole focuses the ion at the center of the rods; if the positive ion reaches
near the positive rod, its potential energy increases, and decreases near the negative
rods. Alternative field spins the potentials.

24.5.2 Triple Quadrupole

The triple quadrupole mass analyzer is a tandem mass spectrometry method. It is
used for knowing the structural information and quantification of the molecules.
Triple quadrupole consists of three rods parallel to each other. Quadrupole
1 (Q1) and quadrupole 3 (Q3) act as mass filters. Quadrupole 2 (q2) is a collision
rod, which causes fragmentation of the analyte by collision with a gas. The q2 is a
radiofrequency-only quadrupole. Together these are able to detect the molecular
structure and quantity in SRM and MRM mode of any targeted analyte. Quadrupole
can be used for scanning and filtering. During scan mode, DC and RF voltages were
increased resulting in the acquisition of full scan mass spectra but at the expense of
low sensitivity and low speed. First, the Q1 is set to scan the analyte of a specific m/z
ratio. q2 and Q3 can pass all ions. These quadrupoles can be used in various ways to
provide the information about specific select ion(s) [50].

A triple quadrupole is designed to work in four modes: (i) precursor ion scan: is
used for identifying a class of compounds which are having common daughter ion.
In Q1 scanning takes place and Q3 is set for daughter ion which is generated in q2 by
collision-induced dissociation (CID). (ii) Neutral loss scan: uncharged fragments are
identified by scanning a neutral mass between Q1 and Q3. (iii) Product ion scan: this
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mode gives the structural information about the specific parent ion, formed in the Q1,
then in q2 fragments are generated by CID further they are scanned in Q3. (iv) Single
or multiple reaction monitoring: these are performed by the selection of a parent ion
in Q1, fragmentation from q2, and analyzing the characteristics of fragments in Q3
(see Fig. 24.2).

In triple quadrupole, ion is filtered twice without interference from the large
number other compounds present in the extracellular matrix. The triple quadrupole
mass spectrometry has wide-scale applications for the quantitative analysis of lipid
molecular species. There are certain advantages of triple quadrupole over single
quadrupole. Triple quadrupoles are fast, robust, time-efficient, and cost-effective
compared to single quadrupole. They are more selective and provide high sensitivity
during lipidomic applications.

In conclusion, this chapter describes key aspects of lipid classification, function,
structure, and lipidomic applications. The lipid analysis represents a major aspect of
lipid research in cellular organisms. Here we have described the triple quadrupole
mass spectrometry-based analysis of lipids as a significant technique for lipidomic
studies.
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Nanoparticles as Therapeutic Nanocargos
Affecting Epigenome of Microbial Biofilms 25
Indu Singh, Pradeep Kumar, and Gagan Dhawan

Abstract

Biofilm formation and its associated infections have been inflating as a serious
health problem worldwide. Environmental factors that might affect biofilm for-
mation are temperature, surface geometry, pH and oxygen content. Enzymatic
action, binding proteins, polysaccharide adhesive protein, lipid content and
quorum sensing encoding genes support biofilm to survive for a longer period.
Adherence of bacteria to particular area restricts resource availability after a
certain period that potentiates bacteria for dispersal and move towards the
newer template. The extent of bacterial adhesion to the surface decides weak or
strong biofilm formation. Regulation of biofilm-associated cellular functioning
depends on different types of inducer (AI-1, AI-2) and lactone (AHL) moieties
present beneath biofilm dense matrix. In the context of regulating cellular func-
tioning, different types of inducer (AI-1, AI-2) and lactone (AHL) moieties are
available beneath the biofilm, under the dense matrix. DNase, DNA methylation
and small non-coding RNA played a key role in the survival as well as the
dispersal process. DNA methylation is mandatory for performing replications.
DNase is the dispersal enzyme meant for hydrolysing the extracellular DNA
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(eDNA) present in the cellular matrix of bacteria biofilm. Apart from understand-
ing biofilm-forming mechanism, biofilm-associated infections and their treatment
strategies have been explored using a nanobiotechnological approach such as the
use of nanophages loaded with metal NPs, nanotubes fabricated with antibacterial
drugs, nanorods, nanocapsules adsorbed with antimicrobial peptides (AMPs),
AMPs loaded with metal NPs on hydrogels and nanozymes for treating medical
device-associated pathological conditions. Simultaneously, epigenetic aspects
were also discussed for inculcating nanostructures as epigenomic markers for
detecting virulence factors of biofilm-forming bacterial isolates.

Keywords

Biofilm · Epigenetics · Antimicrobial peptides (AMPs) · Nanophages · Biofilm-
associated infections

25.1 Introduction

Biofilm formation is a common phenomenon by single microbial species or multi-
species on natural as well as artificially contemplated surfaces. Surface adherence,
maturation and dispersion of participating microorganisms are a progressive multi-
stage process for biofilm formation [1]. Environmental factors (such as temperature,
surface composition, pH, oxygen level for aerobic microbes) enchase the formation
of biofilms and its stability. Essential components of biofilm comprise polysaccha-
ride intercellular adhesion (PIA), lipid, proteins, nucleic acid and extracellular
genomic DNA (eDNA). Different microbes are involved in biofilm formation
steps via an assorted pathway. The organic scaffold of the extracellular matrix
contains mineral layer, mainly calcium carbonate, and other vital elements required
for biofilm existence. Bacterial genetic environment triggers biomineralization
beneath the film and sets up a unique framework for bacterial colonies that may
protect them from antibiotic and environmental shock and allow a fair exchange of
nutrients through ridges and fissures constructed within the biofilm. Secondary
messengers like cAMP and C-di-GMP are the bridge forming factor between
environmental factors and gene regulations in the biofilm, thus helping in the
shaping of biofilm [2].

Genotypic and protein participation promote weak and robust biofilm formation.
In the case of Staphylococcus aureus (SA), agr dysfunctioning leads to biofilm
production. β-Haemolysin (toxin) is strongly associated with weak biofilm pheno-
type, while α toxin is encoded by hla gene, which strongly supports colonization on
surfaces, thus forming a strong biofilm of S. aureus strain [3]. The imbalance
between the genes encoding for binding proteins attribute for forming a weak and
robust film. The extent of adhesion on the template surface describes the binding
forces between the bacterial cell and surface. Various groups highlighted the bunch
of genes (pap, sfa, afa and LasB, rhlA, int1, int2) involved in robust biofilm
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production especially in gram-negative strains such as Escherichia coli [4, 5] and
Pseudomonas aeruginosa [6], respectively.

Various nanoforms have been used as epigenomic markers for detection of
virulence factors that give rise to biofilm-associated infection, which is a significant
threat around the globe. Pathogenicity of bacterial cell leads to the development of
resistance against traditional antibiotics. Antibiotic resistance motivates for design-
ing numerous nanostructures with specific target delivery despite causing any side
effects, non-immunogenic and without cytotoxicity. In this chapter, we discussed
different aspects of biofilm formation, an enzymatic approach from initial develop-
ment to dispersal progression. We also mentioned antimicrobial peptides (AMPs)
loaded with antibacterial drugs or hydrogels, nanophages, nanocapsules, nanorods,
nanotubes fabricated with antibacterial NPs and conjugated metal oxide NPs for
antibiofilm potential. Epigenetic mechanism played a crucial role in the identifica-
tion of virulence of bacterial biofilm. The epigenomic study is newly endorsed area
for enumerating genes involved from initial adhesion to final maturation as well as
dispersal process. Bacteria adhere to using diverse binding proteins and gene
regulating these mechanisms. Epigenomic markers elicited for biofilm detection
and treatment have been discussed in the present chapter.

25.2 Biofilm Formation and Its Potential Promoting Factors

25.2.1 Gene Regulation in Weak and Strong Biofilm

Every strain regulates its multiplication and exponential growth with the help of
upregulation/downregulation of gene involved as well as proteins. Imbalance among
the genes encoding for binding factors reveals the extent of bacterial strain adherence
on the surface, which could be characterized as (1) weak biofilm and (2) robust
biofilm. Herein, we discuss how gene regulates the weak and robust formation of
MRSA. MRSA adhere to surfaces via binding proteins such as laminin, elastin and
fibrinogen encoded by specific gene eno, ebps and fib, respectively. In a strong
biofilm, levels of ebps gene were higher as compared to weak biofilm. While eno
gene meant surface receptors, fib gene meant for adherence of SA to fibrinogen
protein adsorbed on an indwelling catheter. At the initial phase of biofilm formation,
these genes were upregulated that give rise to robust biofilm while slightly
downregulated in weak biofilm [7]. Abad et al. stated that pap, sfa and afa
adhesion-encoding genes are involved in the information of weak adhering and
firm adhesion of E. coli strain on the surface [5]. Karami et al. reported numerous
highly prevalent genes LasB, rhlA, Int1 and Int2 in chronological for strong biofilm-
forming ability. LasB is the initiation gene that helps bacteria to initiate biofilm
formation, while rhlA (quorum sensing regulon; QSR) attribute in the cellular
signalling among bacterial cell. An identified group of genes and integrons enchases
identification of antibiotic resistance extremity in P. aeruginosa isolates [6].
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25.2.2 Enzymatic Action on Biofilm Growth and Dispersal Process

Enzymes help in exopolysaccharide secretions, quorum sensing, biofilm maturation
and dispersion [8]. Bacterial species secrete extracellular enzymes that enhance
pathogenicity as well as virulence in the host. Predominantly staphylococci species
secrete prominent families of enzymes such as proteases and lipases that aggravate
the biofilm formation [9]. The virulent factor secreted by Pseudomonas species that
involve LipC, LipA, EstA and LasBthat plays a key role in establishing biofilm
architecture. Oversecretion of LipC allows cell adhesion to each other, thus helping
to form assorted biofilms. On the other hand, EstA and LasB overproduction by
strains would not be able to form biofilm scaffold, as well as these enzymes act on
bacterial cell motility via rhamnolipids release mechanism [10]. Extracellular
enzymes are termed as virulent factors in almost all bacterial strains and attack on
a substrate which ultimately causes bacterial attachment and empowers skin
formation [11].

Biofilm dispersion is the major process in which bacteria from macro colonies
escape with the help of self-generating biomolecules (autoinducers) which specifi-
cally target gene regulating quorum sensing. Usually, biofilm survives with the help
of balance between EPS forming proteins and dispersing enzymes, but imbalance
(upregulation of matrix-forming protein and downregulation of dispersing enzymes)
leads to a chemical imbalance that triggers dispersal process immediately [12].

Besides, the following are the different forms of small molecules that are secreted
which hasten the dispersal process:

(a) Autoinducing peptides (AIPs) are secreted especially by gram-positive bacterial
strains. Staphylococci species perform Agr system via upregulated expressions
of peptidases/nucleases that hasten dispersal. Prominently, AIP-I is secreted by
methicillin-resistant Staphylococcus aureus (MRSA) that augment MRSA
absconding out of scaffold [13].

(b) Autoinducers in gram-negative strains are secreted as homoserine lactones
(HSLs); these HSLs bind to LuxR cytoplasmic protein (receptor) which enables
QS transcription and targets QS signalling and DNA dimerization. When
homoserine and lactone linked together with amide linkage and form acyl
homoserine lactones (AHLs), these AHLs produce signals that promote biofilm
dispersal process in gram-negative strains [14].

(c) Another important signalling molecule is autoinducer-2 (AI-2; furanosyl borate
diester) which is produced during conversion of homocysteine to S-ribosyl-
homocysteine (SRH) via S-adenosyl-homocysteine (SAH) and secreted by both
gram-positive and gram-negative strains. This molecule is proved to be respon-
sible for inter- and intra-species communication (multispecies biofilm forma-
tion), cellular motility as well as dispersal [15]. AI-2 signalling has been
expressed by LuxS gene which might be responsible for forming and
maintaining biofilm templates [16].

(d) Matrix-degrading enzymes, i.e. proteases [17], glycosidase [18],
deoxyribonucleases [19], dispersin B [20] and hyaluronidase for Streptococcus
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intermedius and Staphylococcus aureus [17], attribute for EPS disrupter and
hamper sedentary lifestyle of bacterial cells beneath biofilm.

25.2.3 Epigenetic Makeup of Bacterial Population Beneath Biofilm
and Cellular Signalling

Bacterial population beneath biofilm utilizes multiple factors that contribute to
cellular signalling as well as metabolic and transcriptional processes. The most
prominent factor is C-di-GMP that participates in the biofilm survival via tracking
bacterial transcription, adhesive protein action, extracellular DNA (eDNA) secre-
tion, cell density/cell motility and finally cell death. It determines the differences
between floating bacteria and bacteria residing in biofilm [21]. Another factor is
small non-coding RNA molecule which is a post-transcriptional regulatory molecule
in the bacterial genome that determines the metabolic process, stress tolerance and
virulence in a host such as SrbA in Pseudomonas aeruginosa. It has been addressed
that the foremost type of sRNA has been identified, i.e. trans-encoding sRNA post-
transcriptional regulator contains a large number of binding sites for mRNA which
ultimately assure broad transcriptional regulation as well as agonistic/antagonistic
effect on translation process in the bacterial cell. The difference in the number of
binding sites might be due to the number of nucleotides present in both sRNA and
mRNA [22]. Binding of sRNA-mRNA leads to degradation of both molecules,
hence uplifting pathogenicity in response to environmental cues. mRNA degradation
and its short half-life regulate protein synthesis as well as allow adaption of bacterial
genetic profile response for environmental stress conditions, thus aggravating viru-
lence [23]. Sigma factor (σ) known as multi-domain subunit of bacterial RNA
polymerase helps in RNA synthesis via different pathways. This sigma unit bind
to another subunit (ββ’α2ω), therefore forming “holoenzyme” which helps to recog-
nize promoter site and initiates steps for RNA synthesis that is a major part of biofilm
formation. σ factor in Bacillus subtilis deals with stress responses as well as spore
formation and thermal shock-responsive behaviour in E. coli [24]. Epigenetic study
reveals the chemical compound that modifies gene expression depicted by bacterial
community such as DNA methylation, micro non-coding RNA-based mechanisms,
histone modifications, Dam and CcrM. The Dam (DNA adenine methyltransferase)
enzyme in E. coli is essential for expression for a gene like pap operon [25].

Zinc ion (Zn2+) is the known cofactor used by various metalloenzymes in
bacterial metabolic activities. Zn2+ help in biofilm formation via promoting cell-to-
cell adhesion, cell surface smoothening and antibiotic resistance, preventing it from
oxidative stress and maintaining the integrity of bacterial cell wall [26]. Amount of
Zn2+ plays a crucial role in bacterial survival; high concentration imposes toxic
effects, but at low concentration, it helps in maintaining bacterial homeostasis.
Regulation of zinc ion involves the participation of metaloregulatory protein, zinc
uptake regulator (Zur)/transporters (ABC transporter) and efflux pumps (p-type
ATPase, CDF family, RND family). It all depends on feedback mechanism, i.e. at
normal concentration, Zn2+ uptake ABC transporter represses, but decreased
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concentration activates ABC transporter to grab Zn2+ from the environment
[27]. Zinc ion promotes virulence in host, thus stimulating antibiotic resistance
mechanism.

25.2.4 Factors Affecting Genomic Environment of Microbial Biofilm

Biofilm comprised of disparate gene and proteins that participates in the complexity
of the developmental process. Transcriptional lacZ reporter genes, slp andOmpC are
the major genes in gram-negative bacterial strain (Escherichia coli) especially
involved in the initial phase of biofilm formation and molecular signalling. Simi-
larly, gram-positive strain is enriched with transcription factor (σ) and numerous
genes which help in phage-related functions, membrane-associated biochemical
reactions, glycolysis, motility and chemotactic response [28]. Various environmen-
tal conditions may downregulate or upregulate the expression of genes involved in
biofilm survival and growth. Limited oxygen and nutrient supply, exposure to heavy
metals and pharmacologically active molecule may downregulate gene involved in
biofilm maturation and dispersal. Xu et al. investigated that RpoN and RpoN mutant
genes behave in opposite directions. RpoN supports motility and acts as an antistress
factor that makes hassle-free survival of L. aggregata under marine conditions. In
contrast, the mutant gene significantly reduces biofilm formation [29]. Recent stud-
ies stressed about the environmental factors such as biotic/abiotic surface composi-
tion and surrounding microenvironment that facilitates or hinders the biofilm
formation or growth via alteration in gene expressions of SaG, Agr and MgrA
genes in Staphylococcus aureus [30, 31].

25.2.5 Material Surface Topography Affecting Bacterial Adhesion
and Survival

Bacterial attachment on the surface depends on its topography that permits a series of
biofilm formation series, i.e. initiation to dispersal. Several factors that might
influence bacterial implantation are the following:

(a) Surface Roughness
Bacteria move through Brownian movement, gravitational and hydrodynamic
forces as well as its motility activity. Bacteria adhere to material surface via
various electrostatic interactions, Van der Waal forces and acid-base
interactions. Bacteria adhere to the surface with the help of microscopical
appendages (pili) which permit bacteria to conquer energy barrier and cling to
the surface. Crest and trough sites on the surface endorse bacterial strain to retain
it and stimulate colonization [32]. Recently, zirconium [33], titanium/polyeth-
ylene [34] and cobalt-chromium alloy [35] for dental, orthopaedic, and hip
implants are used for prevention against microbial growth.

(b) Surface Porosity
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Surface porosity has been declared as the significant aspect that allows bacterial
retention as well as potentiates its survival. Bacteria preferentially adhere to the
substrate with high porosity and grooves which provide large surface area for
bacteria colonization [36]. Interestingly, the small pore size of surface in
comparison to microbial cell size would not allow to the attachment of bacterial
cell and initiate biofilm formation. Mechanistically, nanorange pore size
generates energetic repulsive forces between bacterial cell and surface that
ultimately result in impairment in biofilm formation [37]. The concept of
designing nanoscale pore size substrate such as alumina with 15–20 nm range
inhibiting bacterial adhesion [37], and bioinspired nanostructured surfaces, has
been studied for limiting bacterial adherence as well as motility [38].

(c) Surface Hydrophilicity/Hydrophobicity
Surface hydrophilicity and hydrophobicity are the central facet that influences
bacterial adherence. Surface wettability advocates for the extent of bacterial
interaction. Ultra-hydrophobic surfaces (static contact angle >150�) repel water
droplets; thus they do not entertain bacteria for adhesion [39]. This might occur
due to nanoscale roughness and shear stress that limit bacterial contact. Cell
surface hydrophobicity (CSH) allows microbial granules to attach to organic
droplets and thus decompose organic/hydrocarbon pollutants as well as enhance
bioremediation [40]. Mainly, gram-negative bacteria release membrane vesicles
which inflate membrane hydrophobicity, thus allowing their contact with the
surface. Tanaka et al. reported that biofilm contributors such as EPS,
phospholipids, nucleic acids and proteins impart hydrophobic or hydrophilic
surface [41].

(d) Surface Charge and Energy
Surface geometry and zeta potential reduce the attachment of bacterial cell, but
attachment depends on bacterial cell surface hydrophobicity, surface charge,
presence of pili and fimbriae. The interesting point is the substrate having
positive charge can harm bacterial cell membrane, especially the gram-negative
one despite gram-positive, thus affecting bacterial mobilization. This outcome
might be due to the structural difference between the two strains. “Charge
regulation” along with electrostatic potential leads to variation in pH of the
surrounding. Bacterial contact with the surface causes pH alteration leading to
variation in surface charge, which advocates that net surface zeta potential might
affect bacterial cellular bioenergetics [42].

25.3 Development of Diverse Biologically Synthesized
Nanostructures

Biologically derived nanostructures have been used from several years as therapeu-
tic, diagnostic, theranostic, antimicrobial and drug delivery agent and in foremost
diverse biomedical applications. The main motive for biogenic derivation belongs to
lesser side effects, high therapeutic window and compatibility with host cells. In the
current state of the art, biological approaches have implicated different sub-methods
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(using enzymes, phages, bacterial proteins and nucleic acids) for synthesizing
nanostructures as well as functionalized coated biomaterials that can be used for
combating microbial contamination and limiting hazardous consequences for the
human population and environment. Some recent methodologies have been
described in the following subsections.

25.3.1 Enzymatically Synthesized Nanoparticles

Enzymes are well known for limiting the growth of biofilm formation. Plausibly,
they hinder the functionalization of bioadhesive polymer and disruption of biofilm
scaffold, imparting biocidal activity as well as hampering cell-to-cell communica-
tion. Yeon et al. stated that glucose oxidase-immobilized chitosan nanoparticles
(CS-NPs) advocated antibiofilm as well as antibacterial action via generating H2O2

(inducer of oxidative stress) through the conversion of glucose within the bacterial
cell. CS-NPs have synthesized using cross-linking and enzyme precipitation
methods [43]. Chen et al. reported the conversion mechanism of soluble palladium
into metallic palladium nanoparticle via H2 (enzymatic/autocatalytic effect) using
H2-based membrane biofilm reactor. In this approach, membrane biofilm bioreactor
infuses H2 in the biofilm that leads to microbial reduction of Pd(II) to controllable
Pdo via electron transfer, thus utilizing for wastewater treatment, removal of
contaminants from water resources [44]. Nowadays, nanozymes (nanoparticles
that mimic natural enzymes) have gathered an attraction for their multidimensional
properties. H2O2 inspired iron oxide nanoparticles have been explored for disruption
of biofilm via ROS production; vanadium pentoxide nanowires used for water
treatment in oceans, catalytic nanoparticle integrated with H2O2 for dental plaque,
AuNP micelle with Ce(IV) in centre adsorbed on ferrosoferric oxide/silicon dioxide
shells which mimic DNase enzyme thus hinder the growth [45]. Halogenating
enzymes that might diffuse into the bacterial membrane thus show cidal effect.
AHL analogs have been used as major tools for combating biofilm formation such
that halogenated furanones hinder AI-2 pathways, while brominated furanones
disrupt AI-2 generating LuxS enzyme. Haloperoxidases catalyse oxidative haloge-
nation of bacterial cell signalling compounds that hamper biofilm survival [46]. Liu
et al. stated that metal-organic framework and cerium (IV) nanozyme were designed
to mimic peroxidases and DNase-like action, thus helping in dissolving biofilm
matrix-forming nucleic acids, eDNA and proteins [47].

25.3.2 Phage-Embedded Nanofibres and Nanoparticles

Phage-assisted nanoform synthesis has been radically explored in the field of
nanoengineering. Lytic phages (which destroy the host cell machinery) are always
considered as therapeutic agents for the treatment of mammalian as well as plant
disease. Bacteriophages belong to the class of virus that cling on the bacterial host
cell, multiply and survive. They persist in receptor-specific binding in the host cell.
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Nanoform synthesis using phage approach is the best among green strategies.
Different nanostructures have been explored, such as cobalt nanowires using M13
phage, Au hybrid-Co nanowire obtained using binding protein inculcated in the
filament of virus resultant nanoform persist potent antibiofilm activity [48]. Bacteri-
ophage mechanism behind the aetiology for biofilm inhibition involves digestion of
cell membrane by the lytic enzyme as well as binding with receptor-binding proteins.
Peng et al. examined the antibacterial potential as well as antibiofilm potential using
phage-inspired nanorods. Phage has been conjugated with gold nanorods to form
phanorods. These phage-assisted nanorods are advanced form than phage therapy
for combating antibiotic-resistant infections as well as biofilm interruptions [49].

Phage nanorods become an exciting tool for preventing biofilm growth. The
concept behind designing phage NR is to infect bacterial host cell via inflation in
the exponential growth of virions and conjugated NR especially gold NR used for
imparting infrared light which cause phage destruction and hamper replication that
results in bacterial cell death [50]. Diagrammatic representation of Gold nanophage
mechanism described in Fig. 25.1.

25.3.3 Phytonanotechnologically Synthesized Metallic
Nanostructures

Phytonanotechnology has gathered an attraction around the globe due to its numer-
ous applications and lesser side effects along with less monetary investment and
single-step strategy. Preceding articles mentioned that phytocompounds such as
flavonoids, polyphenols, alkaloids, anthraquinone, amides, terpenoids, glycosides,
rhamnosides and saponins serve as reducing/protecting/capping/stabilizing agents.
Bioactive molecules in natural extract are used for formation of metal/metalloid/
metal oxide nanoparticles [51]. Silver nanoparticles have been used from several
years as antibacterial and agent, but in recent studies, their antibiofilm potential has
been explored [52]. Herein, the antibacterial inhibition potential is higher in gram-
negative than gram-positive strain as well as in comparison to gold standard

Fig. 25.1 Diagrammatic representation of bactericidal mechanism by gold nanophages
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gentamicin sulphate. The antibacterial action addressed a dose-dependent effect on
both strains. Mechanistically, AgNPs act differently against both bacterial strains
that might be due to the difference in the structural composition of the bacterial
cellular membrane. The difference in the thickness of the peptidoglycan layer
between gram-negative and gram-positive bacteria is one of the plausibility for
AgNP penetration. Gram-negative bacteria have a negative charge on cell wall
surface due to the presence of carboxyl, amino and phosphate groups, thus electro-
statically attracting positive ion H+ and Ag+ present in the surrounding environment,
which directly poses toxic effects on bacterial cell via interacting with S-H group of
cysteine and thus inhibiting the functioning of specific enzyme and electron transport
mechanism. Small nanoparticles penetrate easily and generate ROS within the
bacterial environment, interrupt subcellular reactions, damage nucleic acid, inacti-
vate biomolecules and hinder the exchange for waste and nutrient [53]. Gram-
positive bacteria defend themselves against oxidative stress using the disulfide
reductase enzyme (thioredoxin system Trx) mechanism. Herein, AgNPs bind to
active sites such as Trx system and block enzymatic action. This process leads to
an imbalance in thioredoxin function which directly leads to bacterial death via
inflation in the level of ROS [54]. Selenium nanoparticles [55, 56], gold
nanoparticles [57, 58] and titanium oxide nanoparticles inhibit rhamnolipids
(responsible for motility), thus hampering biofilm survival [59]. Iron oxide
nanoparticles combat biofilm formation via oxidative stress (ROS) production
[60]. Copper nanoparticles (ISQ/CAS@CuNPs) capped with glycosides and
isoquercetin impart membrane-damaging effect and reduce cell surface
hydrophobicity, thus hindering stable attachment on the surface and ultimately
inhibit biofilm formation [61]. Different nanostructures act through their peculiar
pathways for combating biofilm formation, as depicted in Fig. 25.2.

25.3.4 Antimicrobial Peptide (AMP) Nanosheet Scaffolds
and Hydrogels

Antimicrobial peptides and proteins (AMP) immobilized on the surface or conju-
gated with antibiotics are host-defensive molecules that demonstrate broad spectrum
of activity against bacteria, fungi and yeast. AMPs have been known for their
immunomodulatory effects, promoting wound healing and their various multidimen-
sional applications. Acosta et al. designed a unique self-assembled monolayer
nanocoating including AMPs (GL13K) along with elastin-like recombinamers
(ELRs). Recombinant AMP/polypeptide monolayer via covalent interactions was
immobilized on gold surface, and antibiofilm efficiency was examined against
S. aureus and S. epidermidis. GL13K adhere to biomaterial surface and act as
front runners to disrupt the mature biofilm and minimize bacterial colonization and
are thus used immensely for coating indwelling medical devices inhibiting biofilm-
associated infections [62].

Interestingly, natural AMPs do not possess antibacterial property compared to
antibiotics; simultaneously they persist with more side effects. For overcoming this
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situation, recombinant AMPs have been designed, and for enhancing its activity, it
has been loaded/self-assembled on nanostructured hydrogel without cytotoxic effect.
The plausible mechanism behind this approach might be interruptions in cell wall
synthesis, inhibiting the nucleic acid synthesis and protein via interfering DNA
binding and hindering enzymatic actions and activation of autolysin (self-degrading
action) [63]. Khan et al. enumerated that AMP (epsilon-poly-L-Lysine) conjugated
with catechol based hydrogel via cross-linking inspired by the interaction between
amino and phenol group (mussel inspired chemistry) were designed and examined
for antimicrobial action against multidrug resistant Acinetobacter baumannii for
preventing infections during burn condition [64]. Rozenbaum et al. explored the
efficiency of monolaurin lipid nanocapsules (MN-LNCs) adsorbed with antimicro-
bial peptide (AMP) against biofilm growth and for wound healing. They explored
the synergistic effect of MN-LNCs@AMP against floating Staphylococcus aureus
via membrane disruption mechanism. This mechanism was achieved by controlled
penetration of antimicrobial peptide and antibacterial nanocapsules beneath the
dense matrix of biofilm. MN-LNCs@AMP has been an outstanding combination
owing to its wound healing capacity along with antibacterial efficacy [65].

Fig. 25.2 Diagrammatic illustration of different nanostructures acting through their peculiar
pathways for combating biofilm formation
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25.3.5 Novel Antibiofilm Coating Using Polymeric Nanoparticles

Nowadays, polymeric nanoparticle coating is vastly used to develop unique
antibacterial smart surfaces for overcoming the challenge of bacterial adhesion and
biofilm formation. In the current scenario, numerous polymer nanoparticle-
decorated surfaces have been developed such as polydopamine (PDA) (biopolymer)
supramolecular assembly with poly(N,N-dimethylacrylamide) (PDMA) hydrophilic
polymer to form a uniform and stable coating for biofilm inhibition. PDA-PDMA
nanocoating effectively hampers biofilm formation as well as bacterial adhesion at
their early stage and further colonization [66]. PDA coating grafted PEG along with
the formation of NO precursor that releases nitric oxide that induces bacterial
dispersal and killing, moreover averting bacterial attachment to the surfaces
[67]. Epoxy/titanium oxide (TiO2) and epoxy/Ag-doped -TiO2 nanocomposite
coatings have been exploited for biofilm disruption [68], halloysite nanotubes
(HNTs) were loaded with carvacrol for sustained-release. Further, these loaded
tubes grafted into polyurethane nanocomposite coating for antibiofilm efficiency
via depolarising cytoplasmic membrane of pathogenic bacteria, especially gram-
negative bacteria, thus demolishing the survival of mature biofilm [69]. Surface
functionalization with polymeric nanoparticles/nanocomposite coating advocates for
antifouling potential; hinders bacterial adhesion via altering surface geometry,
membrane disruption, charge difference and enzymatic effect; and poses antibiofilm
activity against mature biofilm along with bare minimum side effects. These smart
surfaces would have been used in combating nosocomial infection, which is a
prominent issue around the globe.

25.4 Nanostructures as Biofilm Inhibitor

Interaction between nanostructures and biofilm surfaces has been explored vastly in
recent scenario among microbial nanobiotechnology research area. Nowadays,
biofilm-associated infections become a significant issue as well as biofilm formation
on the water resources and construction area, aggravating corrosion and fouling. For
combating this situation, research has been done in the direction to alter surface
geometry, hindering metabolic waste exchange, affecting the epigenomic environ-
ment of residing bacteria, etc.

25.4.1 Altering Surface Topography as an Initial Weapon

Nanoforms proved themselves a best alternative for antibiotic as bacterial population
quickly develop resistance. But in the case of nanostructures, it is challenging to
build resistance for bacterial cell due to their cell permeability factor. Silver, gold,
copper and iron-based nanoparticles affect biofilm formation due to their large
surface area-to-mass ratio. The antibacterial coating on cardiac/dental implants
[70] and urinary, intravascular [71] and neurosurgical catheters/bone implants
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make them resistant for the bacterial adhesion [72]. Antibacterial surfaces involve
metal oxide nanocoating, nanopolymer, nanocomposite coating, and multiple NPs
grafted with antibiotics. This nanocoating changes surface chemistry
and physicomechanical properties of the surface that prevent adhesion of bacteria
and cellular disruption along with enhancing cellular adhesion, protein adhesion and
bioactive agent delivery via surface permeation [73]. Production of nanopattern is
the most recent approach using lithography (majorly nanoimprint lithography) that
involves pattern accepting from the master surface. This technique creates a bioac-
tive surface with modulating surface chemistry that advocates for antifouling and
antibiofilm efficiency [74]. Zwitterionic surfaces contain an equal number of positive
and negative charges, thus leading to electrical neutrality, which results in enhanced
hydrophobicity; this hydrophobicity prevents bacterial contact and has an antifoul-
ing action [75]. “Nanoantibiotic” is used for combating resistance issue as well as
shielding active drug from degradation by the enzymatic/environmental effect.
Nanoantibiotics act via interrupting protein synthesis, DNA replication, gene trans-
fer process and transcription and translation in the bacterial epigenetic
atmosphere [76].

25.4.2 NPs Affecting Epigenetic Atmosphere of Bacterial
Community

Epigenomic study reveals the chemical compounds that modify gene expression
depicted by the bacterial community, such as DNA methylation and micro
non-coding RNA-based mechanisms, lacking histone/nucleosomes and possessing
gene-regulating phase variation for maintaining heterogeneity [77]. DNA adenosine
methyltransferase in E. coli is essential for expression for a gene like pap operon
[25]. DNA methylation has an essential role in cell development and gene regulation
and is involved in virulence of bacteria. Inhibition of catalysis of methyl group
transfer will lead to a reduction in pathogenicity in bacteria. Basically, identification
of crucial molecules for determining pathogenicity within bacteria is the result of
“omic technologies” that give rise to the construction of “nanobiosensors”. These
biosensors support molecular diagnostic in virulent strains and pathological state of
the disease. Recently, nanomaterials have been exploited for fabricating efficient
biosensors to detect DNA methyltransferase assay [78]. Nanomaterial induces
alterations in DNA methylation, histone acetylation/methylation and micro small
non-coding RNA. Silver nanoparticles advocate for suppression of gene that
encodes for oxidative damage repair system of bacterial DNA especially in (mutM,
mutS; DNA& nth, xthA; repair enzymes) Escherichia coli. AgNP-treated bacterial
cell upregulates the gene expressing sulphur influx, protein for magnesium and
copper transport as well as antioxidant value [79].
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25.5 Role of Nanoparticles in Dealing with Different
Epigenomic Markers for Hindering Multistep for Biofilm
Formation to Dispersal

In the current state of the art, nanostructures have been exploited for the construction
of detecting molecules/sensing agent for biofilm epigenetic markers that proved as
the backbone for bacterial community survival beneath dense matrix. DNA methyl-
ation is essential for maintaining biological function such as transcription, DNA
replication, nascent progeny formation, DNA repair system, plasmid transfer, cell
motility and bacterial cell communication. Two critical enzymes (methyltransferase
and endonuclease) act as defenders for bacterial infection against phage attack [80].

Nanopore sequencing is upcoming third-generation sequencing technologies that
utilize nanopore technology as well as nanostructures for detecting epigenetic
markers for determining the extent of pathogenicity of biofilm-forming bacterial
strains. There are several novel techniques for detecting methylation process
[81]. Wu et al. described that graphene nanoribbon, nanogap, nanosheet and
nanopore have the potential for detecting DNA and genomic activities, due to its
high sensitivity, ultrathin thickness, large surface area (honeycomb structure), excel-
lent compatibility and easy to functionalize with chemical and biological site. Owing
to these properties, graphene is used as a biosensing nanomaterial [82]. Chen and Liu
revealed that metal NPs are used to fabricate conical nanopore and utilized as
biosensors for detecting alteration in epigenetic makeup for bacterial cellular integ-
rity [83]. Hiraoka et al. mentioned that nanopore sequencing has been also used for
the metaepigenomic analysis of various novel motifs present in the enzymes respon-
sible for DNA methylation and genes involved in small non-coding RNA detection
in bacteria [84].

25.6 Future Concerns for Inculcating Nanocargos as Front
Runners for Treating Biofilm-Associated Pathological
Conditions

Biofilm-associated infections are increasing day by day in the current situation all
over the world. It became a serious issue of concern; the majority of infections are
caused by indwelling devices such as contact lenses (keratitis), urinary (urinary tract
infection)/central venous catheter, heart valve/pacemaker (prosthetic valve endocar-
ditis), endotracheal tubes (pneumonia) and hip (gingivitis) and breast implant
surfaces. The most prominent bacterial strains involved in biofilm-forming ability
in the lumen of the catheter, the surface of contact lenses, valve/pacemaker surface,
endotracheal tubes and orthopaedic and breast implant surfaces are Staphylococcus
aureus, Staphylococcus epidermidis, Candida and Proteus strains, Pseudomonas
aeruginosa, Escherichia coli and Klebsiella pneumoniae [85].

As far as nanotechnology aspect is concerned in the current state of affairs,
different nanoforms have been scrutinized for combating biofilm-associated
infections. There are several pathways by which nanostructures can overcome
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bacterial adhesion to biotic as well as abiotic surface. As discussed in earlier
sections, surface functionalization and alteration in surface chemistry are the initial
steps for inhibiting bacterial contact. NPs/nanoclusters with the inherent antibacterial
property such as silver, gold and metal oxide NPs (i.e. magnesium oxide, iron oxide,
copper oxide, zinc oxide, titanium dioxide) act through ROS formation, upregulation
of oxidative stress markers, inhibition of respiratory chain (electron transport chain)
and ROS generation to obstruct energy formation by impeding ATP generation [75].

Recent advancement in the field of nanobiotechnology is the discovery of
“nanozymes” which are generally known as artificial enzymes, nanoforms that
contain intrinsic enzyme-like efficiency. Nanozymes offer numerous benefits over
naturally occurring enzymes. These benefits comprise easy synthesis, cost-
effectiveness, stability, and vigorous catalytic efficiency, simple methods of synthe-
sis, low cost, high stability, catalytic performance and nanostructure surface
functionalization. In reference of these advantages, nanozymes are enormously
being investigated for determining an array of applications such as biosensing
ability, agents in immunoassays, disease diagnostics and therapeutic agents,
theranostic agents, bioremediator and prevention from oxidative stress [86]. Khulbe
et al. reported that ceria-based nanoenzyme and polyacrylic acid decorated ceria
nanoenzymes, active against biofilm formation via initially targeting bacterial cell
membrane and further hydrolysing phospholipid layer present in the cellular
membrane [87].

Nanocapsules are the weapon for novel drug delivery system in which lipophilic
and hydrophilic drugs were coencapsulated and shielded with the polymeric mem-
brane, which helps in the penetration of active agent in the deeper target area
[88]. Rozenbaum et al. explored the efficiency of monolaurin lipid nanocapsules
(MN-LNCs) adsorbed with antimicrobial peptide (AMP) against biofilm growth and
for wound healing. They investigated the synergistic effect of MN-LNCs@AMP
against floating Staphylococcus aureus via membrane disruption mechanism. This
mechanism was achieved by controlled penetration of antimicrobial peptide and
antibacterial nanocapsules beneath the dense matrix of biofilm. MN-LNCs@AMP
has been an outstanding combination owing to its wound healing capacity along with
antibacterial efficacy [65]. Dalcin et al. stated that dihydromyricetin (flavonoid)-
loaded nanocapsules were used to overcome the biofilm formation of Pseudomonas
aeruginosa (PA) in the urinary catheter. They reported excellent antibiofilm activity
against P. aeruginosa [89].

Nanoemulsion has been recently used for preventing biofilm formation using
natural essential oils having antibacterial activity. Prateeksha et al. reported that
essential oil containing eugenol and methyl salicylate-based nanoemulsion
showed antibiofilm activity and reduction in virulence via downregulation of cellular
signalling gene expression, which encodes for LuxR and LuxS [90]. Ramalingam and
Lee reported the antibiofilm potential of EDTA-containing nanoemulsion (coated on
glass surface) prevents against multidrug-resistant (MDR) Acinetobacter baumannii.
The mechanism behind the activity includes a reduction in surface
lipopolysaccharide (LPS) and bacterial integration [85].
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Future perspective of nanobiotechnology for biofilm-associated pathological
conditions might involve the discovery of phage-encoded nanocomposite,
nanoemulsion for the alteration of surface topography, nanorod developments,
nanoparticles as carrier for antimicrobial compounds and the formation of antimi-
crobial peptide scaffolds on the surface for preventing bacterial contact by altering
surface roughness. These approaches help in lowering adverse effects and
maintaining proper therapeutic window along with decreasing bacterial tolerance.
Nanoaproaches are inculcated in the current era due to their infinite advantages as
mentioned earlier; one of the main benefits is its non-immunogenicity and
maximized pharmacological effects.

25.7 Conclusion and Outlook

In the current state of the art, biofilm formation issue is the most burgeoning area of
concern around the globe. Somehow, biofilm is suitable for some surfaces regarding
prevention from the harsh environment, but herein, we have discussed that bacterial
biofilm acts as a zombie for human as well as aquatic, terrestrial ecosystem. Bacteria
adhere to biotic/abiotic surface, especially with high hydrophobicity, roughness and
highly porous property. Bacterial adhesion follows a series of steps for biofilm
formation, starting from the adhesion to matrix formation (EPS) to maturation to
dispersion, and further finds a suitable place with high nutrient content required for
matrix formation. At the genetic level, AHL, AI-2, AI-1, LuxS, LuxR and eDNA-
regulating gene help for inhibiting biofilm growth. Downregulation of gene
expressing these functions leads to biofilm inhibition and reduction in virulence of
bacterial strains. Dispersal enzymes, ROS production, cellular disruption via differ-
ence in osmolarity and σ factor affect bacterial survival at the molecular level.

Nowadays, biofilm-associated infections have become a significant threat among
the human population. Indwelling medical devices (urinary catheter/intravenous
catheter, heart valve, contact lenses, hip implants, dental implants) are prone to get
contaminated with a bacterial biofilm that further harms exposed patient. To over-
come these serious issues, nanobiotechnology has been inculcated as nanoparticles,
nanocapsules, nanoenzymes, nanophages, AMP nanocoating and nanoemulsion for
treating surfaces for preventing bacterial adhesion. Mechanistically, these nanoforms
act through altering surface geometry, cellular signalling and epigenetic makeup.
This whole chapter provides informative content related to biofilm and associated
mechanism along with biofilm infections overcoming strategies using the
nanobiotechnological approach in a single platform.
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Malaria in the Era of Omics: Challenges
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Abstract

Malaria, a deadly disease caused by pathogen Plasmodium, is a global problem.
After discovery of Plasmodium as a causative agent of malaria, the understanding
of the malaria biology using conventional techniques was at slower pace as
compared to the variation in the parasite, e.g., drug resistance. In the era of
omics technologies, e.g., proteomics, genomics, and metabolomics, newer
strategies to combat this infection have evolved. Also, these different
technologies have helped in better understanding of Plasmodium parasite biology
in detail. Omics tools involving high-throughput technologies, automation, and
data mining have helped in better understanding of the pathways and key proteins
required in the life cycle of the parasite and hence pathogenesis of this disease in
faster, reliable, and affordable mode. In the recent times, advance in the field of
omics displayed high potential in accelerating malaria research to fight the
diseases. This chapter will highlight the role of omics tools in deciphering
mysteries of malaria parasite biology and their applications in diagnosis, treat-
ment, and eradication of the disease.
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26.1 Introduction

Malaria is a life-threatening disease caused by the Plasmodium parasite. It spreads
through bite of an infected female Anopheles mosquito. After the identification of
Plasmodium falciparum as the causative agent of malaria, tremendous work has
been done in the field to understand the biology of the parasite. However, the
conventional techniques were not fully successful in understanding the complexity
of the parasite in detail. The recent revolution in the field of omics has changed the
understanding of the biology of the different organism in details and has paved a path
for better strategies to counter these pathogens. “Omics era” is based on a data-
intensive approach to biology that relies on high-throughput techniques, data mining
methodologies, automation, and tools. Advances in the field of omics have not only
made it affordable but also less time-consuming as compared to its earlier version
which was expensive and time-consuming.

Omics approach to understanding malaria biology is on increase in the past few
years, and it shows high potential in accelerating malaria research to fight the
diseases. In this chapter, we will focus on different tools of genomics, proteomics,
metabolomics, and other omics tools and strategies employed in malaria research.

26.2 Genomics in the Field of Malaria Research

Genomics employs a combination of DNA sequencing, assembly, and annotation of
the genome from an organism so that it can be documented for future references
[1]. Advancement in the field of sequencing technology and analysis tools has
helped in understanding organisms from a better perspective. The ability to identify
and characterize the genetic blueprint of an organism is a critical element in our
effort to target pathogens and the development of new therapeutic strategies.

Malaria parasite genome has been sequenced in 2002 under an ambitious project
which lasted for 7 years and cost around $20 million, including three international
research centers to sequence the complete P. falciparum genome [2, 3]. Later with
the advancement in the field of next-generation sequencing (NGS) and genomics,
other Plasmodium species, which are not infecting humans, but are good disease
models, have also been sequenced and are now available in the databases [4–
10]. Further tools of comparative genomics helped in establishing evolutionary
relationships among different species of the parasite based on their host origins
[11–13]. Genomics not only helped in deciphering the genomes of these parasite
species but also highlighted the variations in the field isolates of P. falciparum and
P. vivax in detail [14–18].

Plasmodium genome is haploid throughout their life cycles except for a short
period of [14] diploidy after fertilization in the midgut of the mosquitoes. The
genome of different Plasmodium species is only 2–3 times bigger than
S. cerevisiae, i.e., 25–35 Mb, comprising 14 chromosomes. Plasmodium also
harbors a circular apicoplast genome along with several copies of the 6 kb mito-
chondrial genome. Plasmodium genome is highly AT-rich, which ranges up to 80%
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among different species of the parasite. AT content of the genome is found to be
higher in introns and intergenic regions than in protein-coding regions [3]. AT
richness in the genome of Plasmodium highlights low complexity regions, simple
sequence repeats, and highly skewed codon usage bias in the genome [19–21].

Comparative genomics, an important aspect of genomics, is very helpful in the
understanding of the genome evolution, regulatory elements, and presence of
species-specific genes in Plasmodium. Comparative genomics analyses using differ-
ent Plasmodium species have revealed that genes located in the core of the
chromosomes are conserved, as compared to the subtelomeric regions, which are
highly species-specific [22, 23]. The majority of the genes in these telomeric regions
were found to be associated with the invasion process and was found to be absent
from P. yoelii but present in P. falciparum [23]. The presence of these genes in
subtelomeric regions points toward the probable role of these proteins in triggering a
human immune response and perhaps leading to diversifying selection due to
immune pressure [23–25]. Further, these comparative genomics studies highlighted
that several aspects of parasite biology are promoting genetic diversity, including
secondary loss of DNA repair proteins which allows more error-prone replication
and better adaption in the parasite as compared to other organisms [20].

Genomics helped in understanding details about some of the key proteins of the
Plasmodium parasite, e.g., var genes. Plasmodium genome carries at least 5–150
copies of the var genes which encode PfEMP1 and are responsible for the majority of
antigenic variation in the parasite [26–28]. Recombination rate of var gene is higher
than an average gene in the parasite [29, 30], and genomics studies helped in
revealing the extent of antigenic variation in the family, which can further help in
the identification of major patterns which have been represented, and the same can
be targeted. A very good example regarding the regulation of var genes came from
genome sequencing studies which highlighted the presence of five different
subgroups of the var gene families, i.e., UpsA to UpsE, based on the upstream
flanking regions. These subgroups have been co-regulated and differ in their
functions [31, 32]. Genomics studies revealed that PfEMP1 encoded by UpsA has
fewer number of a cysteine residue in the DBL region [33, 34] and found to be
associated with a severe form of malaria [35–37]. Further classifying var genes
based on sequence identification allowed researchers to co-relate var gene associated
with the different subgroups of malaria patients, e.g., pregnancy malaria is known to
be associated with Var2Csa which is believed to be the most important ligand
interacting to Csa, i.e., chondroitin sulfate A in the placental endothelial lining
[37–39], which will be very helpful in designing new treatment strategies.

Overall genomics has been useful in malaria research since 2002, deciphering
genomes of many P. falciparum strains and isolates identifying genes and genetic
traits [40–42]. Genomics not only have helped in identifying genes associated with
virulence and severity but also enabled surveillance [43, 44] and epidemiological
modeling of parasite population dynamics [45]. A further recent advance which is
single-cell genome sequencing [46, 47] enabled investigation of transmission
dynamics and genetic diversity [48].
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In short genomics studies enabled us to know a remarkable genetic diversity of
parasite, which will help in the future for targeted strategies for therapy against
malaria and better surveillance for drug resistance. Also, population genomics
studies further have led to an efficient approach for the identification of an associa-
tion between various parasite characteristics and specific genes.

26.3 Transcriptomics in Malaria Research

The transcriptome of an organism can tell us about the full range of RNA expressed
by an organism. Transcriptomics has been used to identify patterns of gene expres-
sion by analyzing changes in the mRNA levels between different experimental
conditions. To carry out large-scale studies to understand RNA changes, microarray
technique has been employed widely, which has made it feasible to collect large
gene expression datasets quickly and for reproducibility [49].

To understand the transcriptome of the malaria parasite, initially, studies started
with DNA microarray [50–52] which are now being supported by recent advances in
the field of RNA sequencing [53–55]. Microarray data revealed possible roles of
hypothetical proteins during the life cycle of the parasite [51, 56] and an unusual
cascade of transcriptional regulation [50]. This information about hypothetical genes
was very welcoming because there are many unassigned genes in the parasite and
regulation of various genes is poorly understood [20, 25, 56, 57].

Data from microarray studies have shown upregulation of genes associated with
various pathways, i.e., immune evasion. Also, these studies allowed identification of
different key interaction during host-pathogen interaction in malaria biology [58, 59]
which can be utilized as potential targets for therapeutics. Microarray studies also
helped in understanding the regulation of var genes, which are one of the most
important factors in immune evasion strategies by the parasite. Transcriptomic
analysis showed that of all only one var gene is expressed at any given time and
the rest are suppressed through epigenetic gene silencing [31, 60–62]. All of these
studies point toward a highly organized and structured cascade of gene expression
during the asexual blood-stage cycles.

In recent reports from single-cell transcriptomic studies, it has been shown that
P. falciparum parasites from infected individuals do not show such pattern, but have
abrupt changes in the expression profile of various genes [63]. It has been shown that
a group of genes is simultaneously switched on and off during asexual blood-stage
development [63]. Advancement in the transcriptomic tools such as single-cell
transcriptomics helped in the identification of distinct gene expression in single
cells, which have been masked earlier in population-based studies and highlighted
in earlier elusive development checkpoints.

Single-cell transcriptomics have helped in the identification of genes that are not
dependent on programmed developmental controls but have been influenced by
other factors. Effect of several factors can influence the expression in response, as
has been shown in case of drugs, where nearly 59% genes displayed threefold
increase in the expression levels [64]. However, previous studies were only able to
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show minimal changes in the expression levels of the same genes. Further, antigenic
variation [65] and host factors [52] have also been shown to influence the transcrip-
tional profile of the parasite with the help of single-cell transcriptomics.

Transcriptomic studies in P. falciparum not only helped in the identification of
new genes [63] but also helped in the identification of non-protein-coding RNA and
their influence on the regulation of expression [66]. Non-protein-coding (npc) RNA
including small structural npc-RNA, long npc-RNA, circular RNA, and npc-RNA of
unknown function has been recently characterized in the parasite [67]. Identification
of these different types of RNA helped in understanding the regulation of various
genes in the parasite. Role of npc-RNAs in the regulation of sexual commitment
[68], antigenic variation [69], chromatin assembly, and novel parasite-specific
proteases process [66] has been shown.

To date, no microRNA has been identified in the parasite [70, 71] which can be
attributed to the absence of RNA interference machinery components in the parasite
[72]. Genomics and transcriptomics in combination have recently been used to
identify leucocyte-associated immunoglobulin-like receptor 1 (LAIR1) as an impor-
tant molecule for determining susceptibility to severe malarial anemia (SMA), which
is the leading cause of death in children [73].

Sexual commitment in parasite is an important step of the life cycle. Single-cell
RNA sequencing reveals signature of sexual commitment in malaria parasite in
which it highlighted the role of AP2-G transcriptional factor and its role in specifi-
cally upregulating regulators of gene expression and nucleosome positioning
[74, 75]. Single transcriptomic analysis of individual parasite allowed precisely
defining of developmental stages of Plasmodium parasite and has been documented
in open resource dataset [76]. P. vivax blood-stage-specific profile of expression
using single-cell transcription allowed understanding of this neglected parasite in
detail [77].

26.4 Proteomics in Malaria Biology

The central dogma of biology, i.e., DNA-RNA proteins, is the basis for understand-
ing the in-depth functions of any organism. The field of omics dealing with the
understanding of all proteins expressed in any organism at any given point of the life
cycle has been termed as proteomics.

Major work in the field of Plasmodium proteomics came up in 2002 with two
concurrent publications from Florens et al. and Lasonder et al. Both of these studies
showed the presence of the different number of proteins expressed in P. falciparum
parasite, i.e., nearly 2400 proteins across the proteome of different stages of the
parasite have been identified by Florens et al. [78], whereas Lasonder et al. identified
approximately 1289 proteins across the proteomes of gametocytes, gametes, and late
asexual blood stages [79]. Out of the identified proteins across all stages and stage-
specific proteins, only 30% highlighted the role of different biological functions in
the parasite life cycle [78, 79]. The studies highlighted the abundance of proteins in
the different stages of parasite according to the functions. As, invasion proteins were
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found to be abundant in merozoites, whereas dynein proteins have been found to be
high in sexual stages, it highlights the importance of proteomics studies which can
reveal out important proteins required for the survival of a particular stage of the
parasite and sex-specific proteins [55, 80].

Complete genome sequencing of the malaria parasite acted as a scaffold for the
global analysis of the expression pattern of the parasite proteome. Out of 2400
proteins identified in the study by Florens et al., nearly half of the proteins were
hypothetical, which are highly unique to the parasite as they lack any homology with
any other protein in other species. Such a huge number of Plasmodium-specific
proteins opened a new avenue for the identification of a safe and efficacious vaccine
against malaria. A similar revelation was made by another concurrent study by
Lasonder et al. who identified nearly 580 sex stage-specific proteins which can be
very useful in finding out the important proteins required for the sexual stage
development in the parasite [55].

Encouraged with the information provided by these two initial studies, stage-
specific proteomics in Plasmodium has been carried out by a number of researchers
in the last few years. As the researchers started looking into the details of the
Plasmodium parasite proteome, some technical issues have been encountered. One
of the major ones is the poor success rate of membrane protein identification and
analyses. As these proteins have high hydrophobicity, they have been shown to be
difficult to separate by two-dimensional gel electrophoresis and liquid chromatogra-
phy. But as the most important proteins involved in the invasion process are either on
the surface of merozoites or sporozoites, these proteins received tremendous atten-
tion. Thus, even after limitations in the current proteomics method, successful
investigation of several membrane proteins of the parasite has been done success-
fully [81]. Detergent-resistant proteins identified using novel methods resulted in the
identification of proteins associated with the organelles, membrane proteins, and
protein part of exportome [81]. Small molecule-linked proteomics studies also
helped in the identification of some of the important drug targets which have been
involved directly in parasite invasion of erythrocytes, e.g., falcipain [82].

Several other important proteins including GPI-anchored proteins have been
identified in the parasite using a combination of novel methods and proteomics
[83]. Two of these proteins, merozoite surface protein 1 and merozoite surface
protein 2, are known to make 2/3 of the total surface-exposed proteins on
merozoites. The rest of the less abundant proteins have been identified using
different strategies, one of those involved shaving of the exposed proteins on
infected erythrocytes and merozoites using trypsinization [84].

The proteomics field has evolved in the last decade and has benefited malaria
research in characterizing a subset of proteins that carry posttranslational
modifications. Along with this, organelle-specific proteins, e.g., nuclear protein
[85, 86], apicoplast proteome [87], ubiquitome [88], and selenocysteine-specific
proteome, have been identified [89, 90]. Also, important surface-expressed proteins
have been identified using advanced proteomics [91].

Proteomics also helped in identifying some of the important pathways employed
by the parasite for its survival. As we know parasite stays within the erythrocyte, it
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has developed a pathway to export protein to the surface of the infected RBC.
Parasite has several strategies for hijacking host erythrocyte for several advantages
to itself. One of such examples is the elaborate protein transport system that has been
developed for carrying proteins to the surface of infected erythrocytes. This transport
allow parasite to evade immune system by expressing its own proteins on the
surface, as erythrocytes are the only non-antigen-presenting cells in blood. For a
long time, it has not been known what is the mechanism of exporting these proteins
to the surface of the infected erythrocytes. Using a combination of immune
pulldowns and shotgun proteomics, a novel gene family has been identified which
has been expressed along with rif gene product during trophozoite life stage [92].

Liver stage proteomics studies have also been carried out to understand this
important stage of parasite life cycle. However due to the absence of in vitro models
for this stage, not much has been done in this area [93]. However proteomics analysis
of merosomes from P. falciparum has provided valuable information regarding link
between blood stage and liver stage of the parasite [94]. Comparisons between
schizont-infected cell antigens of Plasmodium knowlesi (the causative agent of
monkey malaria) and P. falciparum’s PFEMP1 antigen extracellular domain have
been carried out [95] and revealed that there is high homology between these
important domains and the use of rhesus monkeys’ model validates for the study
of this family of surface proteins. Another study established the expression of var
genes in the sporozoite stages [78]. Comparative proteomics and functional analysis
helped in identifying role of “osmiophilic bodies” (electron-dense secretory
organelles of the female gametocytes which discharge their contents during gamete
formation) [96].

Proteomics helped in identifying the proteins which have been expressed at a
particular stage of the parasite life cycle and also helped in identifying a vast number
of genes exclusively expressed in the parasite. Recent studies have focused on the
influence of drugs such as artemisinin on the expression of specific sets of proteins
and pathways [94, 97]. Quantitative proteomics studies have revealed that there is
important role of posttranslational modification of surface-exposed proteins during
switching of invasion pathways utilized by the parasite [98]. Further these studies
also explored various other posttranslational modifications in the parasite as arginine
and methylation of various proteins [99].

Overall proteomics and its tools have widely been employed currently to decipher
some of the long-awaited mysteries of parasite. These studies will not only allow us
to understand pathogen well but also will be an asset for development of newer
strategies for therapy and prevention of malaria (Fig. 26.1).

26.5 Metabolomics in Malaria Biology

Metabolomics has led to biological research into a new and unexplored territory.
With the help of metabolomics, scientists and researchers have been able to bring
together strong biochemical, mathematical, statistical, and bioinformatic procedures
which further examine and analyze the ambiguities within disease area of wider
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biology. The usage of metabolomics to learn about malaria parasites characterizes a
significant advancement in gaining a better understanding on parasite biology and
disease etiology [100].

Furthermore, metabolomics is an important technology that has enabled the
understanding of metabolism and its components in detail. Metabolism is key to
the phenotype of an organism as an important step of functional genomics to
understand changes in the metabolites during normal and perturbed conditions. As
parasite undergoes various changes during its life cycle and exposure to drugs,
metabolomics studies become of keen interest to understand important steps that
need to be targeted for better therapeutics.

As per definition metabolomics is an approach of quantitative and qualitative
analysis of a set of small molecules present in any biological sample under a given
set of physiological conditions [101]. The approach to understanding metabolome is
very challenging, and the complexity of the system needs constant modifications in
the existing analytical platforms, including mass spectrometry NMR and chroma-
tography techniques. Looking at the Plasmodium complexity, metabolomics studies
proved to be very elucidating in parasite biology. There are very few in-depth
metabolomics studies that have been performed in malaria biology; however, vari-
ous researchers have speculated on the utility of system biology approaches in
understanding the metabolic analysis of the parasite [102–104].

There is an urgent need for in-depth metabolomics analyses of various parasite-
related topics. To start with, drug and vaccine target identification is a major area of
research, in which the metabolomics approach can be helpful. The complex life
cycle of the parasite has posed various challenges which are tried to be countered
using genomics and proteomics approaches. These approaches helped in
investigating expression profiles and to function prediction for the number of
genes [3, 105]. But all these studies are conclusive in the identification of gene
function. Similarly, proteomics studies have identified a large number of proteins
which have not been assigned with functions. In such a scenario, the acquisition of
metabolomics data on parasite biochemical process can be of great help in
supporting existing datasets and provides us with a clear picture.

One of the fields which have been explored well with the metabolomics approach
in the parasite is lipid metabolism. Lipid metabolism is a suitable pathway to be
targeted for drug target identification as it lacks many homologies with the host
proteins [106–109]. Major changes in the lipid profile of the host has been reported
in various protozoan infection [110] including malaria, where lipid metabolism is
altered during the severe malaria infections [111].

Metabolite profiling is an important aspect of metabolomics as it provides
biochemical pieces of evidence for the functional role of putative enzymes and
also facilitates annotation of new metabolic pathways in the parasite
[112, 113]. Drug screens based on metabolomics have helped in the identification
of targets for potent antimalarials fromMalaria Box [114, 115] and highlighted some
of the essential unknown pathways of the parasite.

In Parasite, the level of intracellular metabolite pools from different parasite
stages and variation in the extracellular levels of metabolites is been utilized to

26 Malaria in the Era of Omics: Challenges and Way Forward 491



infer the operation of cultured parasite stages and specific pathways [116]. Kinetic
flux profiling has helped in understanding the role of pyruvate dehydrogenase
complex and showed that it plays no major role in acetyl CoA synthesis, tricarbox-
ylic acid metabolism, or fatty acid synthesis in blood-stage parasites [116].

From a metabolomics perspective, it is also important to understand that five main
species of Plasmodium cause malaria in the human body. Moreover, it is the
responses of human immune system and the interactions between human and
parasites that occur during the infection which lead to complications of malaria
(P. falciparum, P. malariae, P. ovale, and P. vivax). Genome studies have advanced
to the extent that they now help understand the genetic bases of host susceptibility
and pathogen life cycle. Metabolomics is unique because it reveals thousands of
metabolites which show the function of parasites, the host species, and the exposure
to the environment. Metabolomics is key because when coupled with other systems
of biology it can help aid with easier and better diagnosis, treatment, and ultimately
the eradication of malaria [117].

26.6 Glycomics in Plasmodium Biology

Glycomics is a recent development in the fields of omics which deal with identifying
and characterizing polysaccharides or sugar structures, of which “glycome” is made
up of [118]. Like other recent advances in the field, glycomics also faces some
challenges, e.g., nonlinearity and posttranslational modifications [118, 119].

In Plasmodium, structures related to glycans are glycosylphosphatidylinositol
(GPI) anchors [120, 121]. Recently few N-glycans made up of one or two GlcNac
residues [122, 123] have also been considered to be part of this list. The structures of
Plasmodium GPI are well defined; however, the presence of glycosylation and the
level of N-glycosylation is still controversial [124, 125].

Glycans play an important role in malaria biology as they are involved in glycan-
based interaction during host-pathogen interactions. Plasmodium relies heavily on
glycan-based interaction as it is true with other pathogens [126, 127]. It is not only
the invasion process of Plasmodium which highly relies on glycan interactions, but
also the severity of the infection has been governed by these glycans. Infected
erythrocytes and glycosaminoglycan interactions on the endothelial lining of vessels
reduce splenic clearance and lead to severe cases, coma, and organ failure
[128]. Another important feature of Plasmodium infection, i.e., “rosetting,” has
also been influenced by glycan interactions with surface-exposed PfEMP1 [129–
131]. Rosetting further leads to blockages of the blood vessels and impedes circula-
tion leading to severe form of malaria [132, 133]. Glycomics can be very helpful in
understanding these glycans important for interaction among these important
proteins and carbohydrates.

O-GlcNacylated protein is one of the examples of PTMs that have been observed
in another organism including Plasmodium. Several proteins have been identified in
the parasite having these modifications [134] which have an important role to play in
the biology of the parasite.
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Improving tools of glycomics and increasing importance of glycans in host-
pathogen interactions have opened a new avenue for field of glycomics in malaria
biology, which will help us in understanding the pathogen in a better way.

26.7 Kinomics in Malaria Biology

Phosphorylation of proteins is known to play an essential and important role in
signaling pathways, which ultimately lead to the phenotype of the organism. Kinases
and dephosphorylates are the enzymes carrying out this function widely in any given
organism. Reverse genetic approaches have deciphered a number of these enzymes,
i.e., kinases which are essential for asexual stages of the parasite. However,
phosphoproteomics has been key for identifying substrates and the pathways that
they regulate [135]. Further studies focused on stage-specific expressions of
phosphorylated proteins to understand the complexity of the life cycle [136–
138]. Quantitative phosphoproteomics studies highlighted the important role of
host kinase modification during different important steps of Plasmodium life cycle,
i.e., egress [139, 140].

Major events of parasite have been governed by phosphorylation status of various
proteins in the parasite, and hence the tools of kinomics will be widely employed in
the coming future to find out key target proteins responsible for governing these
events in the parasite.

26.8 Omics and the Way Forward

26.8.1 Drug Target Identification

In light of the drug resistance and the vast spread of malaria infection, the develop-
ment of new drug targets and effective vaccine candidates is of urgent requirement.
With advances in omics technology, tremendous information about Plasmodium
genome proteome and metabolome has been deciphered. Genome sequencing of
P. falciparum in 2002 [3] and P. vivax in 2008 [141] leads to the fasten discovery of
drug targets. New databases devoted to information regarding Plasmodium have
been developed which helped the researchers to find new targets. An example of
such databases is web-based PlasmoDB (http://www.plasmodb.org) [142]. This
database has been operated under the umbrella of Eukaryotic Pathogen Genomics
Database (http; //EuPathDB.org) on contract from the US National Institute of
Allergy and Infectious Diseases (NIAID).

Whole-genome sequencing opened new avenues for the important metabolic
pathways and associated essential parasite-specific important genes [25, 143–
147]. One such example comes from the identification of small molecule inhibitor
LY411,575 which targets signal peptide peptidase (putative protease component) of
ER-associated degradation pathway (ERAD) [148]. In this study, a bioinformatic-
based orthologue detection approach identified a highly simplified ERAD pathway
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in P. falciparum as compared to mammalian cells, which are evident in the effec-
tiveness of small molecule inhibitors of ERAD system. Spiroindolone class
(spirotetrahydro-b-carbolines) inhibitor of protein synthesis is also a good example
of such small molecules’ identification with the same approach [146]. Similarly,
inhibitor against histone methyltransferase compounds BIX-01294 and TM2-115
have been identified [149].

Understanding changes in the gene expression profile due to chemical changes or
drugs can shed light on the mechanism of drug action and can be very helpful in
rational drug development. In Plasmodium, widely used drugs such as artemisinin,
chloroquine, quinine, antifolate, and doxycycline have been used to understand
transcriptome [64, 150, 151] and proteome [152, 153] of the parasite under the
effect of these drugs. Data from these studies suggested alterations in a lot of
functionally important groups of genes of low amplitude, which could not have
been detected using a general approach. For example, Proteomics studies with
doxycycline established Mitochondria and Apicoplast as site of important pathways
which can be targeted with small molecule inhibitors [152].

26.8.2 Vaccine Targets and OMICS

The vaccine for malaria is the most challenging task for researchers. Complex
multistage life cycle, differential expressions of different proteins, the role of
proteins in different regulations antigenic variation, and extensive genetic diversity
of critical target epitopes are the factors which make the task more challenging.
Currently, knowledge about the genome and proteome of the parasite has aided in
the development of new vaccine strategies. Due to advance genome sequencing
platforms, scans of polymorphisms throughout the genome enable identification of
genes encoding important targets of immunity [143, 154–156].

Transcriptomic data can also be used to reveal unknown genes which can be good
drug targets for generating protective immunity [51, 52, 56, 105, 157–159]. The
transcriptomic analysis helped in the identification of some known genes which have
been missed using previous technologies. In one of such study, 262 orfs, not
identified earlier, have been identified using transcriptomic expression profiles.
Another important information came from a study exploring P. falciparum
transcriptome exploring genes for early gametocytogenesis, an important step in
parasite transmission. Data from the study pointed out toward continuous production
of gametocytes during asexual growth, suggesting continued transmission in the
field during human infections. This leads to the importance of methods for malaria
control directed toward this important stage of the parasite [160].

Advances in high-throughput sequencing allowing quantitative assessment of
RNA transcripts expressed (RNA Seq) in a cell allowed a new information about
P. falciparum transcriptome, leading to identification of novel transcripts, low
abundance transcript, and splicing variants [54, 161–163].
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26.9 Omics to Biology of the Parasite

Omics is a combination of various “omes”which should be understood and analyzed
in conjunction to make a correct understanding of parasite biology. P. falciparum
biology in light of functional omics has enlightened researchers to great extent about
genes specifically associated with parasite under specific conditions. Transcriptome
analysis of parasite under high density revealed genes associated with stress-related
and cell death [164]. Combination of transcriptome and proteome highlighted large-
scale translational repression as a hallmark of female gametocyte biology
[55]. Plant-like a-linolenic acid pathway (ALA) has been identified in the parasite
using metabolite profiling [112]. Similarly, the multi-omics approach has helped in
understanding the role of posttranslational modification of proteins in the invasion
process [165].

One of the major success stories revealed due to the multi-omics approach is
knowledge about gametocytogenesis, the important process of conversion of the
asexual parasite to the sexual stage. A long search for the regulators responsible for
this conversion was carried out, which finally started with homology-based identifi-
cation of transcription factors. AP2 family of transcription regulators from plant and
algae was the first reported regulator of the gametocytogenesis process [166]. The
discovery has been corroborated with transcriptional studies which showed expres-
sion levels of these regulators in all the stages [166]. Further transcriptomic studies
identified AP2-G as the key regulator along with other markers for
gametocytogenesis [63, 65]. Single-cell RNA analysis further enhanced our knowl-
edge in the area by identifying AP2-G+, and analysis of sexually committed
schizonts (AP2-G+) has shown promising results in characterizing the transcrip-
tional program of gametocytogenesis [74]. Sexual conversion of the parasite into
gametocyte can follow two alternative routes, i.e., either in the same cycle through
AP2G+ or in the subsequent cycle, with specific transcription signatures [167].

26.10 Summary

Malaria, being one of the most common infectious diseases in today’s era, needs
special medication and drug target due to very few numbers of drugs and develop-
ment of resistance in parasite. In the modern world, research is more concentrated
around “omics” biology. The “omics” era includes genomics, transcriptomics,
proteomics, metabolomics, glycomics, and kinomics. These studies have aided in
a better understanding of malarial biology and helped fasten the finding of drugs and
vaccine targets. Genetic diversity has been explored with the help of various
developments in the genomics approach. These findings will enable the development
of various therapies and drug resistance monitoring. Transcriptomics and proteomics
together can help in the identification of expression patterns at different parasite
stages. Such information can help in identifying better drug targets. Moreover,
metabolomics studies are of great interest as they are essential to understand multiple
phenotypic changes during the parasite life cycle and drug exposure. Another major
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aspect of the understanding host-pathogen interaction is glycans, which has brought
new opportunities in the field of glycomics for a better understanding of pathogen. In
the near future, kinomics will be extensively used to recognize the main target
proteins involved in controlling the phosphorylation of proteins in the parasite.

The present goal is to refine the available data to obtain useful data, like the
discovery of novel drug targets and candidates for vaccines. For the high-throughput
detection of potential candidates, many bioinformatics methods and emerging
technologies have been utilized. The omics techniques, combined with other systems
of biology, can help with faster and improved diagnosis, treatment, and potentially
the eradication of malaria.
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Abstract

The microorganisms adapt themselves to the changing environments. A sequence
of complex, when a pathogen enters its host, intracellular associations shape the
infection’s outcome. It is important to understand the host-pathogen relationships
in order to evolve the interventions. Proteomics since the last many years have
been key contributors to exploration, and it helps to apprehend the anti-pathogen
relationships between hosts and pathogens. After the extension of the compre-
hension, we address the strategies of proteome organization after an outbreak. It
helps in characterizing the regulation of the interaction between hosts and
organisms via shifts in the concentration of the proteins and the posttranslational
alterations.
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27.1 Proteomics: The Consequential Method to Contemplate
Contagious Disease Disorder

One of the most provocative and engrossing connections between the interactions of
hosts and pathogens is the tantalizing facets of our life. These communications have
been formed since the past years, and the hosts are evolving the defence mechanisms
in antithetical to the pathogens. The various process has been required to prevail the
hosts. Also benefitting via pathogens, many pathogens are effectual and pivotal. The
agencies with a multitudinous of human illness recognize the relationships between
hosts and the pathogens for the prevention and care from illness. The associations of
the host and the microorganism hold the position frequently at the pace of the
molecular level. This subjects the analysis of various bacteria, viruses, and intracel-
lular toxins. The essential part of the pathogens is to counteract the host with the
cycle of the replication. A large number of years of studies have been done to
interpretate the microbial life cycle. The various problems are very much complex in
order to discuss the application of classical molecular biology approaches. The rise
of the associated diseases involves the identification of the hospital and the growth of
the analysis [1]. The growth of the viruses and the bacteria that are resistant to the
drugs is needed to explore the routes that may be aimed to block the transmission of
the pathogens. The looming and impending viruses do not persist with effective
medications [2]. The arrangement of the reproduction differs, and these pathogens
perform many functions such as the joining of the cell and distribution to adjacent
cells (Fig. 27.1).

The various steps for the cytosolic replication viruses which are non-enveloped
are shown in the above-mentioned figure. The entry of the virus takes place by the
endocytosis. General advances have appeared for cytosolic-reproducing
non-wrapped infections, atomic imitating encompassed infections, and cytosolic
microscopic organisms. Infection joins and makes its entrance into the cavity via
phagocytosis, pinocytosis, caveolae, or with the association of a cell in which the
vector can be propagated. Viral qualities are then communicated to deliver viral
proteins. Viral proteins encourage safe avoidance, viral genome replication, viral
genome encapsidation, and envelopment. Completely amassed irresistible infections
are emitted via destruction or dissolution of the cells and also via cell transport,
cellular secretion, and active transport. At that point, since microorganisms get
supplements legitimately from the host cytosol, the microbes recreate inside the
liquid found inside the cells. Second, the rise of medication safe infections and
microorganisms features the need to find the pathways that can be directed to
obstruct the spread of microorganisms. Finally, therapeutically undermining
infections that have been researched for a long time still persevere with no reason-
able medicines or immunizations [3]. The incorporation of proteomics with other
biochemical and atomic science strategies has extended the collection of instruments
to consider microbe contaminations. The inheritable gene of the chromosome
contemplates give symmetrical data that supplements proteomic examinations to
accomplish a frameworks level comprehension of the contamination measure. The
innovations yield extra knowledge into the mechanics of host-microbe connections.
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Fig. 27.1 Proteomic methods used to analyse pathogenic pathogens
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We additionally talk about bioinformatics apparatuses that structure a vital some
portion of proteomics to increment the intensity of revelation and capacity to
decipher enormous datasets.

27.2 Host-Microorganism Protein-Protein Connections

Distinguishing proof of these protein-protein associations (PPIs) isn’t just basic for
the comprehension of the science of disease but however can likewise highlight
novel targets in medicines against human microorganisms [4]. In IP-MS, using either
a neutralizer elevated besides the substances and processes that originate from within
a system such as an organism, tissue, or cell or antigenic determinant labelling of the
large number of the polymers of the amino acids of intrigue, a protein of intrigue is
disconnected using a neutralizer against the epitope. MS separates the protein of
intrigue and co-disconnected cooperating proteins at that point. IP-MS focuses on
studies in relevant cell model frameworks and with respect to viral disease when
analysing host-microorganism affiliations. IP-MS course and the application can
decide modifications by taking into account the connections of the various polymers
of the amino acids for the time being taken into account with the contamination to
portray conceivable fluctuation, inconsistency in the host protein capacities. At first
showed for examining the RNA infection sindbis [5], this methodology was later
applied to different infections, for example, the RNA infection respiratory syncytial
infection [6] and the DNA infections human cytomegalovirus (HCMV) and
pseudorabies infection (PRV) [7]. Also, from the host point of view, IP-MS has
assisted with characterizing instruments of cell protection [8] and to recognize
protein area subordinate communications and capacities for having antiviral
components [9]. Despite the fact that IP-MS has been effectively utilized to consider
a few infections, there are still difficulties related with this strategy. A few
investigations have used ectopic articulation of labelled viral proteins outside the
setting of contamination to get data of potential viral-have PPIs that can be sought
after with organic examinations. For instance, this methodology was indicated
significant for considering the capacity of the Ebola infection network protein,
VP40 [10]. Another example is the interactome of each of the 18 human immuno-
deficiency infection (HIV) proteins, which have anticipated very nearly 500 microbe
communications [11]. Regarding measuring the distinguished host-microbe cooper-
ation, most IP-MS contemplates have depended on mark free MS measurement
(e.g. ghastly checking), which is basic, is adaptable, and can be applied to any
natural framework. Be that as it may, marking MS methodologies give more precise
evaluation of PPI information and can be utilized to look at uninfected and tainted
examples in a similar MS try (Fig. 27.2).

The naming can happen at the protein level, through the utilization of stable
isotope naming of amino acids in cell culture (SILAC), or at the peptide level,
through fuse of pair mass labels (TMT) or other isobaric labels [12]. In
contemplating host-infection associations, SILAC was utilized to control for bogus
positive PPI IDs, for example, when examining hepatitis C infection [13]. Mark free
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and isotopic naming examinations are not commonly restrictive, and a few
investigations have joined SILAC with mark free IP-MS to extraordinary impact
[14]. For instance, a consolidated examination was utilized to decide both explicit
cooperation of histone deacetylases by mark free strategies and the general steadi-
ness of these collaborations by SILAC [15]. Such methodologies can hence be
extended to give significant data about unique host-microbe connections. As
demonstrated over, one restriction to IP-MS datasets is the presence of vaguely

Fig. 27.2 Proteomic instruments to examine protein-protein connections in pathogenic
contaminations
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collaborating proteins that co-sanitize with the protein of intrigue. One of the
most significant changes seen in the microbe the contaminations that can trigger
noteworthy changes in protein plenitudes inside a cell, and the foundation of vague
affiliations can be very not the same as the one saw in a uninfected cell. A few
accessible PC calculations exist that utilize information from control and test
segregations to help channel bogus positive PPIs [16]. One such calculation is the
criticalness examination of interactome [17], which allocates communication explic-
itness scores to channel low-certainty connections. Informatics draws near can
likewise be utilized to additionally refine distinguished communications, for
instance, by giving extra controls to vague affiliations, for example, the impurity
storehouse for liking refinement [18]. Regular assets for network representation
incorporate STRING [19] and Cytoscape [20], and we direct the per users toward
a convention managing clients through IP-MS information investigation [21].

27.3 Examination of Unblemished Protein Buildings

So as to complete various capacities, proteins oftentimes exist at the same time inside
unmistakable protein edifices. In this way, in spite of the fact that IP-MS offers
inventories of protein collaborations, it midpoints together different protein
buildings that contain a similar protein of intrigue. Until this point in time, in the
setting of irresistible ailment, this procedure has been applied principally to singular
microorganism proteins, for example, the hepatitis C infection pore protein p7 [22],
and pathogenic edifices reconstituted in vitro, for example, the Norwalk infection-
like particles [23]. Notwithstanding, top-down MS has not been applied to examin-
ing host-microorganism edifices. The capacity to investigate high subatomic mass
edifices stays for testing; however MS instrumentation upgrades are consistently
broadening the mass range in which these investigations can be applied.

27.4 Distinguishing Direct Collaborations

While the strategies talked about above give fair-minded recognition of
collaborations (IP-MS) and data about the unpredictable stoichiometry (top-down
MS), these methodologies can’t arrange PPIs as immediate or aberrant. Y2H was
additionally used to clarify direct PPIs between EHEC and the human host cells
[24]. A drawback for Y2H is its generally high bogus positive rate due to the
non-physiological articulation of proteins in cell compartments in which they may
not regularly be communicated. Moreover, since microorganism proteins are
communicated outside the setting of a disease, numerous conceivably pertinent
communications can be missed. The ongoing report exploited these cross-
connecting apparatuses and computational turn of events (i.e. XLinkDB) to create
a huge dataset of direct cooperation between human lung cells and Acinetobacter
baumannii, a subset of which were demonstrated to be significant in bacterial attack
[25]. The utilization of cross-linkers isn’t restricted to recognizing PPIs during
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contamination. Photograph cross-connecting was utilized to catch RNA-protein
communications, giving both stoichiometric and basic data about the start of HIV
viral genome bundling [26]. A few examinations utilized cross-connecting MS to
recognize proteins that quandary to viral RNA during polio [27] furthermore, dengue
[28] infection contaminations.

27.5 Transient Investigation of the Tainted Cell Proteome

Considering worldly proteome modifications has gotten a mainstream approach
because of the accessibility of settled conventions and present-day MS instrumenta-
tion. When the overall quantitative values are gathered, the hugeness and size of the
differential protein wealth are surveyed with measurable strategies, for example,
t-test, examination of difference (ANOVA), or more advanced straight models
accessible in programming bundles [17]. Extra bioinformatics examinations are
needed to connect the proteins with explicit organic pathways and cell capacities.
Extra bioinformatics investigations are needed to correspond the proteins with
explicit organic pathways and cell capacities. Normally, various levelled grouping
is utilized to distinguish sets of proteins with comparative worldly profiles upon
contamination. These bunches are then dependent upon utilitarian examination by an
assortment of bioinformatics instruments, including quality cosmology investiga-
tion, pathway investigation [29], network examination [20], or a blend of these
[30]. Transient proteome investigations have been effective in distinguishing
pathways directed by the microorganism and key proteins associated with pathoge-
nicity. For instance, infections rely upon cell digestion and furthermore, have
obtained systems to direct it for energy creation furthermore, lipid union, among
different cycles. Since contaminations actuate wide proteome modifications,
contemplates were additionally planned with a limited spotlight on individual
pathogenic proteins [31]. So far essentially utilized for cell culture frameworks,
worldly proteomic examinations during disease have been effectively applied for
in vivo examinations in creature models tested with infections and microbes [32]. An
ongoing report exploited these cross-connecting instruments and computational turn
of events (i.e. XLinkDB) to create a huge dataset of direct connections between
human lung cells and Acinetobacter baumannii, a subset of which were
demonstrated to be significant in bacterial attack [25]. The utilization of cross-
linkers isn’t restricted to recognizing PPIs during contamination. Photograph
cross-connecting was utilized to catch RNA-protein connections, giving both stoi-
chiometric and basic data about the start of HIV viral genome bundling [26]. The
utilization of cross-linkers isn’t restricted to recognizing PPIs during
communications, giving both stoichiometric and auxiliary data about the start of
HIV viral genome bundling [33]. A few investigations utilized cross-connecting MS
to distinguish proteins that quandary to viral RNA during polio [27] furthermore,
dengue [28] infection diseases. The host proteins distinguished in each investigation
were exceptional to the individual viral disease, and resulting knockdown
investigations exhibited the need of these proteins for productive viral cycles. The
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assessment of RNA-protein connections by MS vows to further extend our compre-
hension of post-transcriptional guideline measures that may assume significant
functions during pathogenic contamination.

27.6 Microorganism Incited Proteome Adjustments in Reality

The creation, corruption, and spatial redesign of proteins are integral for the replica-
tion of microorganism. The host additionally reacts to the microbe attack through
worldwide adjustments in the proteome association, significant for mounting suc-
cessful safeguards. For instance, intrinsic resistant and stress reactions to pathogenic
intrusion can trigger guideline of tens-to-many proteins [34].

27.7 Wordly Examination of the Contaminated Cell Proteome

Considering worldly proteome modifications has gotten a mainstream approach
because of the accessibility of settled conventions and present-day MS instrumenta-
tion. Extra bioinformatics examinations are needed to relate the proteins with
explicit organic pathways and cell capacities. Ordinarily, various levelled groupings
are utilized to distinguish sets of proteins with comparable worldly profiles upon
contamination. Fleeting proteome investigations have been effective in recognizing
pathways managed by the microorganism and key proteins associated with pathoge-
nicity. For instance, infections rely upon cell digestion also and have obtained
instruments to manage it for energy creation also, lipid union, among different
cycles. Expansive changes in proteins engaged with digestion guideline have been
accounted for from fleeting proteomic investigations of human-significant
infections, for example, the as of late reappeared chikungunya infection [35],
HCMV [36], flaviviruses [37], and HCV [38]. Post-translational adjustments
(PTMs) alter protein functions through ameliorations in protein interactions, stabil-
ity, activity, and subcellular localization [39].

27.8 Different Varieties of Post-translational Adjustments That
Are Applicable in Terms of the Infection

The different types of alteration and the variation changes are applicable in contex-
ture and relation relating to contagion and the disease. The modifications, alterations,
changes, and the modifications are applicable at some stage in a number of tiers of
the pathogen lifestyle cycle (Fig. 27.3).

Throughout the entrance and the passage, the lipid layer surrounding viruses
combines with the cell membrane through fervid and aggressive lectins, mucins, and
proteins on the outermost layer of the many types of the viruses. The large-scale
substantial reaction in which a carbohydrate, i.e. a glycosyl donor, is attached to a
hydroxyl group is antediluvianated and is determined and remarked in envelope
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biomolecules referring to cold sores, counting HSV-1, HCMV, varicella zoster virus
(VZV), and Epstein-Barr virus (EBV). These are manifested and seem to be impera-
tive considering its pathogens ability to infect or damage the host [40]. The various
omics approaches used to examine the host and the pathogen relationship are
mentioned in Fig. 27.4:

27.9 Shotgun Metagenomics

Metagenomic data canalize the discovery of genetic pathways with unique roles
associated and should also provide practical knowledge on the future technical
capacities of communities of microbials using antifungal metagenomics, activities,
search ability, and extracellular secondary production.

Fig. 27.3 Post-translational adjustments worried in the context of the contamination
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27.10 Metatranscriptomics

Metatranscriptomics is the analysis and the community profiles are meaningless for
the discovery of genes or regulated genetic pathways that are up or downresponse to
this method and canal so unravel functional, and a pathogen infection such as the

Fig. 27.4 The various omics approaches used to examine the host and the pathogen relationship
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responses involved in bacterial-host interactions. Additional traits are consistent
with the expression of adhesion genes or eukaryotes of bacterial colonization and
attachment. Experimental metatranscriptomics may be a good approaching method
and the laboratory environments, exposed to the amphibians in Bd.

27.11 Important Considerations and Directions for Future

In addition to probiotic treatment, here is the introduction of the species still in
captivity, one big challenge. The research of human infectious disease has been
ongoing in recent years. The contribution of proteomics has greatly gained from
proteomic approaches focused on quantitative MS (e.g. TMT labelling and SILAC)
for sensitive people and has been well known. The detection of PPIs between host
and host pathways is the pathogen proteins and their complex regulation and
infection course. Future studies of such PPIs will make use of the current platforms
for proteomics, and while still taking advantage of the constantly enhancing quanti-
tative approaches to MS, particularly for the study of interactomes, and also in the
incorporation of spatial and temporal resolution. The continued development of
analysis and interpretation algorithms, protein abundance data, interactions, and
PTMs will facilitate analysis of the pathogenic virus underlying biology.
Technologies offer resources for researchers to receive a holistic image of the
relationship between the host and the pathogen with the objective of obtaining a
clearer knowledge of disease processes for the future and therapeutic aim
exploration.
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Abstract

“Omics” can be described as a shorthand term for several recent technologies
which are in totality for molecular composition of living organism. Generally
“omics” is used as suffix to any terminology in the biological sciences which
refers to comprehensive, or global, study of biological molecules. The human
infectious diseases present ever pressing challenge to the scientific community.
The advancements in omics technology present a potential alternative to combat
the infectious diseases and comprehend human pathobiology. Recent omics-
based approaches have unveiled the molecular mechanisms behind microbial
infections and help in elucidating next-generation biomarkers for early diagnosis,
prognosis, and targeted therapeutics. In the present chapter, the authors describe
the biological impact of the various omics approaches that have been integrated to
study infectious diseases and outline many of the targets and processes that can be
assessed as part of a comprehensive omics analysis of the pathogens.
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28.1 Introduction

“Omics” can be described as a shorthand term for several recent technologies which
are used to examine holistic view of molecular composition of living organism. The
term “omics” is used as suffix to a molecular term in the biological sciences and
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refers to comprehensive, or global, study of biological molecules [1]. As the Human
Genome Project (HGP) was completed in 2001, the idea evolved that the field of
molecular biology study should explore biological molecules from isolates toward a
broad analysis of large sets of such molecules [2, 3]. Complex biological processes
are regulated not only by DNA sequence as proven by the HGP, which triggered
many rapid developments in the field of molecular biology in several aspects which
were together known by the term omics. The first omics discipline to appear was
genomics which is the field to focus on the study of entire genomes, followed by
transcriptomics which focus on RNA, proteomics focusing on protein, and
metabolomics which is focused on the metabolome.

The omics field is largely dependent on advance technologies which made
possible cost-efficient, high-throughput analysis of biological molecules. Example
of which that was developed in the late 1990s is the “expression array,” which is
based on hybridization of cDNA to arrays of oligonucleotide with probe [4]. The
omics term was coined by Marc Wilkins in 1994. Because of advanced techniques
like high-resolution two-dimensional electrophoresis, the study of proteomics is
possible, and the advantage of the omics study is to reveal specific results that
promote understanding. But with advancement of technology, mass
spectrometry-based proteomics and metabolomics studies are capable of compre-
hensive measurement of proteins and metabolomes which provides valuable insight
into the molecular mechanisms and dynamics of biological processes. Keeping view
of the immense potential of the omics technology, they have been extensively used
in various branches of medical and health science. Omics technology is used in the
process of screening, diagnosis, and prognosis to understand the etiology of disease
and also useful for developing biomarker [5]. In addition, omics technology has
great usefulness in drug discovery and toxicity assessment. Each type of omics data
can be useful for identifying markers of the disease process as well as to get an
insight of comparison data of biological pathways between the disease and control
individuals of the study. Integration of different omics data types can explain the
changes which lead to disease, i.e., the cause of disease and thus the treatment
targets. Further this data can be used to molecular studies.

28.2 Strength of Individual Omics

28.2.1 Genomics

The word “genome” came from association of two words “gene” and “chromo-
some.” The complete set of hereditary information which is needed for function and
development of a living organism is described by the word genome. The word
genomics deals with the study of gene, i.e., a combination study of recombinant
DNA, DNA sequencing technologies and bioinformatic analysis of sequences,
assembly, and structural and functional analysis of genomes. The difference between
genomics and “classical genetics” is that the former deals with full hereditary
material, i.e., DNA of an organism, whereas the latter is the study of one gene or
one gene product at a time. The entire genome of a free-living organism named
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Haemophilus influenzae was sequenced in the 1990s which is considered a signifi-
cant contribution to the field of genomics [6].

Sequencing of individual genomes for study of genomics has produced an
immense knowledge on the respective strains. The comparative genomics provides
more details of various organism specially dynamics of bacterial genomes. Compar-
ative genomics is also very useful in clinical microbiology. One of those is
metagenomics which is the study of genetic material that recovered directly from
environmental samples. This study provides the knowledge of taxonomical diversity
in environment which is uncultivable as well as provides insight of gene pool of
clinically important gene such as resistance gene. Another field of study is
epigenomics which deals with functional analysis such as modification of gene
like methylation and histone modifications—acetylation, phosphorylation, methyla-
tion, and ubiquitination. Pharmacogenomics is a field of study which is a bridge
between genomics and pharmacology. This field examines the response of drug in
individual and its inheritance, thus optimizing drug therapy. They help in evaluation
of rigorous systemic toxicity and unpredictable efficacies of therapeutics in the field
of oncology. These technologies are valuable to identify novel targets for the
treatment for various complex diseases such as cancer, cardiovascular disease, and
obesity. Thus in the future, these technologies used in systems biology promise to
develop new approaches to predict and prevent diseases [7]. By taking the
advantages of such technologies, the research of obstetrics and gynecology is trying
to solve the problem of infertility.

28.2.2 Application of Genomics

28.2.2.1 Design of Polymerase Chain Reaction (PCR) Assays
Polymerase chain reaction (PCR) was developed by Mullis in the 1980s [8]. Since
the discovery, it is a widely used technique to detect microorganism in clinical
specimens. In the early genomics era, genomic sequences empowered the selection
of PCR primers of targeted DNA fragments which are specific to genus, species,
subspecies, or strain depending on the objective [9, 10]. Though PCR is a basic
technique of molecular biology or genomics, with time many advanced PCR
techniques also came into use. With the advancement of genome sequencing and
deep knowledge of genome sequences, it helped to design multiplex PCR. Multiplex
PCR assays are useful to simultaneous detection of various microorganisms. As an
example, a multiplex real-time PCR assay was designed from knowledge of genes to
identify members of the Mycobacterium tuberculosis complex (MTC) with simulta-
neous differentiation between M. tuberculosis and Mycobacterium canettii. Other
than real-time PCR, overlap extension PCR to insert mutations at specific points or
to join the spliced DNA fragments into a larger one also exist. Droplet PCR is used to
enhance the ability of PCR where each oil droplet acts as individual PCR reaction
than each tube which increases the capacity of amplification of gene drastically. PCR
is applied usually with known sequence. However, it can also be used in cases where
we want to explore the unknown flanking regions. Restriction enzyme site is
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incorporated in the unknown DNA sequence, and then using that sequence as primer
unknown gene is amplified.

28.2.2.2 Genotyping
Genotyping is a traditional typing method to discriminate between bacterial species.
Biotyping and serotyping are a process of genotyping which can discriminate within
species. Further the molecular typing can be sequence based or non-sequence based.
For example Non-sequence-based genotyping methods are based on the size of the
DNA separated in the gel electrophoresis such as pulsed field gel electrophoresis
(PFGE), multiple-locus variable-number tandem-repeat analysis (MLVA),
PCR-restriction fragment length polymorphism (PCR-RFLP), single-nucleotide
polymorphisms (SNPs), and microarrays. The sequence-based genotyping methods
are multispacer sequence typing (MST), multilocus sequence typing (MLST), and
whole genome sequence typing (Fig. 28.1).

28.2.2.3 Reverse Vaccinology
Microbial genomics has also made evolution in vaccinology. Microbial genomes
encode the complete property of a strain including its antigenic property. Thus
information of microbial genome in turn helps to identify putative antigenic proteins
which are surface exposed and well conserved between strains, and such information
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can be used to acquire first information for vaccine development initially. The
process is known as “reverse vaccinology” [11] and it was first proposed in 2000.
The starting idea was based on the identification of novel meningococcal vaccine
candidates by analyzing the genome sequence of Neisseria meningitidis serogroup
B. There are also example of studies where reverse vaccinology is used such as study
of organisms like pathogenic E. coli [12] and also in Streptococcus agalactiae [13],
in addition with other organisms Bacillus anthracis, Chlamydia pneumoniae,
Leptospira interrogans, M. tuberculosis, P. gingivalis, Rickettsia prowazekii,
S. pneumoniae, and Streptococcus pyogenes.

28.2.2.4 Genomics-Based Design of Culture Media
It is a well-known fact that 99% of microorganisms found in the natural
environments are not cultivable using laboratory techniques available till date.
With the development of genomics, there are culture-independent techniques
which are able to enlighten our knowledge of the diversity of microorganisms.
Still cultivation is a crucial process before stepping into other processes like diagno-
sis, characterization of the pathogens, and antibiotic susceptibility profiling. Besides
all these, the significant interest in the basic microbiological science is to culturing
the unculturable. But it remains a major challenge of microbiology today as micro-
organism can be fastidious and either partial or total lack of a metabolic pathway is
among the reasons behind not able to culture in vivo. Genomic sequences have given
access to the complete knowledge of metabolic potential of a strain which may help
identify what is missing in the culture media which is important as per the genome
sequence of the species. Thus, according to the metabolic need of that organism,
culture media can be modified and optimized. As an example, the genome of
Tropheryma whipplei, which is causative agent of Whipple’s disease [14, 15],
lacks genes that are involved in biosynthesis pathways of nine essential amino
acid. Thus the culture medium is specifically designed to incorporate all nine
amino acids which in turn enable the growth of bacterium [16, 17]. Same kind of
approach is also used for C. burnetii [18].

28.2.2.5 Detection of Virulence Factors
In order to understand the cause and develop specific treatment of a disease, it is
primary step to identify and characterize the virulence factors of a pathogen and thus
the pathogenesis of the diseases. There are various strategies that have been devel-
oped with the help of genomic sequencing technology in order to detect gene
encoded for virulence factor, including: (i) comparing of genomic information of
strains or species which exhibit various degree of pathogenesis; (ii) studying the
genomic islands which give insight of those gene that are likely acquired due to
lateral gene transfer; or (iii) identifying the virulence marker by searching the
genomes of interest within known database. For example an approach first time
used to compare between Y. pestis, causing plague with Yersinia pseudotuberculo-
sis, lesser virulent but closely related species [19]. Another example is the identifi-
cation of virulence factor by the study of comparing between E. coli O157:H7, a
pathogenic strain, and E. coli K-12, a non-pathogenic counterpart used in laboratory
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[20, 21]. Another study revealed the virulence of Staphylococcus epidermidis
causing community-acquired endocarditis in comparison with commensal strains
[22]. Uropathogenic E. coli strain genome is a second example where genomic
island is found which encompassed 13% of the complete genome. [23]. In another
study of E. coli strain PA45 829 genes identified had matches when compared with
virulence factor database [24].

28.2.2.6 Detection of Antibiotic Resistance
Antimicrobial resistance is a growing public health problem. Besides conventional
detection, antibiotic resistance can be predicted by analyzing the genomic content
and adapt a specific treatment. Same strategy can be implied to identify resistance
markers as for virulence genes [25]. A study reported from France describes that
comparative genomic analysis identified a large “resistance island” containing
45 antimicrobial resistance-encoding genes by comparing genome of a multidrug-
resistant and a wild-type Acinetobacter baumannii strains [26], whereas in Denmark,
searching database approach was applied to identify 14 antibiotic resistance-
associated genes in an epidemic strain using ResFinder and ARDB databases
[27]. With the evolving time, whole genome sequencing (WGS) utilize for surveil-
lance of antimicrobial resistance routinely compared with phenotypic procedures,
Zankari et al., by using sequencing technology like Illumina [28].

28.2.2.7 Role of WGS in Epidemiology
In clinical microbiology laboratory, it is routine work to detect antibiotic suscepti-
bility and virulence gene. But on the other hand, those labs frequently deal with
outbreak detection and epidemiological investigations of microbes by WGS
[29, 30]. One study in 2010 demonstrated the discriminatory power of WGS with
the study of 63 strains of methicillin-resistant S. aureus (MRSA) collected from
various countries where by analyzing genome data, they have described interconti-
nental transmissions and in addition it demonstrated transmission within hospital
environment [30]. There are several examples of using WGS to investigate epidemi-
ology, including study from Haiti in 2010 regarding cholera outbreak ([29]) and
E. coli O104:H4 outbreak in Germany and France in 2011.

28.2.3 Transcriptomics

The word “transcriptome” first coined in the early 1990s [31] represents all
transcripts that are present in a cell that includes mRNA, miRNA, noncoding
RNAs, and small RNAs. As the name suggests, transcriptomics is the study of
transcripts such as quantity of RNA, structure of transcripted RNA, and quantifica-
tion of differential expression levels of transcripts at various stages of development
of an organism under various physiological conditions. This kind of study refers to
diversity of transcript, noncoding RNAs, and also the arrangement of coding portion
of a transcript. The importance of transcriptome is to interpret essential functional
elements of the genome and to study constituent molecule of a cell and tissues to
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understand the disease development. Various technologies have been developed for
the study of transcriptomics which include hybridization-based approach or
sequence-based approaches which are described below. The early techniques of
transcriptomic analysis were based on Sanger sequencing called EST, i.e., expressed
sequence tags, and then another technique called SAGE, i.e., serial analysis of gene
expression, came into existence. EST and SAGE were laborious process and able to
determine only a small set of transcripts that are also in random fashion, thus being
capable to yield only half information of transcriptome. Then advanced techniques
like microarray and RNA-Seq were developed.

28.2.4 Application for Transcriptomics

28.2.4.1 Expression Sequence Tag (EST) and Serial/Cap Analysis of Gene
Expression (SAGE/CAGE)

EST is a technique based on Sanger sequencing and generates short oligonucleotide
sequence. In this technique RNA is first transcribed to cDNA using reverse tran-
scriptase enzyme followed by sequencing of cDNA generated. EST is comparative
simple technique and can be generated from any mixture of samples because the
techniques do not demand prior knowledge of the origin of sample. ESTs are unique
sequences capable of pointing the expressed genes of the mapped cDNA clone. This
knowledge can be utilized to identify unknown gene but is unable to quantify the
expression of genes. Another drawback of EST was low-throughput and costly
method as it can sequence a single cDNA copy at a time. But with the evolving
time, EST is not in use. Serial analysis of gene expression (SAGE) was an advanced
version of EST. The technology SAGE was invented by Dr. Victor Velculescu from
Johns Hopkins in 1995. Unlike EST in this technique quantitation of gene expres-
sion can be done and also identifies novel gene expression in a cell population. But
the drawback was although gene expression is possible, actual gene expression
cannot be measured. Besides this gene quantification can be biased due to linker
dimer molecular contamination which leads to error in sequencing.

28.2.4.2 Microarray
The discovery of microarray technique in 1990 has brought revolution in the field of
transcriptomics. This technique initiates the approach to predict biological functions
with the help of the study of functional related genes and how it is globally expressed
in combination with pathway analysis. It yields a large amount of data which
decipher huge information related to biological activity of a cell. Initially the
technique was developed to quantify multiple gene expressions simultaneously in
a given time period. But as the time passes with scientific inventiveness, the
technique has developed from two-dimensional to three-dimensional microarray
and further followed by suspension bead arrays. These are now used largely in
clinical settings. Microarray has adapted for global transcript analysis which is
basically originated from mapping of genomic DNA. Till date there are several
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other types of microarray which are under development that have potential to bring
improvement in medical treatment as well as research (Fig. 28.2).

The basic principle behind microarray is hybridization which occurs between
complementary strands of DNA. Among the complementary strands of DNA, one
strand is called probe which is arrayed on microchip, and the other is the target
transcript which is fluorescent labeled. Depending on the fluorescent intensity of
each probe, abundance of transcript of a gene or RNA was determined, whereas the
target was identified by the position on the chip. As a result microarray is capable to
produce both quantitative and qualitative data. The former generates information of
gene expression, whereas the latter is useful in the field of diagnosis. Microarray chip
consists of two phases: the first is the immobilized phase, in which probes are
prepared from cDNA or genome sequence or oligonucleotides, and the second is
mobile phase which contains labeled cDNA.

Microarray is a widely used technique in research for measuring gene expression
changes and elucidating the relationship between genotypes and phenotypes. It is
able to analyze large mammalian transcriptome rapidly such as the gene expression
alteration in a cancer cell. Data generated by microarray are used to analyze
thousands of genes from multiple samples which are useful in drug development
and clinical research. It is also used in clinical diagnostics. In some example
molecular signatures specific to differentiate between acute myeloid leukemia and
acute lymphocytic leukemia are identified. Another study by a group characterized
molecular signature which can distinguish between following disease, neoplastic
prostate, localized cancer, and metastatic prostate cancer from nonneoplastic and
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neoplastic prostate tissues and healthy individuals. Microarray is also used in drug
resistance field to identify the cellular pathways which are responsible for resistance,
and thus this information can be used in overcoming the drug resistance. The
drawback of the microarray method is that it cannot identify novel transcripts.

28.2.4.3 RNA-Seq
RNA sequencing is a novel and advanced method in the field of transcriptomics and
applied for mapping and quantifying the transcriptome utilizing deep sequencing
approach. This is a cost-effective high-throughput analysis method of transcriptome.
There are several advantages over microarray, but the major advantage is the
discovery of novel RNA species, i.e., the technique is not limited to detect only
those transcripts corresponding to existing genomic sequence. In contrast to
microarray, RNA-Seq is capable to offer higher sensitivity, and dynamic range of
expression is captured where the former exhibits saturation. RNA splice events can
be detectable by RNA-Seq which is not possible through microarray [32]. RNA-Seq
is capable to reveal precise boundary location of transcripts with a single-base
resolution and also reveal connectivity between exons which make it useful for the
study of complex transcriptomes [33].

28.2.5 Proteomics

Protein is a vital molecule which is involved in the cellular function. DNA contains
the blueprint of a cell, and proteins serve as ultimate building blocks. Proteome can
be defined as “the complete protein complement expressed by a cell or unicellular
organism at any one time” and the name “proteome” was coined by Marc Wilkins in
1994. The proteome can be described as dynamic entity which keeps changing,
qualitatively and quantitatively, depending on the metabolism of cell in response to
both intracellular and extracellular environment or mutations in DNA. So, following
“genomics” and “transcriptomics,” the next major omics approach is to study
proteome which is known as “proteomics.” The term “proteomics” was coined in
1997. This field of study includes exploration of the proteomes including the study
of protein structure, composition, and function. Proteomics is complex than the other
because an organism’s genome can be considered as more or less constant, but the
proteome of organism is highly dynamic as it differs with conditions and time. In
recent years with the development of technologies, proteomics is being used in many
different areas of research in biological sciences including microbiology.

The primary interest of a medical microbiologist is in disease-causing potential of
pathogenic organisms and the interaction with their hosts to achieve the goal of
developing treatment of preventive measure of infectious disease. Genomics alone
cannot provide answer to the entire question and thus transcriptomics evolves to
determine its protein content. But it is also found inaccurate as it does not have
correlation with protein expression [34, 35]. The mRNA is not directly correlated
with the protein content because of posttranscriptional modifications, alternative
splicing, mRNA editing, and proteolysis.
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28.2.6 Applications of Proteomics

28.2.6.1 Molecular Typing of Pathogens
For the taxonomic and epidemiological investigations in medical microbiology, it is
essential to discriminate between isolated species. Thus proteomics is used in the
molecular epidemiology of infectious agents by detecting specific markers which
can be further used to track distribution and movement of infectious agent within
host population. There are varieties of techniques to identify suitable markers such as
one-dimensional gel electrophoretic (1DGE) which can be extended by
two-dimensional gel electrophoresis (2DGE). The non-fractionated cellular proteins
resolved by 2DGE in a comparative study that is used to differentiate clinical isolates
of bacterial groups such as Campylobacter sp. and Neisseria sp. are well studied.

With the ever-evolving technologies, the improved methods which are being
recently introduced are used to differentiate between bacterial isolates by
characterizing specific molecules with high-resolution mass spectrometry. One of
these techniques is MALDI-TOF MS where bacterial isolates are compared as their
surface protein component. As an example, one of the studies reported discrimina-
tion between methicillin-resistant Staphylococcus aureus and its sensitive
counterparts with differed peaks with masses that range from 500 to 3500 Da.
Another aspect of proteomics is the comprehensive study of protein, for example,
the comparison between M. tuberculosis (two virulent strains) and M. bovis (two
avirulent vaccine strains) using 2DGE and peptide mass mapping.

28.2.6.2 Diagnosis of Infectious Diseases
Tuberculosis is a disease which affects millions of people in the world where
infection with drug-resistant organism is difficult to treat. A serum screening test
is able to detect preclinical infection which in turn helps to give early treatment by
potentially reducing transmission and thus is in widespread application. A study
reported that such serum analysis of antigen has a potential to diagnose disease with
sensitivity of 60%–74% and specificity of 96%–97% [36]. In another study of
comparison between patients with SARS and healthy individuals, proteomic analy-
sis revealed potential of truncated protein antitrypsin as a biomarker of the
disease [37].

28.2.6.3 Developing Biomarker
As mentioned previously, the aim of medical microbiology is to understand patho-
genicity and host-pathogen interaction. There are a number of protein determinants
coded by pathogen, and they act in development of pathogenicity and help microor-
ganism to colonize within host, followed by interaction, and finally surviving within
the host. Proteomics play an important role to identify such determinants. As protein
expression alters during disease condition in biological pathways, it can be moni-
tored in tissue, blood, urine, or other biological samples which can provide
indicators for the disease [38]. Expression of proteomics provides biomarker detec-
tion through comparison of protein expression profile between normal samples and
disease-affected ones. The simplest approach used in biomarker discovery is
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2D-PAGE in which protein profiles are compared between normal and disease
samples such as tumor tissues and body fluids [39]. Approaches like MALDI-TOF
and surface-enhanced laser desorption/ionization (SELDI)/protein chip techniques
are used to identify biomarkers for different diseases [38]. According to information
which they provide, disease-specific biomarkers can be divided into diagnostic,
prognostic, and treatment-predictive biomarkers [40]. A diagnostic biomarker is
used for early detection or presence of the disease. A prognostic biomarker usually
is used to predict the recurrence and aggression of disease and a patient response to
treatment by a given drug. This classification also is important in drug design
applications [41]. It is estimated that only 2% of human diseases appear due to
single gene damage. Other factors like epigenetic and environmental factors
involved in the development and outcome of the diseases account for the remaining
98% [42]. In this regard, proteomics can be helpful to identification of proteins that
can potentially serve as disease-associated biomarkers which are involved in disease
progression. After identifying biomarkers by mass spectrometry-based approach,
biomarkers need to be processed using bioinformatics analyses and also need to be
reproduced in different populations [43]. The proteomics biomarker discovery is
advanced in a variety of diseases such as cancer [44], cardiovascular diseases,
acquired immune deficiency syndrome (AIDS), renal diseases, and diabetes [45].

28.2.6.4 Proteomics in Drug Discovery
Proteomics study based on MS has expanded over time, and its role in almost all
diverse research fields of science has developed. As the drug discovery is an
inherently complex process and values high cost, new emerging technologies such
as proteomics can facilitate and accelerate discovery processes. It is estimated that
finding each new drug candidate costs $70 million [46]. Drug discovery has many
stages which have been presented, and indeed it is a multidisciplinary field using
genomics, proteomics, metabolomics, bioinformatics, and system biology. Proteo-
mics studies also are useful for drug action, toxicity, resistance, and its efficacy under
examination. By global searching of the proteome in a given sample such as tissue or
cells treated with a drug, proteomics provides insights about disease-related molec-
ular and cellular mechanisms that facilitate drug target discovery. Evaluated protein
targets of Lavandula angustifolia on the treatment of rat Alzheimer᾽s disease using
2D-PAGE-MALDI-TOF/TOF. Several techniques are used for target and lead
identification [47] such as isotope-coded affinity tags (ICAT) [48], isobaric tags
for relative and absolute quantification (iTRAQ) [49], and protein arrays [50]. The
various MS-based platforms, including clinical, functional, and chemical proteo-
mics, are also involved in the modern drug discovery process.

28.2.6.5 Therapeutic Opportunities
It is a well-known fact that cancer is a growing disease of modern life; thus
understanding the cause of the disease helps to improve the existing therapy as
well as to find out new treatment strategies. One study of proteomics recently
reported that ten proteins in different cells with various structures and quantities
are resistant to vinca alkaloids. Vinca alkaloids are sensitive cytoskeletal proteins

28 Pathogen-Omics: Challenges and Prospects in Research and Clinical Settings 531



(e.g., tubulin and actin) or an entity that is able to bind to cytoskeletal proteins like
heat shock protein [51]. With the development of omics technology, genome and
protein sequence data of many microorganisms are available. Those data are useful
to provide knowledge for understanding their resistance to drugs which in turn help
to develop tools to identify drug resistance pattern and novel molecules which can be
used to treat drug-resistant disease. One such example is azole resistance in Candida
albicans which has a differential expression of protein involved in the ergosterol
biosynthesis pathway which can be used as drug target [52, 53].

28.2.7 Metabolomics

The central dogma of passing information in a cell starts from gene to transcript then
to protein and metabolites. As the name suggests, metabolomics is a high-throughput
study of metabolites which can be defined as integral part of metabolism process.
Metabolomics deals with metabolites with a molecular weight of< 1500 Da, such as
carbohydrate, fatty acids, and hormones, which can vary during metabolism in
response to internal or external factors with various time [54, 55]. Metabolome of
organism is complex and dynamic as proteome because with time metabolites are
absorbed and degraded as it is continuously synthesized. So the metabolomics
studies are an attempt to provide a picture of physiological state of organism with
a specific time. Targeted and untargeted are the two approaches which can be used to
study metabolites. In untargeted approach, we used to study without any sample bias
and determine the number of different metabolites, whereas in the case of targeted
approach, defined sets of metabolites are used to measure to address a problem.
However, in both the approaches, steps are the same.

After designing the study considering the factors like sample size, randomization,
etc., the next step is sample preparation which includes sample collection, storage,
and preparation. The third step is the technical part where techniques like mass
spectroscopy or NMR are utilized to quantify the metabolites. Before analysis of
data, it is crucial that quality control analysis of the data background correction is
performed in order to avoid noise in the data to extract biological inferences. Finally,
analysis of data is taken place with the application of statistical analysis and
clustering of data. Metabolomics is an interdisciplinary field; thus it merged the
data of various omics field such as genomics and proteomics to get a complete
snapshot of metabolome study. The focus of the metabolomics is to study the
enzymes, substrate, and product, thus forming a complex biological reaction. But
in a biological system, this study is influenced by intrinsic factor such as genes and
outer factor such as environmental conditions.

28.2.8 Applications of Metabolomics

There is a diverse range of application of metabolomics, and they can be considered
among important tools for the study of living organisms in addition to diseases and
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disease mechanisms. Moreover as growing technology, metabolomics are becoming
more diverse including applications in identification of disease, drug discovery and
drug development, nutrigenomics, and research in agriculture.

28.2.8.1 Toxicology
This is a well-studied area where metabolomics is widely used. To determine the
toxicity level in body fluid such as urine and blood, this technique is used.
Metabolomics also can be used to analyze liver- or kidney-associated disease
condition.

28.2.8.2 Functional Genomics and Nutrigenomics
Metabolomics have great utility in study phenotype which is a result of change in
gene and also are considered in the field of functional genomics. Elaborately
knowledge of metabolome can suggest any change in gene. Due to deletion or
insertion, gene may change, and a significant change can be seen in the production
of metabolome. It is also able to predict function of unknown gene by comparing the
metabolome profile of organism. These comparisons are currently undertaken in
model organisms like Saccharomyces cerevisiae and Arabidopsis and could lead to
advanced study in the future [31]. In a similar way, it can be used to determine
nutrition utilizing profile of an organism. Another field of study where metabolomics
can be applied is nutrigenomics which deals with the metabolic fingerprint of the
organism, and by the help of metabolomics study, a whole snapshot can be deter-
mined depending on factors as well as individual system.

28.2.8.3 Health and Medicine and Biomarker Discovery
With the help of metabolomics, we can determine the metabolic changes in disease
condition. Thus it has also a role in understanding the disease mechanisms such as
cancer. Another application of this field is to study pathophysiological states of
disease. Thus metabolomics can identify biomarker to categorize the progression of
several types of diseases such as cancer. Biomarker identification is considered to be
an important area of research in disease diagnostic. Using metabolomics, metabolite
biomarker can be identified by comparing the metabolome profile of the disease
group and the healthy group. Biological samples such as bile, urine, or seminal fluids
are rich in information of metabolites. To identify biomarkers, these samples can be
processed for information by metabolic profiling or fingerprinting, techniques used
in metabolomics.

28.2.8.4 Environment and Agriculture
Metabolomics can also be applied to characterize interaction between organism and
environment. In the study of change in metabolomic profile, we can identify the
environment and organism interaction, and it can reveal information how environ-
ment affects organism’s health. This can likewise be applied to a more extensive
population to give information to different fields of exploration, for example,
ecology. Metabolomics also can be used to improve the genetically modified
crops. It can get a view of plant development at different time frames, thus being
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capable of identifying loss caused by GM crops upon consumption. In the course of
identifying the functions of primary and secondary metabolites, it is important to
identify plant metabolite.

28.2.8.5 Flux Analysis
Metabolomics is a tool to study small molecules and metabolites at a given time
point of a sample and evaluate them. These metabolites can be studied in an unbiased
way with nontargeted approach with the help of techniques like mass spectroscopy
and NMR. Mass spectroscopy can be used in combination with chromatography and
analyze spectra with statistical techniques. But some metabolites are present in very
low concentration in a sample, and thus there is a need of technology like flux
balance analysis (FBA). This method is a limitation-based approach by enhancing
the enduring condition and framework such as ATP generation. The steady-state
assessment is finished by FBA by making use of the stoichiometric cross section for
the structure.

28.3 Integrated Omics in Microbial System

28.3.1 Integrated Transcriptomics and Proteomics

With the difference in study question and design, there are various approaches to use
integrated multiomics data [56]. Based on the central dogma of molecular genetics, it
can be that there will be high correlation between mRNA expression levels and
protein abundance as in central dogma protein is synthesized after mRNA synthesis.
But it is not so and recent studies can fail to find significant correlation among
transcriptomics and proteomics data [34] or be able to establish weak correlation
[35, 57–59]. This discrepancy may rise due to several factors, such as changes of
protein due to posttranslational modification, or self-modification, the differences of
half-lives between mRNA and proteins, possible analysis required for protein
binding, and also significant error in experiments [57, 60, 61]. So this observation
also emphasizes on the need of integrated omics study, i.e., transcriptomics com-
bined with proteomics, as an individual may fail to portray complete data [61]. The
most common approaches among integrated omics are integrated approach of
transcriptomics and proteomics. Integrated transcriptomics and proteomics data
complement each other to detect the biasness of individual technologies and are
able to provide better view of the metabolic changes. Another importance of such
study is cross-validation of data. Conclusion can only be drawn confidently when
high level of correlation or consensus is found between RNA and protein
[62, 63]. Integrated transcriptomic and proteomic data can reveal a novel biological
insight that is impossible for a single omics technology. For example, a study
suggested possible posttranscriptional regulation in Bacillus subtilis due to chill
adaptation [64] and physiological changes of Halobacterium salinarum with the
change of oxygen level [65].
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28.3.2 Integrated Transcriptomics and Metabolomics

Another important integrated omics study is integrated transcriptomics and
metabolomics analysis. This integrated tool is powerful to study transcripts and the
functional metabolites and relation between them. This kind of relation first showed
that parallel analysis can be possible of transcript and metabolic profiles, and
functionally importance of metabolites can be identified by the correlation of fungi
and plant [66]. Another example of such integrated omics is transcriptomics,
metabolomics, and fluxomics that were integrated and analyzed for lysine-producing
Corynebacterium glutamicum ATCC 13287 of batch culture [67].

28.3.3 Tools Available for Integration of Multiomics Data

It is a computationally complex process to analyze thousands of measurements in
each omics experiment where extraction of meaningful correlations and true
interactions is needed. Biological frameworks frequently yield non-direct
connections and joint impacts of numerous components, making it hard to recognize
genuine natural signs from arbitrary noise. There are many sources to generate noise
such as natural biological frameworks, inconsequential scientific stages, and differ-
ent information explicit investigation work processes. Abundance of gene, protein,
and metabolites largely varies among cell type, tissue type, and organ type. Thus
organization can pose challenges for extraction of such data at biological level. With
the increasing time, there are a number of studies incorporated in the field of omics
with adverse array; some name of such newer omics approaches are fluxomics,
ionomics, microbiomics, and glycomics. These are involved in the study of biomed-
ical fields to identify and predict health status. Statistical and even machine learning
tools are often required for integrative study and for multiomics view. To analyze
integrated omics data, machine learning approaches are useful. It can be used for
various approaches like clustering, identifying association between clinical
measures, and also predicting disease [9]. Simplistic, descriptive, and exploratory
approaches are taken for the analysis of data. Multivariate analysis tools like
principal component analysis (PCA) decrease information dimensionality, where
canonical correlation analysis (CCA) is used to explore the general relationship
between two arrangements of variables. Other analysis types such as multivariate
partial least square regression analysis and multiple factor analysis are also used in
integrative omics study.

A recent study by showed a few accessible devices and bundles investigation of
coordinated omics datasets utilizing pathway enhancement, organic organization, or
observational connection examination. Yet, among those the greater part of the
instruments require standard R-statistical programming or Python or Galaxy, usage
of which has been characterized as “troublesome” by the creators how-
ever recommending the requirement for more easy to understand apparatus remains.
As of now there are some web based devices are accessible for reconciliation of
omics requires no computational experience just as more flexible tools for those with
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computational experience. Such tools include Paintomics, 3Omics, and Galaxy (P,
M) [68], though using tools blindly leads to adverse effect on data analysis. Other
tools for more advanced users with expertise in programming such as IntegrOmics,
SteinerNet, Omics Integrator, and MixOmics are available [68].

28.4 Current Challenges and Future Directions

28.4.1 Study Design

To gain knowledge of disease by omics technology mostly depends on comparative
analysis. Most used methods use to compare the data between healthy and disease
individuals, and the analyzed data is correlated with disease. However, there are
many factors such as population structure, cell type composition, batch effects which
may act as confounding factors in order to ascertain the result, and other unknown
factors which lead to complex phenotypes of both “healthy” and “disease.” Mostly
we do not know about the confounding factors assuming sources of variation may be
due to sex, BMI, age, and diet in metabolic disease. This problem can be overcome if
sample amount is large. Thus, there is a need of collecting accurate large dataset to
capture the source of variance in background population which is one of the crucial
aspects for the success of omics studies.

In the case of transcriptomics, there are many steps such as cDNA synthesis from
extracted RNA and library preparation. After adapter ligation small RNAs
(microRNAs (miRNAs), Piwi-interacting RNAs (piRNAs), short interfering RNAs
(siRNAs)) and numerous others can be straightly sequenced. But problems arise in
the case of larger RNA molecules. Before sequencing for large RNAs, it must be
fragmented into short length pieces (200–500 bp) that it could be suitable for
sequencing with most deep sequencing technologies. To fragment RNA the most
common fragmentation methods used is by RNA hydrolysis or nebulization, and in
the case of cDNA, fragmentation method used is by DNase I treatment or sonication.
But these methods lead to biased fragmentation. But there is biasness, for example,
RNA fragmentation has little bias than cDNA fragmentation. cDNA is normally
firmly one-sided toward the ID of groupings from the closures of records [32].

28.4.2 Analytical Challenges

The major advantage of large omics datasets is availability of data for reanalysis with
multiple approaches again. By using such enduring availability of data, it is impor-
tant for omics fields to develop statistical methods that can extract more information
from the data that already exist. While every omics field deals with its own
challenges, one common challenge is the analysis of data. For a complete knowl-
edge, one cannot depend on one kind of omics, and thus multiomics data analysis
come in action and analysis of which is difficult due to establishing its correlation.
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All high-throughput sequencing faces the challenges such as improvement of
productive techniques for proper storage, retrieval, and processing such huge
amount of data. The challenges of data analysis need to be addressed in order to
reduce error of image analysis and base calling, as well as it is important to quality
control check the data. In the case of transcriptomics, poly A tail can be identified by
searching the repeated presence of As or Ts at the end of some reads. Exon-exon
junctions can be identified with specific sequence context of GT-AG dinucleotides
flanking at splice sites. Further low expression of intronic sequences are removed
during splicing in S. cerevisiae [69].

28.4.3 Coverage Versus Cost

Though with time cost of high-throughput sequencing has lowered significantly, it
varies with the coverage. To analyze the data and overcome the issues described
above, higher coverage is needed but greater coverage requires more sequencing
depth.

28.4.4 Challenges of Transcriptomics

RNA-Seq has the potential to generate single-base resolution which can revise
annotation of existing gene including gene boundaries and introns. It is also capable
of identifying new gene transcripts. RNA-Seq with precipitous drop in signal can be
used to map 50 and 30 boundaries within 10–50 bases. In addition it can preciously
map 30 boundaries via looking for poly(A) labels or via looking through labels that
length GT-AG grafting agreement locales of introns. As an example in S. cerevisiae,
boundaries of 80% of all annotated genes were mapped by using these methods.
Similarly, many boundaries are defined in S. pombe by RNA-Seq data in combina-
tion with tiling array.

28.4.5 Challenges of Proteomics and Metabolomics

Low abundance is one of the major problems associated with proteomics as the
low-abundance proteins such as transcription factors, kinases, and regulatory
proteins are difficult to detect. It is difficult to detect such low-expressing proteins
and crude cell lysates without sophisticated purification methods. But unfortunately
there are no protein or metabolite amplification techniques available in the case of
genomes, i.e., PCR. So it is burdensome to study proteins and metabolics on a scale
of genomics. In addition methods used in proteomics and metabolomics are not high
throughputs, although MS is widely used for proteomics and metabolomics to
identification and analysis which is still time-consuming and often with risk of
sacrificing quality. Though MS is capable of providing higher-quality data,
challenges arise in the interpretation of data which is time-taking and suggest that
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better computational algorithms is needed with increased accuracy of data interpre-
tation without any manual intervention. Moreover such biomolecules are difficult to
quantify.

28.5 Future Prospects and Conclusion

Studies in combination with genomics, transcriptomics, and proteomics can give us
an overview from what is there in the cell to the actual happening inside the cell.
Though the concept looks attractive, it comes with numerous challenges in data
analysis. To get the real view of the data, it is needed to overcome the challenges.
There are also some problems which are associated with the systems of the approach
as follows: (i) as different platforms have different way to behave, it is difficult
to analyze dataset in integrated omics, making it difficult and almost impossible to
analyze integrated datasets of transcriptome and proteome; (ii) it is also difficult to
normalization of data across different platforms; (iii) different approaches produce
data in different file formats, and thus it is a huge challenge to deal with and
harmonizing these; and (iv) another challenge is to annotate DNA, RNA, and
proteins as still there are some genes whose product is unknown. Currently, there
is no single approach to process, analyze, and interpret all data formats from different
omics and integrated analysis. Hence for the advancement, it needed a tool or
algorithm for multimodal data combination strategies that can be reproducible,
user-friendly, and effective frameworks with high throughput.

References

1. Smith MT, Vermeulen R, Li G, Zhang L, Lan Q, Hubbard AE et al (2005) Use of ‘Omic’
technologies to study humans exposed to benzene. Chem Biol Interact 153:123–127

2. Sachidanandam R, Weissman D, Schmidt SC, Kakol JM, Stein LD, Marth G et al (2001) A map
of human genome sequence variation containing 1.42 million single nucleotide polymorphisms.
Nature 409(6822):928–934

3. Venter JC, Adams MD, Myers EW, Li PW, Mural RJ, Sutton GG et al (2001) The sequence of
the human genome. Science 291(5507):1304–1351

4. Hasin Y, Seldin M, Lusis A (2017) Multi-omics approaches to disease. Genome Biol 18
(1):1–15

5. Poisot T, Péquin B, Gravel D (2013) High-throughput sequencing: a roadmap toward commu-
nity ecology. Ecol Evol 3(4):1125–1139

6. Fleischmann RD, Adams MD, White O, Clayton RA, Kirkness EF, Kerlavage AR et al (1995)
Whole-genome random sequencing and assembly of Haemophilus influenzae Rd. Science 269
(5223):496–512

7. Sagner M, McNeil A, Puska P, Auffray C, Price ND, Hood L et al (2017) The P 4 health
spectrum–a predictive, preventive, personalized and participatory continuum for promoting
healthspan. Prog Cardiovasc Dis 59(5):506–521

8. Mullis KB, Faloona FA (1987) Specific synthesis of DNA in vitro via a polymerase catalysed
chain reaction, in “Methods Enzymol” vol 155 R. Wu. ed.

9. Li W, Raoult D, Fournier PE (2009) Bacterial strain typing in the genomic era. FEMSMicrobiol
Rev 33(5):892–916

538 D. Purkait et al.



10. Yang JY, Brooks S, Meyer J a, Blakesley RR, Zelazny AM, Segre JA, Snitkin ES (2013)
Pan-PCR, a computational method for designing bacterium-typing assays based on whole-
genome sequence data. J Clin Microbiol 51:752–758

11. Mora M, Veggi D, Santini L, Pizza M, Rappuoli R (2003) Reverse vaccinology Drug Discov
Today 8:459–464

12. Moriel DG, Bertoldi I, Spagnuolo A, Marchi S, Rosini R, Nesta B, Pastorello I, Corea VAM,
Torricelli G, Cartocci E, Savino S, Scarselli M, Dobrindt U, Hacker J, Tettelin H, Tallon LJ,
Sullivan S, Wieler LH, Ewers C, Pickard D, Dougan G, Fontana MR, Rappuoli R, Pizza M,
Serino L (2010) Identification of protective and broadly conserved vaccine antigens from the
genome of extraintestinal pathogenic Escherichia coli. Proc Natl Acad Sci U S A
107:9072–9077

13. Maione D, Margarit I, Rinaudo CD, Masignani V, Mora M, Scarselli M, Tettelin H, Brettoni C,
Iacobini ET, Rosini R, D'Agostino N, Miorin L, Buccato S, Mariani M, Galli G, Nogarotto R,
Nardi-Dei V, Nardi Dei V, Vegni F, Fraser C, Mancuso G, Teti G, Madoff LC, Paoletti LC,
Rappuoli R, Kasper DL, Telford JL, Grandi G (2005) Identification of a universal group B
streptococcus vaccine by multiple genome screen. Science 309:148–150

14. Bentley SD, Maiwald M, Murphy LD, Pallen MJ, Yeats CA, Dover LG, Norbertczak HT, Besra
GS, Quail MA, Harris DE, von Herbay A, Goble A, Rutter S, Squares R, Squares S, Barrell BG,
Parkhill J, Relman DA (2003) Sequencing and analysis of the genome of the Whipple's disease
bacterium Tropheryma whipplei. Lancet 361:637–644

15. Raoult D, Ogata H, Audic S, Robert C, Suhre K, Drancourt M, Claverie J-M (2003)
Tropheryma whipplei twist: a human pathogenic actinobacteria with a reduced genome.
Genome Res 13:1800–1809

16. Fenollar F, Rolain J-M, Alric L, Papo T, Chauveheid M-P, van de Beek D, Raoult D (2009)
Resistance to trimethoprim/sulfamethoxazole and Tropheryma whipplei. Int J Antimicrob
Agents 34:255–259

17. Renesto P, Crapoulet N, Ogata H, La Scola B, Vestris G, Claverie J-M, Raoult D (2003)
Genome-based design of a cell-free culture medium for Tropheryma whipplei. Lancet
362:447–449

18. Omsland A (2012) Axenic growth of Coxiella burnetii. Adv Exp Med Biol 984:215–229
19. Chain PSG, Carniel E, Larimer FW, Lamerdin J, Stoutland PO, Regala WM, Georgescu AM,

Vergez LM, Land ML, Motin VL, Brubaker RR, Fowler J, Hinnebusch J, Marceau M,
Medigue C, Simonet M, Chenal-Francisque V, Souza B, Dacheux D, Elliott JM, Derbise A,
Hauser LJ, Garcia E (2004) Insights into the evolution of Yersinia pestis through whole-genome
comparison with Yersinia pseudotuberculosis. Proc Natl Acad Sci U S A 101:13826–13831

20. Dobrindt U, Hochhut B, Hentschel U, Hacker J (2004) Genomic islands in pathogenic environ-
mental microorganisms. Nat Rev Microbiol 2:414–424

21. Perna NT, Plunkett G, Burland V, Mau B, Glasner JD, Rose DJ, Mayhew GF, Evans PS,
Gregor J, Kirkpatrick H a, Pósfai G, Hackett J, Klink S, Boutin A, Shao Y, Miller L, Grotbeck
EJ, Davis NW, Lim A, Dimalanta ET, Potamousis KD, Apodaca J, Anantharaman TS, Lin J,
Yen G, Schwartz DC, Welch R a, Blattner FR (2001) Genome sequence of enterohaemorrhagic
Escherichia coli O157:H7. Nature 409:529–533

22. Fournier PE, Gouriet F, Gimenez G, Robert C, Raoult D (2013) Deciphering genomic virulence
traits of a Staphylococcus epidermidis strain causing native-valve endocarditis. J Clin Microbiol
51(5):1617–1621

23. Lloyd AL, Rasko DA, Mobley HLT (2007) Defining genomic islands and uropathogen specific
genes in uropathogenic Escherichia coli. J Bacteriol 189:3532–3546

24. Segata N, Ballarini A, Jousson O (2013) Genome sequence of Pseudomonas aeruginosa PA45,
a highly virulent strain isolated from a patient with bloodstream infection. Genome Announc 1:
e00289–e00213

25. Didelot X, Bowden R, Wilson DJ, Peto TEA, Crook DW (2012) Transforming clinical
microbiology with bacterial genome sequencing. Nat Rev Genet 13(9):601–612

28 Pathogen-Omics: Challenges and Prospects in Research and Clinical Settings 539



26. Fournier PE, Vallenet D, Barbe V, Audic S, Ogata H, Poirel L, Richet H, Robert C, Mangenot S,
Abergel C, Nordmann P, Weissenbach J, Raoult D, Claverie J-M (2006) Comparative genomics
of multidrug resistance in Acinetobacter baumannii. PLoS Genet 2:e7

27. Tan SY, Chua SL, Liu Y, Hoiby N, Andersen LP, Givskov M, Song Z, Yang L (2013)
Comparative genomic analysis of rapid evolution of an extreme-drug-resistant Acinetobacter
baumannii clone. Genome Biol Evol 5:807–818

28. Zankari E, Hasman H, Kaas RS, Seyfarth AM, Agersø Y, Lund O, Larsen MV, Aarestrup FM
(2013) Genotyping using whole-genome sequencing is a realistic alternative to surveillance
based on phenotypic antimicrobial susceptibility testing. J Antimicrob Chemother 68
(4):771–777

29. Chin C-S, Sorenson J, Harris JB, Robins WP, Charles RC, Jean-Charles RR, Bullard J, Webster
DR, Kasarskis A, Peluso P, Paxinos EE, Yamaichi Y, Calderwood SB, Mekalanos JJ, Schadt
EE, Waldor MK (2011) The origin of the Haitian cholera outbreak strain. N Engl J Med
364:33–42

30. Harris SR, Feil EJ, Holden MTG, Quail MA, Nickerson EK, Chantratita N, Gardete S,
Tavares A, Day N, Lindsay JA, Edgeworth JD, de Lencastre H, Parkhill J, Peacock SJ, Bentley
SD (2010) Evolution of MRSA during hospital transmission and intercontinental spread.
Science 327:469–474

31. Arivaradarajan P, Misra G (2019) Omics approaches, technologies and applications: integrative
approaches for understanding OMICS data. Springer

32. Wang Z, Gerstein M, Snyder M (2009) RNA-Seq: a revolutionary tool for transcriptomics. Nat
Rev Genet 10(1):57–63

33. Cloonan N, Forrest AR, Kolle G, Gardiner BB, Faulkner GJ, Brown MK et al (2008) Stem cell
transcriptome profiling via massive-scale mRNA sequencing. Nat Methods 5(7):613–619

34. Gygi SP, Rochon Y, Franza BR, Aebersold R (1999) Correlation between protein and mRNA
abundance in yeast. Mol Cell Biol 19:1720–1730

35. Ideker T, Thorsson V, Ranish JA, Christmas R, Buhler J, Eng JK, Bumgarner R, Goodlett DR,
Aebersold R, Hood L (2001) Integrated genomic and proteomic analyses of a systematically
perturbed metabolic network. Science 292:929–934

36. Bahk YY, Kim SA, Kim JS, Euh HJ, Bai GH, Cho SN, Kim YS (2004) Antigens secreted from
Mycobacterium tuberculosis: identification by proteomics approach and test for diagnostic
marker. Proteomics 4(11):3299–3307

37. Ren Y, He QY, Fan J, Jones B, Zhou Y, Xie Y et al (2004) The use of proteomics in the
discovery of serum biomarkers from patients with severe acute respiratory syndrome. Proteo-
mics 4(11):3477–3484

38. He QY, Chiu JF (2003) Proteomics in biomarker discovery and drug development. J Cell
Biochem 89(5):868–886

39. Gam LH (2012) Breast cancer and protein biomarkers. World journal of experimental medicine
2(5):86

40. Srinivas PR, Verma M, Zhao Y, Srivastava S (2002) Proteomics for cancer biomarker discov-
ery. Clin Chem 48(8):1160–1169

41. Hamdan MH (2007) Cancer biomarkers: analytical techniques for discovery, vol 25. Wiley
42. Palzkill T (2002) Kluwer. Proteomics. Kluwer Academic Publishers, New York
43. Khadir A, Tiss A (2013) Proteomics approaches towards early detection and diagnosis of

cancer. Journal of Carcinogenesis & Mutagenesis S14:002
44. Safaei A, Rezaei-Tavirani M, Sobhi S, Akbari ME (2013) Breast cancer biomarker discovery:

proteomics and genomics approaches. Iran J Cancer Prev 6:45–53
45. Safari-Alighiarloo N, Taghizadeh M, Tabatabaei SM, Shahsavari S, Namaki S, Khodakarim S,

Rezaei-Tavirani M (2017) Identification of new key genes for type 1 diabetes through construc-
tion and analysis of protein-protein interaction networks based on blood and pancreatic islet
transcriptomes. J Diabetes 9:764–777

46. Myers S, Baker A (2001) Drug discovery—an operating model for a new era. Nat Biotechnol 19
(8):727–730

540 D. Purkait et al.



47. Burbaum J, Tobal GM (2002) Proteomics in drug discovery. Curr Opin Chem Biol 6
(4):427–433

48. Tuñón J, Martín-Ventura JL, Blanco-Colio LM, Lorenzo Ó, López JA, Egido J (2010)
Proteomic strategies in the search of new biomarkers in atherothrombosis. J Am Coll Cardiol
55(19):2009–2016

49. Ross PL, Huang YN, Marchese JN, Williamson B, Parker K, Hattan S et al (2004) Multiplexed
protein quantitation in Saccharomyces cerevisiae using amine-reactive isobaric tagging
reagents. Mol Cell Proteomics 3(12):1154–1169

50. Hall DA, Ptacek J, Snyder M (2007) Protein microarray technology. Mech Ageing Dev 128
(1):161–167

51. Verrills NM, Walsh BJ, Cobon GS, Hains PG, Kavallaris M (2003) Proteome analysis of vinca
alkaloid response and resistance in acute lymphoblastic leukemia reveals novel cytoskeletal
alterations. J Biol Chem 278(46):45082–45093

52. Hooshdaran MZ, Barker KS, Hilliard GM, Kusch H, Morschhäuser J, Rogers PD (2004)
Proteomic analysis of azole resistance in Candida albicans clinical isolates. Antimicrob Agents
Chemother 48(7):2733–2735

53. Schmidt FR (2004) The challenge of multidrug resistance: actual strategies in the development
of novel antibacterials. Appl Microbiol Biotechnol 63(4):335–343

54. Chen Z, Li Z, Li H, Jiang Y (2019) Metabolomics: a promising diagnostic and therapeutic
implement for breast cancer. Onco Targets and therapy 12:6797

55. Nalbantoglu S (2019) Metabolomics: basic principles and strategies. In Molecular Medicine.
Intech Open

56. Palsson B, Zengler K (2010) The challenges of integrating multi-omic data sets. Nat Chem Biol
6:787–789

57. Greenbaum D, Jansen R, Gerstein M (2002) Analysis of mRNA expression and protein
abundance data: an approach for the comparison of the enrichment of features in the cellular
population of proteins and transcripts. Bioinformatics 18:585–596

58. Nie L, Wu G, Culley DE, Scholten JC, Zhang W (2007) Integrative analysis of transcriptomic
and proteomic data: challenges, solutions and applications. Crit Rev Biotechnol 27:63–75

59. Washburn MP, Koller A, Oshiro G, Ulaszek G, Plouffe D, Deciu C, Winzeler E, Yates JR III
(2003) Protein pathway and complex clustering of correlated mRNA and protein expression
analyses in Saccharomyces cerevisiae. Proc Natl Acad Sci U S A 100:3107–3112

60. Beyer A, Hollunder J, Nasheuer HP, Wilhelm T (2004) Posttranscriptional expression regula-
tion in the yeast Saccharomyces cerevisiae on a genomic scale. Mol Cell Proteomics
3:1083–1092

61. Park SJ, Lee SY, Cho J, Kim TY, Lee JW, Park JH, Han MJ (2005) Global physiological
understanding and metabolic engineering of microorganisms based on omics studies. Appl
Microbiol Biotechnol 68:567–579

62. Lee JH, Lee DE, Lee BU, Kim HS (2003) Global analyses of transcriptomes and proteomes of a
parent strain and an L-threonine overproducing mutant strain. J Bacteriol 185:5442–5451

63. Nunez C, Esteve-Núñez A, Giometti C, Tollaksen S, Khare T, Lin W, Lovley DR, Methé BA
(2006) DNA microarray and proteomic analyses of the RpoS regulon in Geobacter
sulfurreducens. J Bacteriol 188:2792–2800

64. Budde I, Steil L, Scharf C, Völker U, Bremer E (2006) Adaptation of Bacillus subtilis to growth
at low temperature: a combined transcriptomic and proteomic appraisal. Microbiology
152:831–853

65. Schmid AK, Reiss DJ, Kaur A, Pan M, King N, Van PT, Hohmann L, Martin DB, Baliga NS
(2007) The anatomy of microbial cell state transitions in response to oxygen. Genome Res
17:1399–1413

28 Pathogen-Omics: Challenges and Prospects in Research and Clinical Settings 541



66. Askenazi M, Driggers EM, Holtzman DA, Norman TC, Iverson S, Zimmer DP, Boers ME,
Blomquist PR, Martinez EJ, authors o (2003) Integrating transcriptional and metabolite profiles
to direct the engineering of lovastatin-producing fungal strains. Nat Biotechnol 21:150–156

67. Kromer JO, Sorgenfrei O, Klopprogge K, Heinzle E, Wittmann C (2004) In-depth profiling of
lysine-producing Corynebacterium glutamicum by combined analysis of the transcriptome,
metabolome, and fluxome. J Bacteriol 186:1769–1784

68. Misra BB, Langefeld C, Olivier M, Cox LA (2019) Integrated omics: tools, advances and future
approaches. J Mol Endocrinol 62(1):R21–R45

69. Nagalakshmi U, Wang Z, Waern K, Shou C, Raha D, Gerstein M, Snyder M (2008) The
transcriptional landscape of the yeast genome defined by RNA sequencing. Science 320
(5881):1344–1349

542 D. Purkait et al.


	Foreword
	Foreword
	Preface
	Contents
	About the Editors
	Part I: Infection Genomics: Genomics Applications for Human Pathogens
	1: Geno-informatics for Prediction of Virulence and Drug Resistance in Bacterial Pathogens
	1.1 Introduction
	1.2 Deciphering the Virulence Repertoire of a Bacterial Strain
	1.3 Antibiotic Resistance in Bacterial Pathogens
	1.4 Bioinformatics Strategies for Identification of Antibiotic Resistance Genes and Virulence Determinants
	1.4.1 Whole Genome Sequencing for Identification of Antibiotic Resistance Genes and Virulence Factors
	1.4.2 Antibiotic Resistance Database and Virulence Factor Database
	1.4.3 Machine Learning Tools to Predict Antibiotic Resistance and Virulence Factors
	1.4.4 Identification of Pathogenicity Islands

	1.5 Limitations of In Silico Prediction of Virulence Factors and Antibiotic Resistance
	1.6 Concluding Remarks
	References

	2: Next Generation Sequencing: Opportunities and Challenges in Tuberculosis Research
	2.1 Introduction
	2.2 Application of NGS in Tuberculosis Research
	2.2.1 Clinical Significance of NGS in Rapid Diagnosis of MTB and Its Drug Resistance Profiling
	2.2.1.1 Next Generation Diagnostics Applications
	2.2.1.2 Rapid DST Profile: Fast and Accurate Treatment Enabler
	2.2.1.3 Personalized Medicine Applications

	2.2.2 High-Throughput Screening to Detect Antibiotic Resistance and Novel Drug Targets of MTB
	2.2.2.1 Tracing Antibiotic Resistance Genes
	2.2.2.2 Non-synonymous SNPs and Their Contribution to Resistance
	2.2.2.3 Virtual Screening of Novel Drug Targets

	2.2.3 Integrated NGS Approach to Better Understand the Transmission Dynamics and Evolution of MTB
	2.2.3.1 Profiling of Novel Insertions and Deletions (InDels)
	2.2.3.2 Epigenomic Alterations
	2.2.3.3 Metagenomic Profiling
	2.2.3.4 Microevolution

	2.2.4 Epidemiological Surveillance to Combat Drug-Resistant Tuberculosis
	2.2.4.1 Variants Calling and the Relation Between Genotype-Phenotype in Resistant Isolates
	2.2.4.2 GWAS to Identify the Mutations in Drug-Resistance Associated Genes
	2.2.4.3 Genealogy of Recent Transmission Through Phylogenetic Tree Analysis


	2.3 Challenges for Implementation of NGS in Clinics and Mycobacterial Research Laboratories
	2.3.1 Challenges Associated with Sample Preparation and Scale-Up
	2.3.1.1 DNA Extraction Methods and Quality Control Issues
	2.3.1.2 The Culture Requirement for NGS of MTB and Other Associated Issues

	2.3.2 Available NGS Platforms: Selecting the Best for the Need
	2.3.2.1 Illumina Sequencers
	2.3.2.2 Ion Torrent Machines
	2.3.2.3 Pacific Biosciences (PacBio) Sequencers
	2.3.2.4 Oxford Nanopore Platforms

	2.3.3 Selection Criteria
	2.3.4 Output Data Quality
	2.3.5 Turnaround Time (TAT)
	2.3.6 Handling a Large Amount of NGS Data: Frequent Challenges
	2.3.6.1 Difficulties in Analysis
	2.3.6.2 Archival Issues

	2.3.7 Evolving Knowledge on MTB Genome: Where We Are, and Where Do We Need to Be?

	2.4 Conclusions
	References

	3: Deciphering the Role of Epigenetic Reprogramming in Host-Pathogen Interactions
	3.1 Introduction
	3.1.1 The Epigenetic Code
	3.1.2 Epigenetic Reprogramming Driven by Extrinsic Factors
	3.1.2.1 DNA Methylation
	3.1.2.2 Histone Modification
	3.1.2.3 RNA-Based Silencing

	3.1.3 The Epigenetic Bridge of Survival: How Pathogens Change the Epigenetic Signals to Modulate Gene Transcription and Transl...
	3.1.3.1 The Bacterial Epigenome
	3.1.3.2 Pathogenic Plasticity

	3.1.4 Host Signaling Pathways Altered for Pathogenicity

	3.2 Omics Technologies to Investigate Host-Pathogen Interactions
	3.2.1 Epigenomic Techniques to Study Host-Pathogen Interactions
	3.2.1.1 ChIP Assay
	3.2.1.2 DNA Methylation Analysis
	3.2.1.3 Third Generation Methylome Profiling Technologies
	Nanopore DNA Sequencing Technology
	SMRT DNA Sequencing Technology

	3.2.1.4 Single-Cell Epigenomics


	3.3 Conclusion
	3.4 Future Perspectives
	References

	4: Genomic Evidence Provides the Understanding of SARS-CoV-2 Composition, Divergence, and Diagnosis
	4.1 Introduction
	4.2 General Etiology and Pathogenicity of Coronaviruses
	4.3 SARS-CoV-2
	4.4 Mode of Entry and Interaction with Human Immune System
	4.5 Genome Comparison of SARS-CoV-2 with Other CoVs
	4.6 Next Generation Sequencing and Identification of Mutation in the SARS-CoV-2 Genome
	4.7 Vaccine Development
	4.8 Conclusions and Future Directives
	References

	5: Importance of Next-Generation Sequencing in Viral Diagnostics
	5.1 Introduction
	5.2 Conventional Methods for Viral Diagnosis
	5.2.1 Application of NGS in Viral Diagnosis
	5.2.1.1 Viral Discovery Using Metagenomic Approach
	5.2.1.2 Targeted Sequencing Approach


	5.3 Challenges and Limitations of NGS-Based Viral Diagnosis
	References

	6: Bioinformatic Application in COVID-19
	6.1 Introduction
	6.1.1 Historical Facts in Previous Viral Outbreaks
	6.1.1.1 Zika Virus (2015-2016) and Ebola Virus (2014-2016) Outbreaks


	6.2 COVID-19 Pandemic
	6.2.1 Current Bioinformatic Efforts in COVID-19
	6.2.1.1 Genomic Efforts: Sequencing Efforts
	6.2.1.2 Protein Structure-Based Methods
	Homology Modelling of SARS-CoV-2 Proteins
	Molecular Docking Studies
	Drug Repurposing

	6.2.1.3 Database Generation
	6.2.1.4 Other Approaches


	6.3 Conclusion
	6.4 Future Outlook
	References


	Part II: Infection Transcriptomics: Transcriptomics Applications for Human Pathogens
	7: Emerging Transcriptomic Approaches to Decipher Mycobacterial Complexities
	7.1 Introduction
	7.2 MicroRNAs: Biogenesis and Mechanism of Action
	7.2.1 miRNAs in Tuberculosis: New approaches for Diagnosis and Host-Directed Therapy
	7.2.2 Role of Host miRNAs in Tuberculosis
	7.2.2.1 Host miRNAs Regulate Autophagy and Phagolysosome Maturation in Tuberculosis
	7.2.2.2 Host miRNAs Regulate Innate Immunity in Tuberculosis
	7.2.2.3 Host miRNA Regulates Apoptosis in Tuberculosis

	7.2.3 Host miRNAs as Diagnostic Biomarkers in Tuberculosis
	7.2.3.1 Exosomal miRNAs as Biomarkers in Tuberculosis

	7.2.4 Role of miRNAs in Extrapulmonary TB
	7.2.5 Host miRNA Profile in Response to TB Treatment
	7.2.6 Limitations with miRNA Profiling for Diagnostics in Tuberculosis

	7.3 RNA-seq
	7.3.1 Differential Gene Expression Analysis
	7.3.2 Computational Analysis on RNA-seq
	7.3.3 Advancements in RNA-seq

	7.4 Use of RNA-seq in Deciphering Complexities in M. tb
	7.4.1 Dormancy
	7.4.2 Survival
	7.4.3 Infection

	7.5 Application of RNA-seq in Developing Better Diagnosis and Treatment of Tuberculosis
	7.6 Conclusions
	References

	8: Microarrays: A Road Map to Uncover Host Pathogen Interactions
	8.1 Introduction
	8.2 Origin of Different Types of Microarray Technologies
	8.3 Applications of Microarrays
	8.3.1 Genetic Profiling
	8.3.2 Drug Discovery and Development
	8.3.3 Application in Microbiology
	8.3.4 Host-Pathogen Interactions

	8.4 Conclusion
	References

	9: Transcriptional Approach in the Identification of Drug Targets in Candida spp.
	9.1 Introduction
	9.2 Omics Approach
	9.2.1 Genomics
	9.2.2 Proteomics
	9.2.3 Transcriptomics
	9.2.4 Metabolomics
	9.2.5 Pharmacogenomics
	9.2.6 Epigenomics
	9.2.7 Immunomics
	9.2.8 Cytomics

	9.3 Omics Application in Pharmaceutical Research
	9.3.1 Target Discovery
	9.3.2 Toxicity and Toxicogenomics
	9.3.3 Toxicoproteomics

	9.4 Emerging Disease Causative Agents of Candida spp.
	9.4.1 Prevalence of Candida Species
	9.4.2 Prevalence of Non-albicans Candida Species
	9.4.3 Targets of Antifungal Candidates
	9.4.4 NGS and Fungal Diagnosis

	9.5 Current Challenges with Future Directions
	References

	10: Noncoding RNA Profiling: Potential Application in Infectious Diseases
	10.1 Introduction
	10.2 Biogenesis of miRNAs
	10.3 Mechanisms of Action of miRNA
	10.3.1 Site-Specific mRNA Cleavage
	10.3.2 Translation Repression
	10.3.3 mRNA Degradation

	10.4 MicroRNAs and Viral Infections
	10.4.1 DNA Viruses
	10.4.1.1 Hepatitis B Virus and miRNAs
	10.4.1.2 Herpesvirus and miRNAs
	Alphaherpesvirus
	Betaherpesvirus
	Gammaherpesvirus


	10.4.2 RNA Viruses
	10.4.2.1 Hepatitis C Virus and miRNAs
	10.4.2.2 Human Immunodeficiency Virus 1 and miRNAs
	10.4.2.3 Influenza Virus and miRNAs
	10.4.2.4 Arboviruses and miRNA


	10.5 Future Implications: miRNAs for Disease Diagnosis and Therapeutics
	References

	11: RNA-Seq Analysis Strategies to Understand Viral Pathogenesis
	11.1 Transcriptomic Analysis of Complex Viral Genomes
	11.1.1 RNA-Seq Evaluation

	References

	12: Various Transcriptomic Approaches and Their Applications to Study Small Noncoding RNAs in Dengue and Other Viruses
	12.1 Introduction
	12.2 Tag-Based Approaches
	12.3 Chip-Based Approaches
	12.4 RNA Sequencing Technologies (Platforms)
	12.4.1 RNA Sequencing
	12.4.1.1 Workflow
	12.4.1.2 Small RNA Enrichment Methods
	Manual Methods for Isolation of sncRNAs
	miRICH Method
	Fractionation Approach
	Multidimensional HPLC for Purification of Small Noncoding RNA
	p19 Protein-Mediated Isolation of siRNA and Detection of miRNA
	Trans-Kingdom Rapid Affordable Purification of RISC (TRAP) for Isolation of all Classes of Silencing Small Noncoding RNA

	Kit-Based Methods

	12.4.1.3 RNA Quality and Quantity Assessment
	12.4.1.4 Small RNA Library Construction
	12.4.1.5 Bioinformatics Analysis
	12.4.1.6 Challenges

	12.4.2 Second-Generation Sequencing Platforms.
	12.4.2.1 Pyrosequencing
	12.4.2.2 Ion Torrent Sequencing
	12.4.2.3 Illumina Sequencing
	12.4.2.4 ABI SOLiD Sequencing

	12.4.3 Third-Generation Sequencing Platforms
	12.4.3.1 Oxford Nanopore Sequencing
	12.4.3.2 PacBio Sequencing


	12.5 Data Processing and Analysis
	12.6 Available Databases for Studying Small Noncoding RNAs
	12.7 Applications of Various Transcriptomic Approaches in Context of Dengue and Other Viruses
	12.8 Conclusion and Future Perspectives
	References

	13: Transcriptomic Approaches in Understanding SARS-CoV-2 Infection
	13.1 Introduction
	13.2 Origin and Transmission
	13.3 Structure of SARS-CoV-2
	13.4 Host Receptors in Assisting Viral Entry
	13.5 Transcriptomic and Bioinformatic Analysis
	13.5.1 Preprocessing
	13.5.2 Alignment and Mapping
	13.5.3 Quantification of Gene Expression
	13.5.4 Normalization
	13.5.5 Differential Expression Analysis

	13.6 Transcriptomic Studies in SARS-CoV-2
	13.6.1 Viral Infection Mechanisms and Host Response
	13.6.2 Drug Response

	13.7 Drug Repurposing
	13.7.1 Computational Docking Studies
	13.7.2 Signature-Based Studies
	13.7.3 Genetic Association Studies
	13.7.4 Pathway Mapping

	13.8 Infection Pathways Identified from Transcriptomics
	13.9 Conclusion
	References

	14: miRNA Target Prediction: Overview and Applications
	14.1 Introduction
	14.2 Formation of miRNA
	14.3 Targets of miRNAs
	14.4 Functions of miRNAs
	14.5 miRNAs in Infectious Diseases
	14.6 Fundamental Features Considered for miRNA Target Prediction
	14.6.1 Seedmatch
	14.6.2 Conservation
	14.6.3 Free Energy
	14.6.4 Site Accessibility
	14.6.5 Other Features

	14.7 Common Tools for miRNA Target Prediction
	14.7.1 miRanda
	14.7.2 miRanda-mirSVR
	14.7.3 TargetScan
	14.7.4 DIANA-microT-CDS
	14.7.5 MirTarget2
	14.7.6 RNA22-GUI
	14.7.7 TargetMiner
	14.7.8 SVMicrO
	14.7.9 Probability of Interaction by Target Accessibility (PITA)
	14.7.10 RNAhybrid

	References


	Part III: Infection Proteomics: Proteomics Applications for Human Pathogens
	15: A Glimpse into Peptidomic Approach
	15.1 Introduction
	15.1.1 Biosynthesis and Molecular Structural Properties of Peptides
	15.1.2 Omics Approach to Investigate Natural Peptides

	15.2 Mass Spectrometry and Omics Approach
	15.2.1 Peptide Sequencing and Characterization: Traditional Methods
	15.2.1.1 Typical Protocol to Isolate and Purify Natural Peptides: A Brief Summary

	15.2.2 Why Mass Spectrometry?
	15.2.2.1 Brief Introduction to Mass Spectrometry
	Ionization Sources
	Mass Analyzers

	15.2.2.2 Applications of MS/MS and Databases


	15.3 Databases of Bioactive Peptides
	15.3.1 Web-Based Prediction Tools for Therapeutic Peptides
	15.3.2 Databases/Prediction Tools Only Narrow the Search Space

	15.4 Future Prospects
	References

	16: Molecular Mechanism of Action of Antimicrobial Agents Against Clinically Important Human Pathogens: A Proteomics Approach
	16.1 Introduction
	16.2 Omics-Based Approaches to Analysis Mode of Action of Antimicrobial Agents
	16.3 Proteomics and Its Significance
	16.4 Proteomics in Drug Discovery
	16.5 Proteomics-Based Techniques for Studying Drug Development
	16.6 Infectious Disease-Causing Clinically Important Pathogens
	16.7 Mode of Action of Antimicrobial Agents Elucidated Through Proteomics-Based Approaches
	16.8 Conclusion
	References

	17: Exploration of the Mycobacterial Proteome in the Pathogenesis of TB: A Perspective
	17.1 Introduction
	17.2 Investigation of Mycobacteria Using Proteomics Approach
	17.2.1 Proteomic Analysis
	17.2.1.1 Major Gains Using Proteomics in Case of M. tb
	17.2.1.2 For the Proteomic Analysis, the Two-Way Approach Is Followed, Which Is Represented in the Flowchart (Figs. 17.2 and 1...
	17.2.1.3 Major Techniques Used in the Proteomic Analysis
	2D Gel Electrophoresis
	Mass Spectroscopy
	Edman Sequencing
	ELISA (Enzyme-Linked Immunosorbent Assay)
	Microarray


	17.2.2 Bioinformatic Analysis of Mycobacterial Proteome
	17.2.2.1 Database/Tools of Virulence Factors
	17.2.2.2 Interactome Analysis of M. tb
	17.2.2.3 Structural and Functional Analysis of M. tb Proteome in Drug Discovery

	17.2.3 Biochemical and Biophysical Characterisation
	17.2.4 Structural Determination and Functional Correlation

	17.3 Differential Proteomic Expression Profiles of H37Rv, H37Ra and BCG and Other Clinical Isolates
	17.4 Proteomics Studies Delineating the Differences Between Drug-Resistant and Sensitive Strains of M. tb
	17.5 Conclusions
	References

	18: Pathogenesis of Staphylococcus aureus and Proteomic Strategies for the Identification of Drug Targets
	18.1 Introduction
	18.2 S. aureus Infections in Humans
	18.3 Antibiotic Resistance in S. aureus: A Global Threat
	18.4 Pathogenesis of S. aureus
	18.4.1 Repertoire of Virulence Factors
	18.4.2 Biofilm Formation
	18.4.3 Regulatory Mechanisms of Biofilm Formation and Virulence

	18.5 Unveiling the Drug Targets in S. aureus Using Proteomic Approaches
	18.5.1 Importance of Proteomics in Drug Target Discovery
	18.5.2 Entire Proteome of S. aureus
	18.5.3 Proteomic Strategies of S. aureus

	18.6 Concluding Remarks
	References

	19: Proteomics in the Study of Host-Pathogen Interactions
	19.1 Introduction
	19.2 Host-Pathogen Interaction
	19.3 Methods in Proteomic Study
	19.4 In-Gel Proteomics
	19.5 DIGE
	19.6 Host-Pathogen Interaction Study Using Various Proteomics Methods
	19.7 Gel-Based Autoradiography and Chemiluminescence
	19.7.1 Autoradiography
	19.7.2 Chemiluminescence

	19.8 Mass Spectrometry Methods of Host-Pathogen Interaction Study
	19.9 Shotgun Proteomics
	19.10 Gel-Free Proteomics
	19.11 Labeling in Proteomic Study
	19.12 Isobaric Mass Tagging in Mass Spectrometry
	19.13 Future of Proteomics in Pathogen Interaction Study
	19.14 Conclusion
	References

	20: Significance of Post-translational Modifications in Apicomplexan Parasites
	20.1 Introduction
	20.2 Phosphorylation
	20.3 Methylation
	20.4 Proteolytic Processing
	20.5 Conclusion
	References


	Part IV: Infection Metabolomics: Metabolomics Applications for Human Pathogens
	21: An Introduction to Computational Pipelines for Analyzing Untargeted Metabolomics Data for Leishmaniasis
	21.1 Introduction
	21.1.1 Recent Advances in Understanding Parasitic Disease Using Metabolomics with Reference to Leishmania
	21.1.2 Metabolomics Pipeline

	21.2 Extraction, Derivatization, and Processing of Metabolome from Host at Different Postinfection Phases
	21.2.1 Extraction of Metabolites and Derivatization
	Box 21.1 Metabolite extraction protocol
	Box 21.2 Derivatization protocol for GCMS/MS

	21.2.2 Computational Pipeline for Metabolomics Data Analysis
	21.2.2.1 Rtools Installation
	21.2.2.2 Installation of MetaboAnalyst


	21.3 Statistical Analysis of Metabolome Data
	21.3.1 Data Conversion
	21.3.2 Preprocessing
	21.3.2.1 Normalization
	21.3.2.2 Baseline Correction
	21.3.2.3 Smoothing
	21.3.2.4 Peak Detection


	21.4 Identification of Target Metabolic Pathway and Biomarker
	21.4.1 Identification of Metabolite with XCMS
	21.4.2 From Mass Spectral Peaks to Pathways Bypassing Metabolite Identification

	21.5 Computer-Assisted Drug Design and Biochemical Validation
	21.5.1 Selecting Target-Specific Drug Candidates
	21.5.1.1 Molecule Exploration with ``rcdk´´ Package on R
	21.5.1.2 Brief Introduction of Some of the Packages


	21.6 Conclusion
	References

	22: Metabolomics: A Promising Tool to Study Disease Biomarkers and Host-Pathogen Interactions
	22.1 Introduction
	22.2 Analytical Techniques for Profiling of Metabolites
	22.2.1 Mass Spectrometry (MS)
	22.2.2 Nuclear Magnetic Resonance (NMR)-Based Spectroscopy

	22.3 Metabolomics for Infectious Diseases
	22.3.1 Identifying and Differentiating Between Microbial Pathogens
	22.3.2 Fingerprinting Metabolic Differences in Biochemical Pathways of Host and Pathogen Associated with Host-Pathogen Interac...

	22.4 Conclusion
	22.5 Future Perspectives
	References

	23: Lipidomics to Study the Role of Lipid Droplets in Host-Pathogen Interactions
	23.1 Introduction
	23.2 Emerging Role of Lipid Droplets in Pathogen Replication Cycle
	23.2.1 LDs and Viral Infection

	23.3 LDs and Bacterial Infection
	23.3.1 LDs and Parasite Infection
	23.3.2 Novel Approaches to Probe Host-Pathogen Interactions

	23.4 Concluding Remarks
	References

	24: Lipid Structure, Function, and Lipidomic Applications
	24.1 Introduction to Lipids
	24.2 Lipid Classes and Structure
	24.3 Function of Lipids
	24.4 Mass Spectrometry-Based Yeast Lipidomics
	24.5 Triple Quadrupole Mass Spectrometry Approach for Lipidomics
	24.5.1 Quadrupole
	24.5.2 Triple Quadrupole

	References


	Part V: Translational Omics: Omics Applications in Translational Research
	25: Nanoparticles as Therapeutic Nanocargos Affecting Epigenome of Microbial Biofilms
	25.1 Introduction
	25.2 Biofilm Formation and Its Potential Promoting Factors
	25.2.1 Gene Regulation in Weak and Strong Biofilm
	25.2.2 Enzymatic Action on Biofilm Growth and Dispersal Process
	25.2.3 Epigenetic Makeup of Bacterial Population Beneath Biofilm and Cellular Signalling
	25.2.4 Factors Affecting Genomic Environment of Microbial Biofilm
	25.2.5 Material Surface Topography Affecting Bacterial Adhesion and Survival

	25.3 Development of Diverse Biologically Synthesized Nanostructures
	25.3.1 Enzymatically Synthesized Nanoparticles
	25.3.2 Phage-Embedded Nanofibres and Nanoparticles
	25.3.3 Phytonanotechnologically Synthesized Metallic Nanostructures
	25.3.4 Antimicrobial Peptide (AMP) Nanosheet Scaffolds and Hydrogels
	25.3.5 Novel Antibiofilm Coating Using Polymeric Nanoparticles

	25.4 Nanostructures as Biofilm Inhibitor
	25.4.1 Altering Surface Topography as an Initial Weapon
	25.4.2 NPs Affecting Epigenetic Atmosphere of Bacterial Community

	25.5 Role of Nanoparticles in Dealing with Different Epigenomic Markers for Hindering Multistep for Biofilm Formation to Dispe...
	25.6 Future Concerns for Inculcating Nanocargos as Front Runners for Treating Biofilm-Associated Pathological Conditions
	25.7 Conclusion and Outlook
	References

	26: Malaria in the Era of Omics: Challenges and Way Forward
	26.1 Introduction
	26.2 Genomics in the Field of Malaria Research
	26.3 Transcriptomics in Malaria Research
	26.4 Proteomics in Malaria Biology
	26.5 Metabolomics in Malaria Biology
	26.6 Glycomics in Plasmodium Biology
	26.7 Kinomics in Malaria Biology
	26.8 Omics and the Way Forward
	26.8.1 Drug Target Identification
	26.8.2 Vaccine Targets and OMICS

	26.9 Omics to Biology of the Parasite
	26.10 Summary
	References

	27: Omics Approaches for Infectious Diseases
	27.1 Proteomics: The Consequential Method to Contemplate Contagious Disease Disorder
	27.2 Host-Microorganism Protein-Protein Connections
	27.3 Examination of Unblemished Protein Buildings
	27.4 Distinguishing Direct Collaborations
	27.5 Transient Investigation of the Tainted Cell Proteome
	27.6 Microorganism Incited Proteome Adjustments in Reality
	27.7 Wordly Examination of the Contaminated Cell Proteome
	27.8 Different Varieties of Post-translational Adjustments That Are Applicable in Terms of the Infection
	27.9 Shotgun Metagenomics
	27.10 Metatranscriptomics
	27.11 Important Considerations and Directions for Future
	References

	28: Pathogen-Omics: Challenges and Prospects in Research and Clinical Settings
	28.1 Introduction
	28.2 Strength of Individual Omics
	28.2.1 Genomics
	28.2.2 Application of Genomics
	28.2.2.1 Design of Polymerase Chain Reaction (PCR) Assays
	28.2.2.2 Genotyping
	28.2.2.3 Reverse Vaccinology
	28.2.2.4 Genomics-Based Design of Culture Media
	28.2.2.5 Detection of Virulence Factors
	28.2.2.6 Detection of Antibiotic Resistance
	28.2.2.7 Role of WGS in Epidemiology

	28.2.3 Transcriptomics
	28.2.4 Application for Transcriptomics
	28.2.4.1 Expression Sequence Tag (EST) and Serial/Cap Analysis of Gene Expression (SAGE/CAGE)
	28.2.4.2 Microarray
	28.2.4.3 RNA-Seq

	28.2.5 Proteomics
	28.2.6 Applications of Proteomics
	28.2.6.1 Molecular Typing of Pathogens
	28.2.6.2 Diagnosis of Infectious Diseases
	28.2.6.3 Developing Biomarker
	28.2.6.4 Proteomics in Drug Discovery
	28.2.6.5 Therapeutic Opportunities

	28.2.7 Metabolomics
	28.2.8 Applications of Metabolomics
	28.2.8.1 Toxicology
	28.2.8.2 Functional Genomics and Nutrigenomics
	28.2.8.3 Health and Medicine and Biomarker Discovery
	28.2.8.4 Environment and Agriculture
	28.2.8.5 Flux Analysis


	28.3 Integrated Omics in Microbial System
	28.3.1 Integrated Transcriptomics and Proteomics
	28.3.2 Integrated Transcriptomics and Metabolomics
	28.3.3 Tools Available for Integration of Multiomics Data

	28.4 Current Challenges and Future Directions
	28.4.1 Study Design
	28.4.2 Analytical Challenges
	28.4.3 Coverage Versus Cost
	28.4.4 Challenges of Transcriptomics
	28.4.5 Challenges of Proteomics and Metabolomics

	28.5 Future Prospects and Conclusion
	References



