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Preface

Opportunities for the utilization of X-ray tomography in industry and scientific
research have increased in recent years. Its various applications have been used for the
assessment of the performance, quality, reliability, dimensions, and morphology of
industrial products, components, andmaterialsmade ofmetal, ceramic, and polymers
in a variety ofmanufacturing industries. Furthermore, cutting-edge scientific research
that uses X-ray tomography has become increasingly common in synchrotron radia-
tion facilities. However, the knowledge, information, techniques, and learning struc-
tures necessary for this type of work have not been covered in detail in present-day
university education in engineering departments. With this in mind, there have been
many requests for a technical book that comprehensively illuminates these topics
with the inclusion of applied examples.

There have been many technical books and texts published relating to X-ray
tomography; however, the majority have focused on the fields of medicine and
dentistry.

To the best of the authors’ knowledge, publication focusing on industry and scien-
tific research has been limited to the English-language material published from
Oxford University Press. Indeed, the author contributed a chapter to that body of
work; collaborations among multiple authors, however, often encourage individuals
to devote themselves to expanding on their own specializations, a process that does
not lend itself to the creation of a technical book that exhaustively covers all the
necessary techniques in the field.

This book was written for researchers and graduate students working in industry,
research institutes, and academia on topics relating to various structural and func-
tional material research and development, as well as engineers involved in the devel-
opment, setup, and production of industrial products and components. In this sense,
it was intended to act as a “bible” of sorts, covering both the soft and hard aspects
of X-ray tomography, from foundations to applications, and physics to engineering.

Finally, I would like to extend my heartfelt gratitude to all those who have under-
stood and aidedme in the publication of this textbook, particularlyDr. Yoshio Suzuki,
formerly at SPring-8 and Dr. Masami Tomizawa at Toshiba IT and Control Systems
Co. for reviewing this entire book; Mr. Masahito Natsuhara of the Japanese Inspec-
tion Instruments Manufacturers Association (Shimadzu Co.), who has provided
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various advice and assistance. I would also like to thank specially appointedAssistant
Professor Kazuyuki Shimizu of Kyushu University, who provided support with data
analysis; graduate student Hiro Fujiwara; and Secretary Yumi Yuasa, who assisted
with some of the drawings. Finally, I would like to thank my family, who have toler-
ated over a year and a half of my sleepless and restless nights while working on this
book.

Fukuoka, Japan
February 2021

Hiroyuki Toda
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The original version of the book was revised: The copyright holder name has been changed. The
correction to the book is available at https://doi.org/10.1007/978-981-16-0590-1_11
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Chapter 1
History and Present

1.1 History of Medical X-ray Tomography

1.1.1 Early Years

When the German scientist Wilhelm Roentgen discovered X-rays in 1895, the first
demonstration he conducted in front of an audience was to show the bones in his
hand with a transmission image. People immediately recognized that materials like
soft tissue, bones, and metals were distinguishable with high contrast if X-rays were
used, noting their effectivity for clinical purposes. For this reason, vehicles with
X-ray facilities were applied in the treatment of wounded soldiers within 20 years
of these discoveries during World War I. X-ray imaging spread across the medical
disciplines within the blink of an eye.

At the same time, some individuals recognized that material interiors could be
observed in 3D usingX-rays. TheBohemianmathematician JohannRadon published
his theory on image reconstruction in 1917 [1]. However, as he was purely a mathe-
matician, it perhaps never occurred to him that it could be applied to X-ray computed
tomography (CT). Approximately half a century afterward, AllanMacleod Cormack
formulated several mathematical principles for image reconstruction in 1963 [2].
Afterward, the English engineer Godfrey Hounsfield developed a commercial-grade
X-ray CT scanner, shown in Fig. 1.1 [3]. Cormack and Hounsfield together were
awarded the Nobel Prize in Physiology or Medicine in 1979 for their achievements.
During this time, Bocage proposed a cross-sectional imaging technique in 1921 by
translating X-rays and film simultaneously, in parallel, and in opposite directions
[4]. Prior to this, the idea of only moving the X-ray source was already observed in
1914. This type of technique has been referred to as “planigraphy.” Subsequently,
Grossman developed a device that moves the beam source and film in a circular arc,
as shown in Fig. 1.2 [5]. The first use of the term “tomograph” has been attributed to
him. The etymology of this term comes from the ancient Greek “tomos” (meaning
slice) and the suffix “-graph,” which means photography. His device was commer-
cially sold by the German company Zanitas in 1934. This method sets up a region

© Springer Nature Singapore Pte Ltd. 2021, corrected publication 2021
H. Toda, X-Ray CT,
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Fig. 1.1 X-ray CT scanner developed by Hounsfield and set up at Atkinson Morley Hospital in
Wimbledon [3]

of interest in a given area of the subject and blurs all planes other than that set
as the observation subject so the obtained image is entirely different from what is
obtained through modern X-ray CT. Meanwhile, in Japan, Shinji Takahashi of what
was then known as the Tohoku Imperial University began research on “X-ray rota-
tional imaging methods” around 1945 [6]. His research also included X-rays passing
through a slit and irradiating in the vertical axial direction, while simultaneously
rotating the film, thereby obtaining a sinogram [6]. After imaging, the drawing paper
on top of a rotating table and the obtained X-ray image were aligned as shown in
Fig. 1.3; cross-sections were then drawnwith a pen and paper. This can be considered
pioneering research into the prototype of present-day X-ray CT scanners during an
analog era where film needed to be used for imaging.

1.1.2 Conditions After the 1970s

Hounsfield first used an X-ray CT scanner on a human body on October 1st, 1971,
to inspect a cerebral tumor in Atkinson Morley Hospital in London. Operational X-
ray CT scanners for medical use surpassed 10,000 units by 1980; there are now too
many to count. This dissemination of this device was also due to its highly effective
performance. According to Hsieh, the increasingly high speed of X-ray tomography
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Fig. 1.2 X-ray tomography device proposed by Grossman [5]

has enabled it to reduce its scanning time by half every 2.3 years, similar to Moore’s
law regarding the integration density of semiconductors, as stated by the epony-
mous co-founder of the U.S. company Intel (Fig. 1.4) [7]. This shows that X-ray
tomography has developed alongside other improvements seen in digital techniques.
Furthermore, spatial resolution has improved from over 1.5 mm in its initial devel-
opment to below 1 mm in the 1980s, with lesions measuring several hundred µm
now becoming detectable in the present day [8]. Because of these technical devel-
opments, X-ray tomography techniques have rapidly advanced radiation diagnosis
and its significant contributions to the advancement of the medical sciences are well
known.
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(b)(a)

Fig. 1.3 a Schematic shown in the manuscript published by Shinji Takahashi. After X-ray tomog-
raphy imaging, the drawing paper on top of a rotating table and the obtainedX-ray image are aligned,
and the cross-sections are drawn using a pen and paper [6]; b shows the hand-drawn cross-sectional
image [6]. The letters in the figure are defined as follows: S: clavicle; C: cavity; D: necrotic tissue;
Sc: shoulder bone; V: vertebrae; L: lung; and P: pleura.

Fig. 1.4 Acceleration
observed for the amount of
time required for a single
X-ray tomogram [7]
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1.2 History and Present of X-ray Tomography
for Non-medical Use

In his Nobel Lecture, Cormack recounted an episode of a request from the Swiss
Federal Institute for Snow and Avalanche Research, during his early research years
when his developments had received no attention at all [9]. Many people were
cognizant of the potential applications of being able to see objects in 3D since the
early years of X-ray tomography. Seven years after the brain inspections at Atkinson
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Table. 1.1 Classifications of X-ray tomography

Classification Object size Irradiation X-ray
energy

Spatial
resolution

Examples of
needs

Medical use Large (Human
body)

Low dose
needed

40–60
keV

0.1–1 mm High speed,
high definition,
low dose, VR,
etc.

Industrial
and
scientific
uses

Microtomography Small (small
components,
microstructure,
defects, etc.)

No limit A few
~100
keV

0.1−
10µm

High resolution,
quantitativeness,
phase contrast,
element
selectivity, etc.

Others Large (large
components,
whole
products)

No limit ~1 MeV Under
0.1–1 mm

Defect
detection,
dimensional
measurement,
etc.

Morley Hospital in 1978 for example, Reimers et al. from the German organiza-
tion BAM conducted 3D observations of wooden materials, ceramics, plastics, and
archaeological artifacts using medical X-ray CT scanners [10].

A history of the advances in X-ray tomography techniques for non-medical use is
explored below, primarily from the perspective of spatial resolution and its improve-
ments. Table 1.1 shows a broad classification of X-ray tomography based on its appli-
cations. There is no unequivocal definition of the term “microtomography” shown
in the table, however, this generally refers to applications where spatial resolution
or pixel size is below 50 µm, reaching 1 µm in some cases. The classifications
shown in Table 1.1 are primarily for expediency and can vary widely according to
the chemical composition of the subject. Therefore, care must be taken as the overlap
of the three items is considerably large. Figure 1.5 shows an overview of the size
and weight of X-ray CT-imaged subjects for each applied field. The upper limit of
spatial resolution is approximately 1/500–1000th of the size of the imaging domain
(generally, spatial resolution decreases one to several times that amount).

Figure 1.6 shows the number of original manuscripts with the term
“microtomography ” in their keyword list or abstract when searching in a database,
(SCOPUS) plotted by year of publication.Manuscripts in Fig. 1.6 include those from
both X-ray tomography at synchrotron radiation facilities and industrial X-ray CT
scanners. There have been 2,461 manuscripts published from the 1980s to 2016. The
number of manuscripts has rapidly increased since 2000 and it can be observed that
its rate of increase has accelerated from 2004 onwards. Figure 1.7 shows the spatial
resolution values in the abstracts of these papers. These include both applied research
and instrument development research. Perhaps because the spatial resolution of X-
ray tomography is usually kept low, there does not seem to be a clear relationship
between spatial resolution and year at first glance. However, as seen with the dotted
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Fig. 1.5 CT imaging subject
size and weight, and their
relationship with applied
fields [11]
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line in Fig. 1.7, connecting the upper limit of the spatial resolution shows the cham-
pion data for each year. Virtually all of these papers report synchrotron radiation
research. An overview of its advances is presented below.

1.2.1 Synchrotron Radiation X-ray Microtomography

Ayear after the first report onmicrotomography byElliot et al. [12], theoretical inves-
tigation results using synchrotron radiation for X-ray tomographywere published by
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Fig. 1.7 Spatial resolution
values present in the
abstracts of search results in
Fig. 1.6 and plotted by
publication year
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Grodzins from MIT in the U.S. [13] and by Cho et al. in Korea the following year in
1984 [14]. Grodzins, in particular, showed the conditions under which a 1-µmspatial
resolution could be obtained. Similarly, Thompson et al. from theU.S. reported actual
synchrotron radiation experiments in 1984 [15]. These experiments were conducted
at the Stanford Synchrotron Radiation Lightsource (SSRL), wherein the heart of a
pig was visualized at a low spatial resolution above 1 mm using a monochromatic
X-ray fan-beam and detector that arranged Si (Li) elements in a single dimension.
Research pursuing higher resolutions was subsequently conducted by various inter-
national research groups in the 1980s, including Hirano, Usami, Suzuki et al. from
Hitachi, Ltd. [16–21]. Flannery et al. from Exxon in the U.S. achieved a 10-µm
spatial resolution by combining a high-resolution scintillator with a cooled 330
× 512-pixel charge-coupled device (CCD) camera and optical lens at the National
Synchrotron Light Source (NSLS) at Brookhaven National Laboratory in the U.S.
[16, 17]. Aside from the specifications, the composition of the experimental setup
is virtually identical to that used currently. Shortly afterward, Kinney et al. from
Lawrence Livermore National Laboratory in the U.S. used a similar setup at SSRL
and achieved a spatial resolution of 20 µm first with a bending magnet beamline
[18] and then of 10 µm with a wiggler beamline the following year [19]. Virtually
concurrent with this, the Hitachi group tested the direct detection of X-ray images
using high-resolution X-ray imaging tubes at the High Energy Accelerator Research
Organization Photon Factory (KEK-PF) [20, 21]. This group was able to obtain a 3D
image of SiC fiber-reinforced aluminum and meteorites using 21 keVX-ray energies
and achieved a spatial resolution equivalent to that of Flannery and Kinney [20, 21].

Incidentally, increasing the spatial resolution without reducing the signal-to-noise
ratio (S/N ratio) requires the dramatic increase of light quantity (photon count per
unit time/surface area) of X-rays emitted onto the specimen. For this, the scientific
community had to wait for the introduction of so-called third-generation synchrotron
radiation facilities such as APS (U.S., beginning operations in 1996), ESRF (France,
beginning operations in 1994), and SPring-8 (Japan, beginning operations in 1997).
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The application of these third-generation synchrotron radiation facilities largely
contributed to the rapid increase in the number of publications from 2000 onwards as
seen in Fig. 1.6. For example, Koch et al. fromESRF [22],Wang et al. fromAPS [23],
and Uesugi et al. from SPring-8 [24] reported spatial resolutions of 1µm between
1998 and 2001. Furthermore, although slightly inferior in comparison, Beckmann
et al. from DESY in Germany [25] and Dowd et al. from NSLS reported a spatial
resolution of 2 µm in 1999 [26], and Stampanoni et al. from SLS in Switzerland
[27] reported a spatial resolution of 1.4 µm in 2004. This spatial resolution value
of 1µmwas the physical limit of projection-type X-ray tomography , which does not
use imaging elements like Fresnel zone plates or mirrors. Afterward, the practical
application of imaging-type X-ray tomography (discussed later) was seen in various
facilities and its spatial resolution further improved by over an order of magnitude
[28]. Furthermore, an environment is now in place that allows for the daily application
of imaging with high spatial/temporal resolution and contrast imaging such as fast
tomography and phase-contrast imaging , which apply the radiation characteristics
of high brightness and coherence.

Phase-contrast imaging will be touched upon in Chaps. 2 and 5. The publication
of the principles of phase-contrast imaging by the Dutch scientist Frits Zernike, who
used visible light and was later awarded the Nobel Prize in Physics, was extremely
early in 1942 [29]. The subsequent application of X-rays to phase-contrast imaging
by Bonse and Hart occurred over 20 years later [30]. It was over 30 years after this
that Momose et al. at Hitachi Ltd. applied this to X-ray tomography observations in
living tissue [31].

1.2.2 X-ray Tomography Using an Industrial X-ray CT
Scanner

The first report on microtomography was thought to be produced by Elliot et al. of
the U.K. in 1982 [12]. They passed the X-rays generated from an X-ray tube through
a pinhole and achieved a high spatial resolution of 15 µm [12]. Figure 1.8 shows an
image obtained at that time, in which a snail shell was somehow visualized. In the
same year, Burnstein et al. from American Science and Engineering Inc. introduced
an X-ray CT scanner that used a linear accelerator (linac) and applied it to a rocket
engine (Fig. 1.9) [32, 33]. This is a visualization example of a large component
at a low spatial resolution (2 mm) using high-energy X-rays (~15 MeV). Seguin
et al. from the same company were able to achieve a spatial resolution of 50 µm in
1985 using X-ray tubes [34]. Feldkamp et al. of Ford in the U.S. also proposed a
cone-beam reconstruction in 1984 [35]. Afterward, they used a microfocus X-ray
tube with a focal spot size of 50 µm to achieve a spatial resolution of 100–125
µm [36]. Meanwhile, albeit through a two-dimensional projection, Aoki et al. from
TsukubaUniversity achieved a spatial resolution of 10µmusing enlarged projections
from X-rays, radiatively expanding from the microfocus X-ray source, published in
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Fig. 1.8 First application example of microtomography by Elliot et al. [12]. Cross-section of a
tropical freshwater snail shell. The swirl of the shell is somehow visible

X-ray 
source

Collimator

Rotation stage

Translation stage

Detector

Collimator

Object

Fig. 1.9 Schematic of X-ray CT scanner used for a rocket engine of American Science and
Engineering, Inc. [32, 33]
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1988 [37]. This was the same spatial resolution level achieved using the synchrotron
radiation of the time. Under such a context, the American Society for Nondestructive
Testing held their first conference on industrial X-ray CT scanners in Seattle in 1989.
Reports were given on industrial X-ray CT scanners, which used cone-beammethods
developed by Vickers and others. The Lawrence Livermore National Laboratory and
Sandia National Laboratories of the U.S. actively reported on the development of
industrial X-ray CT scanners during this time.

In parallel, more companies began to test and manufacture industrial X-ray CT
scanners. Hopkins et al. of Scientific Management Systems, Inc. of the U.S. used
beam sources that applied radioisotopes such as 137Cs and 192Ir and reported on
X-ray CT scanners that could use higher X-ray energies (300–600 keV) than those
of medical tomography (40–60 keV), as well as its application to steel [38]. The
spatial resolution in these cases was similar to that in medical tomography devices,
at approximately 1–2 mm. Furthermore, reports were seen during this period that
purposefully combined industrial X-ray CT scanners with 241Am, which can only
achieve lowgamma-ray energies, and compared themwithmedical CT scanners [39].
Afterward, the aforementioned American Science and Engineering, Inc. produced
what was at the time the world’s largest X-ray CT scanner in 1984 to inspect rocket
engines with a diameter of several meters [32, 33]. At around the same time, Toshiba
Co. first produced a high-energy X-ray CT scanner specializing in steel specimen
usage in Japan in 1982 (Fig. 1.10: tube voltage, 420 kV) [40]. This was used by the
Nippon Steel Corporation at the time, with case examples of stainless-steel porosity
and steel corrosion [40]. Meanwhile, Hitachi Ltd. used an X-ray CT scanner manu-
factured with a linac for the inspection of Mazda automobile engines in 1991. The
external appearance of this device is illustrated in Fig. 1.11. Additional unique appli-
cation examples include the manufacturing of an X-ray CT scanner by Hitachi Ltd.

Fig. 1.10 First high-energyX-ray CT scanner developed in Japan in 1982 by Toshiba [40] (courtesy
of Junichi Iwasawa, Toshiba IT Control System)
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Fig. 1.11 X-ray CT scanner for the inspection of automobile engines manufactured by Hitachi Ltd.
in 1991 (courtesy of Katsutoshi Sato, Hitachi Ltd.)

for the inspection of burning behavior in a fuel assembly, which was set up in the
Joyo fast reactor in Oarai city in Ibaraki Prefecture and is currently still in operation.

With regards tomicrotomography , amicrofocus X-ray CT scannermanufactured
by the research, “elemental technique development of a ceramics turbine for coal
gasification”, which was sponsored in FY 1988 by what was at the time the Japanese
Ministry of International Trade and Industry, was set up and used for defect detection.
A commercially available X-ray CT scanner was also first available in 1994 [41].
An X-ray CT scanner for microtomography was produced in Japan in 1999 by
Shimadzu Co. and Toshiba Co. Figure 1.12 shows the external appearance of an
X-ray CT scanner from that time.

1.2.3 Advances in Elemental Techniques

W.EdwardChamberlain of TempleUniversity published information on image inten-
sifiers in 1941. Westinghouse first achieved its development into a product in 1952
and this was achieved in Japan by Toshiba Co. and Shimadzu Co. in 1956. However,
the complete digitalization of the detector did not occur until much later. In the
present day, image intensifiers are used in combination with a CCD camera.

It was in 1969 that Boyle and Smith of Bell Labs in the U.S. invented the CCD
camera, for which they were awarded the Nobel Prize. The Nobel Prize in Physics
was awarded to them in 2009 for their publication in the Bell System Technical
Journal in 1970. Afterward, the U.S. company Fairchild Imaging first sought to



12 1 History and Present

Fig. 1.12 X-rayCTscanner formicrotomographymanufacturedbyShimadzuCo. in 1999 (courtesy
of Masahito Natsuhara of Shimadzu Co.)

commercialize CCD cameras in 1973. There was a demand at that time for detectors
in space telescopes andunmannedprobes. The scientific applications ofCCDcamera
development saw significant advances at this time. Combining CCD cameras, which
appeared almost simultaneously alongside X-ray tomography techniques, with a
scintillator and lens enabled the digital recording of X-ray images.

In 1995, a flat panel detector, which was a high-performance large-surface-area
X-ray detector , was developed. Meanwhile, Wanlass invented the complementary
metal–oxide–semiconductor (CMOS) camera in 1963. However, the actual practical
application of CMOS cameras occurred primarily in the 1990s alongside advances
in semiconductor micro-fabrication techniques. The commercial availability of the
Fastcam MOS camera by Photron Limited as a high-speed camera also occurred in
the1990s. CMOS cameras , which had a global shutter functionality that could acti-
vate an electronic shutter on all pixels at once, subsequently became commercially
available in the 2000s. Furthermore, Fairchild Imaging in the U.S., PCO in Germany,
and Andor Technology PLC in the U.K. developed a series of high-performance
CMOS cameras for scientific measurements, called sCMOS cameras , in the 2010s.
Currently, CMOS cameras have seen widespread use as detectors with a high frame
rate , high resolution, and wide dynamic range due to their advancement in over-
coming high readout noise. Following the period of X-ray films, which obtained
images through photographic emulsion exposure, various devices that can store
images as digital information were developed; these advancements are considered
key to the development of X-ray tomography techniques.

Regarding X-ray sources, Feinfocus, founded in 1982, manufactured a micro-
focus X-ray source on a commercial basis. Objects could be placed closer to an
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X-ray source by developing microfocus capabilities, which contributes to a higher
spatial resolution . Shortly after this, Hamamatsu Photonics succeeded in developing
a microfocus X-ray source in Japan in 1992 [42]. Microfocus X-ray sources are
an essential technique in realizing microtomography , which is essential in indus-
trial X-ray CT scanners. In the present day, X-ray sources can be selected among
synchrotron radiation facilities, X-ray tubes, and linacs , according to the application
of interest. Alternatives continue to increase due to the development of X-ray CT
scanners using desktop-type radiation devices by the National Institute of Advanced
Industrial Science andTechnology andHitachi Ltd. in projects started by the Japanese
Ministry of Economy, Trade, and Industry in 2013 [43].

Furthermore, the development of computers touched upon in Sect. 1.1.2 is another
important element that supports the progress ofX-ray tomography. Early-stage exper-
iments by Hounsfield took 2.5 h to conduct image reconstruction of a single cross-
section with a large computer. The introduction of microcomputers in the 1970s,
which coincided with the development of X-ray tomography, as well as its dissem-
ination in the 1980s, greatly improved the computational environment for X-ray
tomography. By the 2000s, personal computers were used to conduct X-ray CT
scanner reconstructions and 3D visualizations.

Advances in X-ray tomography were achieved with the support of various
elemental technologies and continues to mature technically. Currently, industrial X-
ray CT scanners can also conduct what is referred to as nanotomography, where even
higher spatial resolution and higher contrast 3D imaging is possible. Furthermore,
high-functionality X-ray CT scanners (e.g. industrial X-ray CT scanners, which are
used for in-vivo tomography and morphological measurements) can also be used
according to the application of interest.

There have been trends toward standardization, as can be seen by the German
guidelines for dimensional measurements based on X-ray tomography in 2011 [44,
45]. Furthermore, X-ray CT scanners have been set up on manufacturing lines for
products such as circuit boards since approximately 2010, which have led to large
improvements in quality control. This application seeks to reduce the time needed
for scanning and conducting full inline inspections.

Meanwhile, development of application technologies has also progressed, going
beyond simply visualizing the physical interior structure in 3D using X-ray tomog-
raphy and calculating its size, morphology, and spatial distribution, but quantita-
tively calculating the physical quantities that are key to elucidating the phenomena
observed in mechanical and materials engineering [46, 47]. For example, this may
include mechanical engineering values such as strain, stress intensity factor, and
the J-integral, as well as materials engineering values such as the crystallographic
orientation of a polycrystalline metal, defects, and chemical compositions. Superior
verification of these physical objects, which goes beyond simple observations of their
interior, can thus be assured.
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Chapter 2
Fundamentals of X-Ray Imaging

As shown in Fig. 2.1, X-rays are electromagnetic waves with a short wavelength, or,
in other words, high energy. Soft X-rays with a wavelength of approximately 0.1–
10 nm (X-ray energies corresponding to this wavelength are 0.124–12.4 keV) cannot
penetrate thick substances; hence, they are used for imaging organisms or polymers
made of light elements such as silicon, carbon, oxygen, hydrogen, and nitrogen.
Meanwhile, the wavelengths of hard X-rays are even shorter and are smaller than
the size of an atom (~0.1 nm). For this reason, hard X-rays tend to transmit through
thick objects as well. Furthermore, the 2–6 keV X-ray energy range between soft
and hard X-rays have been recently separately classified as “tender X-rays.” Their
free path in the air is short but they indicate X-ray energy domains used by crystal
spectrometers in synchrotron radiation facilities.

Incidentally, the relationship in Fig. 2.1 between the X-ray wavelength λ and
energy E can be calculated using the well-known equation shown below:

E = hν = hc

λ
(2.1)

Here, h is the Planck constant (6.63 × 10 −34 Js), v is the frequency, and c is
the speed of light (3 × 108 m/s). A convenient rule-of-thumb is that X-ray energy
in units of keV can be roughly calculated by dividing 1.24 by the wavelength λ in
units of nm. The value of 1 eV corresponds to the amount of energy obtained when
an electron is accelerated with a voltage of 1 V, which refers to a value of 1.6 ×
10 −19 J in SI units. Furthermore, X-ray wavelengths are often expressed in nm but
wavelengths shorter than soft X-rays may sometimes use Å as well (1 nm = 10 Å).

As shown in Fig. 2.2, a number of configurations can be considered when
conducting imaging with X-rays. First, (c) is rarely used in the material and mechan-
ical engineering disciplines. As discussed later, using the (a) type, it is difficult to
separate the effects of density and atomic number. Meanwhile, usage of the (b)
type allows for the calculation of sample-interior density distributions [1]. The two
phenomena of X-ray absorption and phase shift are discussed below, keeping in
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H. Toda, X-Ray CT,
https://doi.org/10.1007/978-981-16-0590-1_2

17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0590-1_2&domain=pdf
https://doi.org/10.1007/978-981-16-0590-1_2


18 2 Fundamentals of X-Ray Imaging

Wavelength

10 nm 100 nm 1µm µm µm1 nm 10 1000.01 nm 0.1 nm0.001 nm

X-ray energy

LongShort

LowHigh

10 keV100 keV1 MeV 1 keV 0.1 keV
Visible light

Infrared rayUltraviolet raySoft X-rayHard X-ray

Fig. 2.1 Relationship between the wavelength and energy of electromagnetic waves (including
X-rays)
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Fig. 2.2 Schematic of imaging with X-rays: a acquisition of the transmission image, b detection
of the scattered Xrays, and c detection of gamma rays, etc. emitted from the sample interior

mind the transmission-type X-ray imaging in Fig. 2.2a, which is most commonly
used. These correspond to the two techniques of absorption contrast tomography
and phase-contrast tomography, respectively. These are explained in order in this
chapter.

Note that a distinction may be made between X-ray absorption and attenuation
depending on the text used. For example, as discussed later, the photoelectric effect
may exhibit the physical absorption of X-rays but coherent scattering does not.
However, if an imaging experiment is establishedwhere anX-ray source and detector
are placed in front of and behind the sample, respectively, a decrease in the X-ray
intensity after transmitting through a sample can be observed, despite coherent scat-
tering occurring. Therefore, both X-ray scattering and absorption can be interpreted
as X-ray absorption. With this in mind, this text will express all cases where either
X-ray absorption or scattering is dominant as X-ray absorption.
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2.1 Absorption Contrast

2.1.1 Absorption Coefficient and Contrast

(1) Absorption Coefficient

As shown in Fig. 2.3,we assume a simple casewheremonochromatic X-rays obtained
from locations such as a synchrotron radiation facility are emitted onto a sample with
thickness L with uniform density and chemical composition. The X-ray intensities
before and after transmission are set as I0 and I, respectively. I is defined as follows
according to the Lambert-Beer law:

I = I0e
−μL (2.2)

Here, μ is the linear absorption coefficient, which is dependent on X-ray wave-
length as well as sample density and atomic number. It is often expressed not in SI
units but as [cm−1]. X-rays are absorbed by the sample with even slight differences
in thickness, so I will always be smaller than I0. The linear absorption coefficient
value can be determined as shown in Eq. (2.2) if X-ray intensities in the absence and
presence of the sample are experimentally calculated. Furthermore, the magnitude
of X-ray absorption may vary by location if the linear absorption coefficient is not
uniform throughout the sample interior and areas with variable linear absorption
coefficients are present in its interior. Light–dark contrasts that correspond to this
appear in the transmission image and therefore, the existence and shapes of these
domains can be identified. This is the foundation of absorption contrast imaging.
Equation (2.2) is not accurate in cases where the electron density in a specimen is
not uniform, or in other words, where the X-ray is either refracted or reflected on the
boundary surface when transmitting through a second phase, particles, or void. As
an example, this corresponds to the use of X-ray beams with high spatial coherence

Fig. 2.3 Monochromatic
X-ray with intensity I0
emitted onto a sample of
thickness L, with a uniform
density and chemical
composition. We consider
the X-ray intensity I after
transmission through the
sample

Sample

X-ray

Detector
I0

I

Thickness, L

z

d z
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(lateral coherence, transverse coherence) discussed in Sect. 2.2.2 (3), such as when
using synchrotron radiation facilities or X-ray tubes with an extremely small focal
spot size.

We consider a differential thickness dz at a distance z from the sample surface onto
which the X-ray was emitted, as shown in Fig. 2.3. If the X-ray intensity at position
z is set as I (z), the X-ray attenuation will be proportional to μ dz, thereby yielding
Eq. (2.3). Solving for this differential equation by setting the boundary condition I
(0) = I0 yields Eq. (2.2).

d I

I (z)
= −μdz (2.3)

If the linear absorption coefficient is not uniform throughout the sample interior,
the linear absorption coefficient at position z can be set as μ (z) and integration that
follows the X-ray path can be used to write Eq. (2.2) as shown below:

I = I0e
−∫ L

0 μ(z)dz (2.4)

Furthermore, X-rays fromX-ray tubes are not monochromatic and have an energy
distribution. Integrations of the X-ray energy spectra need to be conducted in these
cases, as shown in the following equation.

I =
∫

E
I0(E)e−∫ L

0 μ(z,E)dzdE (2.5)

Here, I0 (E) and μ (z, E) are the incident X-ray intensity and linear absorption
coefficient as functions of X-ray energy, respectively. Equations (2.4) and (2.5) are
one-dimensional but the linear absorption coefficient has a distribution in the x–y
plane vertical to the z-axis, so this is generally imaged using a two-dimensional
detector. The sample is imaged from multiple directions while being rotated, and
an X-ray tomography image reconstruction algorithm is used to reconstruct a 3D
distribution of the linear absorption coefficient. This is the basic principle of X-ray
tomography.

Incidentally, the X-ray energy spectra after transmission through the object vary
from that of the incident X-ray due to the X-ray energy dependency of the linear
absorption coefficient. Furthermore, lower-energyX-rays aremore rapidly attenuated
after being incident to an object, generating the artifact known as beam hardening,
which is discussed later in Sect. 7.6.1.

The linear absorption coefficient is also dependent on the object density ρ, so a
coefficient that is not dependent on density can be defined by removing the density
effect from the linear absorption coefficient. This is referred to as themass absorption
coefficient μm.

μm = μ

ρ
(2.6)
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For example, as the same elementmay have large differences in density depending
on whether it is a gas, liquid, or solid, and structural materials may have voids of
various sizes, the mass absorption coefficient can often be useful. The units of the
mass absorption coefficient are generally [cm2/g].

Other than these, the atomic absorption coefficient μa and the molar absorption
coefficient μM are also used. Their units are [cm2/atom] and [cm2/mol], respectively.
The following relationship exists between each of these absorption coefficients.

μ = μmρ = μaρa = μaρ

(
NA

A

)

= μM

( ρ

A

)
(2.7)

Here, A is the atomic weight [g/mol], NA is Avogadro’s number (6.02 × 1023

atoms/mol), and ρa is the atomic density [atoms/cm 3]. The variableμa is also known
as the atomic cross-section and is generally represented by σ . The atomic cross-
section is the probability of a photon interacting with a single atom. The extent
of X-ray absorption can be assessed by multiplying the atomic cross-section with
an atomic number of unit surface area. Returning to the transmission image in
Fig. 2.3, the following equation can be obtained when expressing the event number
W, which recounts the number of times an X-ray absorption event occurs in a region
of differential thickness:

W = I (z)ρadzμa = I (z)μdz (2.8)

In cases of alloys or composites wheremultiple types of atoms aremixed together,
the probability of absorption by the constituent jth element is usually calculated as a
sum. In other words, the mass absorption coefficient of alloys and composites μm

mix

is the total sum of cross-sections per unit mass. Equation (2.9) is also known as the
rule of mixture.

μmix
m =

j∑

i=1

μi
mxi (2.9)

Here, μm
i is the mass absorption coefficient of the ith element and xi is its mass

fraction. The rule of mixture states that the mass absorption coefficient for an X-ray
energy that is sufficiently distant from the absorption edge (discussed later) can be
calculated with an error of less than a few percent or 2% for X-ray energies above
10 keV and 1 keV, respectively [2].

(2) How to Investigate the Absorption Coefficient

Values such as the linear absorption coefficient for various elements at various X-ray
energies can be obtained from handbooks or databases [3–6]. A Ref. [3] that is used
frequently is the Physical Measurement Laboratory at the National Institute of Stan-
dards and Technology in the U.S. Detailed data on the absorption edge, absorption
coefficient, and cross-section of elements and compounds with an atomic number
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Fig. 2.4 X-ray energy dependencies of the linear absorption coefficient and mass absorption coef-
ficient of the three representative compositional materials (polymers, ceramics, metals) [3]. High-
density polyethylene was shown as a polymer, silica as a ceramic, and aluminum as a metal.
Gallium is also shown as a reference due to its use in the 3D imaging of grain boundaries discussed
in Sect. 5.5.1

over 90 can be obtained; for example, X-ray energy dependencies. Reference [5]
is from the Center for X-ray Optics at the Lawrence Berkeley National Laboratory,
where detailed data such as the complex index of refraction and transmissivity of
elements or compounds can be obtained. Other than this, data on the absorption
edge or transmissivity can be easily looked up using smartphone apps, which can be
readily used during experiments [6].

Figure 2.4 shows the X-ray energy dependencies of the linear absorption coef-
ficient and mass absorption coefficient using databases from reference [3]. Repre-
sentative structural materials such as high-density polyethylene, silica, aluminum,
and iron were included in Fig. 2.4. The absorption coefficient rapidly decreased as
energy became higher. Figure 2.4 shows that the absorption coefficient jumped at
around the 7-keV point for iron; this is the absorption edge, which corresponds to
the binding energy of the electrons in the innermost shell (K-shell in this case). The
K absorption edge, which is the absorption edge corresponding to the K-shell of
each element, is summarized in Table 2.1 [4]. As an extremely rough approximation,
the energy at the K absorption edge is proportional to Z2. Furthermore, materials
with a large Z exhibit large X-ray absorption but can also be inverted in certain
sections due to the presence of the absorption edge. The X-ray energy dependencies
of the absorption coefficient include the linear domain of the low-energy section
(e.g. approximately below 30 keV for aluminum) and flat domain of the high-energy
section (approximately over 100 keV for aluminum). This is due to the transition of
the predominant absorption mechanism discussed in Sect. 2.1.2. The X-ray energy
range often used in X-ray microtomography is thought to be between 5 to 50 keV but
this range includes the transition domains of absorption edges, linear domains, and
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Table 2.1 Values for coefficients C and D, as well as Z/A, used in the Victoreen formula (Eq.
(2.10)) for representative elements. C1 and D1 are values below the K absorption edge; C2 and D2
are values above the K absorption edge [4]. Values for the K absorption edge are shown for each
element in the table as well

Element C1 D1 K absorption edge (keV) C2 D2 Z/A

Be 0.365 0.00213 0.4438

C 1.22 0.0142 0.4995

N 2.05 0.0317 0.4997

O 3.IS 0.0654 0.5000

Mg 11.3 0.539 0.4934

A1 14.4 0.803 0.4818

Si 18.2 1.10 0.4984

Ca 55.8 7.56 0.4990

Ti 75.6 12.3 4.96 5.15 0.153 0.4593

V 86.9 15.1 5.46 6.14 0.203 0.4514

Cr 99.0 18.2 5.99 7.24 0.268 0.4614

Mn 112 22.3 6.54 8.51 0.344 0.4550

Fe 126 27.2 7.11 9.95 0.433 0.4655

Co 141 33.2 7.71 11.6 0.535 0.4581

Ni 158 40.1 8.33 13.4 0.651 0.4769

Cu 176 48.3 8.98 15.6 0.779 0.4564

Zn 195 57.7 9.66 17.8 0.937 0.4589

Ga 216 68.6 10.37 20.2 1.13 0.4446

Mo 555 336 20.00 56.2 7.73 0.4377

flat domains, depending on the element. Furthermore, the absorption coefficients of
various materials converge above 20–100 keV, hence, contrast becomes difficult to
obtain when imaging is conducted. This is also discussed in Sect. 2.1.2.

Themass absorption coefficient can also be estimated from the empirical equation
known as the Victoreen formula [7]:

μm = μ

ρ
= Cλ3 − Dλ4 + σK N NAZ

A
(2.10)

Here, C and D are coefficients, which vary according to the atomic number Z,
and σKN is the Klein-Nishina cross-section, which is used as a correction when the
wavelength is short [8]. The C, D, and σKN NA values necessary for the calculation
of Eq. (2.10) are shown for representative elements in Tables 2.1 and 2.2 [4]. Care
must be taken as C and D values can vary around the absorption edge. Comparisons
of the mass absorption coefficient for aluminum between 5–60 keV, between the
calculated value from Eq. (2.10) and Ref. [3] database showed that its differences
were just slightly over 5% at a maximum.
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Table 2.2 σKNNA values for
the Victoreen formula (Eq.
(2.10)) [4]

Energy (keV) σKNNA (cm2)

62.0 0.329

41.3 0.350

31.0 0.362

24.8 0.368

20.7 0.374

17.7 0.378

15.5 0.381

13.8 0.383

12.4 0.385

11.3 0.386

10.3 0.388

9.5 0.389

8.9 0.390

8.3 0.391

7.8 0.392

7.3 0.393

6.9 0.394

6.5 0.394

6.2 0.394

5.9 0.395

5.6 0.395

5.4 0.395

5.2 0.395

5.0 0.396

4.8 0.396

4 6 0.396

From Eq. (2.10) and Table 2.1, the mass absorption coefficient value has a mono-
tonically increasing tendency with an increasing atomic number. In other words,
absorption contrast becomes more difficult to obtain when the atomic numbers are
close to each other in value orwhen the absorption coefficients of alloys or composites
calculated in Eq. (2.9) are close in value to each other even if the atomic numbers are
not. Conversely, when neutrons are used, elements with extremely largemass absorp-
tion coefficients—such as hydrogen, boron, lithium, cadmium, and gadolinium—are
observed across a wide range of atomic numbers. Accordingly, elements that have
high mass absorption coefficients for X-rays (e.g. lead or gold) may have relatively
low neutron absorption. This is because X-rays interact with the electrons on the
outer edges of the atomic nucleus, whereas neutrons interact with the nucleus and
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are absorbed/scattered. With this in mind, the complementary use of X-rays and
neutrons can allow for the imaging of various elements with sufficient contrast.

2.1.2 Various X-Ray Absorption Processes

There are various mechanisms by which an object absorbs X-rays, which vary
according to the X-ray energy used. The contribution of various X-ray absorption
mechanisms can be summed together as shown in Eq. (2.11), which allows us to
discern the X-ray absorption of the object.

μ = μaρ

(
NA

A

)

= (
μpe
a + μincoh

a + μcoh
a + μpair

a + μtr i p
a + μph.n

a

)
ρ

(
NA

A

)

(2.11)

Here,μa
pe,μa

incoh,μa
coh,μa

pair,μa
trip, andμa

ph.n are the atomic cross-sections that
correspond to photoelectric absorption, incoherent scattering, coherent scattering,
pair production, triplet production, and photonuclear absorption, respectively. Here,
coherent scattering refers to cases where there is a relationship with the X-ray phase
before and after X-ray scattering. In coherent scattering, the electrons in the object
exposed to the same incident X-ray, all vibrate along the same phase, so the scattered
X-rays produced by these electrons also reach the same phase and interfere with each
other. Meanwhile, in incoherent scattering, there is no relationship with the X-ray
phase before and after X-ray scattering. X-ray scattering can be classified further
into elastic scattering and inelastic scattering; the former is when the X-ray energy
does not change before and after scattering and the latter is when the X-ray energy
does change.

The variables, μa
trip and μa

ph.n in Eq. (2.11) are insignificantly small for X-ray
energies below 20 MeV [9]. Here, X-ray imaging, which uses absorption contrasts,
can generally be approximated as shown below:

μ = (
μpe
a + μincoh

a + μcoh
a + μpair

a

)
ρ

(
NA

A

)

(2.12)

The most important X-ray scattering process is inelastic incoherent scattering.
This was named Compton scattering, after the eponymous American physicist who
received theNobel Prize for his work in Physics. Coherent scattering can be classified
between scattering due to free and unrestrained charged particles, also known as
Thomson scattering, and scattering due to orbital electrons tightly bound to the
nucleus, also known as Rayleigh scattering.

Details on interactions between X-rays and atoms are left to others [2], and the
following discussion will focus on these processes in order. This will support better
understanding of the fundamentals of absorption contrast tomography.
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Fig. 2.5 Schematic of the photoelectric absorption process and the corresponding processes of
X-ray fluorescence emission and Auger electron emission

(1) Photoelectric Absorption

As shown in Fig. 2.5a, the incident X-ray transfers all of its energy to the electron
when theX-ray energy is greater than the binding energyEb of electrons in places like
the K-shell, and the electron is ejected from the atom. This phenomenon is referred
to as the photoelectric effect. Albert Einstein received the Nobel Prize in 1921 for
his explanation of this effect. The K-shell electron binding energy is also referred
to as the K absorption edge; the value of each element is shown in Table 2.1. The
ejected electron has high kinetic energy and is referred to as a photoelectron. The
photoelectron kinetic energy Epe is expressed with the Einstein relation:

Epe = hν − Eb (2.13)

X-rays with energies lower than the K absorption edge can only eject electrons
from the L- or M-shells. Electrons can be ejected from the K-shell once the X-ray
energy exceeds that of the K absorption edge and the absorption coefficient increases
by an order of magnitude. The absorption edge energies of a number of elements
subject to X-ray imaging are included as a reference in Table 2.3 [3]. Among these,
for example, the LI absorption edge corresponds to the 2 s-orbital of the L-shell, the
LII and LIII absorption edges correspond to the 2p-orbital of the L-shell, etc. The
absorption edge energy of the L-shell ranges from one order of magnitude smaller
than the K-shell energy to even lower. Furthermore, photoelectric absorption is more
likely to occur if the incident X-ray and electron binding energies are closer to each
other in value.

Incidentally, the absorption coefficient of X-rays due to photoelectric absorption
can be expressed as follows:

μpe = kρZαλβ (2.14)
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Table 2.3 Absorption edge energy values for representative elements [3] (keV)

Element K LI LII LIII MI MII MIII MIV MV

C 0.28 0.020 0.0064

O 0.53 0.024 0.0071 0.0071

Mg 1.30 0.089 0.051 0.051

Al1 1.56 0.12 0.073 0.073 0.0084

Si 1.84 0.15 0.099 0.099 0.011 0.0051

Ti 4.97 0.56 0.46 0.46 0.060 0.035 0.035

Fe 7.11 0.85 0.72 0.71 0.093 0.054 0.054 0.0036 0.0036

Cu 8.98 1.10 0.95 0.93 0.12 0.074 0.074 0.0016 0.0016

Here, α ≈ 4–5, β ≈ 3–3.5, and k is a constant. The cross-section due to photoelec-
tric absorption is proportional to the 4th or 5th power of the atomic number Z, so the
X-ray absorption extent can vary widely with the element type, which is extremely
useful for X-ray imaging. Furthermore, Eq. (2.14) clarifies how materials with large
atomic numbers can be used for shielding. A well-known application example of the
photoelectric effect is photoelectron spectroscopy, which obtains electron energy
distributions by studying photoelectron energy and spin conditions. Another well-
known application example is the photoelectron microscope, which enlarges and
images photoelectrons using an electron optics system. This enables imaging at high
spatial resolutions (several dozen nm) in the soft X-ray domain with synchrotron
radiation [10]. Furthermore, the usage of circularly polarized light in the soft X-ray
domain allows for the observation of magnetic domain structures in ferromagnetic
materials using X-ray magnetic circular dichroism [11].

An electron vacancy remains in the spot from which the electrons were ejected
with photoelectric absorption. This is an unstable condition, so electrons from outer
shells such as the L-shell transit to fill this vacancy, as shown in Fig. 2.5b. The binding
energies for the electron in the orbitals before and after the transition are different,
so an X-ray that has the amount of energy equivalent to this difference is emitted.
This is called fluorescence. X-ray fluorescence energy is dependent on the atom that
produced the fluorescence. The usage of these as high-sensitivity chemical analysis
methods is well known.

Meanwhile, as shown in Fig. 2.5c, the difference in binding energy generated to
fill the vacancy is reduced to the ground state energy through the emission of the
electron. The emitted electron is referred to as theAuger electron. TheAuger electron
has element-specific energy and is used for chemical analysis referred to as Auger
electron spectroscopy. The mean free path of Auger electrons is extremely short, so
they are used for surface analysis.

The probability that a fluorescent X-ray is emitted through the relaxation process
is known as the fluorescence yield ω [12]. In contrast, the probability that an Auger
electron is emitted is 1 – ω.
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Fig. 2.6 Fluorescence yield
for each element [12]
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Here, ay = 1.12 × 10 6. From Eq. (2.15), atoms with a large atomic number emit
a fluorescent X-ray, whereas the Auger effect is predominant in light elements. For
example, the fluorescence yields of aluminum, iron, and tin are 0.025, 0.29, and 0.85,
respectively [12]. The fluorescence yields due to the electrons, including the L-shell,
of each element are shown in Fig. 2.6 [12]. Figure 2.6 shows that the fluorescence
yield in the L-shell is extremely low, relative to others.

(2) Compton Scattering

We first consider an incident X-ray with an energy higher than the binding energy
of an orbital electron. The photon collides with a weakly-bound outer-shell elec-
tron, the electron with kinetic energy is ejected as a recoil electron, and the scat-
tering X-ray energy simultaneously becomes lower (i.e. its wavelength increases)
in a phenomenon referred to as the Compton effect. Figure 2.7 shows a schematic
of this effect. In this case, the energy and momentum are preserved. Using this, the
change in wavelength 	λ due to Compton scattering can be determined as shown
below:

	λ = h

mec
(1 − cosθ) (2.16)

Here, me is the electron mass and θ is the scattering angle. From Eq. (2.16),
changes in the wavelength increase as the scattering angle becomes a larger back-
scattering value.

The Compton effect becomes predominant over the photoelectric effect at high
X-ray energies. Furthermore, low-energy X-rays have a deflection angle θ, which
exceeds 90°, and its back-scattering tendencies increase. Meanwhile, high-energy
X-rays have a deflection angle θ, which drops below 90°, and its forward scattering
tendencies increase. Due to their low binding energy, outer-shell electrons have a



2.1 Absorption Contrast 29

Fig. 2.7 Schematic of
compton scattering
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relatively low amount of scattering X-ray energy loss. For this reason, scattering
X-rays can continue to interact with the atom, and can be the cause of negative
influences on image quality during X-ray imaging. Meanwhile, recoil electrons act
as free electrons, move to other atomic locations and serve a vacancy-filling role.

Evenwith the samenon-elastic scattering,Raman scattering occurswithin tightly-
bound inner-shell electrons of light elements. Raman scattering is known to occur in
the visible light spectrumbut is also used inX-rayRaman scattering, which uses high-
brilliance X-rays due to synchrotron radiation, to analyze the electron configuration
of light elements using X-rays.

Theprobability of theCompton effect occurrence is dependent only on the electron
density and not on the atomic number of the elements involved. For this reason, the
atomic cross-section only shows a weak dependence on the atomic number Z of a
physical material; in other words, only low contrast can be achieved with Compton
scattering.

(3) Coherent Scattering

Coherent scattering is the interaction between low-energy (below 10 keV) X-rays
and the material. The X-ray energies in these cases are lower than the binding energy
of the electron. There are two types of coherent scattering: Thomson scattering, and
Rayleigh scattering. The difference between them is in how tightly bound the electron
is to the atom. During coherent scattering, the incident X-ray induces resonant vibra-
tion in the electron. As a result, the atom emits an X-ray with the exact wavelength
as the incident X-ray in the opposite direction, as shown in Fig. 2.8. Therefore, there
is no energy exchange between the X-ray and the material. In these cases, the scat-
tering X-ray angle distribution is known to deviate towards the front. Furthermore,
the phase relationship between the incident and scattering X-rays is retained.
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Fig. 2.8 Schematic of
coherent scattering
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Coherent scattering is not as important as the photoelectric effect, Compton scat-
tering, and pair production in X-ray imaging, however, its presence should be recog-
nized. The reason for this is because the scatteredX-ray follows a path that is different
from the incident X-ray, which generates a blur in the X-ray image. Coherent scat-
tering induces X-ray diffraction in crystals. The diffraction angle in this case is
dependent on the X-ray wavelength and crystallographic lattice spacing. Meanwhile,
wavelength increases with Compton scattering; hence, there is no interference with
the incident X-ray and no effect on the measurement of interplanar spacing using
X-ray diffraction.

In Thomson scattering, the cross-section does not depend on X-ray energy.
Meanwhile, for Rayleigh scattering, the cross-section is roughly proportional to the
second power of the atomic number of the material. Rayleigh scattering becomes
insignificantly small above 100 keV in materials with a small atomic number.

(4) Pair Production

Pair production becomes possible when the incident X-ray energy is over 1.022MeV.
This corresponds to the sum of the electron and positron static energies (me c2 =
511 keV for each). As shown in Fig. 2.9, the incident X-ray interacts with the electric
field of the nucleus and is annihilated; most of the energy of the X-ray photon
becomes the kinetic energy of the positron and electron. The reaction cross-section
of a single atom is roughly proportional to the second power of the atomic number of
thematerial. Pair production cannot be ignored inX-rayswhose high energies exceed
10MeV. The generated positron is unstable and is known to become annihilated upon
interaction with an electron in a material (i.e. positron annihilation).

Furthermore, although the probability is low at less than half that of pair produc-
tion, recoil electrons are produced upon interaction with the electron field when the
incident X-ray energy is above 2.044 MeV, resulting in triplet production.

(5) Photonuclear Reaction

The photonuclear reaction refers to interactions between high-energy X-rays and
the nucleus and is the phenomenon in which the total energy of the X-ray photon is
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Fig. 2.9 Schematic of pair
production
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transferred to the nucleus andwhere the photon is annihilated.Alongside this process,
neutrons, protons,π-mesons, etc. are all emitted. Generally, this reaction occurs with
extremely high X-ray energies that exceed 7–20 MeV and is not important for X-ray
imaging.

(6) Dominant Absorption/Scattering Processes

As shown in Eq. (2.12), the contributions to the mass absorption coefficient from
photoelectric absorption, incoherent scattering, coherent scattering, and pair produc-
tion (excluding triplet production and photonuclear reactions) are investigated.
Figures 2.10, 2.11, 2.12 and 2.13 show the X-ray energy dependencies of the mass
absorption coefficients of carbon, aluminum, iron, and zirconium using the Ref. [3]

Fig. 2.10 Relationship
between mass absorption
coefficient and X-ray energy
for carbon [3], drawn to
show the contributions of the
various interactive effects of
the X-ray and the material

1.0E-05

1.0E-04

1.0E-03

1.0E-02

1.0E-01

1.0E+00

1.0E+01

1.0E+02

1.0E+03

1.00E-03 1.00E-02 1.00E-01 1.00E+00 1.00E+01

103

101

10-1

10-3

10-5

100 101 102 103 104

X-ray energy (keV)

Compton 
scattering

Total

Pair 

production

Coherent 
scattering

Photoelectric 
absorption

M
as

s 
ab

so
rp

ti
o

n
 c

o
ef

fi
ci

en
t 

(c
m

2
/g

)



32 2 Fundamentals of X-Ray Imaging

Fig. 2.11 Relationship
between mass absorption
coefficient and X-ray energy
for aluminum [3], drawn to
show the contributions of the
various interactive effects of
the X-ray and the material
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Fig. 2.12 Relationship
between mass absorption
coefficient and X-ray energy
for iron [3], drawn to show
the contributions of the
various interactive effects of
the X-ray and the material

-05

-04

-03

-02

-01

1.00E-03 1.00E-02 1.00E-01 1.00E+00 1.00E+01100 101 102 103 104

103

101

10-1

10-3

10-5

X-ray energy (keV)

Compton 
scattering

Total

Pair 

production

Coherent 
scattering

Photoelectric 
absorption

M
as

s 
ab

so
rp

ti
o

n
 c

o
ef

fi
ci

en
t 

(c
m

2
/g

)

database. Photoelectric absorption is dominant for each material for X-ray ener-
gies up to around several dozen to 100 keV. Below this range of values, Compton
scattering is dominant; above it, pair production is dominant. Absorption due to
Compton scattering does not change significantly with X-ray energy, whereas contri-
butions from photoelectric absorption and pair production increase in proportion to
the 4th–5th power and 2nd power, respectively, of Z, as seen in Sect. 2.1.2 (1) and
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Fig. 2.13 Relationship
between mass absorption
coefficient and X-ray energy
for zirconium [3], drawn to
show the contributions of the
various interactive effects of
the X-ray and the material
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(4). For this reason, the Compton scattering-dominant range becomes narrower with
larger Z. A clear X-ray energy dependency, shown in Eq. (2.14), can be seen in
the domain in which photoelectric absorption is dominant. This suggests that X-ray
energy modulation is important to obtaining favorable imaging conditions.

Figure 2.14 shows changes in the mass absorption coefficient with a number
of X-ray energies in elements ranging from light elements to heavy elements like
mercury, using the same Ref. [3] database. X-rays with energies of 10 keV show
large changes in the mass absorption coefficient particularly in the range of atomic
numbers around 15. Meanwhile, there is very little change in the mass absorption

Fig. 2.14 Atomic number
dependency of mass
absorption coefficients at
representative X-ray energies
used in X-ray tomography
[3]
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coefficient when energies are at 100 keV. Similarly, there are virtually no changes
in the mass absorption coefficient with 1-MeV energy X-rays. This indicates that
contrast becomes more difficult to obtain with higher energy in X-ray imaging that
uses absorption contrast. X-ray energies ranging from several dozen keV to below
approximately 100 keV are known to be optimal for obtaining sufficient contrast.
As seen in Figs. 2.10, 2.11, 2.12 and 2.13, photoelectric absorption is generally
predominant in this range. The specific selection of the used X-ray energies must
consider the factors for obtaining the necessary S/N ratio and spatial resolution, in
addition to the strength of contrast. These will be summarized in Chap. 6.

2.2 Phase Contrast

2.2.1 X-Ray Refraction

(1) Snell’s Law

High-school physics classes teach Snell’s law, which expresses the relationship
between the incidence and refraction angles. This is the relational expression between
the incident angle θ1 and angle of refraction θ2:

cos θ1 = n cos θ2 (2.17)

Figures shown in high-school textbooks are similar to Fig. 2.15a, whereinmedium
1 is assumed to be air and medium 2 is assumed to be water or transparent plastic
and where the incident light is depicted as visible light. The refraction indices n of
water, polymers, and glass in the visible light spectrum often have values of 1.3–
1.8. The frequency of X-rays is higher than the resonant frequency associated with
electron binding conditions. For this reason, n becomes smaller than 1. However,
the deviation from 1 is at most approximately 10–5. For this reason, a schematic
of the diffraction behavior of X-rays is shown in Fig. 2.15b. Incident X-rays at an

Medium 2

Medium 1

(a) n > 1 (c) n < 1 (Total reflection)(b) n < 1

Medium 2

Medium 1

Medium 2

Medium 1

Interface (Surface)

Fig. 2.15 X-ray refraction
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angle orthogonal to the surface do not experience refraction and smaller θ1 values
result in larger refraction. When θ1 is smaller than the critical angle θ c, the X-ray
undergoes total reflection, as shown in Fig. 2.15c. The total reflection of X-rays
was reported by Compton as early as 1923 [13]. When θ2 = 0 in Eq. (2.17) and
substituted into Eq. (2.18) (shown below) assuming that β = 0, θc ≈ √

2δ (δ is
discussed later). The θ c value takes low values in the order of mrad, with values for
silicon at approximately 3.1 mrad and 1.6 mrad for incident X-rays at energies of
10 keV and 20 keV, respectively.

In the case of Fig. 2.15c, X-rays can be focused if medium 2 is made into a
gradual concave surface. This is the basic principle of an X-ray condenser mirror
often used in X-ray imaging in synchrotron radiation facilities. X-ray beams with a
given width are covered if the incident X-ray angle is too shallow, requiring a longer
X-ray mirror. For this reason, it is advantageous to acquire as large a critical angle
as possible. As seen in Eq. (2.19), discussed later, δ is proportional to the density
of the surface material. With this in mind, heavy elements like platinum, rhodium,
and nickel are used to obtain a larger critical angle for the X-ray mirror surface.
For example, an adhesive layer is placed in a silicon substrate whose surface has
been sufficiently polished and coated with a thin metallic film that is approximately
30–100 nm thick. Typically, the surface roughness of the mirror is controlled to
approximately 0.5–1 nm and below.

Figure 2.16 shows the X-ray energy dependencies of the critical angle of the total
reflection in three material types [5]. Increased X-ray energies result in a smaller
critical angle of the total reflection. Furthermore, the size of the critical angle greatly
varies according to the material. Points where the critical angle of total reflection
greatly decrease correspond to the K absorption edge of each element. Here, we
consider the X-ray mirror being fixed to a given incident angle and an incident X-ray
with a given energy distribution present. As shown in Fig. 2.16, the high-energyX-ray
above a given energy passes through the object without total reflection. This aspect

Fig. 2.16 Critical angle for
the total reflection of X-rays
in three material types of
different densities [5]. The
vertical axis corresponds to
X-ray energy. Platinum
(21.5 g/cm3 density) and
nickel 8.9 g/cm3) are used as
the surface layer of an X-ray
mirror; silicon (2.3 g/cm3

density) is used as its
substrate
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is applied to use X-ray mirrors as a filter that cuts high-energy X-rays. For example,
higher-order radiation is present in X-rays that have undergone spectral diffraction
with a monochromator. Higher-order radiation can be cut using X-ray mirrors for
various experiments in which higher-order radiation may influence measurements.

Furthermore, during the total reflection of an X-ray, the penetration depth of an
X-ray, which should ordinarily have high transmission capabilities into an object, can
be controlled to the nm order. This can be used to selectively analyze only scattering
X-rays from near the surface.

(2) Complex Refractive Index

Generally, the refractive index in cases where an X-ray advancing through the object
interior is absorbed by the object is expressed with the complex refractive index n

∧

.
The variable n

∧

is shown below based on the free-electron approximation:

n̂ = 1 − δ + iβ (2.18)

δ = NaZρe2λ2

2π Amec2
(2.19)

β = μλ

4π
(2.20)

Here, Na is Avogadro’s number, A the mass number, ρ the density, and e2/(mec 2)
the classic electron radius. The real component δ expresses the refraction and phase
shift; the phase shift of X-rays is dependent on δ. However, Z/A ≈ 0.5 for many
materials, so δ becomes proportional to the density. From this, information relating
to the density of the material interior can be obtained from phase-contrast imaging.
Furthermore, the imaginary component β expresses X-ray absorption and is simply
proportional to the mass absorption coefficient. However, care must be taken as the
above equation does not hold near the absorption edge. From Eqs. (2.14), (2.19), and
(2.20), δ and β are dependent on X-ray energy as shown below:

β ∝ E−4, δ ∝ E−2 (2.21)

Figure 2.17 shows the calculated δ and β for a variety of light and heavy elements
using the Ref. [5] database. δ/β increases with X-ray energy but decreases with soft
X-rays. Actual δ/β values for a wide X-ray energy range are approximately 1000
for light elements, 100 for elements around aluminum, and above 10 for iron or
zirconium. For this reason, stronger contrasts can be obtained in X-ray imaging by
using phase shifts due to density differences instead of linear absorption coefficient
differences between phases. In this way, phase-shift contrasts can be used in almost
all types of structural and functional materials and, at the very least, they are effective
in the X-ray energy range where photoelectric absorption is predominant.
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Fig. 2.17 Ratio of complex
refractive index coefficients
δ and β plotted against X-ray
energy [5]; index showing
how much more effective
refraction- or phase-based
contrast is relative to
absorption contrast
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There is a rich amount of information in phase-contrast imaging that cannot be
obtained with absorption contrast. On the other hand, there are phenomena that
can be seen by absorption contrast but not phase contrast, due to the usage of the
absorption edge. These can be used in a complementary manner. However, simply
measuring theX-ray intensitymay not yield phase information. Some formof conver-
sion between the phase, which interferes with a reference wave that acts as a stan-
dard, and intensity is needed to obtain phase contrast. For this, X-rays, which are
spatially coherent to some extent, are needed. Furthermore, special setups discussed
in Chap. 5 are needed. The reality is that there are difficulties in the implementation of
phase-contrast imaging and analysis of the obtained images. On the other hand, even
when intending to simply conduct absorption contrast imaging, internal structure
size may be misestimated due to the convolution of phase effects, false recognition
of unrealistic structures, and mischaracterization of material properties based on the
absorption coefficient. These will be touched on in the implementation methods of
Sect. 5.2 and the application examples in Sect. 6.6.3. Furthermore, Sect. 2.2.2 (3)
will discuss what coherence is.

2.2.2 X-Ray Phase Shift

(1) Phase Shift

Phase-contrast imaging is amethod that creates grayscale images bymeasuring phase
shifts in X-rays passing through an object. Specific descriptions of this technique are
provided in Chap. 5 and a further look into X-ray phase shifts will be conducted here.

When assuming a scenario where a monochromatic X-ray passes through an
object with thickness L as shown in Fig. 2.18, both X-ray absorption-based attenua-
tion and phase shift Φ occur concurrently. Here, “monochromatic” refers to a single
wavelength with no wavelength distribution. The X-ray intensity before and after
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(b) X-ray that is transmitted through an object

(a) X-ray outside an object Φ  

Thickness, L

I
Sample

I0

Propagation direction (z axis)

Propagation direction (z axis)

Fig. 2.18 Schematic showing the changes in amplitude A and phase shiftΦ after a monochromatic
X-ray with intensity I0 is emitted toward an object with a thickness L and is transmitted through it

transmitting through the object is as shown in Eq. (2.1), but expressing X-ray atten-
uation with its ratio I

I0
allows for a similar expression with X-ray amplitude before

and after transmission as shown below:

I

I0
=

(
A

A0

)2

(2.22)

Meanwhile, a phase shift is generated, as the X-ray propagation speed in the
object is different from its speed in a vacuum. Figure 2.19 shows an example in two
dimensions instead of one: a two-dimensional schematic of the relationship between
the X-ray wavefront and object. As previously mentioned, the refractive index of
X-rays is less than 1, so the wavefront of X-rays after transmitting through an object
is expanded slightly forward [14]. The phase shift expresses the amount of wavefront
deformation similar to that shown in Fig. 2.19. The propagation direction of the X-
ray at this point is in a direction orthogonal to the wavefront in Fig. 2.19. Therefore,
adjacent waves are superimposed and interfere with one another in areas where the
wavefront is curved. Interference fringes due to Fresnel or Fraunhofer diffraction
can be observed depending on the distance from the object to the detector. This is
explained in Sect. 2.2.2 (2).

Incidentally, the phase shift can be expressed by the complex refractive index δ

from Eq. (2.18) and X-ray wavelength, as shown as follows:

� =
(
2πδ

λ

)

L (2.23)
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Fig. 2.19 Schematic
showing changes in the
wavefront of a
monochromatic X-ray
emitted toward an object and
after transmitting through it

Sample

Propagation 

direction (z axis)

X-ray

Wavefront

This equation is as shown below when δ is not homogeneous within the object
interior:

� =
(
2π

λ

) L∫

0

δ(z)dz (2.24)

Therefore, the phase shift is the projection of δ that shows how much the real
component of the complex refractive index decreases from 1, in the z-axis direction,
corresponding to the propagation direction of the X-ray. This is identical to when
the local linear absorption coefficient in Eq. (2.4) was projected in the pathway of
the X-ray, when the linear absorption coefficient was not homogeneous within the
object interior. The smallest detectable phase shift has been shown to be around 5%
(0.05 rad) [15]. δ has a distribution in the x–y plane orthogonal to the z-axis, so a 3D
δ distribution can be reconstructed if the specimen is quantitatively measured from
multiple angles while rotated. This is the basic principle of phase-contrast X-ray
tomography.

The equation below focuses on electrons and relates δ to compounds and alloys
of a variety of elements [16]:

δ = reλ2

2π

∑

k

ρk
a (Zk + fk) (2.25)

Here, re = e 2/(mec2) is the classic electron radius, f k is the real component of
the correction factor for the atomic scattering factor, and the subscript k of each
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parameter indicates the kth element. The term f k can be ignored if the vicinity of
the absorption edge is excluded, which allows δ to be expressed by the following
equation:

δ = reλ2ρe

2π
(2.26)

Here, ρe is the electron density. δ simply corresponds to the electron density and,
as shown in Eq. (2.19), is proportional to density. In contrast, elemental concentra-
tion mapping using the absorption edge can be conducted near the absorption edge,
as touched upon in Chap. 5. The following equations can also be obtained from
Eqs. (2.24) and (2.25) [16]:

� =
∫ ∑

k
ρk
a pkdx (2.27)

pk = reλ(Zk + fk) (2.28)

Here, pk corresponds to the atomic absorption coefficientμa in the case of absorp-
tion contrast and equal to the X-ray phase shift cross-section. As a result, the differ-
ence between absorption and phase can be traced back to the difference between pk
and μa. The ratio of pk and μa here is dependent on the X-ray energy and atomic
number. This ratio takes a large value of 100–1000 for light elements in particular,
as has already been confirmed in Fig. 2.17.

(2) X-ray Diffraction and Imaging

When the wavefront is deformed as shown in Fig. 2.19, adjacent waves are partially
superimposed and interfere with one another. This is referred to as the diffraction
fringe. Generally, the diffraction fringe is clearly observed in waves that have trans-
mitted through interfaces or surfaces. Furthermore, the diffraction fringe pattern
varies depending on the distance between the detector and object. In other words,
a large detector-object distance results in Fraunhofer diffraction, whereas short
distances result in Fresnel diffraction. Each of these phenomena are applied in X-
ray imaging, as discussed later; in other words, a small coherence length results in
a binary fringe pair, whereas a large coherence length results in multiple diffrac-
tion fringes appearing on both sides of the interface. In contrast, an extremely small
coherence length eliminates the diffraction fringe.

As shown in Fig. 2.20, we assume two-dimensional imaging using a coherent
monochromatic X-ray. This is the assumption for synchrotron radiation. At this
time, the X-ray amplitude ψ(x, y) at the detector position when Fresnel diffraction
occurs is as follows [17]:

ψ(x, y) = i exp(ikz)

λz

¨
q
(X,Y ) exp

[
ik

2z

{
(x − X)2 + (y − Y )2

}
]

dXdY (2.29)
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Fig. 2.20 Assumed case where a coherent monochromatic X-ray is emitted toward an object and
the transmitted X-ray is observed on a two-dimensional detector. The X-ray intensity at the (x,
y) plane that shows the detector plane located at a distance z from the (X, Y ) plane immediately
behind the sample is discussed

Here, k is thewavenumber and k = λ/2π . The term q(X,Y ) is theX-ray amplitude
distribution immediately after transmitting through the sample (z = 0). The distance
from the object to the detector is expressed with the coordinate system shown in
Fig. 2.20 for Eq. (2.29), which was approximated with a fourth-order Taylor series
expansion (Fresnel approximation). Furthermore, the wave function can be obtained
by a simple correction with the magnification M in cases where X-rays are emitted
from point light sources and not as planar waves, as would be the case when X-ray
tubes are used [17]. The following equation shows Fraunhofer diffraction, which
shows the same conditions up to the third order [17]:

ψ(x, y) = C
¨

q(X,Y )exp

{
ik

z
(x X − yY )

}

dXdY (2.30)

Here, C is a constant. The inside of this integration is a Fourier transform of
q(X, Y ).

Generally, when a structural size of interest inside the object is set as D, Fresnel
diffraction appears when the sample and detector are relatively close to each other,
as shown below:

z <
D2

λ
(2.31)

However, Fresnel diffraction does not appear when the detector is extremely close
to the sample. This is referred to as the near field. In this case, only X-ray absorption
contrast can be used. Furthermore, F = D2

λz is referred to as the Fresnel number. This
is a non-dimensional number that indicates the interface between refraction, which
is a phenomenon of geometrical optics, and diffraction, which is a phenomenon of
wave optics [18]. A geometrical optics approximation is made whenF � 1, and
refraction is considered predominant [18]. Meanwhile, multiple diffraction fringes



42 2 Fundamentals of X-Ray Imaging

are generated in the vicinity when F � 1 [18]. Furthermore, the radius of the first
Fresnel zone rFZ is expressed with the following equation:

rFZ = √
λz (2.32)

The F � 1 condition corresponds to when D is considerably smaller than the
radius of the first Fresnel zone. For example, F ≈ 13 when the sample and detector
are placed 30 mm apart with an X-ray with an energy of 20 keV (λ = 0.062 nm) and
D = 5 μm, and consequently, the Fresnel diffraction becomes predominant.

Figure 2.21 is an imaging simulation result where samples that include both an
X-ray absorbing and non-absorbing structure are placed between 0.1 and 1000 mm
from the detector [19]. Figure 2.21b–f are the Fresnel numbers, which correspond to
2500, 250, 25, 2.5, and 0.25, respectively. The X-ray non-absorbing structure is not
visible when F � 1 and z is extremely small, but the interface becomes gradually
highlighted as the distance between the sample and detector increases; its presence
can be clearly visualized. Furthermore, multiple fringes can be seen when F ≈ 1 in
(e). The image is so disordered for F � 1 in (f) that the original structure is no longer
even visible. Black and white diffraction fringes can be seen in the vicinity of the
object interior structure in Fig. 2.21c and d (F � 1). The imaging process that applies
this phenomenon is referred to as refraction-contrast imaging. In refraction-contrast

Fig. 2.21 a Image of object obtained with a 12.4 keV monochromatic X-ray. This includes three
black circles that absorb X-rays and six white circles that do not (each has a diameter of 5 μm);
b–f show imaging simulations with camera-detector distances of 0.1 mm, 1 mm, 10 mm, 100 mm,
and 1000 mm, respectively [19]
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imaging, the structure of the object interior (e.g. heterogeneous phases, particles, or
voids) is mostly retained in the image. The interface is then highlighted as a result of
intense black and white fringes appearing on these structures and the interface at the
base. For this reason, these domains are also known as interface detection domains.
The deflection angle increases when the incident angle into the interface is relatively
shallow and the fringe appears even more clearly. Furthermore, image contrast is
dependent on the phase shift. With refraction contrast imaging, we can anticipate the
increasing effects of microstructure detection capabilities and visualization effects
of objects that cannot be seen at all with absorption contrast by simply adjusting
the distance between the sample and detector and not having to use any specialized
devices.

Figure 2.22 shows visualizations of silicon particles dispersed in an aluminum
alloy using monochromatic X-rays with an energy of 20 keV from synchrotron
radiation [20]. The relatively small black silicon particle (diameter of approximately
5μm) corresponds toF ≈13 in the cross-sectional image on the top-right of Fig. 2.22.
For example, the atomic number difference between aluminum and silicon is 1 and,
as shown in the top-left cross-sectional image in Fig. 2.22, the silicon particles cannot
be distinguished when the sample and detector are close in distance. The term rFZ
≈ 1.4 μm when the distance is 30 mm in Fig. 2.22; the silicon particle morphology

20 m

10 mm 30 mm

100 mm 200 mm

Fig. 2.22 Changes in a virtual 3D cross-section where the sample-detector distance was varied
from 10 to 200 mm [20]. The sample was an Al-7% Si alloy
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and size information is not lost while still being able to detect the edge when rFZ
approaches the spatial resolution at a distance of 20–30 mm.

Spatial coherence needs to be somewhat high to use refraction contrast imaging.
Synchrotron radiation usage is typical for these purposes. However, refraction
contrasts can be used even with X-ray tubes if those with a sufficiently small focal
point size are used [21, 22]. Furthermore, the effect of the angle of view from the
X-ray source is superimposed even when synchrotron radiation with an extremely
small X-ray divergence angle is used in addition to X-ray refraction at the interface.
For example, the angle of view is 10μrad when the effective size of the X-ray source
is 500 μm and the distance from the X-ray source and specimen is set to 50 m.
This generates approximately 0.3 μm of divergence for a sample-detector distance
of 30 mm. In practice, the angle of view can be considerably larger than this. In
such cases, care must be taken as the quantitative aspect of the linear absorption
coefficient and size is lost because of the fringe due to X-ray refraction, and image
magnification due to the X-ray emission.

Meanwhile, Fraunhofer diffraction is generated when the sample and detector are
placed considerably apart from one another.

z >
D2

λ
(2.33)

When calculating the integration of Eq. (2.30), it can be observed that ψ(x, y) is
dependent on sinc

(
kD
2z

)
(here, c(x) = sin(x)

x ). This amplitude distribution no longer
corresponds to the object structure and is instead a Fourier transform of the X-ray
amplitude distribution generated from the object. Furthermore, X-ray intensity is
proportional to sinc2

(
kD
2z

)
. X-ray intensity is observed in X-ray imaging, so the

square of the absolute Fourier transform value is observed in the case of Fraunhofer
diffraction. For this reason, information relating to the object cannot be recovered
with simple inverse transformations.

Incidentally, when the observed object structure is close to the radius of the first
Fresnel zone, the fringe generated in the interface includes phase modulation infor-
mation due to the object. In these cases, the image changes significantlywithmultiple
sample-detector distances. Cloetens et al. fromESRF proposed theX-ray holography
method, wherein phase information is recovered by acquiring images with multiple
distances and solving for the intensity propagation equation, which formulates the
X-ray wavefront deformation. This has been used in synchrotron radiation research
[23].

(3) Coherence

The ease of appearance and clarity of the interference fringes discussed in Sect. 2.2
can be understood by assessing the coherence of X-rays. Increasing coherence can
allow for the usage of various X-ray imaging techniques, including phase-contrast
imaging, X-ray holography, coherent X-ray diffraction microscopy (CXDM) [24],
and wave-front shearing interferometry [25]. Coherence is also important when
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implementing imaging-type X-ray tomography [26]. Meanwhile, increased coher-
ence results in the generation of speckle noise [27], which can converselymakeX-ray
imaging difficult. Coherence assessments are important to quantitatively determine
and improve these aspects.

Discussions in this chapter include explanationswheremonochromaticX-rays and
planar waves, or in other words 100% completely coherent conditions, are assumed.
However, actual X-rays cannot be completely monochromatic. Furthermore, light
sources cannot be placed in an infinite direction and are locatedwithinfinite distances.
Although the term point light source is used, the regions from which X-rays are
emitted comprise some degree of size. In reality, X-rays, which are neither coherent
nor incoherent instead sitting somewhere in the middle, are often used. Here, we
apply the concept of coherence length and assess its extent.

Incidentally, double-slit interference experiments conducted by Young [28] are a
familiar teachingmethod used to teach thewave nature of light in high-school physics
classes. Calculating the optical path difference of the light coming out of the two
slits considering the distance between the slit and screen enables the elucidation of
conditions under which light waves mutually strengthen each other. However, high-
school textbooks do not reference the conditions under which interference fringes
appear duringYoung’s experiments. In actuality, interference fringes either disappear
or are unclear depending on the light source size, double-slit interval, distance from
the light source to the slit, and the light wavelength.

These are considered using Fig. 2.23. A monochromatic X-ray with the same
wavelength and whose wavefront is completely aligned is emitted from a position at
a distance of D, propagating in the direction with just a microscale angle difference
	θ; the slit is assumed here. Moving from position A, where the wavefront peaks of
both X-rays are aligned and following the wavefront to position B, which is shifted
in the horizontal direction by only a distance ls, both waves are misaligned by half a
wavelength and are antiphase. At position C, which is further shifted in the horizontal
direction by only a distance ls, the waves once again have the same phase; in other
words, when X-ray interference occurs in this way, the distance range at which this
interference occurs in the plane orthogonal to the propagating direction of light is
defined as the coherence length relating to spatial coherence. From Fig. 2.23, ls can
be defined as follows:

ls = λ

2	θ
(2.34)

When the distance from the observed plane and light source is set as R, 	θ = D
R

and ls is expressed as follows.

ls = λR

2D
(2.35)

Disruption of the light wavefront generally becomes smaller with increased
distance from the small light source and the amplitude and phase in the direction
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Fig. 2.23 Schematic illustrating a case where X-rays with the same wavelength and aligned wave-
front are emitted from a position separated by distance D and propagate with the only difference
being a microscale angle 	θ. By position B, shifted transversely from position A along the wave-
front by distance ls only, waves become antiphase; they return to inphase at position C, shifted
from position B transversely by distance ls. From this, the coherence length ls relating to spatial
coherence is defined

orthogonal to theX-ray propagation direction arewell-aligned. This can be expressed
with spatial coherence fluctuations by using the measure known as coherence length
from Eq. (2.35). Furthermore, X-rays with lower energy are known to obtain higher
spatial coherence. Incidentally, the coherence lengths when under the coherent and
incoherent conditions discussed in the beginning are infinite and 0, respectively.

Slits or pinholes can be inserted and its insertion positions can be seen as provi-
sional light sources when the spatial coherence is insufficient. The spatial coherence
and intensity in these cases can be controlled through the position and opening
size of the installed slits or pinholes. Other than this, the light source can be made
to ostensibly be smaller using Bragg diffraction with crystals such as silicon [29].
Furthermore, nonsymmetrical crystals can be used to virtually place light sources at
a further distance [29]. In contrast, speckle noise due to defects or the heterogeneity
of optical elements, beryllium windows, etc. can occur when spatial coherence is too
high. Using graphite-coated boards, paper, or sandpaper in these cases can reduce
spatial coherence and control speckle noise if these materials are rotated and inserted
in the X-ray pathway [29].

Synchrotron radiation is beneficial in that it can increase spatial coherence. To
quantitatively determine the coherence length, we can use SPring-8 as an example.
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Fig. 2.24 Schematic illustrating a case where X-rays with a wavelength difference of only 	λ

are propagated in the entirely identical direction. X-rays that were in-phase at position A became
antiphase to each other after propagating by a distance of lt and in-phase for a second time after
further propagating by a distance of lt. From this, a coherence length lt relating to temporal coherence
is defined

The size of the light source in the vertical direction when the X-ray energy is 10 keV
at the standard undulator light source of SPring-8 is around 16 μm [30]. The spatial
coherence in these cases is approximately 390 μm when the distance from the light
source to the experimental hatch is set to 100 m. Using long-/medium-length beam-
lines such as BL20XU is advantageouswhen taking the distance from the light source
to the observed plane. Meanwhile, the beam size in the horizontal direction is rela-
tively large at around 0.6 mm. Thus, it is sometimes necessary to insert a slit that
controls the beam width only in the horizontal direction [31].

Next, we consider a case where X-rays propagating in the same direction have
only slightly varying wavelengths, as shown in Fig. 2.24. This is identical to the
case of spatial coherence; this time, however, we consider the phase shift in the
X-ray propagating direction. From position A where both X-ray wavefront peaks
are aligned, the X-rays at position B where the waves have only propagated by a
distance lt , are misaligned by half a wavelength and are antiphase. At position C,
where the waves have further propagated by a distance lt , the waves are once again
in-phase; in other words, the extent to which X-rays interfere with each other within
the wavelength difference range when X-rays emitted from the same light source
interfere is expressed with temporal coherence. When lt = Nλ for the X-ray in the
top row of Fig. 2.24, lt = (

N + 1
2

)
(λ − 	λ) for the X-ray in the bottom row and

the coherence length lt relating to temporal coherence/longitudinal coherence is as
expressed below:

lt = λ2

2	λ
(2.36)

This is also estimated using synchrotron radiation as an example, similar to the
case of spatial coherence. Monochromatic X-rays obtained from the double crystal
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monochromator in SPring-8 has amonochromaticity with λ/	λ around 10,000 [32].
Temporal coherence is approximately 0.31 μm when the X-ray energy of 20 keV is
considered. This indicates that interference fringes can be experimentally observed
when the X-ray light path difference decreases to a value below this.

Finally, we consider X-ray spectroscopy using monochromators available at
synchrotron radiation facilities. The well-known Bragg condition 2dsinθ = nλ

for X-ray diffraction expresses the relationship between the reflective angle θ and
wavelength λ. When wavelengths are screened using materials like silicon crystals at
a monochromator, this condition also becomes related to spatial coherence through
changes in the angular divergence of the X-ray beam [33]. It is not suitable to sepa-
rate coherence between spatial and temporal coherence in such cases and it becomes
necessary to use descriptions with mutual coherence, which integrate these two.
Please refer to other texts [33] for further details.
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Chapter 3
3D Image Reconstruction

Image reconstruction refers to the process by which images are restored to their
original higher-order dimensions after X-rays are transmitted through a two- or
three-dimensional object and the transmitted X-rays are measured as one- or
two-dimensional observable values.

The introduction to JohannRadon’s 1917paper “On the determination of functions
from their integrals along certain manifolds” (translated from German to English by
Dr. R. Lohner at the Georgia Institute of Technology) poses the questions, “is every
line function that satisfies suitable regularity conditions obtainable in a plane?” and
“if this is the case, is the point function uniquely determined and how is it found?”,
then subsequently provides mathematical proofs [1]. This was at a time where the
word “tomography” did not even exist and two-dimensional detectors or computers
were not used. However, after this was shown, there have been discussions for three
dimensions and higher, calling to mind Radon’s foresight in these subjects.

Over half a century passed and medical X-ray CT scanners began to see prac-
tical use in the 1970s, after which the practical application of various X-ray CT
scanner mechanisms and development of multiple corresponding image reconstruc-
tion methods began to take hold. These include a number of strengths and weak-
nesses, including the extent of X-ray exposure on the human body, the difficulty of
mathematical solutions, spatial resolution, temporal resolution, noise, artifacts, and
the complexity of mechanisms and devices. Details on the wide-ranging techniques
cannot be entirely covered in this chapter alone. Furthermore, the strict mathemat-
ical derivations of image reconstruction algorithms have been omitted here due to
limited space. For this reason, please see specialist texts for reference and more
detailed elaboration on these aspects [2–7]. This chapter will outline the fundamen-
tals of several image reconstruction approaches currently in use in X-ray tomography
at synchrotron radiation facilities and industrial X-ray CT scanners, clarifying both
their proper use and points of caution in image reconstruction.

© Springer Nature Singapore Pte Ltd. 2021, corrected publication 2021
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3.1 Projection Data

3.1.1 Basic Calculation Method

Simple methods like those used to acquire a single two-dimensional cross-sectional
image from the early days of medical X-ray tomography are described so that
complex 3D image reconstruction can be easily understood. For this reason, an
overview that effectively follows the chronological history of X-ray tomography
development is included.

Figure 3.1 shows the medical X-ray CT scanner system, which at the time was
already in use, introduced by Hounsfield in his lecture when awarded the Nobel Prize
[8]. X-ray tomography had shown rapid progress within 8 years of his first using X-
ray CT scanners in clinical inspections in 1971. Figure 3.1a shows how the detector
and X-ray tube are situated on both sides of the human body and translate in the
same direction, thereby covering the person, while simultaneously rotating around
the body, in what is called a translate/rotate system. Using traditional classifications,
this is also referred to as a second-generationCT . Hounsfield created a detector out of
30 detection element groups and had an imaging time of 18 s. TheX-ray expands from
several to approximately a dozen degrees to cover the thirty detection elements. This
is referred to as a narrow fan beam. The traditionally classified first-generation CT
systems had one or two detectors and used a collimated pencil beam. Scans required
approximately 300 s in these cases. Figure 3.1b is referred to as a rotate/rotate system.
The fan beam (X-ray beam that expands in a fan-like way) emitted from the X-ray
tube transmits through the human body and enters the arc-arranged detectors facing
the radiation source. According to Hounsfield’s explanations, there were 300–500

(a) Translate/rotate system
(30 elements, scanning time: 18 s)

X-ray 
source

Translation

Translation

Detector

X-ray

Object

(b) Rotate/rotate system
(300 elements, scanning time: 2–4 s)

(b) Stationary/rotate system
(700 elements, scanning time: 2–4 s)

X-ray 
source

Detector

X-ray 
source

Detector

Fig. 3.1 Three types of medical X-ray CT scanners already in use by 1979 [8]. These were
introduced in the Nobel Lecture by Hounsfield
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detector elements and the scanning time was within 3 s. This was the so-called third-
generation CT . Finally, Fig. 3.1c is referred to as a stationary/rotate system, and the
fan beam is irradiated while the X-ray tube rotates on the inside of themany detection
elements placed along the periphery. This is the fourth-generation CT . According to
Hounsfield’s explanations, there were 700–1000 detector elements and scans were
completed within 3 s. Incidentally, the fifth-generation CT deflects the electron beam
with deflecting coils and generates X-rays by hitting it on a ring target; high-speed
scans are achieved by continuously rotating the X-ray generation positions.

These methods were used to acquire a single cross-section. Information on the
human body in the longitudinal direction was acquired by scanning repeated images
where the bed onwhich the patient was sittingwasmoved slightly and then stopped to
acquire multiple two-dimensional images (the so-called step scan). Figure 3.2 shows
the shape of the X-ray beam when it is used to seek 1D information—in other words,
it shows the shape of the beam when seeking the two-dimensional distribution of
the linear absorption coefficient of a given cross-section from a certain transmitting
X-ray intensity line profile at a given projection angle.

Meanwhile, the helical scan system of X-ray CT scanners, referred to as the sixth-
generation CT , was introduced in 1989 [9, 10] with advantages including being able
to rapidly take 3D images by continuously moving the bed, as shown in Fig. 3.3. In
this case, projection images are not obtained from every incident direction at every
position in the subject interior, so interpolations fromprojection data above and below
the slice are necessary for image reconstruction. For this reason, this is also known as
the interpolated reconstruction method. This method is not frequently used in X-ray
tomography at synchrotron radiation facilities or industrial X-ray CT scanners, so

Detector

Lateral scanning

Collimator

X-ray source

Object

Lateral scanning

Detector

X-ray source

Detector

X-ray source

(a) Pencil beam (c) Fan beam(b) Parallel beam

X-ray
X-ray X-ray

Fig. 3.2 X-ray beam shape when determining two-dimensional information (linear absorption
coefficient distribution in a virtual cross-section) from one-dimensional information (line profile of
transmitted X-ray intensity at a given projection angle)
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Consecutive movement of the object

Object

(a) Consecutive capture of 2D images (b) 3D image capture by means of helical scan
Continuous movement of the object

Fig. 3.3 3D image acquisition methods for helical scan system X-ray CT scanners for medical use
(also referred to as sixth-generation CT) and prior systems. Path of the X-ray source is depicted

we omit this detail here. For further information please see referenced works [2–7,
11]. With the introduction of flat-panel detectors in the 1990s, the so-called cone-
beam CT began to see practical use. This is referred to as the seventh-generation CT ,
which is a method that uses two-dimensional detectors to directly measure a two-
dimensional mapping of a transmitted X-ray intensity at a given projection angle and
creates a 3D image made of several hundred to several thousand two-dimensional
cross-sections in a single round of measurements. This technique is also used with
industrial X-ray CT scanners.

Finally, theX-ray beam shapewhen determining a 3D linear absorption coefficient
distribution from a 2D projected image is summarized in Fig. 3.4. The distance
between the X-ray source and detector can range from 22 (Bio-imaging beamline
BL07 at the Kyushu Synchrotron Light Research Center) to 248 m (high-resolution
imaging beamlineBL20XUat SPring-8); hence, anX-ray beam that appears virtually
parallel can be used, as shown in Fig. 3.4a.

3.1.2 Projection Data

For simplicity, we assume a combination of a detector arranged in a single dimension
and a parallel monochromatic X-ray beam, where sample cross-sections are obtained
using absorption contrast X-ray tomography. Figure 3.5 shows a schematic of this.
In X-ray tomography, either the sample is fixed and the detector and X-ray source
will rotate while this positional relationship is maintained or the X-ray source is
fixed and the sample rotates. Generally, the former corresponds to medical X-ray
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Object

X-ray

Detector

Object

X-ray

X-ray source

(a) Parallel beam (b) Cone beam

Detector

Fig. 3.4 Representative X-ray beam shapewhen determining 3D information (3D linear absorption
coefficient distribution in a virtual cross-section) from 2D information (two-dimensional mapping
of transmitted X-ray intensity at a given projection angle)

x

y

Sample (x, y)
O

μ

Fig. 3.5 Schematic showing the relationship between the line profile of a transmittedX-ray intensity
I(t) at a given projection angle θ and given position t, and projection data p(t, θ)
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CT scanners, and the latter to X-ray tomography at synchrotron radiation facilities
or industrial X-ray CT scanners. In these cases, all sections of the sample need to
be within the beam width and detector field-of-view range. Furthermore, the image
must be acquired from X-rays that are incident to all positions of the sample from all
directions; 180° is sufficient for the rotation angle when a parallel beam is incident
to a sample. The coordinate origin O in Fig. 3.5 refers to the center of this rotation.

The data measured in X-ray tomography consist of the intensity, I, of the X-ray
that has passed through an object. In this case, the transmitted X-ray intensity I
is a function of the detector element’s array coordinate t and projection angle θ ,
expressed as I (t, θ ). The line profile represented by I (t,θ ) is typically displayed
as a high-gradation (e.g. 16-bit) grayscale image. From Eq. (2.4) in Chap. 2, the
logarithm of the ratio of I (t,θ ) to I0, which is the X-ray intensity before passing
through an object is expressed as follows:

p(t, θ) = −log
I (t, θ)

I0
=

∞∫

−∞
μ(tcosθ − ssinθ, tsinθ + scosθ)ds (3.1)

Here, μ (x, y) is expressed in the t-s coordinate system. The term p (t, θ ) is called
the projection data; it is the line integral that follows the X-ray beam path of the local
linear absorption coefficientμ (x, y) inside an object. It is obvious from Eq. (3.1) that
the incident X-ray intensity I0 must also be measured to obtain the projection data.
Tomography is a method for evaluating the internal structure and external shape of
an object by reconstructing the two-dimensional distributions of the original linear
absorption coefficient from the projection data and displaying it in the form of an
image. As two-dimensional images become a 3D image when stacked and layered
on top of each other, Fig. 3.5 can be considered the foundation of X-ray tomography.
The mathematical solution to this problem is Radon’s theorem, as presented by
John Radon, mentioned in Chap. 1. Equation (3.1) is the two-dimensional Radon
transform from function μ (x, y) to function p (t, θ ). Measurements with X-ray
CT scanners can be thought of as a single set of Radon transforms collected while
varying the projection angles. Similarly, X-ray tomography image reconstruction
can be perceived as the inverse problem of analytically obtaining an object image by
inverse Radon transform. This is discussed in the next section.

The description of image reconstruction in this chapter assumes that what is being
constructed is the distribution of the linear absorption coefficient in the sample.
However, the image reconstruction method in this chapter can also be used to calcu-
late the 3D distribution of other physical quantities that are not uniform inside an
object, such as the phase shift described in Sect. 2.2.2 (1), so long as the local values
can bemeasured and recorded frommany directions along theX-ray path as projected
data.
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3.2 Fundamentals of Image Reconstruction

3.2.1 Radon Transform and Radon Space

The linear equation with an inclination of angle θ from the x-y coordinate system
and with a distance t from the origin in the t-axis direction is expressed as follows:

t = xcosθ + ysinθ (3.2)

With this, a delta function can be used to express the Radon transform of Eq. (3.1)
as follows.

p(t, θ) =
∞̈

−∞
μ(x, y)δ(xcosθ + ysinθ − t)dxdy (3.3)

The p (t, θ ) space is referred to as a Radon space.
As an example, Fig. 3.6 shows a schematic where the projection data of the

black circular area in the object from Fig. 3.5 are depicted in Cartesian and polar
coordinates. The parallel beam projection is placed radiatively with the origin at
the center for polar coordinates. If there were 180° worth of projection data at this
point, the Radon space would be covered without any gaps. Similar to the black
circle in Fig. 3.5, the trajectory of the interior structure placed at a distance from the
center of rotation is a trigonometric function in Cartesian coordinates and a circle

t

t

(a) Cartesian coordinate chart (b) Polar coordinate chart

Fig. 3.6 Schematic of a Radon transform of the projection data p(t, θ) when the trajectory of
the black circular area shown within the object in Fig. 3.5 was imaged from all directions with 16
detector elements; a shows a sinogram, shown in Cartesian coordinates andwhere θ is the horizontal
axis and t the vertical axis; and b shows the transform in polar coordinates, where t is the radius
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that passes the origin in polar coordinates. The Cartesian coordinate case in Fig. 3.6a
in particular is referred to as a sinogram based on the sinusoid sine curve. Structures
with larger distances from the center of rotation have a larger sine wave amplitude in
the Radon space expressed in Cartesian coordinates, whereas the radius of the circle
becomes larger in polar coordinates. In the case of polar coordinates, care must
be taken so that the origin does not become an undefined singularity. The Radon
transform has characteristics of symmetry (p (t, θ ) = p (−t, θ +π)), where inverted
imaging produces the same image; periodicity (p (t, θ ) = p (t, θ + 2nπ)), where
a single interval returns the function to its original value; and linearity, where the
Radon transform of the sum of two images multiplied by coefficients (a f 1 (x, y) + b
f 2 (x, y), where a and b are constants) is equal to the sum of both Radon transforms
(a p1 (t, θ )+ b p2 (t, θ )). Furthermore, when rotating an original image by an angle ϕ

and projecting point (x, y) to point (x′, y′)= (x cosϕ−y sinϕ, x sinϕ + y cosϕ), Radon
transform would only move ϕ in the angular direction. This is easy to understand
when using Fig. 3.6.

Figure 3.7 shows a virtual cross-section and Radon space obtained by imaging
Al-Cu alloys with synchrotron radiation. The white point-like structures here are
particles of intermetallic compounds that have a chemical composition of Al2Cu
[12]. As shown in Fig. 3.7, cases where there are multiple structures in the object
interior appear as a series of superimposed sine waves with different amplitude and
phase values in Cartesian coordinates and as multiple superimposed circles that pass
through the origin with polar coordinates.

A sinogram expresses the Radon transform of μ (x, y) in the form of an image, as
well as the data necessary for the reconstruction ofμ (x, y). This is useful as the X-ray
tomography imaging results can be easily confirmed. For example, parameters that
are important for X-ray tomography imaging (e.g. center of rotation, magnification,
etc.) can be determined and the presence of missing wedges in data necessary for
image reconstruction can be visually inspected in the case of fan beams. Even in
cases where 3D images are reconstructed using two-dimensional detectors like X-
ray tomography at synchrotron radiation facilities or industrial X-ray CT scanners,
a sinogram can be used to express a two-dimensional data structure that includes
all data in each line of the detector in the horizontal direction, and the utility of the
sinogram is therefore the same. For example, the sinogram in Fig. 3.7c shows several
thread-like white lines in the vertical direction. This indicates a minor issue in that
there was some wobbling in the beam at a given rotation angle during imaging and
that the incident X-ray intensity temporarily became stronger (i.e. the image became
whiter). Furthermore, this can be confirmed in Fig. 3.7b where straight white lines
radiating from the origin extend.

3.2.2 Projection Theorem

The projection theorem is also referred to as the central slice theorem or Fourier
slice theorem [13]. Figure 3.8 shows a schematic of this theorem. The projection data
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(a) Reconstructed slice (b) Radon space (Polar coordinate)

(c) Radon space (Cartesian coordinate: sinogram)

50 m

Particle

Pore

Fig. 3.7 a shows the reconstructionof the projectiondata obtained fromsynchrotron radiationX-ray
tomography experiments; b, c show this projection data in a Radon space; b is in polar coordinates
and c is in Cartesian coordinates, known as a sinogram. The sample is an aluminum-copper alloy,
where a parallel beam was used to take 1800 projections

imaged when the sample rotation angle is θ is set as p (t, θ ). The one-dimensional
Fourier transform F1D{ p (t, θ )} for variable t in p (t, θ ) is none other than the Fourier
spectra in the θ direction, which passes through the origin of the two-dimensional
Fourier transform F (u, v) of the linear absorption coefficient distribution μ (x,
y) in the object. Here, (u, v) refers to the Cartesian coordinate expression, which
corresponds to the real space (x, y) of the angular frequency in the frequency space;
in other words, the following is obtained when this is expressed as an equation:

μ(x, y) = F−1[F1D{p(t, θ)}] (3.4)
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Fig. 3.8 Schematic of the Fourier transform method process. A 1D Fourier transform is applied
on projection data p (t, θ ). If the 2D Fourier space is filled by obtaining projections in 0 � θ < π

without any defects, F (u, v) can be completely recorded. Finally, the linear absorption coefficient
distributionμ(x, y) of the original object can be obtained by applying an inverse 2DFourier transform
on F (u, v)

Thus, F (u, v) can be recorded completely by obtaining the projection data p (t,
θ ) in the sample angle range of 0 � θ < π without any missing wedges. For this
reason, a linear absorption coefficient distribution μ (x, y) of the imaged object can
be determined and a 2D image of the object can be depicted if a 2D Fourier transform
is applied on F (u, v). This is the analytical algorithm for X-ray tomography image
reconstruction, also referred to as the Fourier transform method.

The mathematical understanding of this method is further explored below. The
2D Fourier transform F (u, v) of μ (x, y) is expressed below, based on the definition
of a 2D Fourier transform:

F(u, v) =
∞∫

−∞

∞∫

−∞
μ(x, y)e−2π i(xu+yv)dxdy (3.5)

The following is obtained if the angular frequency is set as ω and transformed
into polar coordinates (ω, θ ).
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F(ωcosθ, ωsinθ) =
∞∫

−∞

∞∫

−∞
μ(x, y)e−2π iω(xcosθ+ysinθ)dxdy (3.6)

A relationship that uses the following Jacobian matrix |J | is generally established
in transforms from (x, y) coordinates to (t, s) coordinates.

|J | =
∣∣∣∣

∂x
∂t

∂x
∂s

∂y
∂t

∂y
∂s

∣∣∣∣ (3.7)

A transform of the integration variables that use this matrix is possible, as shown
below.

dtds = |J |dxdy (3.8)

However, this was originally only for a rotation scenario, so there are no changes
in differential area (i.e. |J | = 1) and variables can be changed to dxdy = dtds.
Equation (3.6) can be transformed as follows when this is combined with Eq. (3.1)
and (3.2).

F(ωcosθ, ωsinθ) =
∞∫

−∞

∞∫

−∞
μ(x, y)e−2π iωt dtds

=
∞∫

−∞

⎧⎨
⎩

∞∫

−∞
μ(x, y)ds

⎫⎬
⎭e−2π iωt dt

=
∞∫

−∞
p(t, θ)e−2π iωt dt (3.9)

The final equation takes the form of a 1D Fourier transform for a variable t of the
projection data p (t, θ ). Arriving at the inverse of the above process and ultimately
conducting a 2D inverse Fourier transform is the image reconstruction method based
on the Fourier transform method.

Figure 3.9 shows the image reconstruction obtained from imaging with X-ray
tomography of the Al-Cu alloy shown in Fig. 3.7, a 1D Fourier transform of its
projection data, and its re-plotting for a subsequent coordinate transformation and
its 2D inverse Fourier transform. This provides a general overview of the treatment
process.

In this way, the Fourier transform method is composed of a Fourier transform
and its operation is fast. However, this method was not widely used when computers
were undeveloped as inverse Fourier transforms required extensive computational
time. Furthermore, the frequency space expressed in polar coordinates is filled with
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Fig. 3.9 Image reconstruction process of the projection data obtained from synchrotron radiation
X-ray tomography experiments shown in Fig. 3.7; a is the cross-section after reconstruction, b is
the projection data in the θ = 0° direction, c is the sinogram collected for all 180º, d is a 1D Fourier
transform of the projection data, and e and f are the data after a coordinate transformwas conducted
prior to when 2D inverse Fourier transform was applied

projection data measured frommultiple angles, as evident when looking at the series
of calculation processes. As shown in Fig. 3.10, this yields a Fourier transform
that follows the line section extending in the radial direction from the origin. The
circle marks in Fig. 3.10 schematically represent the locations at which the Fourier
transforms of the object are actually calculated. Figure 3.10 shows that the data
density of the Fourier transforms greatly decreases with distance from the origin.
In contrast to transforming from Cartesian to polar coordinates when moving from
Eqs. (3.5) to (3.6), a transformation from polar to Cartesian coordinates is necessary
for actual Fourier transformmethods. At this time, a large misalignment between the
lattice points of the Cartesian coordinates that express F (u, v) and the lattice points
of the polar coordinates which express F (ω sinθ, ω cosθ ) is formed, producing
artifacts that correspond to this in the reconstructed image. Figure 3.10 shows that
this error increases as the high-frequency component increases. This is difficult to
identify in Fig. 3.9, but the image progressively blurs, and the morphology shifts as
it approaches the edges.
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Fig. 3.10 Schematic of the
frequency space filled with
projection data at multiple
angles
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v

3.3 Image Reconstruction Techniques

3.3.1 Algebraic Reconstruction Technique

(1) Basic Principles

The algebraic reconstruction technique is often abbreviated as ART. Its computa-
tional costs are high due to its long computational time when compared to the filtered
back projection discussed later, but its advantages include image noise/artifact reduc-
tion effects and its ability to conduct image reconstruction with a few projections.
For these reasons, this technique is often used in transmission electron microscopy
(TEM), single photon emission computed tomography (SPECT), and positron emis-
sion tomography (PET), as well as for medical X-ray tomography with the objective
of low doses. A representative technique is the iterative reconstruction method.
Furthermore, British engineer Hounsfield used this technique for his first image
reconstruction [14].

Figure 3.11 shows a schematic for reconstructing the original 2D linear absorption
coefficient distribution from1Dprojection data; it is likely very easy to understand the
fundamental thought process behind it. Figure 3.11a shows the total area including
the sample divided into smaller areas of equal size in a 2 × 2 arrangement, with
imaging from multiple directions using detectors with pixel number 2 and whose
detection elements are aligned in the horizontal direction. The linear absorption
coefficients μ1–μ4 of each area are set as unknowns, which can be determined by
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Fig. 3.11 Schematic of representative reconstruction methods

solving for the four simultaneous equations obtained by calculating the projections
p1–p4 from two directions. There may be local distributions of the linear absorption
coefficient in each area. Furthermore, external air sections may be locally present
in the smaller areas near the surface. The terms μ1–μ4 are the result of averaging
all of these aspects. Similarly, Fig. 3.11b shows a 3 × 3 division case. In this case,
the nine unknowns μ1–μ9 can be determined by including projections at an oblique
angle, calculating the projections p1–p9 from three directions, and setting up the
nine simultaneous equations. Simultaneous equations like those shown in Fig. 3.11
can be solved using methods like Gaussian elimination [15] or lower-upper (LU)
decomposition [16].

Incidentally, the traversing length across each area is different for incident X-rays
in the horizontal or vertical direction relative to when the X-ray is inclined (when
the vertical/horizontal area division directions are used as a standard). These need
to be reflected in the simultaneous equations by introducing weighted coefficients
in them. A similar consideration is necessary even when the X-ray beam width is
smaller than each area. All simultaneous equations can be expressed as follows:

A f = p (3.10)

Here, f refers to the unknown linear absorption coefficient set; p refers to the
projection data, including all values in the Radon space; f is aK-dimensional column
vector, where K is the number of areas (pixel number after 2D image reconstruc-
tion); p is an MN-dimensional column vector, where M is the number of detection
elements of the 1D detector; and N is the number of projections (view number).
Furthermore, the coefficient matrix A (also referred to as a system matrix) includes
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all the weights that express the influence of each pixel on each X-ray beam path
(detection probability) and is a matrix with MN rows and K columns. The f value
is considerably large in actual applications of X-ray imaging, so most coefficients
are 0. The coefficient matrix A should be calculated beforehand for each device
and geometric location/condition. Therefore, an advantage of this method is that
actual-use conditions such as sensitivity unevenness of the detection elements can
be considered by incorporating them in the coefficient matrix. The decision method
of the coefficient matrix A is described in reference [17]; please refer to this there.

The column vector f can be determined from Eq. (3.10) so long as the matrix A is
invertible. However, even if the matrix A inversion A−1 can be obtained, matrix A is
extremely large and it is clear that image reconstruction calculations would consume
considerable amounts of time and computer memory. For example, the device
and measurement condition that the author currently uses most with synchrotron
radiation-based X-ray tomography is K = 2000 × 2000=4 × 106. Furthermore, M
can often be approximately 2000 pixels. N is typically around 1500–1800 projec-
tions, which can be increased up to 3600 projections when image quality must be
high. Thus, M N = 3.6–7.2 × 106. Therefore, the number of unknowns and equa-
tions becomes immense, ranging around the order of 106; solving for f by directly
determining A − 1 is not practical.

Generally, taking a highMN value by increasing the number of projections, etc. to
obtain high-resolution image results inM N>K, thereby creating an overdetermined
system. Meanwhile, when trying to prevent drift or prioritizing temporal resolution,
N can be reduced to around 900 projections andM N=1.8× 106.An underdetermined
system is formed when there is an insufficient number of projections like in this case.
There have been many reports for conducting image reconstructions in such cases.
Representative methods are introduced below.

A general solution for Eq. (3.10) is to find the least-squares solution of the
following equation [14]:

χ2 = |A f − p|2 (3.11)

This is equivalent to solving forwhat corresponds to an inverse rectangularmatrix,
also known as a Moore-Penrose inverse (pseudo-inverse matrix) [18].

One advantage of an algebraic reconstruction technique is that a degree of image
reconstruction is possible even when there are missing wedges or when the rotational
angle is extremely limited, such as below 60° for TEM tomography. Furthermore,
image reconstruction calculations are possible for cases where the sample material
or density is already known or when air in the exterior of the sample is incorporated
beforehand. The area division sizes do not necessarily have to be uniform as well.
For example, the number of projections necessary for image reconstruction can be
efficiently reduced by dividing only the areas of interest with a higher resolution (e.g.
by making coarse divisions in the external areas of the sample and fine divisions in
the internal areas of the sample).
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(2) Iterative Reconstruction Technique

The basic method for solving Eq. (3.10) was published by the Polish mathematician
Kaczmarz in 1937 [19]. This method was later applied by Gordon et al. in the U.S.
on the 3D image reconstruction of TEM tomography [20]. This method is introduced
as follows.

Arranging Eq. (3.10) into simultaneous equations yields the following:

a11μ1 + a12μ2 + a13μ3 + · · · + a1KμK = p1
a21μ1 + a22μ2 + a23μ3 + · · · + a2KμK = p2

...

aMN1μ1 + aMN2μ2 + aMN3μ3 + · · · + aMNKμK = pMN

(3.12)

The 2D image expressed by (μ1, μ2, …, μK) corresponds to a point in the K-
dimensional space. Each equation in Eq. (3.12) expresses a hyperplane in this space.

Here, the simplest case is assumed to help comprehend the solution method; in
other words, this is a simple projection like that shown in Fig. 3.11a, where K = 2
(μ1, μ2), and M N = 2.

a11μ1 + a12μ2 = p1 (3.13)

a21μ1 + a22μ2 = p2 (3.14)

Figure 3.12 shows a schematic of the iterative reconstruction technique, in this
case, based on expressions by Rosenfeld and others [21]. The two equations shown in
Eq. (3.13) on the μ1−μ2 plane are two straight lines. Furthermore, their intersection
expresses the solution vector. First, the linear absorption coefficients of the two
pixels are set as μ0

1 and μ0
2, which, for the time being, can be set as 0 [22], and

images obtained by filtered back projection (discussed later) or images of similar
samples from the past can be included here. The first straight line (Eq. (3.13)) is
drawn perpendicularly from this point. This corresponds to the acquisition of the new
pair of linear absorption coefficients μ1

1 and μ1
2 obtained from the first projection.

Next, the second straight line (Eq. (3.14)) is drawn perpendicularly from this point,
and the linear absorption coefficient value is updated. Iterations of this allow for
the asymptotic approach to the actual μ1 and μ2 values (white circles in Fig. 3.12).
As seen in Fig. 3.12, cases where this does not converge are when the straight
lines of Eqs. (3.13) and (3.14) are parallel or, in other words, when projections were
conducted twice from the same direction. However, this solution method is generally
influenced by calculation accuracy and there are thought to be cases where it does
not completely converge to a single point at times.

Returning to Eq. (3.12), this iterative calculation is expressed with the following
equation [17]:
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Fig. 3.12 Schematic expressing the solution method process for the iterative image reconstruction
method
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based on the ith equation. Here,
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−→
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−→
μi •

−→
ai of

Eq. (3.15) expresses the projection and the remaining parts on the second term on the
right-hand side correspond to the back projection. The pixel values in Eq. (3.15) are
updated by adding and subtracting the correction values, but there is multiplicative
feedback wherein corrections are conducted by multiplying the correction values
[23]. The computational time needed to converge to a solution can be high when
calculations are conducted in multiple dimensions. Furthermore, calculations with
high noise can result in predicted values that are far removed from the solution. For
example, Fig. 3.13 assumes a high-noise and high-artifact variation of the schematic
shown in Fig. 3.12 where a third projection was added. In this case, the intersections
of the three lines are not fixed at once. In this case, a solution is searched for by
assuming that a pseudo-solution exists in the area enclosed by the straight lines.

Determining when to stop calculations is important in the sense of computational
costs and preventing solution divergence. The decision method for stopping calcu-
lations includes simple thought processes such as stopping calculations after a fixed
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Fig. 3.13 Schematic showing issues with the iterative image reconstruction method when noise or
artifacts are present

number of iterations, methods where stops are introduced after value changes due
to iterations become smaller than a fixed value, and when an image quality standard
that was determined beforehand is satisfied.

A relaxation parameter is generally introduced to reduce the amount of time to
convergence.

−→
μi = −−→

μi−1 − λi

(−−→
μi−1 · −→

ai − pi
)

−→
ai · −→

ai

−→
ai (3.16)

Here, λι is the relaxation parameter and varies by image or the number of calcu-
lation iterations. Reports have indicated that the computational time decreases when
λι becomes slightly larger than 1 [22].

(3) Image Reconstruction Methods for Actual Use

The development and application of algebraic reconstruction techniques and iterative
reconstruction techniques have been astounding in X-ray tomography and other 3D
imaging fields. However, the terms and abbreviations of the various methods are not
always necessarily consistent. Here, these are summarized from the viewpoints of
purely iterative reconstruction techniques, those that conduct statistical analyses, and
those that use physical models.
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The simultaneous algebraic reconstruction technique (SART) [24] simultane-
ously conducts pixel value updates using data from a single projection angle. This
differs from the “ray-by-ray” system for updating pixel values with the above-
mentioned ART. SART was developed by Andersen et al. in 1984. The introduction
of this technique resulted in a reduction in computational time required and error
propagation originating from noise. The simultaneous iterative reconstruction tech-
nique (SIRT) was first proposed by Gilbert and others in 1972 [25]. This technique
conducts calculations at all projection angles, after which the correction value due to
the X-ray beam in all directions is averaged and the pixel values are updated “point-
by-point.” Although more computational time is required relative to SART, more
accurate image reconstruction is possible [17]. This method is widely used along-
side ART in TEM tomography. Other techniques calculate simultaneous equations
handled in ART by dividing them into numerous arbitrary blocks [26]. From this
perspective, the above-mentioned SART treats data taken from a single projection
angle as a block, whereas SIRT treats all equations as a single block, making them
opposites.

Statistical iterative reconstruction was first published by Hurwitz in 1975 [27],
after which Shepp et al. proposed an algorithm referred to as expectation maximiza-
tion (EM), which introduces a maximum likelihood estimate from incomplete data
[28]. On a basic level, this applies the thought process of measured photon counting
statistics in the image reconstruction process to determine the expected pixel value.
It is used particularly in imaging cases where there are large errors in measured data
(e.g. SPECT or PET) as the maximum likelihood-expectation maximization (ML-
EM)method [28] or the maximum a posteriori estimation-expectation maximization
(MAP-EM) method [29]. Of these, the ML-EM method estimates images to maxi-
mize the conditional probability that a given projection data is obtained, assuming
that the measured photon count follows a Poisson distribution. This has a favor-
able signal-to-noise (S/N) ratio and advantages in correcting for absorption in the
subject and conducting spatial resolution corrections that factor in the dependency
of the blur to the opening diameter of the collimator. However, one disadvantage
is increased computational time. Meanwhile, the MAP-EM method conducts image
reconstruction based on the a posteriori probability maximization estimation as well
as the image reconstruction evaluation system with the a priori subject information
as a constraint condition, making it advantageous for improving image quality. The
ordered subset-expectation maximization (OS-EM) method [30], which accelerates
the ML-EM method, is currently widely used in the SPECT and PET fields. The
OS-EM method divides the projection data into subsets and has the advantage of
increasing convergent speed and convergence when compared to using the entire
projection data to update the image a single time by instead conducting forward
projection, back projection, and image updating at the subset level. Furthermore, the
OS-EMmethod has a disadvantage in which the subsets aremade too small, resulting
in the convergence to a periodic solution known as a limit cycle. The dynamic row-
action maximum likelihood algorithm (DRAMA) method was proposed to resolve
this issue [31].
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Model-based iterative reconstruction (MBIR) methods can be classified into a
number of different groups [32]. The first is to accurately model the X-ray imaging
measurement system. This takes each voxel (pixel of a 3D image, which corresponds
to a pixel in 2D and is formed from the terms “volume” and “pixel”), which expresses
the object and considers it a cube, thereby accuratelymodeling their projecting effects
[33] or considering that X-ray sources have a fixed size and that models of photons
emitted from different positions in the X-ray source coming into a single detection
element in a detector are created [34]. Furthermore, the second is to model the
interactions between the X-ray photons and object. For example, for a white X-ray
coming out of an X-ray tube, X-rays with longer wavelengths are rapidly attenuated
near the surface whereas X-rays with shorter wavelengths easily transmit, showing
a nonlinear effect of X-ray absorption. The artifacts that form from this (i.e. beam
hardening) can be greatly reduced by modeling this process and factoring it in,
thereby improving image quality [35]. Furthermore, there have been many reports
on methods that consider information on the subject that was already known prior to
experiments. For example, the reasonability of pixel values between adjacent pixels
rapidly changing can be determined based on background information relating to the
subject, thereby trying to both reduce noise and maintain spatial resolution [36].

3.3.2 Filtered Back Projection

(1) Back Projection

Filtered back projection (FBP) is an image reconstruction method widely used in
X-ray CT. Prior to explaining this method, we will first discuss back projection,
which is the basis of this method. Back projection is a processing technique that
returns projection data to the sample position along the direction of the X-ray when
conducting forward projection, though in the opposite direction.

The actual process of back projection may be difficult to understand and an
overview of it even less so. With this in mind, an extremely small dataset will be
handled to help understand this method, as was done in Fig. 3.11 for the algebraic
reconstruction technique. As shown in Fig. 3.14, an object with a simple square
shape is divided into fifths horizontally and vertically and the linear absorption coef-
ficients of each divided area are calculated manually. The center of the 25 squares
has a single square with an extremely high linear absorption coefficient (a value of
10, which is 10 times higher than its surrounding values). Qualitatively, this corre-
sponds to an example where a square iron rod was embedded in the center of a
polymer sample. Parallel-beam projections were conducted from four directions on
the sample, with a total of 28 sets of projection data acquired. This projection data is
also written together for Fig. 3.14. The linear absorption coefficient distribution will



3.3 Image Reconstruction Techniques 71

p 1
=

p 5
=

p 2
=

p 3
=

p 4
=

p24 =

p28 =

p25 =

p26 =

p27 =

Sample

Fig. 3.14 Schematic of X-ray imaging of a square-shaped object (linear absorption coefficient of 1,
with only the center at a value of 10) divided into pixels arranged in 5 × 5. Projection data acquired
from four directions

be determined by solving with back projection, unlike the case with the algebraic
reconstruction technique in Fig. 3.11.

First, we can see from looking at the projection data of p1–p5 that they accurately
reflect the linear absorption coefficients in the sample interior, with p3 having a
high value, and p 1, p 2, p 3, and p 4 all having low values. Therefore, returning the
projections obtained at all angles to their positions in the sample and sequentially
adding them at each square highlights the large absorption of the central area with a
linear absorption coefficient of 10, recreating the original linear absorption coefficient
distribution. This is the thought process for back projection. Figure 3.15 shows the
actual implementation of this process on the model in Fig. 3.14. The projections
from four directions are back-projected sequentially on a 5 × 5 square of the object
in Fig. 3.15a–c. For example, the projection p1 at the left-most side in the vertical
direction with its value of 5 is assigned to all five squares on the far-left vertical edge.
The English term for conducting back projection is also referred to as “smear back”
but this is indeed the essence of it. This is conducted for all projection data p1–p 28,
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p 1
=

p 5
=

p 2
=

p 3
=

p 4
=

Back projection

Sample

(a) Back projection of the first 5 projection 
data (b) Addition of subsequently back-projected 9 projection data to (a)data

(c) Summation of all the back-projected projection data (d) Normalized so that the overall average of 
(c) equals to that of Fig. 3.14

Fig. 3.15 Schematic of process where inverse projections were applied sequentially on the
projection data, after which the original linear absorption coefficient was reconstructed

with values added each time for each square. The obtained result shown in Fig. 3.15d
somewhat recreates the linear absorption coefficient distribution of the object, with
only one square in themiddle of the sample having a high linear absorption coefficient
value. Expressing the back projection with a mathematical formula using Eq. (3.2)
yields the following equation:

μb(x, y) =
∞∫

−∞
p(xcosθ + ysinθ, θ)dθ (3.17)

Here, μb(x, y) is the linear absorption coefficient value obtained from a simple
back projection. Furthermore, Fig. 3.16 shows a schematic of a back projection
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x

y

(x, y)
O

Sample μ

Fig. 3.16 Schematic showing the relationship between the projection data p (t, θ) at a given
projection angle and given position t and its inverse projection

following a straight line expressed by the equation t = x cosθ + y sin θ at a given
projection angle θ. The points on this line segment all have the same t value, regardless
of the x and y values. Therefore, it can be observed from Fig. 3.15 that the back
projection following this line segment equally contributes to the reconstructions on
all the points on that line segment.

Here, care must be taken that μb(x, y) is considerably different with the linear
absorption coefficient distribution μ(x, y) in the object. In actuality, visual compar-
isons between Figs. 3.15 and 3.14 show that the central peak of the linear absorption
coefficient becomes lower and horizontally wider. This indicates that the peak is
influenced by the surrounding areas with lower linear absorption coefficients during
back projection and ultimately results in a blurred final image. In this case, the
relationship between μb(x, y) and μ (x, y) is the following [37]:

μb(x, y) = μ(x, y) ∗ h p(r) (3.18)

Here, hp (r) is the point-spread function, alternatively known as the blurring
function. The “*” in the equation symbolizes a convolution operation. If the distance
from the center of the point area were set as r, then hp (r) is expressed as follows [37]:
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h p(r) = 1√
x2 + y2

= 1

r
(3.19)

From this equation, we can see that the image blurring when undergoing a simple
back projection does not depend on the position of the object and that point-like areas
like those in Fig. 3.14 have rotation symmetry.

Next, we look at image blurring due to back projection using projection images
obtained with actual X-ray CT scanners. Figure 3.17 shows an industrial X-ray CT
scanner-based visualization of a circular magnet used as an article of stationery. Its
matrix material is a polymer with a circular magnet (iron) embedded in the center
and its structure is similar to that in Fig. 3.15. The presence of the magnet is difficult
to discern when the number of projections integrated through back projection is low,
however, gradually increasing the number of projections enables the magnet in the
center to be distinguished. Although, even when there are a sufficient number of

(b) Accumulation of projection data from 4
directions

(c) Accumulation of projection data from 10
directions

(a) Only projection data from one direction

(d) Accumulation of projection data from 400
directions

2 mm

Magnet cylinder

Polymer cylinder

Fig. 3.17 Stationarymagnet imagedwith an industrial X-ray CT device. The number of projections
is 400, the projection data had no filter correction, and the projection data from each direction
underwent back projection and was accumulated
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projections as shown in Fig. 3.17d, the external sample shape cannot be confirmed
and the magnet in the center is extremely blurred.

If even objects with more complex structures were treated as aggregates of innu-
merable point-like areas, then a blurred image with blurring functions convoluted
throughout the object could be obtained. Projection data [12] of an aluminum-copper
alloy shown in Fig. 3.7was used as an example and data similar to Fig. 3.17 integrated
after back projection without filtering are shown in Fig. 3.18. The internal structure
of the sample has a large difference in the linear absorption coefficient between the
high X-ray absorption area (intermetallic Al2Cu compound particles) and matrix
(aluminum); the two can be extremely clearly distinguished. However, unlike with
Fig. 3.17, the number of particles is large and the overall structure seems somewhat
complex. The blurring effect due to back projection becomes even more pronounced
in these cases and discerning the existence, location, and shape of particles is difficult
with just simple back projection.

50 m

Particle

Pore (Unclear)

(b) Accumulation of projection data from 10
directions

(c) Accumulation of projection data from 100
directions

(a) Only projection data from one direction

(d) Accumulation of projection data from
1500 directions

Fig. 3.18 Projection data of an aluminum-copper alloy shown in Fig. 3.7. The projection data had
no filter correction and the projection data from each direction underwent back projection and was
accumulated
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(2) Filtered Back Projection

Filtered back projection corrects the blurring that occurs in simple back projections,
making these projections shown in Figs. 3.14, 3.15, 3.16, 3.17 and 3.18 suitable for
use. The projection theorem is reviewed below with an overview of its derivation.

First, returning to Eq. (3.5), this time the inverse Fourier transform is used to
conversely express the linear absorption coefficientμ (x, y) of the object withF (u, v).

μ(x, y) =
∞∫

−∞

∞∫

−∞
F(u, v)e2π i(xu+yv)dudv (3.20)

As already shown in Figs. 3.8 and 3.10, (u, v) is a Cartesian coordinate expression
of the frequency space corresponding to the real space (x, y). This time, we express
this in polar coordinates (ω, θ ). As was the case with Eqs. (3.7) and (3.8), we consider
|J | for the transform from (u, v) coordinates to (ω, θ ) coordinates.

|J | =
∣∣∣∣

∂u
∂ω

∂u
∂θ

∂v
∂ω

∂v
∂θ

∣∣∣∣ (3.21)

Here, the relationships u = ω cosθ and v = ω sinθ are present between the
Cartesian and polar coordinates, and, ultimately, the following relational expression
can be obtained between the integration variables:

dudv = |J |dωdθ = ωdωdθ (3.22)

As such, Eq. (3.20) can be expressed as follows:

μ(x, y) =
2π∫

0

∞∫

0

F(ωcosθ, ωsinθ)e2π iω(xcosθ+ysinθ)ωdωdθ (3.23)

The intermediate calculations are omitted below. Publications fromBuzug present
further details on this topic; please refer to these for additional information [37].
Schematically, the integrations relating to θ are divided between 0–π and π–2π,
with the latter assumed to be the phase shift of the phase difference π. Furthermore,
the symmetry of the Fourier transformF (ω, θ +π)=F (-ω, θ ) is used.Ultimately, the
integration range relating to ω extends from −∞ to +∞, with Eq. (3.23) expressed
as follows:

μ(x, y) =
π∫

0

∞∫

−∞
F(ωcosθ, ωsinθ)e2π iω(xcosθ+ysinθ)|ω|dωdθ (3.24)
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As seen in Eq. (3.9), F (ω cosθ , ω sinθ ) is the 1D-Fourier transform for variable t
in the projection data p (t, θ ). If this is re-expressed as P (ω, θ ), Eq. (3.24) ultimately
can be expressed as follows:

μ(x, y) =
π∫

0

⎧⎨
⎩

∞∫

−∞
P(ω, θ)e2π iωt |ω|dω

⎫⎬
⎭dθ (3.25)

However, Eq. (3.2) is reused here and expressed using rotated coordinates. Re-
examining this equation shows that the integration in the curly brackets is when
an inverse Fourier transform is applied on a 1D-Fourier transform P (ω, θ ) of the
projection data at an angle θ, considering the amount P (ω, θ ) |ω |. P (ω, θ ) |ω | is the
result of a Fourier transform being applied on the projection data, after which it was
filtered with the frequency response function |ω |. This is the reason why this method
is referred to as the filtered back projection. Incidentally, Fig. 3.19 is an example of
filtering applied on a 1D-Fourier transform of the projection data shown in Fig. 3.9.

Following filtering, the external integration in Eq. (3.25) can be used to add up all
of the filtered projections that pass through a given point (x, y), which allows for the
image reconstruction of the linear absorption coefficient μ (x, y) at that point, which
is ultimately what Eq. (3.25) signifies. The final back projection has already been

(b) Shape of a reconstruction filter in frequency domain

(c) Projection data after filtering(a) Linear Fourier transform of projection data

Filtering

0

H ( )

maxmax

Fig. 3.19 Example where filter correction (Ramachandran-Lakshminarayanan filter) was
conducted on a 1D Fourier transform of projection data shown in Fig. 3.9
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confirmed as a mathematical equation in Eq. (3.17), and schematically in Figs. 3.14,
3.15, 3.16, 3.17 and 3.18.

Here, the projection data after filtering at a given angle θ is once again set as q (t,
θ ), as shown below:

q(t, θ) = q(xcosθ + ysinθ) =
∞∫

−∞
P(ω, θ)|ω|e2π iω(xcosθ+ysinθ)dω (3.26)

The three most important processes of filtered back projection are summarized
once again using this. Furthermore, Fig. 3.20 shows these in the form of a schematic;
please be sure to refer to them as well.

P(ω, θ) =
∞∫

−∞
p(t, θ)e−2π iωt dt (3.27)

q(t, θ) =
∞∫

−∞
P(ω, θ)|ω|e2π iωt dω (3.28)

Fig. 3.20 Schematic expressing the filtered back projection process. A Fourier transform is applied
on the projection data p (t, θ); an inverse Fourier transform is applied after this was filtered. Back-
projecting this as a final step yields the original distribution of the linear absorption coefficient (μ
(x, y))
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μ(x, y) =
π∫

0

q(xcosθ + ysinθ)dθ (3.29)

Equations (3.27)–(3.29) are the 1D Fourier transform of the projection data, the
inverse Fourier transform of the filtered data, and its back projection, respectively.

To actually confirm this effect, the filtering process is manually calculated for
the model in Fig. 3.14 where image reconstruction was conducted with simple back
projection. In Fig. 3.21a–c, the data are sequentially back-projected in the 5 × 5
squares of the object after filtering is applied to the projections in four directions.
The filter used is straightforward to understand when examining the real spaces in

p 1
=

p 5
=

p 2
=

p 3
=

p 4
=

q 1
=

q 5
=

q 2
= q 3
=

q 4
=

Back projection

Sample

(a) Back projection of filtered projection data, qi
(b) Addition of subsequently back-projected 9
filtered projection data to (a)

(c) Summation of all the back-projected
filtered projection data

(d) Normalized so that the overall average of 
(c) equals to that of Fig. 3.14

Fig. 3.21 Schematic showing the process bywhich the projection data was filtered and sequentially
back-projected to reconstruct the original linear absorption coefficient distribution



80 3 3D Image Reconstruction

Figs. 3.24 and 3.25 appearing later. For example, the value of the projection value
p1 = 5 in the furthest left in the vertical direction becomes q1 = 0 after being
multiplied with the reconstruction function. Here, as was the case with Eq. (3.26),
the projection data qi at the ith position can be determined after filtering. Figure 3.21d
is the result of the projection data p1–p28 after the back projection was conducted on
its corresponding filtered data q1–q28. This figure shows that the linear absorption
coefficient of the area that has a high linear absorption coefficient value in the center
of the sample is properly determined and far more accurately recreates the linear
absorption coefficient than the simple back projection case shown in Fig. 3.15.

Incidentally, it is not feasible to continuously conduct the measurements of
Eq. (3.1) or the back projections of Eq. (3.29) at all angles. The actual process
of acquiring the projection data involves acquiring the several hundred to several
thousand necessary images while rotating the sample. The sampling theorem deter-
mines this necessary number of images and the Nyquist frequency actually stipulates
this value. Furthermore, continuouslymeasuring the projection data in the t-direction
as shown in Figs. 3.5 and 3.16 or determining the linear absorption coefficient as a
continuous variable is not actually feasible. In these cases, the sample is viewed as an
aggregate of pixels with a given size, depending on the pixel number or pixel size of
the detector, which can be used in measurements. For example, reconstructed images
in 3D are expressed using voxels as their basic digital information. It is ultimately
the sampling theorem that determines how large the voxels must be via comparisons
of the spatial resolution required and the sample size. These aspects are important
when conducting actual measurement; this will be discussed in Chap. 7.

Finally, Figs. 3.22 and 3.23 once again show the image reconstructions by filtered
back projection on projection data that had undergone simple back projections in the
previous section to better understand the filtering effect. The results in each case are
differentwhen compared to the non-filtered case and the outline and internal structure
of the sample are both clearly recreated. Figure 3.22 shows that the X-ray absorption
of the magnet in the center is extremely high and its image noise is prominent.
However, the outer diameter of the sample, which was not visible in Fig. 3.17, can
be confirmed. The multiple particles and voids are clearly distinguished as well in
Fig. 3.23.

(3) Reconstruction Filter

The |ω| in Eq. (3.28) is referred to as the ramp filter due to its ramp-like waveform
in the Fourier space. Although it generally does not appear to be recognized, the
selection of the reconstruction filter is just as important, if not more so, for the setup
selection and coordination of its conditions during measurement. Careful selection
of the filter is particularly important when the size of the internal structure to be visu-
alized is close to the spatial resolution, the noise is high, or when there is insufficient
contrast between the internal structure and matrix.

Figure 3.24 shows a commonly used shape of the reconstruction filter. First,
Fig. 3.24a is the |ω| itself. If the maximum spatial frequency value of the projection
data were set as ωmax, frequencies higher than the ωmax that are not measured do not
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2 mm

(b) Accumulation of projection data from 4
directions

(c) Accumulation of projection data from 10
directions

(a) Only projection data from one direction

(d) Accumulation of projection data from 400
directions

Magnet cylinder

Polymer cylinder

Fig. 3.22 Result of the projection data of the stationary magnet shown in Fig. 3.17 undergoing
filtered back projection

need to be considered in the image reconstruction process. For this reason, the recon-
struction filter where high-spatial frequency domains above ωmax are cut off (cutoff
frequency) is referred to as theRamachandran-Lakshminarayananfilter (often abbre-
viated to Ram-Lak filter), shown in Fig. 3.24b. The shape of this frequency domain
is shown below:

H(ω) = |ω|rect
(

ω

2ωmax

)
(3.30)

Here, rect (x) is a rectangular function, equaling 1 at |x | < 1
2 and 0 at |x | > 1

2 .
The Ramachandran-Lakshminarayanan filter is beneficial for spatial resolution but
is disadvantageous as it highlights noise. Furthermore, filters that rapidly cut away
high-frequency components that exceed the cutoff frequency induce uncertainty in
numerical calculations (Gibbs phenomenon) and are thought to induce artifacts in
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50 mμ

Particles

Pore

(b) Accumulation of projection data from 10
directions

(c) Accumulation of projection data from 100
directions

(a) Only projection data from one direction

(d) Accumulation of projection data from
1500 directions

Fig. 3.23 Result of the projection data of the aluminum-copper alloy shown in Fig. 3.18 undergoing
filtered back projection

edge areas [38, 39].With this inmind, reconstructionfilterswhere a variety ofwindow
functions are multiplied to a ramp filter are used.

The Shepp-Logan filter shown in Fig. 3.24c multiplies the sinc (x) function to the
Ramachandran-Lakshminarayanan filter in the frequency space, as shown below:

H(ω) = |ω|sinc
(

ω

2ωmax

)
rect

(
ω

2ωmax

)
(3.31)

Here, sinc (x) is defined as y = sin(πx)
πx . The Hann filter (Hanning filter) shown in

Fig. 3.24c can be used when noise must be further reduced.

H(ω) = |ω|
⎧⎨
⎩
1 + cos

(
πω
ωmax

)

2

⎫⎬
⎭rect

(
ω

2ωmax

)
(3.32)
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0
ω

H (ω )

+ω max−ω max 0
ω

H (ω )

+ω max−ω max

(b) Ramachandran - Lakshminarayanan filter(a) Ramp filter (H(ω ) = | ω |)

0
ω

H (ω )

+ω max−ω max

(c) Various reconstruction filters that suppress
high spatial frequency

Ramachandran - Lakshminarayanan filter (Solid line)

Shepp - Logan filter (Solid line)

Hann filter (Solid line)

Butterworth filter (Dotted line)

Hamming filter (Dotted line)

Parzen filter (Broken line)

Fig. 3.24 Filters serving as the basis of filtered back projection: a Ramp filter; b Ramachandran
Lakshminarayanan filter, which limits that band; and c various filters that further limit the amplitude
of the high-frequency components

The Hann filter takes the form of 0 atωmax, so high-frequency components, which
have relatively high noise, are considerably filtered when compared with the Shepp-
Logan filter, making the image smoother.

The Hamming filter shown in Fig. 3.24c takes the following numerical form:

H(ω) = |ω|
{
0.54 + 0.46cos

(
πω

ωmax

)}
rect

(
ω

2ωmax

)
(3.33)

The Hamming filter is similar to the Hann filter, but the former’s amplitude value
at the cutoff frequency does not drop to 0 like that in the Hann filter and instead
takes the 8% value of the Ramachandran-Lakshminarayanan filter. Furthermore, the
amplitude at the cutoff frequency can be adjusted by setting the 0.54 and 0.46 values
of the Hamming filter as α and 1−α, respectively.

Additionally, the Parzen filter, which is separated from the ramp filter at a lower
frequency than the Hann or Hamming filters and which features strong attenuation
of the high-frequency component, and the Butterworth filter, which cuts closer to
the cut-off frequency than the Shepp-Logan filter to maintain spatial resolution, are
shown in Formulas (3.34) and (3.35) respectively.
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H(ω) = |ω|
{
1 − 6

(
ω

ωmax

)2(
1 − ω

ωmax

)}(
|ω| ≤ ωmax

2

)

= 2|ω|
(
1 − |ω|

ωmax

)2(ωmax

2
≤ |ω| ≤ ωmax

)
(3.34)

H(ω) = |ω|

⎧⎪⎪⎨
⎪⎪⎩

1√
1 +

(
ω

ωmax

)2m

⎫⎪⎪⎬
⎪⎪⎭
rect

(
ω

2ωmax

)
(m ≥ 0) (3.35)

Here, m is the degree and takes a value of 4 to 10; a higher degree will result in a
sharper cut-off.

Figure 3.25 shows the projection datameasured by rotating an aluminumquadratic
prism sample 30° from the edge-on direction (i.e. the two sides are parallel to the
incident direction of the X-ray) and the line profiles of the projection data filtered
with the Ramachandran-Lakshminarayanan andHann filter. The projection data after
reconstruction filtering has a sharper sample edge and the surrounding air portions
take negative values to control the blur and spread observed in Figs. 3.15, 3.16, 3.17,
and 3.18. The reason why this edge highlighting effect appears is because of the
reconstruction filter characteristics, which highlight the spatial changes, as seen in
Fig. 3.24. This is a characteristic referred to as a high-pass filter. This can also be
understood by looking at the shape of the reconstruction filter in real space (discussed
later; see Figs. 3.29 and 3.30 for reference). Figure 3.26 shows the projection data
of Fig. 3.7b with and without filtering in the form of sinograms. The filtering effect
can be clearly seen with a sinogram.

Hann filter 
(Dotted line)

Ramachandran -
Lakshminarayanan 
filter (Solid line)
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Fig. 3.25 Projection data measured when rotating an aluminum quadratic prism sample 30° in
the longitudinal direction of the column and the projection data when either a Ramachandran-
Lakshminarayanan filter or Hann filter was applied
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(b) Sinogram projection data after filtering(a) Sinogram of projection data without filtering

Fig. 3.26 Projection data of the aluminum-copper alloy in Fig. 3.7 shown in the form of a sinogram
and a comparison of filtering and non-filtering effects

(4) Reconstruction Filter Selection

Figure 3.27 shows an image reconstruction with filtered back projection, wherein the
projection data of the aluminum-copper alloy shown in Figs. 3.7 and 3.18 are used
and each of the above-mentioned reconstruction filters are applied. The noise and fine
structural differences can be easily observed in the magnifications in Fig. 3.28. The
differences in smoothness and sharpness of images even inmacro cases like Fig. 3.27
can be clearly observed when using filters that mostly preserve the high-frequency
components (e.g. Ramachandran-Lakshminarayanan filter, Shepp-Logan filter, etc.)
or mostly eliminate the high-frequency components (e.g. Hamming filter). The
former shows the particle and pore outlines but shows noise and pixel value fluctua-
tions beneath the structure in the matrix. As shown in Fig. 3.24c, the Hamming filter,

(b) Ramachandran - Lakshminarayanan filter

(d) Hamming filter

(a) No filtering

(e) Hann filter

(c) Shepp - Logan filter

(f) Parzen filter 

50 m

Particle

Pore

Fig. 3.27 Projection data of the aluminum-copper alloy shown in Figs. 3.7 and 3.18 reconstructed
with filtered back projection using various reconstruction filters
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10 m

(b) Ramachandran - Lakshminarayanan filter

(d) Hamming filter

(a) No filtering

(e) Hann filter

(c) Shepp - Logan filter

(f) Parzen filter 

Particle

Pore

Fig. 3.28 Projection data of the aluminum-copper alloy shown in Figs. 3.7 and 3.18 reconstructed
with a filtered back projection using various reconstruction filters. Magnification of Fig. 3.27

Hann filter, and Parzen filter each become further from the ramp filter with progres-
sively lower frequency in this order. These differences are clear in Fig. 3.28d–f.

The filtered back projection method is reviewed below from a number of perspec-
tives. The Ramachandran-Lakshminarayanan filter, Butterworth filter, and Shepp-
Logan filter can be described as reconstruction filters that retain spatial resolution
capabilities relatively well. Meanwhile, the Hamming filter, Hann filter, and Parzen
filter effectively eliminate noise. However, with the exception of the Ramachandran-
Lakshminarayanan filter, the quantitative nature of the linear absorption coefficient
will be lost to some degree for each case. For example, measurement results can vary
considerably depending on filter selection when trying to conduct accurate quantita-
tive measurements of the chemical composition or density of various internal struc-
tures such as particles or inclusions by using pixel values after 3D reconstruction
or measuring and assessing the size, volume fraction, or number density of regions
of interest that have been segmented following the specification of a threshold for
measured pixel values and binarizing them. Sufficient attention must be afforded to
experimental instruments and experimental conditions in these types of experiments
by using a monochromatic synchrotron radiation X-ray and avoiding X-ray refrac-
tion influences by minimizing the camera length as much as possible. However, it is
somewhat of a blind spot that further attention must be paid to the appropriate selec-
tion of a reconstruction filter on top of this. Ensuring that spatial resolution, noise
or quantitative characteristics and image quality are reconciled, are major issues in
image reconstruction based on back projection; it should be understood from this
section that there is no ideal condition in which all of these requirements are satisfied.
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The spatial resolution of X-ray tomography is usually considerably inferior rela-
tive to 2D visualization devices often used in standard laboratories (e.g. scanning
electronmicroscopes) (excluding standard light microscopes). For this reason, X-ray
tomography often needs to assess the internal structures that approach the effective
spatial resolution. Therefore, the first stepmust involve having a strong understanding
of what the effective spatial resolution is for the current measurement and to measure
this each time, if possible. With this in mind, examining the reconstruction filter
(including its selection) also becomes important for determining the possibility of
visualization.Anoisy imagewill result in caseswhere sufficient exposure time cannot
be assured due to the low flux of the X-ray source or when the X-ray energy cannot
be properly modulated due to the chemical composition or size of the sample. The
noisemust be reduced in these cases, even if quantitative characteristics are somewhat
sacrificed. The latter case is particularly an issue with industrial X-ray CT scanners,
where the X-ray energy cannot be freely changed as with synchrotron radiation. Even
if imaging was conducted after these factors were sufficiently selected, there would
always be some noise (e.g. photon noise) in X-ray images and a reconstruction filter
generally would need to be selected.

Incidentally, the image reconstruction program provided by SPring-8 [40]
is outfitted with a Hann filter, Shepp-Logan filter, and Ramachandran-
Lakshminarayanan filter. The default for this program is theHannfilter and the author
typically uses the Hann filter as well. Furthermore, commercially available industrial
X-ray CT scanners also include options for selecting multiple reconstruction filters.

Filtered back projection can be conducted in the mathematical analysis software
MATLAB [41], which is often used for image processing, using the built-in “iradon”
function. For filters, MATLAB offers the Hann filter, Hamming filter, Shepp–Logan
filter, Ramachandran–Lakshminarayanan filter, and filters that use cosine functions
as window functions. Furthermore, filtered back projection is available as a plugin in
the free image processing software “ImageJ” [42], which is widely used for image
analysis in scientific research. The filters included here are the Hann filter, Hamming
filter, Shepp-Logan filter, and Parzen filter among others. It will likely be the case that
reconstructed images using various reconstruction filters can be easily assessed using
these programs. Incidentally, this software was developed at the National Institutes
of Health in the U.S. by Rasband.

3.3.3 Convolution Back Projection

(1) Basic Principles

Generally, the convolution integral of the two functions f (x) and g(x) is expressed
as follows:
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f (x) ∗ g(x) =
∞∫

−∞
f (x − y)g(y)dy (3.36)

The “*” symbol is also seen in Eq. (3.18). Equation (3.36) is referred to as a
convolution. The convolution theorem that uses this is shown below:

F( f ∗ g) = F( f )F(g) (3.37)

Here, F (f ), F (g), and F (f *g) are the Fourier transforms of functions f (x), g
(x), and the convolution integral of the two functions. Thus, the convolution integral
of the two functions is equivalent to the inverse Fourier transform of the products of
the Fourier transforms of each function.

f ∗ g = F−1{F( f )F(g)} (3.38)

For Eqs. (3.27)–(3.29) of the filtered back projection described in the previous
section, the reconstruction filter function was multiplied with the Fourier transform
of the projection data, on which an inverse Fourier transform was applied, after
which a back projection was finally applied. This corresponds to the right-hand side
of Eq. (3.38). The convolution theorem indicates that if this filter function can be
expressed in the real space, then these can be substituted with calculations in the real
space using the convolution integrals in Eq. (3.36). The Fourier and inverse Fourier
transform operations would no longer be necessary if this were the case. This type of
image reconstruction in the real space is referred to as a convolution back projection
(CBP). However, the impulse response h (t) of the reconstruction filter shown in
Eq. (3.39) must be determined by applying an inverse Fourier transform on the
reconstruction filter function H (ω) in the frequency space to conduct the operation
in the real space.

h(t) =
∞∫

−∞
H(ω)e2π iωt dω (3.39)

The convolution back projection process corresponding to the filtered back
projections in Eqs. (3.27)–(3.29) are summarized below:

q(t, θ) = h(t) ∗ p(t, θ) (3.40)

μ(x, y) =
π∫

0

q(xcosθ + ysinθ)dθ (3.41)

Here, h (t) is the kernel of the convolution integral in Eq. (3.40).
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(2) Comparisons with Filtered Back Projection

Filtered back projection and convolution back projection are numerically equiva-
lent but the latter has the advantage that errors accompanying calculation equation
approximations are reduced when conducting reconstructions of actual images [39].
On the other hand, filtered back projections are thought to be more widely used
given the difficulty of handling the convolution function [39]. Furthermore, the fast
Fourier transform (FFT) is generally more computationally advantageous than the
convolution integral. In actual practice, it is often the case that convolution functions
are converted to a different form using discrete Fourier transforms (DFTs) and then
calculated using FFTs [43]. The calculated amount when the convolution integral is
directly measured and when determined through DFT varies according to the pixel
number but this difference can be by a factor of several dozen.

(3) Reconstruction Filter in Real Space

The |ω| seen up until now cannot be integrated, so its inverse Fourier transform does
not exist. With this in mind, an integrable function |ω|e−ε|ω| is defined to assess the
shape of the ramp filter in real space, which does not have a cutoff frequency. This
results in the following convolution function [44]. The limit lim

ε→0
|ω|e−ε|ω| should be

taken to look at its actual shape [44].

F−1
(|ω|e−ε|ω|) = ε2 − (2π t)2{

ε2 + (2π t)2
}2 (3.42)

The shape of this impulse response is shown in Fig. 3.29 [44]. Here, ε is made
progressively smaller from 2, 1, and finally to 0.5. The limit of Eq. (3.42) is −1

(2π t)2
for

t > ε. From Fig. 3.29, the function value around t = 0 sharply increases as ε becomes
smaller, and the negative peak near that peak becomes equally larger and deeper.

Next, as in Eq. (3.39), an inverse Fourier transform is applied to the
Ramachandran-Lakshminarayanan filter in Eq. (3.30) with values above |ωmax| being
cut off. The impulse response then becomes as follows [45]:

h(t) =
∞∫

−∞
|ω|e2π iωt dω

= 2(ωmax)
2sinc(2ωmaxπ t) − (ωmax)

2sinc2(ωmaxπ t) (3.43)

Here, the shape of the impulse response when ωmax = 1 is shown in Fig. 3.30.
Intense fluctuations can be seen when compared to Fig. 3.29, which are caused by
the band limit sharply cutting off the high-frequency components that exceed the
cutoff frequency [17]. These fluctuations can be reduced by using a Shepp-Logan
filter or Hann filter, which have window functions that gradually drop to 0. This can
also be confirmed in Fig. 3.25.
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Fig. 3.29 Shape of an impulse response of an idealized reconstruction filter. Examples where three
different ε values were used in Eq. (3.42)

Incidentally, the impulse response can be discretized without losing any informa-
tion by invoking the sampling theorem. For this to occur, the sampling frequency
needs to be double ωmax. Here, the discretized sampling points would be expressed
by t = nΔ if the sampling interval was set asΔ and nwas set as an integer. The recon-
struction filter discretized in this way in the real space is shown in Eq. (3.44) [17].

h(t) = h(n�) =

⎧⎪⎨
⎪⎩

1
4�2 , n = 0
0, n : even
−1

(nπ�)2
, n : odd

(3.44)

The sampling points of (Eq. 3.44) are also shown as circles in Fig. 3.30.
Other than this, the impulse responses of the Shepp-Logan filter and Hann filter

are each expressed in Eqs. (3.45) and (3.46), respectively [43].

h(t) = h(n�) = 2

π2�2
(
1 − 4n2

) (3.45)

h(t) = h(n�) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1
2�2

(
1
4 − 1

π2

)
, n = 0

1
2�2

(
1
8 − 1

π2

)
, n = ±1

−n2−1
2π2�2(n2−1)

2 , n : even
−1

2π2�2n2 , n : odd
(3.46)
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Fig. 3.30 Shape of the impulse response of the RamachandranLakshminarayanan filter with band
limits at the cutoff frequencies

3.3.4 Cone Beam Reconstruction

Up until now, we have considered image reconstructions where the X-ray was treated
as a parallel beam, as is frequently the case with synchrotron radiation X-ray tomog-
raphy. This section provides an overview of image reconstruction where the distance
between theX-ray source anddetector is relatively small, as is frequently the casewith
industrial-use andmedical X-ray CT scanners; and where the X-ray spread cannot be
ignored, as seen in Figs. 3.2c, and 3.4b. The filtered back projection and convolution
back projection described in detail until now will serve as the basis of the image
reconstruction thought processes for these cases, as these general concepts should
be sufficiently understood. Figure 3.2c is referred to as a fan beam and becomes a
2D image reconstruction in this case. Meanwhile, Fig. 3.4b is referred to as a cone
beam and a 3D image reconstruction where an X-ray beam that spreads vertically
and horizontally is necessary. These are discussed in order below.

(1) Fan Beam Reconstruction

A number of patterns can be discussed for detector placement when considering 2D
image reconstruction using an X-ray beam that spreads in a fan-like manner. The first
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is when a detector curves in a bow-like shape or has its detection elements arranged
in an arc-like manner, as seen in Fig. 3.1b. The angle of the X-ray beam entering the
adjacent detection elements, in this case, is equal. Meanwhile, when the detector is
flat as seen in Fig. 3.2c, the interval of the X-ray beam entering the adjacent detection
elements are equal, but the angles between them are not, which changes nonlinearly
as this moves further away from the center of the detector. This text will discuss the
latter case, which is important to understand industrial X-ray CT scanners.

First, an overview of techniques referred to as rebinning or fan-to-parallel rebin-
ning (fan-parallel conversion) is presented. This technique first converts the projec-
tion data obtained from the fan beam into projection data for the parallel beam and
then applies image reconstruction methods for the parallel beam. When comparing
the fan beam case in Fig. 3.2c with the parallel beam case in Fig. 3.2b, the line profile
of the transmittedX-ray intensity at a single projection angle of the fan beam includes
data obtained at nearby projection angles during the parallel beam case. Setting the
fan beam’s spread angle (fan angle) as 2Ψ m, this is present in the projection angle
range of± Ψ m. Figure 3.31 shows a schematic of this in the form of a sinogram. Due
to the fan angle, completely projected data cannot be obtained with the fan beam
unless a projection angle range that exceeds 180° is covered (i.e. π + 2Ψ m for the
projection angle).

Looking at the entire projection data, it is understood that the Radon space is
covered without any gaps for either of the parallel-beam or fan-beam cases. For this

t

(a) Parallel beam (b) Fan beam

t

2 m

Projection data at a
certain projection angle

Projection data at a
certain projection angle

Fig. 3.31 Schematic of the projection data in the Radon space; a is when the X-ray is a parallel
beam and b is when imaging was conducted with a fan beam. The projection data assigned a line
profile of the transmitted X-ray intensity at a given projection angle are shown in gray for each
figure. The imaging positions in the parallel beam case in (a) are shown by the intersections of the
vertical and horizontal dashed lines in (b)
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reason, there are always projection data acquired with the fan beam in positions
that are sufficiently close to the coordinates (t, θ ) of the projection data p (t, θ ) of
the parallel beam, as is shown in Fig. 3.31. With this in mind, the projection data
experimentally acquired by the fan beam are used and interpolations are used to
calculate the projection data in the hypothetical coordinates (t, θ ) of the parallel
beam. The image reconstruction method used for parallel beams can be directly
utilized if this is conducted.

First, the parameters necessary for rebinning explanations are shown in Fig. 3.32.
Here, the point source is placed at a distance D from the center of rotation of the
sample and a distance D0 from the detector. Then, we consider a scenario in which
imaging is conducted where the sample is rotated β degrees from its x-y reference
coordinate system. The X-ray emitted from the X-ray source enters a flat detector
after transmitting through the sample. The following relational expression is obtained
from this figure if the coordinates in the direction where the detection elements are
arranged are set as ξ :

t = Dξ√
D2

0 + ξ 2
(3.47)

x

y

O

X-ray source

m

Fig. 3.32 Projection data using a fan beam are obtained for a given projection angle β. Rebinning
is conducted and reconstruction is applied after converting this to projection data of the parallel
beam. This figure shows a schematic of the geometric positions of the detector, sample, and X-ray
in this scenario, as well as each parameter
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θ = β + tan−1 ξ

D0
(3.48)

The following equations are obtained if these are solved for ξ and β

ξ = D0t√
D2 − t2

(3.49)

β = θ − tan−1 t√
D2 − t2

(3.50)

These formulas can be used to calculate the positions at which the projected
parallel beam data should be located within the projection data obtained using the
fan beam. However, these are not located in the same positions in actual images due
to the limited number of projection angles and the pixel number of the detector, as has
already been shown in Fig. 3.31. For this reason, the projection data of the parallel
beam is calculated by interpolating from the nearby measured points. This type of
rebinning can be conducted within a single slice but there have been reports that
simultaneously fill in multiple slices in projections where the X-ray beam is inclined
relative to the slice [46].

Incidentally, rebinning can be easily conducted in the numerical software
MATLAB [41] by using the built-in function “fan2para.” Conversely, the function
“para2fan” can be used to convert the projection data of the parallel beam into that
of the fan beam. This is a digression, but the built-in function “fanbeam” calculates
the projection data of a fan beam (i.e. sinogram) from a 2D image. Furthermore,
the free image reconstruction program “NiftyRec” developed by University College
London and Harvard University, can also conduct cone-beam and helical scan-based
image reconstruction, which are introduced later [47]. A wide range of reconstruc-
tion algorithms and filters are also included in programs like ASTRA [48], provided
as a toolbox inMATLAB and the programming language Python, as well asMuhRec
[49], which was developed for neutron CT. These tools endow these programs with
high-level utility.

Incidentally, noise increases with further distance from the center of the image
with methods that conduct reconstructions directly from the projection data obtained
using the fan beam [50]. Meanwhile, the rebinning method has an advantage where
noise becomes homogeneous within the image. According to a simplified estimation
byXu on this issue,methods that conduct reconstructions directly from the projection
data of the fan beam had a maximum noise variance ratio that was several times
higher than those that conduct reconstructions after rebinning with the S/N ratio also
worsening [36]. Furthermore, the rebinning method is advantageous with the ability
to conduct the X-ray CT scanner misalignment correction alongside the rebinning
procedure [51].

Next, we provide an overview of methods that conduct image reconstruction
directly from the projection data obtained by using the fan beam. For the sake of
convenience in formulating the reconstruction, this time, we place a hypothetical
detector in the center of rotation of the sample, as shown in Fig. 3.33. The relational
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R

Fig. 3.33 Projection data p’ (ξ, β) using the fan beam at a given projection angle β are obtained.
This is directly reconstructed. This figure shows a schematic of the geometric positions of the
detector, sample, and X-ray, as well as each parameter. For convenience, the sample is placed in the
center of rotation, and a hypothetical detector is placed

expressions between t and θ, as well as ξ and β, are shown below:

t = ξcosΨ = Dξ√
D2 + ξ 2

(3.51)

θ = β + tan−1 ξ

D
(3.52)

This is substituted into the filtered back projection equation and the integral vari-
ables are converted from the dt dθ of the equation for the parallel beam to the dξ dβ
of the equation for the fan beam, which is the main aspect of Eq. (3.22). The recon-
structed image μ (R, φ) appears as the following equation when this is rearranged
using the expressions of the polar coordinates (R, φ) in Fig. 3.33 [17]. Please see the
referenced documents for its detailed derivation [17, 37, 50].

μ(R, φ) = 1

2

2π∫

0

1

U 2

⎧⎨
⎩

∞∫

−∞
pF (ξ, β)h(ξ1 − ξ)

D√
D2 + ξ 2

dξ

⎫⎬
⎭dβ (3.53)
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Here, pF (ξ , β) is the projection data of the fan beam. ξ 1 and U are expressed
with the following equations [17]:

U = D + Rsin(β − φ)

D
(3.54)

ξ1 = D{Rcos(β − φ)}
D + Rsin(β − φ)

(3.55)

The multiplication weight 1
U 2 is included in Eq. (3.53). U is a parameter that is

related to the distance from the pixel to be reconstructed to the radiation source and
varies with location.

A correction first must be conducted on the projection data by multiplying it with
D√
D2+ξ 2

to conduct a direct reconstruction from the projection data obtained using

the fan beam. Next, a back projection with a weight 1
U 2 must be conducted while

convoluting a suitable reconstruction filter. Equation (3.53) is complex compared to
a parallel beam case and the computational time needed for reconstruction can also
become lengthy as a result. Therefore, rebinning methods are often used in actual
practice.

(2) Cone Beam Reconstruction

Generally, with industrial X-ray CT scanners, a cone beam generated from an X-ray
tube as in Fig. 3.4b, enters a 2D detector (e.g. a CCD camera, CMOS camera, flat-
panel detector, etc.) after it transmits through the sample. In this case, the cone-beam
image reconstruction method must be used to conduct an image reconstruction of a
3D image from the set of transmitted images obtained in 2D.

Figure 3.34a, b are single 2D transmission images in the Radon space, which
were obtained from parallel beams and cone beams, respectively. The latter looks
like a paraboloid at first glance but is actually part of a sphere. The Radon space of
the single transmission image obtained with a cone-beam becomes a sphere similar
to that shown in Fig. 3.35a when the detector is infinitely large. The diameter of the
sphere is equivalent to the distance from the X-ray source to the center of rotation.
Furthermore, the single set of projection data obtained by rotating the sample takes
the shape of a donut similar to that shown in Fig. 3.35b.

A complete image reconstruction can generally be conducted for 3D image recon-
struction so long as the 3D Radon space is filled in with projection data. There exists
a shadow zone in Fig. 3.35b where data cannot be acquired with further distance
from the origin in the z-axis direction. The sample slices corresponding to the center
of the vertical direction of the detector (i.e. slices at the same height level as that
of the X-ray source) can be completely reconstructed in real space. However, image
reconstruction accuracy decreases as the slices become further away from the center
in the vertical direction due to missing data [52]. The decrease in spatial resolution
that occurs, as a result, is not an issue when the sample is small relative to the distance
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(a) Projection data obtained with a parallel beam (b) Projection data obtained with a cone beam
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Fig. 3.34 Single 2D transmission image obtained with a parallel or cone beam seen in Radon space

(b) A set of projection data obtained with rotating a sample
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(b) One projection data obtained with a cone beam 
when a detector is infinitely large

Fig. 3.35 Single 2D transmission image obtained with a cone beam when the detector is infinitely
large and a single set of projection data where the sample was rotated 360°. Both are seen in the
Radon space

from the X-ray source; however, this becomes a progressively larger issue as the cone
angle increases or as the cross-sections become further away from the center in the
vertical direction [52]. Care must be taken with industrial X-ray CT scanners when
trying to increase magnification by bringing the sample closer to the X-ray source, as
this will increase the cone angle. Reports have shownmethods where shadow regions
were eliminated in medical-use CT scanners where the patient is fixed and where
the detector and X-ray source rotate along a circular trajectory while maintaining
their positional relationship by obtaining additional projection data, for example by
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Fig. 3.36 Single set of
projection data obtained by
using a parallel beam,
rotating the sample 360°, and
showing it in Radon space

y

x

z

moving the detector and X-ray source vertically or by rotating along another trajec-
tory [52–55]. Meanwhile, shadow regions do not form in single sets of projection
data obtained with a parallel beam, as shown in Fig. 3.36, so the same issues do not
occur.

Tuy’s sufficiency condition stipulates whether a complete image reconstruction
can be obtained [56]. This is a geometric condition that states that a complete image
reconstruction can be obtained if the plane that passes through the sample intersects
the X-ray source at least once when the plane is rotated. Areas where this condition
is not satisfied are the shadow regions shown in Fig. 3.34b. For example, planes that
are perpendicular to the center of rotation are located in shadow areas in the Radon
space, with the exception of the above-mentioned cross-sections in the center of the
detector.

An overview of the approximative image reconstruction method referred to as
Feldkamp’s algorithm is described below.Aside from thosewhere the back projection
corresponds to the cone beam, Feldkamp’s algorithm is fundamentally identical to
the fan beam reconstruction method. First, an imaginary detector is placed in the
center of rotation of the sample for the sake of convenience when formulating the
image reconstruction; this is shown in Fig. 3.37. Here, the point source is placed at a
distance D from the center of rotation of the sample. We consider a scenario where
imaging is conducted on the projection data p (ξ , η, β) rotated with a projection
angle of β degrees from the x-y reference coordinate system of the sample. The
X-ray emitted from the X-ray source enters a flat detector after transmitting through
the sample as shown in Fig. 3.37. Here, the coordinates in the direction where the
detection elements are arranged are ξ and the coordinates in the vertical direction of
the detector are η.
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Fig. 3.37 Projection data p’ (ξ, η, β) using a cone beam are obtained at a given projection angle β.
This is reconstructed using Feldkamp’s algorithm. This figure shows a schematic of the geometric
positions of the detector, sample, and X-ray, and its various parameters. An imaginary detector is
placed in the center of rotation of the sample for the sake of convenience

μ(R, φ, z) = 1

2

2π∫

0

D2

(D − S)2

⎧⎨
⎩

∞∫

−∞
p(ξ, η, β)h(ξ1 − ξ)

D√
D2 + ξ 2 + η2

dξ

⎫⎬
⎭dβ

(3.56)

Here, D√
D2+ξ 2+η2

corresponds to the cosine of the incidence angle ψ.

ψ = cos−1 D√
D2 + ξ 2 + η2

(3.57)

A back projection of the projection data must be conducted by multiplying it with
D√

D2+ξ 2+η2
to reconstruct a 3D image from the projection data obtained using the

cone beam. This is a 1D filtering technique that is conducted on each horizontal row
of the detector. The image reconstruction in the center of the vertical plane (η = 0)
corresponds to that of the fan beam and is accurate. Meanwhile, blurring occurs with
increased distance from the center of the vertical plane. Care must be taken in cases,
for example, when the cone angle is over 10°.

Ring artifacts occur with Feldkamp’s algorithm due to the above-mentioned
weights becoming heterogeneous for each pixel [57]. Artifacts due to cross-talk
between adjacent slices also occur [57]. Furthermore, some artifacts form when
a part of the sample is not covered by the cone beam and sticks out due to the
morphology of the cone beam [57].
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Feldkamp’s algorithm is an approximative image reconstruction method as
described earlier. Higher-accuracy image reconstruction is possible even when the
cone angle is large if a mathematically strict image reconstruction method is used. In
the case of a 2D parallel beam, this corresponds with image reconstructions where
the projection theorem is used. Meanwhile, for a cone beam, Grangeat derived a rela-
tionship between the line integration of the projection data of the cone beam and the
first derivative of the 3D Radon transform (Grangeat’s algorithm) [37, 58]. As shown
in Fig. 3.38, a surface integration with weights relating to the sample is obtained by
conducting a line integration on the detector plane. Rebinning is conducted on this by
differentiation with the X-ray beam opening angle. Furthermore, 3D back projection
is conducted after differentiating with a parameter that expresses the distance in the
vertical direction of that plane. This method is too complex to apply to actual image
reconstructions, and a significant magnitude of complementary errors occurs during
rebinning. There have been other proposed rebinning methods, such as the parallel-
FDKmethod (P-FDK; FDK stands for the initials of the three individuals Feldkamp,

Fig. 3.38 Projection data
using a cone beam at a given
projection angle are obtained
and this is reconstructed
using Grangeat’s algorithm.
This figure shows the
positions of the detector,
sample, and X-ray in this
scenario, and the line
integrations on the detector
plane

Sample

X-ray source
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Davis, andKress and refers to Feldkamp’s algorithm) and tent-FDKmethod (T-FDK)
[59]. References have been included for further information on these methods.

3.3.5 Special Image Reconstructions

(1) Offset Scan

A number of methods have been proposed for imaging samples that are larger than
the width of the X-ray beam or detector. The observation magnification cannot be
freely changed in X-ray tomography, as is the case with observations using optical
microscopes or electron microscopes. If anything, it is often the case that the magni-
fication or spatial resolution is fixed. Furthermore, increasing the magnification
and conducting observations with high spatial resolution often means reducing the
observable field-of-view (FOV), which is inversely proportional to spatial resolution.
For this reason, cases that need a high spatial resolution to observe the internal struc-
ture of a large sample require that part of the sample be omitted from the FOV, as
shown in Fig. 3.39a The obtainable range for the 3D image, in this case, is limited
to the dotted circle shown in Fig. 3.39a.

Figure 3.39b, c schematically show imaging methods of offset scans [60]. The
method shown in Fig. 3.39b involves offsetting the X-ray source and detector and
obtaining the transmission images over multiple sessions to cover the entire sample.
In this case, multiple transmission images are obtained while shifting the detector,

Overlapping between 
neighboring images

Detector

X-ray source

(a) The case of an oversized sample (b) Detector offset for covering 
an oversized sample

(c) Half scan

X-ray

Sample
Rotation center

Region where a 3D 
image is obtained

Detector position 
before offset

Detector position 
after offset

Offset of the detector

180°
rotation

180°
rotation

360°
rotation

Fig. 3.39 a Various relationships between the sample, detector, and X-ray beam for the case where
the sample does not fit within the observable field of view; b, c show representative techniques for
imaging large samples with limited hardware
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after which the sample is rotated and multiple transmission images are obtained
again. Alternatively, a standard 180° rotation scan is conducted, after which the
same scan is conducted while the detector is shifted. Often, the reality is that the X-
ray source and detector are fixed, and the sample is translated/rotated parallel to the
detector. Kyrieleis et al. recently reported a method that translated not the rotational
axis but the sample on the sample rotation stage, comparing this to methods shown
in Fig. 3.39b, c. Transmission images at the same projection angle obtained with
the above-mentioned methods are stitched together into a single transmission image;
standard methods are used for image reconstruction. In this case, the transmission
image stitching accuracy determines imaging success or failure. For this reason,
a number of image registration methods have been tested for this method [61].
The imaging beamline at SPring-8 has also published software to conduct image
reconstruction on projection data obtained with the methods shown in Fig. 3.39b
[62]. Furthermore, looking at Table 6.1, shown later, many representative X-ray CT
scanners that are commercially available can handle offset scanning.

Incidentally, the format recently most frequently used by the author is to obtain
approximately 1800 projections (about 1900 transmission images in total including
the I0 images in Eq. (2.2)) with a 2048 × 2048-pixel CMOS camera. The file size of
this projection data is approximately 15.9 GB. Here, if we consider the simple case
where two projection images were stitched together with no overlap, the size of the
object that can be imaged and the projection data file size both increase by a factor
of 2; the 3D image file size after reconstruction increases by a factor of 4. In other
words, with the above example, the projection data file size becomes 31.8 GB and
the 3D image data file size becomes 63.6 GB. For this reason, too many offsets are
unrealistic when conducting 3D image reconstructions.

Meanwhile, although not frequently used in X-ray tomography, conducting image
reconstructions of the projection data obtained at each detector position and stitching
together the obtained 3D images is a feasible option.Applied examples of thismethod
have been shown with transmission electron microscope tomography [63].

Approximately half of the sample in Fig. 3.39c protrudes from the FOV and the
center of rotation of the sample rotation stage drifts to that side. The entire area of
the sample can be imaged by obtaining the transmission images while rotating the
sample by 360° [60]. The 180° transmission images in the latter half are inverted
horizontally and stitched together with the transmission images corresponding to the
180°-projection data in the first half (for example, the 30° and 210°-projection angle
data). However, this method cannot stitch together more than three transmission
images, as shown in Fig. 3.39b. Moving the sample stage will occasionally produce
errors due to imperfect positional alignments of the transmission image. However,
concerns over these types of errors are not an issue with this method.

Incidentally, the software for conducting this type of image reconstruction was
developed at the European Synchrotron Radiation Facility (ESRF) and is included
in the freely available image reconstruction software “PyHST” [64].
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(2) Region of Interest Reconstruction

Region of interest (ROI) reconstruction refers to image reconstruction of an ROI from
incomplete projection data obtained by emitting X-rays to that particular region in
a sample with a large diameter. These are also referred to as ROI CT, local CT ,
and interior CT . The FOV in medical X-ray tomography is often limited due to
hardware drawbacks such as detector size, it is a technique to overcome these issues.
However, this has recently been applied as a method to conduct 3D observations
of relatively small subject areas (e.g. teeth or tumors in the heart or brain) while
significantly reducing the exposure dose in non-observed areas. Meanwhile, X-ray
tomography at synchrotron radiation facilities and industrial X-ray CT scanners do
not need to minimize exposure, serving as an important countermeasure for the
problem of narrowed FOV when increasing spatial resolution. Figure 3.41 shows
an actual example where imaging was conducted under the conditions shown in
Fig. 3.40 [65]. Artifacts whose gray value steadily becomes larger from the center of
the FOV to the edge (circumference) can be observed; decreasing spatial resolution
coupled with a lower S/N ratio owing to insufficient flux can be observed when the
sample diameter is extremely large relative to the FOV.

The classic countermeasure most often used for this case is extrapolation using
the sine curves of the sinogram (cosine extension) and a process known as zero-
padding (filling a certain region with zero values) [66, 67]. A truly wide-ranging
set of methods have been proposed up to now, including methods that use existing
images [68], methods that utilize existing information in a small area within the ROI
by employing the iterative reconstruction method [69], methods that use a wavelet as
a tool for the Radon transform [70, 71], and two types of explicit solution techniques
known as non-compressive and compressive sensing [72].

Fig. 3.40 Schematic of a
scenario where the sample
does not fit within the
observable FOV and where
the FOV is entirely within
the interior of the sample

Detector

X-ray source

X-ray

Sample

Rotation center

Region where a 3D 
image is obtained
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Of these, work from the author’s research group (Ref. [71]) conducts an image
reconstruction that takes the discrete wavelet transform, which is a time-frequency
analysismethod, instead of Fourier transforms and uses its localization. This research
assumes that the X-ray absorption coefficient distribution outside of the ROI can be
approximated (extrapolated) by the values on the edge of the ROI. This process first
involves an extrapolation after creating a wavelet ramp filter. Next, a 1D discrete
wavelet and 2D inverse discrete wavelet transforms are conducted instead of the
Fourier/inverse Fourier transforms (corresponding to Eqs. (3.27)–(3.29)) of the
filtered back-projection.Artifacts such as those in Fig. 3.41 are reduced as a result and
improvements in S/N ratio and spatial resolution (2–4 times more) can be confirmed
with 3D imaging of the structural material using synchrotron radiation [71].

Please refer to the references provided for further details on these methods.

(3) Laminography

Also introduced in Fig. 1.2 in Chap. 1, laminography refers to a classic internal
observation method used from the early 20th century onward. However, the method
explained here is the so-called computed laminography process, which can be said
to be a variation of the X-ray tomography techniques in current use. Figure 3.42
schematically shows the configuration of a representative experimental device for
laminography. The X-ray source and detector are the same as X-ray tomography and
its configuration is such that the sample rotation stage is inclined by an angleΦ in the
direction of the X-ray path. However, the sample must be rotated by 360° in the case
of laminography. Figure 3.43 schematically shows the data distribution in Radon
space for laminography. The fact that Radon space cannot be completely filled in
with laminography is similar to the case with cone beams. As such, laminography is a
method that should be used with sufficient understanding that spatial resolution will
decrease and artifactswill occurwhenX-ray tomography using parallel beams cannot
be applied. The angle Φ must be made large as shown in Fig. 3.43b when the plate
thickness is particularly large and the shadow region in the Radon space becomes
even larger. This forms even more distinct artifacts; in this way, the influence of the
shadow regions is most clearly observed in the slice in the plate thickness direction
[73].

Incidentally, the projection angle in X-ray tomography can be limited to a value
smaller than 180° to observe flat objects like sheets or electronic substrate shown
in Fig. 3.42c without cutting them. Hoshino et al. compared laminography with
standard X-ray tomography where the projection angle was constrained to 150° and
reported that laminography showed reconstructed images that were more faithful to
the shape of the sample in slices parallel to the plate [73]. The fact that laminography
can cover a much more extensive and homogeneous area with projection data in the
plate face direction can be seen from imagining the rotation range in Fig. 3.36 being
limited to 150° and comparing this to Fig. 3.43.
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100 µm

(b) Sample diameter: 14 mm(a) Sample diameter: 7 mm

(c) Sample diameter: 28 mm

Alminum
(Cell wall)

Pore

(d) A 3D image in the case of 7 mm
sample diameter

Artifacts

Artifacts

Fig. 3.41 Imaging example where the sample does not fit within the observable FOV (1 mm
diameter in this case), and where the FOV is entirely within the interior of the sample. The material
is foamed aluminum, with the cell wall (aluminum alloy), which surrounds the cell and where the
air within the cell is shown; a–c show the same materials at the same locations imaged while the
sample diameter was changed and d is a 3D image of (a). Artifacts when a standard reconstruction
was conducted on the large-diameter sample sticking out

The image reconstruction of laminography should apply standard image recon-
struction thought processes with the consideration of inclination in the sample rota-
tion axis. If q is used to always express the inverse Fourier transform of the filtered
Fourier transform of the projection data when conducting filtered back projection,
its back projection is expressed as follows [73]:
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Sample

(a) X-ray tomography (b) X-ray laminography

Sample rotation stage

(c) Observation of a plate-like sample by means of the laminography

tV

tHX
Y

Z

X-ray

Rotation axis
180° rotation rotation360°

Fig. 3.42 a, b are the differences between standard X-ray tomography and laminography. The
rotation axis of the sample is not parallel with the detector and is inclined in the direction following
the X-ray beam. Thus, this is suited for observing plate-like samples like (c), which cannot be
observed with the method in (a); the plate

μ(X,Y, Z) =
2π∫

0

q(tH , tV , θ)dθ (3.58)

Here, the coordinates (tH, tV) on the detector plane and sample coordinates (X, Y,
Z), shown in Fig. 3.42c, are related using the following transformation matrix:

Tθ,Φ =
[

cosθ sinθ 0
sinθsinΦ −cosθsinΦ cosΦ

]
(3.59)

Other than this, reconstructions based on iterative reconstructions that use a priori
knowledge such as sample shape ormaterial (real component δ of the complex refrac-
tive index) have been conducted with laminography as well, which can effectively
reduce the influence of the aforementioned shadow areas [74].
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Fig. 3.43 Schematic of a single set of projection data obtained using laminography and rotating
the sample by 360°. Shown in Radon space. The inclination angle of the rotation axis is changed

(4) Image Reconstruction with Angle Constraints

Flat objects like plates and electronic substrates can be observed without severing
them by constraining the projection angle of X-ray tomography to values below 180°,
such as 120°, for example. This is a technique that is often used with transmission
electron microscope tomography observations. Although this should be used when
laminography can be applied, tilting the rotational axis can often be physically diffi-
cult with industrial X-ray CT scanners. The issue in this case is to how to handle the
missing wedge problem, which occurs due to the fact that the Radon space cannot
be filled in with projection data. Reports have indicated using simultaneous itera-
tive reconstruction methods that control the influence of missing information in a
manner similar to ROI reconstruction or laminography and the application of image
processing methods that recovers to some extent missing information using informa-
tion from a priori knowledge on a sample [75]. The review article on transmission
electron microscope tomography should be referenced for further detail on this [75].

3.4 Realities of Image Reconstruction

Asmentioned in Chap. 1, personal computers began to be used for X-ray CT scanner
reconstruction and 3D imaging by the 2000s. In 1994, Cabral et al. published a
pioneering article (cited over 1200 times) on image reconstruction using a graphics
processing unit (GPU) [76]. However, the clock rate of the central processing unit
(CPU) was increasing annually at this time and, perhaps due to the clear accelera-
tion with a single core (the image reconstruction speed in the 10 years from 1994
increased by a factor of around 100 [77]), practical applications of GPU-based image
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Fig. 3.44 Results of the
number of original
publications when the term
“Tomography AND
Reconstruction AND GPU”
was searched in the
publication database Scopus
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reconstruction did not immediately occur. However, after this, the acceleration of the
single-core slowed down and development of multi-cores began to increase instead,
and the parallel computing environment was gradually established. As shown in
Fig. 3.44, there has been a rapid increase in the number of publications relating
to methodologies and applications of GPU-based image reconstruction since 2010.
This is in part due to application programming interfaces (API) such as OpenGL
and DirectX, which have prepared a 3D programming environment that can apply
GPUs. Calculations using GPUs are referred to as general-purpose computing on
CPUs (GPGPU). Although the increase in publications has slowed in the present
day, GPU-based reconstructions have begun to see practical applications.

The GPU is a specialized piece of hardware that displays the results of various
types of image processing conducted for graphics display. Its high parallel computing
capabilities, which conduct pipeline processing of large-scale data in parallel, are
particularly important. Although this originally took the form of a graphics card
with a large-scale integrated (LSI) chip and video memory for image processing,
forms in which it is incorporated into PCs are also currently in circulation.

Table 3.1 shows a comparison of a high-performanceCPUs andGPUs. Figure 3.45
shows a photo of the external appearance of the latest GPU shown in Table 3.1
as a reference. The number of CPU cores is 30 at most, but there are over 100
times more cores in a GPU. Furthermore, the number of GPU cores has doubled
approximately every 1.4 years [77]. Meanwhile, the core clock rate of the GPU is
approximately half that of the CPU. The calculation core of theGPU expresses its full
capabilitieswhenmultiple cores conduct the same calculations in away similar to that
of single instructionmultiple data (SIMD),which is one of the processor architectures
that can realize parallel processing. For this reason, GPU s can rapidly conduct
parallel computing; however, its computational rate decreases significantly when
parallelism is low. Furthermore, the GPU includes graphics memory but the memory
capacity itself is several (to up to 100) times lower than that of the CPU. Therefore,
acceleration with a GPU can be achieved only for cases where calculations, which
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Table 3.1 Comparisons between high-performance CPUs and GPUs

Products Intel Xeon
Platinum 8180 M

Intel
Core-i9-7980XE

AMD Radeon Pro
Duo (Polaris)

NVIDIA Quadro
GP100

Type CPU (Server) CPU (Personal
computer)

GPU GPU

Number of cores
(Number of
shader units)

28 18 4608 3584

Operation
frequency (GHz)

2.5 2.6 1.243 1.4

Maximum
memory size
(GB)

1500 128 32 16

Memory type DDR4-2666 DDR4-2666 GDDR5 HBM2

TDP (Thermal
design power)
(W)

205 165 250 235

Logical
operation
performance
(TFLOPS)

2.24 1.4976 11.456 10.3

Fig. 3.45 Photograph of the external appearance of the latest GPU. NVIDIA Quadro GP100 from
Table 3.1 (courtesy of Kenichi Hayashi from NVIDIA Co.)
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Table 3.2 Comparison of the reconstruction time of a single cross-section when data from 900
projections obtained from a 1,000 × 1,000-pixel camera underwent convolution back projection.
A single GPU (NVIDIA Tesla C1060) is compared with 4 CPUs [78]

Type NVIDIA Tesla
C1060

Xeon (E5420) Intel Core 2
Quad

Intel Core 2
Duo

Itanium 2

GPU CPU CPU CPU CPU

Number of cores 240 4 4 2 1

Operation
frequency (GHz)

1.296 2.5 2.83 2.66 1.6

Time necessary
for
reconstruction
(s/section)

0.11 0.82 1.02 1.94 3.72

can be conducted in this range, are divided. Other than this, GPUs characteristically
consume relatively large amounts of power. Comprehensive operation capabilities
are approximately 10 times faster with GPUs, according to the example in Table 3.1.
Although not shown in the table, its costs are also relatively low. In summary, its
merits are extremely high for specific types of computation. Comparing operation
performance since 2003, that of the CPU has doubled every 1.5 years whereas that
of the GPU has doubled annually [77] and the difference between them continues to
increase annually.

Correspondingly, the GPU has made large contributions to the image reconstruc-
tion of X-ray tomography as well. Uesugi et al. at SPring-8 conducted GPU-based
image reconstructions by obtaining data from 900 projections using synchrotron
radiation and a 1000 × 1000-pixel CCD camera [78]. Their image reconstruction
was based on a compute unified device architecture (CUDA), which is an integrated
C-language development environment provided by NVIDIA in 2006 for GPUs.
Table 3.2 shows a comparison between the image reconstruction times of CPUs
and GPUs [78]. Image reconstruction in these cases was conducted layer by layer.
The read-out of the raw data from the next layer can be conducted simultaneously
with the image reconstruction calculation, making this considerably quicker relative
to CPUs. The time needed for sinogram read-out is only 83 ms if a solid-state drive
(SSD) is used, which is shorter than the image reconstruction time. Meanwhile, it
takes 53 ms to store the image reconstruction results as a 16-bit tiff image; along
with image reconstruction, this is one of the rate-limiting factors for the total time
needed.

Ino et al. used a GPU for image reconstruction based on Feldkamp’s algorithm for
cone-beam X-ray tomography [79]. Their data consisted of 360 projections of 512×
512-pixel transmission images, on which CUDA-based reconstruction computations
were conducted. The time required for reconstruction when an NVIDIA GeForce
8800 GTX GPU was used in a Core 2 Quad Q6700 CPU PC was 5.6 s, which
is a 24-fold increase from the 135.4 s it took when a Xeon (3.06 GHz) processor
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was used [79]. The time required for reading out the initial-stage, reading out the
raw data, filtering, back projection, and saving were 0.1, 0.1, 0.8, 4.2, and 0.4 s,
respectively. The time required for back projection comprised a large fraction (75%)
of the total. Furthermore, when the resolution of the projection data increased to 1024
× 1024 pixels, the data totaling 4 GB in size were divided into 0.5 GB segments,
and sequential reconstruction was conducted on them. The time required for back
projection increased from 4.2 s to 31.69 s, which was an increase by a factor of 7.5.
The time required for raw data read-out increased from 0.14 to 6.67 s (47.6-fold
increase); the time required for filtering from 0.80 to 3.28 s (4.1-fold increase); and
the time required for saving from 0.37 to 2.42 s (6.5-fold increase) [79]. For this
reason, data-read out acts as a bottleneck for high-resolution data.

Along with the GPU, the memory devices used for the reading and writing of data
following image reconstruction greatly influence the time necessary for the task.
Currently, hard disk drives (HDDs) are still mainstream, but the SSD, released by
SanDisk in 2007, has facilitated rapid data access. It has been reported that the SSD
has contributed to accelerated image reconstruction in X-ray tomography [78].
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Chapter 4
Hardware

In October 2008, a sensationalist newspaper headline was published, stating,
“Christmas could bring with it a new hazard as you wrap your gifts—X-ray-emitting
sticky tape” [1]. This was relating to the Nature publication by Camara et al. from
UCLA, which stated that rapidly peeling off sticky tape would produce X-rays [2].
Based on this, the term “triboluminescence” (the phenomenon in which light is
emitted when an object is rubbed, destroyed, or deformed) was coined and there
were numerous reports where X-rays were actually detected. Camara et al. promptly
founded a venture company named Tribogenics and developed a small-scale X-ray
source based on triboluminescence. Within five years of their publication in Nature,
they developed a miniature X-ray imaging device that weighed less than 2.5 kg,
which was able to take X-ray images of electric calculators [3]. Progress in science
and engineering devices relating to X-rays has been remarkable in recent years. We
as users cannot remain ignorant to the latest technological trends as this is the era in
which we currently live.

However, simply chasing after new things will not yield satisfactory measure-
ments in X-ray tomography. This is because an X-ray CT scanner comprises
various constituent devices and technical elements and, depending on its selection or
setup/experimental conditions, the obtained 3D image quality may greatly decrease
or phenomena that should be visible may no longer be at times. It is also attributable
to the fact that the structural size of the observed subject and spatial resolution of
the X-ray CT scanner are relatively similar. This aspect differs extremely from other
highly generalizable observation devices that will produce some manner of obser-
vation so long as the indicated switch is turned on (e.g. light microscopes, various
electron microscopes, etc).

The objective of this chapter is to assist in developing a fundamental understanding
of instrument principles, types, and assessment methods, as part of a first step in
selecting the constituent devices, understanding the technical elements, and correctly
setting up the experimental conditions. Typical hardware that constitute an X-ray CT
scanner are classified from X-ray generation to detection, are introduced here.

© Springer Nature Singapore Pte Ltd. 2021, corrected publication 2021
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4.1 X-ray Source

4.1.1 X-ray Generation

Interactions between the electromagnetic wave and atoms were discussed in
Sect. 2.1.2. An overview of the interactions between the charged particle beam,
with a focus on electron beams, and the atoms is presented here.

(1) Bremsstrahlung

Figure 4.1 schematically shows the interactions generated at the level of a single atom
when a high-speed electron is incident onto an object. Furthermore, Fig. 4.2 schemat-
ically shows the X-ray spectra emitted from the object at that time. Figure 4.1a–c
shows continuousX-ray generation due tobremsstrahlung (the etymology isGerman.
Pronounced [ ]). Figure 4.2 shows that continuous X-rays are distributed
across a wide energy range. These types of X-rays are referred to as white X-rays.
Furthermore, we can see that the intensity increases as the energy becomes lower
(dotted line in the figure).

In Fig. 4.1a, the electron directly collides with the nucleus. The electron loses
all of its kinetic energy in a single collision, and X-rays are generated through
bremsstrahlung. This generates high-energy X-rays. The upper limit of the spectra in
Fig. 4.2 is regulated by this (so-calledDuane-Hunt law). However, this occurrence is
an extremely rare phenomenon and the X-ray intensity on the edge at the high-energy
side in Fig. 4.2 is extremely small. The tube voltage V a [V] of the X-ray tube and
the electron charge e (= 1.602 × 10 −19 C) are used to express the upper limit value
Emax of the generated X-ray energy, which is expressed as follows:

Emax = eVa (4.1)

The peak value of tube voltage is expressed by kV and its units are often expressed
as [kVp] but this text uses [kV] as units. As shown in Fig. 4.2, Emax = 120 keV when
tube voltage V a = 120 kV; Emax = 100 keV when V a = 100 kV. As with the dashed
line in Fig. 4.2, intensity varies while Emax remains the same when the tube voltage is
the same and the object into which the electron collides is different. Incidentally, the
use of solid lines in Fig. 4.2 assumes that the X-ray spectra were generated from an
X-ray tube. The drop in X-ray intensity in the low-energy side in Fig. 4.2 is stipulated
by the absorption of the X-ray by the target itself or in the window material of the
X-ray tube. Recently, beryllium has frequently been used as a window material, and
the drop in X-ray intensity in the low-energy side is in this case limited. Readers
who require such data can calculate them using Eqs. (2.2) and (2.2) and the data
in Table 2.10. Figure 4.2 shows extremely complex behavior, such as characteristic
X-ray peaks (discussed later) and right-hand-side decay induced by the K absorption
edge of the target material itself.

Figure 4.3 shows the average X-ray energy generated by bremsstrahlung as a
function of the tube voltage of the X-ray tube [4]. Knowing the average energy is
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Fig. 4.1 Schematic of the various interactions between an accelerated electron and atom
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Fig. 4.3 Schematic of the relationship between the tube voltage and the average energy generated
from bremsstrahlung. The dashed line in the figure shows the point at which X-ray energy is exactly
½ of the tube energy; the dotted line shows the intersection between that dashed line and the average
energy [4]

useful for estimating the size of the sample that can be imaged and the tube voltage
necessary for imaging, provided the linear absorption coefficient is investigated. At
a tube voltage of approximately 60 to 70 kV, the average energy value is roughly half
that of the tube voltage, a fact that should be borne in mind [4].
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Incidentally, bremsstrahlung can occur even in charged particles other than elec-
trons. Setting the incident charged particle mass and charge asm and ze, respectively,
and the charge of the object as Ze (Z is the atomic number), then the total intensity
Ib, where the X-ray intensities generated by bremsstrahlung are integrated across all
energies and directions, is as follows [4]:

Ib ∝ Z2z4e6

m2
(4.2)

For example, the masses of the proton and α particle (nucleus of the helium atom
4He) are 1.8 × 103 and 7.3 × 103 times that of the electron, respectively. Thus,
the bremsstrahlung due to the electron is several orders of magnitude larger than
that from protons and α particles. Furthermore, Eq. (4.2) indicates that a high X-ray
intensity can be obtained when metallic targets with a high atomic number are used.

If the electron does not collide with the nucleus, then it will pass through near
the nucleus, as shown in Fig. 4.1b, c. In this case, the electron path is simultane-
ously curved and slowed in the Coulomb field of the nucleus. The accompanying
X-ray generation, which occurs with bremsstrahlung, is the primary mechanism by
which X-rays are obtained with X-ray tubes. The intensity of X-rays generated in
this manner increases with the incident electron energy and atomic number of the
object. When comparing Fig. 4.1b, c, the electron is curved and decelerated further
in Fig. 4.1b, where the electron passes by closer to the nucleus. X-rays with higher
energy are emitted as a result.

The ratio of the kinetic energy of the electron and bremsstrahlung energy is defined
by the X-ray’s efficiency of bremsstrahlung production η:

η = K ZVa (4.3)

Here, K= 9.2× 10 −7 (kV) is a constant [5]. This equation is obtained by dividing
theX-ray energy generated per unit timeKZV a

2J (J is electric current) by the electron
energy V aJ. When η is calculated with copper and tungsten when the tube voltage is
100 kV, the values become0.27%and 0.68%, respectively; in otherwords,most of the
input energy is dissipated as heat.Most of the energy transmitted to the object from the
incident electron serves to ionize the object and does not generateX-rays.As such, the
X-ray tube target experiences a considerable temperature increase. For this reason,
the usage of metallic materials that are heat-resistant and can efficiently conduct
heat to its surroundings is optimal. The melting point and thermal conductivity of
various metals are provided for reference in Table 4.1 [9]. In that sense, materials
like tungsten, which have a high melting point and superior thermal conductivity, are
suitable target materials.

(2) Characteristic X-rays

In the case of Fig. 4.1d, electrons are ejected from the K-shell due to the incident
electron, and the atom enters an excited state. As seen in Sect. 2.1.2, fluorescent
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Table 4.1 Melting point,
thermal conductivity, and
work function of various
metallic materials and
electron-emitting materials
[9]

Material Melting point
(°C)

Thermal
conductivity
(W/mK)

Work function
(eV)

Ag 961 425 4.5

Cu 1083 397 4.6

Co 1478 96 4.4

Fe 1539 78.2 4.5

Rh 1967 148 4.7

Zr 1855 22.6 4.1

Mo 2622 137 4.2

W 3382 174 4.5

LaB6 2210 47 2.8

TiC 3067 33.5 3.5

TaC 3983 21.9 3.8

HfC 3928 30 3.4

NbC 3600 15.0 3.8

X-rays are generated owing to the transition of an electron from an outer shell.
The energy of fluorescent X-rays is dependent on the fluorescing atom and this is
referred to as a characteristic X-ray due to the emission of an X-ray with an energy
that corresponds to the difference in binding energy of the trajectory before and
after the transition. For this reason, there is a minimum tube voltage necessary for
generating characteristic X-rays in the case of X-ray tubes, which is referred to as an
excitation voltage. Of these, the characteristic X-ray, which occurs due to an electron
transition from the L-shell, is referred to as a Kα X-ray; those due to an electron
transition from the M- or N-shells are referred to as Kβ X-rays. The numerous sharp
peaks shown in Fig. 4.2 correspond to these characteristic X-rays. Typically, Kα and
Kβ X-rays can be easily distinguished. They each have extremely narrow energy
ranges, so characteristic X-rays are used for experiments where monochromatic X-
rays are necessary. The relationship between characteristic X-ray energy Ec and
atomic number Z of the object can be easily calculated with Moseley’s law [6].

√
Ec

Ry
= (Z − σn)

√
1

n21
− 1

n22
(4.4)

Here, Ry = 2.18 × 10−18 J ≈ 13.6 eV and corresponds to the electron binding
energy of the ground-state hydrogen atom (Z = 1). Furthermore, ni is 1, 2, and 3 for
the K-, L-, and M-shells, respectively. The term σn is a constant that corresponds to
the correction term from the hydrogen atom model for multi-electron systems; σn is
dependent on ni and Z but σn ≈ 1 when Z < 30. As such, this can be simplified in
the following equation when only Kα X-rays are considered:
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√
Ec

Ry
= (Z − 1)

√
3

4
(4.5)

In Table 2.3, there are slight differences in energy even for electrons that follow the
same trajectory. This is typically expressed with numbered subscripts. For example,
of the LI shell (2 s trajectory of the L-shell), LII shell, and LIII shell (2p trajectory
of L-shell) in Table 2.3, only the LIII- and LII-shells can transition into the K-shell
and are each distinguished with Kα 1 and Kα 2 X-rays, respectively. The Kα 1/Kα 2

intensity ratio is 2:1 [7] and it is used without distinction due to its extremely close
values. A weighted average of the two values is used for the wavelength value in this
case [7].

λKα
= 2λKα1 + λKα2

3
(4.6)

Here, λKα
, λKα1 , and λKα2 are each the wavelengths of the characteristic X-ray

corresponding to the average value, LIII-shell, and LII-shell, respectively. The Kβ

X-ray boasts only a fraction of their strength. The characteristic X-ray energy values
corresponding to representative metallic elements used in the X-ray tube target are
summarized for reference in Table 4.2 [8]. When X-rays are used for analysis, it
is important to not only consider the atomic number dependencies of the intensities
shown in Eq. (4.2), but also that the characteristic X-rays of the target material do not
overlapwith those of the sample to be analyzed. Furthermore, based onTables 2.1 and
4.2, the K absorption edge of copper, for example, is 8.98 keV and its Kα 1 and Kα 2

are 8.05 keV and 8.03 keV, respectively. As such, the characteristic X-ray generated
when copper is used as a target, is relativelyminimally absorbed in the target material
itself. However, when emitting X-rays from a copper target to a sample containing
iron (K absorption edge of 7.11 keV) and cobalt (K absorption edge of 7.71 keV),
both of which have slightly smaller atomic numbers than copper, the absorption of
characteristic X-ray due to the sample significantly increases and background levels
increase due to the generation of fluorescent X-rays.

Table 4.2 Energy values (units of eV) of characteristic X-rays for representative elements used in
the X-ray tube target [8]

Atomic number Element Kα1 Kα2 Kα (Average) Kβ1

24 Cr 5414.72 5405.51 5411.65 5946.71

26 Fe 6403.84 6390.84 6399.51 7057.98

27 Co 6930.32 6915.30 6925.31 7649.43

29 Cu 8047.78 8027.83 8041.13 8905.29

42 Mo 17479.34 17374.30 17444.33 19608.30

45 Rh 20216.10 20073.70 20168.63 22723.60

47 Ag 22162.92 21990.30 22105.38 24942.40

74 W 59318.24 57981.70 58872.73 67244.30
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Returning from the excited state mentioned above, Auger electrons could be
emitted like the case shown in Fig. 4.1e, which is also discussed in Chap. 2. The
fluorescence yield, which expresses the probability of whether fluorescent X-rays or
Auger electrons being generated, has already been summarized in Fig. 2.6 for many
elements.

Figure 4.2 shows two spectra for X-ray tubes when its tube voltages are changed.
When a high voltage is applied, the intensities of characteristic and continuous X-
rays increase. The peak positions of characteristic X-rays are unique to the material
and do not change but the peaks of the continuous X-rays shift to the high-energy
side.

4.1.2 X-Ray Tube

The Crookes tube used during Roentgen’s era generated electrons by discharging
electricity between electrodes placed in a low-pressure gas. The structure of X-ray
tubes widely used today is fundamentally identical to the Coolidge tube developed
by the eponymous scientist in 1913. This section provides an overview of these
constituent elements in order.

X-ray tubes are important constituent devices that stipulate the imaging capability
or quality based on industrial X-ray CT scanners. The corresponding physics, which
serve as its basis, are described in Sect. 4.1.1. The fixed anode X-ray tube shown
schematically in Fig. 4.4 comprises a filament, which discharges electrons (cathode);
the target, which produces the X-ray (anode); and the vacuum-sealed tube container,
which envelops these elements and is kept at around 10−6 Pa. This is referred to as a

Focal spot

Filament

X-ray

Filament 
lead wire

Cathode

Wehnelt

Target

Anode
Vacuum

High voltage (+)

High voltage (-)

Effective focal 
spot size

Heat 
dissipation

Window

Electron 
beam

Fig. 4.4 Schematic of the fixed anode X-ray tube structure
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sealed X-ray tube. Furthermore, there are alsoopenX-ray tubes, which have a vacuum
pump installed outside of the tube and constantly evacuate the tube interior with the
pump. The target and filament can be replaced if an open system is used. A high
voltage of around 500–600 kV is applied between the cathode and anode. Generally,
the target is slanted in a single direction to irradiate the X-ray (reflection-type),
and the generated cone-beam X-ray exits from the window portion. The window is
made of either a thin glass or beryllium film (about 150–500 μm in the microfocus
tube). Specialized carbon materials are also used in commercially available X-ray
CT scanners shown later in Table 6.1; aluminum is also used for high-energy cases.
Beryllium can be toxic and reacts with water, so care must be taken with regard to its
handling. Furthermore, it is a light element at Z = 4, effectively transmitting X-rays.
For example, a berylliumwindowof an approximately 500μmthicknesswill transmit
over 95% and 98% of X-rays with 10-keV and 20-keV energies, respectively. Some
designs ensure that the thermally-conducting metals like copper are distributed and
that air-cooling and even water-cooling or oil-cooling at times is installed to ensure
that the high-temperature target is sufficiently cooled.

(1) Cathode

Electrons need to be obtained for X-rays to generate. Phenomena that result in
the emission of electrons from metals include thermionic emission, photoelectron
emission, field emission, and secondary electron emission. Of these, X-ray tubes
primarily use thermions, which are obtained primarily from thermionic emission.
Incidentally, this thermionic emission is also used in the electron guns of linear
accelerators in synchrotron radiation facilities, vacuum tubes, and Braun tubes used
in old televisions.

Thermionic emission is a phenomenon where applying energy to a free electron
in the conduction band results in its overcoming the surface barrier and emission.
Figure 4.5 schematically shows the relationship between the electron state density
within metals as determined by the Fermi-Dirac distribution and potential of the
cathode surface. The minimum energy needed for a single electron to jump into the
vacuum is referred to as the work function φ. This corresponds to the difference
between the Fermi level and vacuum level shown in Fig. 4.5. Furthermore, this φ

value is known to vary by metal. Table 4.1 shows the work function values for
representative materials used when generating thermions [9]. As indicated by the
dashed line in Fig. 4.5, the area below the Fermi level is completely filled with
electrons at a temperature of absolute zero and the existence probability of electrons
that have energy above this is zero. Electrons at the Fermi level will be emitted into
the vacuum if they obtain energy greater than that of the work function. The filament
metal should be heated with Joule heat by transmitting a filament heating current to
apply an energy corresponding to the work function to the electron. As indicated by
the dotted line (temperature T 1) in the left half of Fig. 4.5, the existence probability
of electrons gradually reaches high energy levels as the temperature increases. The
top edge of the solid line in the left half of Fig. 4.5 (temperature T 2, where T 2 >
T 1) exceeds the vacuum level and the electrons of an amount corresponding to the
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Fig. 4.5 Schematic showing an overview of thermionic emission. The right half shows the potential
of the cathode surface. The left half shows the electron energy distribution at absolute zero and
temperatures T1 and T2 (T1 < T2)

hatched area are emitted. Thermionic emission occurs all at once when the surface
barrier is exceeded, so the energy distribution is biased towards the low-energy side.
The potential V (z) of the cathode surface shown on the right half of Fig. 4.5 is the
mirror-image potential created by the electron itself on the metallic surface. This is
expressed as follows, with the distance between the electron and cathode as z, and
the vacuum level as E0:

V (z) = E0 − e2

16πε0z
(4.7)

Here, ε0 is the vacuum permittivity. Also, when a relatively high electric field
F is applied, an electric field potential component, which includes the slope of the
electric field, is added as shown in Fig. 4.6.

V (z) = E0 − e2

16πε0z
− eFz (4.8)



4.1 X-ray Source 125

Potential due to applied field, B
Image potential, A

Synthetic poten-
tial between A
and B, V (z)

’

Fermi level

Vacuum level, E0

Thermion emission to vacuum

Curve for 0 K 
(Broken line)

High temperature 
(Solid line)

Energy

Electron state density

Bottom of the
conduction band

Distance from cathode, z

Work function, φ

φ

φΔ

Fig. 4.6 Schematic showing an overview of thermionic emission when an electric field is applied
on the cathode surface. The right half shows the potential of the cathode surface; the left half shows
the electron energy distribution at high temperatures

The effective work function φ’ in these cases is reduced by 	φ from its original
value. This type of electric field effect is referred to as the Shottky effect. The decrease
in the potential barrier due to the Shottky effect is at a maximum value at:

z = 1

4

√
e

πε0F
(4.9)

where φ’ takes the following form:

φ′ = φ − e

2

√
eF

πε0
(4.10)

So what types of materials are suited for supplying electrons when thermionic
emission is utilized? If there is no electric field effect and if the amount of thermions
emitted per unit surface is expressed as the electric current density Jc [A/m2], this is
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expressed as follows [10] and can be obtained by integrating the energy distribution
higher than the vacuum level (inclined line portion) in Fig. 4.5:

Jc = 4πmek2

h3
T 2e−φ/kT (4.11)

Here, h is the Planck constant, k is the Boltzmann constant,m is the electronmass,
and T is the absolute temperature. This equation is referred to as the Richardson-
Dushman equation. The coefficient portion on the right-hand side of Eq. (4.11) is
generally referred to as the thermionic emission constant. This coefficient is fixed
regardless of the type ofmetal and its theoretical value is 1.20× 106 [A/(m2·K2)]. The
ideal thermion beam current can be determined by multiplying the cathode surface
area to the electric current density in Eq. (4.11).

The electric current density of the thermion beam also increases relative to that
in Eq. (4.11) when the electric field is present, as shown in the following equation:

J ′
c = 4πmek2

h3
T 2exp

(
−φ − βF

1
2

kT

)
(4.12)

β = e

2

√
e

πε0
(4.13)

Equation (4.11), which does not consider the influence of the electric field, is
used to calculate the Jc values of tungsten, platinum, copper, and iron. The result
is Fig. 4.7. The plot is cut off near the melting point for all metals except tungsten,
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Fig. 4.7 Relationship between saturation current density of thermions, when various metals were
used as an X-ray filament, and temperature. Except for tungsten (solid line), the plots of platinum
(dashed line), copper (dotted line), and iron (dash-dot line) are all cut off near the melting point
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which has a melting point around 900 °C higher than the upper limit of the hori-
zontal axis. It is clear when considering heat resistance that these materials can only
tolerate temperatures considerably lower than its melting point during actual use.
From this figure, it is evident that tungsten, which has a high melting point and supe-
rior high-temperature strength, may not necessarily have a small φ but is suited as
filament material. The favorable workability of the material is also one of the reasons
why tungsten is used. Furthermore, other metallic materials melt before thermionic
emission occurs. The working temperature of tungsten filaments is set at −2500 °C.
The emission current density, in this case, is thought to be around 1000–4000 A/m2.

A photograph of a tungsten filament from an X-ray tube is shown in Fig. 4.8. The
tungsten wire is used in a coiled form. The cathode of the X-ray tube may also use
indirectly heated cathodes, similar to those inminiature-tube-type vacuum tubes used
in the past. Reported structures include a barium or strontium oxide coating on the
surface of nickel cylinders, in which an insulated heating filament is placed [11]. A
characteristic of oxides like oxidized bariumor strontium is that theirwork function is
significantly lower than that of themetals alone [11]. Using this enables the operation
of cathodes at temperatures of 700–900 °C,which is significantly lower than that used
when the tungsten filament is directly heated [11]. This also results in the longevity
of the X-ray tube. Figure 4.9 shows a comparison between the thermionic emission
from oxides (barium-strontium dioxide: BaO–SrO, a complex oxide of barium and
strontium) and tungsten. Sufficient current density can be achieved at a temperature
considerably lower than that of tungsten. Here, the work function and constant of the
Richardson-Dushman equation for barium-strontium dioxide were set as 0.95 eV
and 100 [A/(m2·K2)]. For reference, the work function of the barium used in the
figure was 2.11 eV. Oxide coatings can be created by applying carbonates of barium,
strontium, calcium, etc. on the substrate metal and heat treating the metal under
high-temperature and high-vacuum conditions [12].

The filament is placed within a hollow referred to as a cathode cub and is set up so
that the focal spot is aligned in a fixed location on the anode. An electron beam can be
collimated by insulating the cathode cup from the filament and applying a negative

Fig. 4.8 Photograph of a
cathode filament part (made
from tungsten) in an X-ray
tube (courtesy of Yasuaki
Takeishi of Takeishi Electric,
Co., Ltd.)

5 mm
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Fig. 4.9 Relationship
between the saturation
current density of thermions,
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bias voltage. A light source that is brighter than cases where electron radiation is
generated in all directions can be created using this method. For example, reports
have indicated that the bias voltage application of−2000 V to the cathode cup allows
for the focal spot size to be 1/4 the value of when a bias voltage is not applied [13].

As shown in Fig. 4.10a, most of the thermions generated in the filament can
reach the anode when the tube voltage is high (V a > 40 kV). As shown in Fig. 4.11,
increasing the filament heating current and emitting more thermions results in an
increased tube current (anode current). Meanwhile, as shown in Fig. 4.10b some
of the thermions reach the anode when the tube voltage is low (V a < 40 kV); the
rest, however, remain as a space charge near the cathode. The existence of the space
charge works in the direction where the emission of thermions from the cathode is
suppressed. Increasing the filament heating current, in this case, does not increase the
tube current as seen in Fig. 4.11 and instead saturates it. The effect of this space charge
is why thermionic emission is stable and easy to control. When the space charge is
predominant in this way, the following Child-Langmuir equation is established:

(b) Low tube voltage
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Fig. 4.10 Schematic showing the influence of space potential
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Fig. 4.11 Schematic
showing the relationship
between the filament heating
current and tube current.
Low-tube current cases
where the space charge is
dominant and high-tube
current cases where the
filament current is dominant
are shown
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Here, K is a constant and d is the distance between the anode and cathode. Equa-
tion (4.14) indicates how the tube current increases relative to tube voltage by a power
of 3/2, shown on the left-hand side of the schematic of the relationship between tube
current and tube voltage in Fig. 4.12. The right-hand side of Fig. 4.12 shows that
the filament heating current can be increased or decreased to regulate the filament
temperature, which in turn allows for the control of the tube current. In this way, it
is necessary to understand that there are cases where the tube current barely changes
when the tube voltage is regulated and cases where it is acutely sensitive, depending
on the focal spot size of the X-ray tube, as well as the tube current and voltage values.

Fig. 4.12 Schematic
showing the relationship
between tube voltage and
tube current. The figure
shows three cases, ranging
from where the filament
current and temperature are
low to cases where the
filament current is high and
thermionic emission is active
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Incidentally, there have been reports of scanning electron microscope (SEM)-
basedX-rayCT scannerswith the electron optics systems of an SEM that use electron
beams from compounds with a φ value smaller than that of tungsten (e.g. LaB6), or
field emission guns. Recent trials by Perini et al. used targets of either bulk (i.e.
several mm2), thin-film, or nanowire tungsten in SEMs with a field emission gun,
generating X-rays using a 1000 nA, 30 kV electron beam [14]. A maximum of
60 nm spatial resolution was obtained in transmission observations when using a
400-nm–2-μm length, 70-nm width nanowire as a target [14]. Although the X-ray
energy, in this case, was approximately 10 keV and flux was also low, this was an
extremely interesting trial that visualized the microstructures of small samples at a
deep sub-micron scale.

Here, field emission refers to when electrons inside a metal are emitted when a
high electric field is applied. Figure 4.13 shows a schematic of field emission. The
potential barrier width becomes considerably smaller when the electric field strength
significantly increases (GV/m level) compared to Fig. 4.6 and electrons are emitted
through a quantummechanical phenomenon referred to as the tunnel effect. Cathodes

Potential due to applied field, B

Image potential, A

Synthetic potential between A and B

Fermi level

Vacuum level, E0

Thermion emission to vacuum

Curve for 0 K 
(Broken line)

Room temperature 
(Solid line)

Energy

Electron state density

Bottom of the
conduction band

Distance from cathode

Work function, φ

Fig. 4.13 Schematic of field emission when a large electric current is applied on the cathode
surface. The right half shows the cathode surface potential; the left half shows the electron energy
distribution at room temperature
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do not need to be heated with field emission, so this process is also referred to as cold
emission, in contrast to thermionic emission. This process also has the advantage of
requiring less power consumption as a result. The current density for field emission
cases takes the form of the Fowler-Nordheim equation, shown below:

J F
c = AF2exp

(−Bφ3/2

F

)
(4.15)

Here, A and B are constants that depend on φ. From the above equation, the
emission current density is extremely dependent on the electric field. For this reason,
even slight changes in the electric field at a level of around 1× 109 (V/m) can rapidly
change the emission current density from effectively 0 to an extremely large value.

(2) Anode

The physical phenomena of X-ray generation when the electron beam is incident to
the target has been described in Sect. 4.1.1. Here, the important characteristic of X-
ray tubes other thanX-ray energy and intensity discussed in that section ismost likely
spatial resolution. Figure 4.14 shows a schematic of how focal spot size influences
spatial resolution. The X-rays emitted from points A and B, which are respectively
on the left- and right-hand side of the focal spot, are detected at different pixels in
the detector after transmitting through the same position in the sample. This results

(a) Large focal spot

X-ray

Focal spot (Large)

(b) Small focal spot

Focal spot (Small)

Sample

検出器

Point A Point B

Detector
Blurring

X-ray paths between an X-ray source and a detector

Sample images 

Penumbra

Point A Point B

Blurring

Fig. 4.14 Schematic showing the influence of focal spot size on image blur
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(a) Large target angle

X-ray

(b) Small target angle

Detector

Electron beam

Large target 
angle

Target

Effective focal spot 
(Small)

Focal spot

Small target 
angle

Effective focal spot
(Large)

Fig. 4.15 Schematic showing the influence of the target inclination angle; a smaller target angle
results in a narrower X-ray irradiation range

in image blur. Comparisons between Fig. 4.14a, b show that this blur increases when
the focal spot size increases. The lower half of Fig. 4.14 shows the penumbra around
the visualized sample. For the same reason, X-rays generated by electrons colliding
into areas other than the anode target also result in decreased spatial resolution and
contrast. This can be up to 10% of the overall intensity at certain times. As seen in
Figs. 4.4 and 4.15, targets in the anodes of actual X-ray tubes are inclined several
to several dozen degrees from the direction facing the detector from the target. The
actual focal spot takes the shape of a narrow rectangle,which corresponds to the shape
of the filament. Meanwhile, the effective focal spot size shown in the figure is the
apparent focal spot size (filament length in this figure) as seen from the direction of the
detector. This is important when considering spatial resolution. When reproducing
the same effective focal spot size, a smaller target angle can increase the filament
length, as in Fig. 4.16. It can be observed from Table 6.1 shown later that X-ray tubes
with a relatively large target angle of around 45º are used for commercially-available
X-ray CT scanners.

Important elements that stipulate the effective focal spot size are the filament
length, coil diameter, the electron beam convergence due to the cathode cup as in
Sect. 4.1.2 (1), target inclination angle (target angle) in Fig. 4.15, tube voltage, and
tube current. The focal spot size generally increases when the tube current increases
while keeping the tube voltage fixed, or when the tube voltage is low while keeping
the tube current fixed.Decreasing the effective focal spot directly results in improving
the spatial resolution in cases where the spatial resolution of the X-ray CT scanner
is limited by the X-ray tube. Meanwhile, as shown in Fig. 4.15, decreasing the target
angle has the disadvantage of generating X-ray absorption due to the target itself
from one side of the X-ray beam, and limiting the range of X-ray irradiation.

Incidentally, the intensities of X-rays generated by bremsstrahlung or fluorescent
X-rays should ideally be homogeneous.However, actualX-ray intensities are far from
this ideal. This is primarily due to a phenomenon referred to as the heel effect shown
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(a) Large target angle and short filament (b) Small target angle and long filament

X-ray

Detector

Electron beam

Large target 
angle

Target

Effective focal spot 
(Small)

Focal spot

Small target 
angle

Effective focal spot
(Large)

Fig. 4.16 Schematic showing the influence of the target inclination angle. The filament length
needs to be decreased as shown in (a) when the target angle is large in order to maintain the same
effective focal spot size

in Fig. 4.17. Up until now, we have only considered simplified cases in Figs. 4.15 and
4.16whereX-rayswere generated on the target surface. However, in reality, electrons
penetrate up to a depth stipulated by its kinetic energy and the target material, and X-
rays are generated inside the target material. For example, Monte Carlo simulations
conducted by Poludniowski et al. showed that electrons penetrate tungsten targets up

(a) Inhomogeneous X-ray intensity due to the heel effect (b) Magnified view of the target

Electron beam
Target

X-ray

Detector

Electrons

Target

Emitting point

Path 1 Path 2 Path 3

Path 1 Path 2 Path 3

Fig. 4.17 Heel effect generated due to target inclination; a is a schematic showing X-ray intensity
unevenness due to the heel effect and b is its magnified view, showing a schematic of X-ray paths
1, 2, and 3 in order from the cathode side, and the difference in transmission distances of the X-ray
in the anode
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Fig. 4.18 Schematic of
X-ray spectra obtained when
an accelerated electron beam
is incident to a metal target
(solid line). The dashed lines
and dotted lines are spectra
for when the target angles
are lower than the solid line
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to a depth of around 14μmwith a tube voltage up to 150 kV [15]. For this reason, X-
rays near the cathode in the generated cone beam have a relatively short distance for
transmitting through the anode, while in contrast those near the anode have a longer
distance. The target itself acts as a filter on the anode side, so X-rays attenuate, and
their low-energy components are lost. Meanwhile, this influence is minimal on the
cathode side, X-rays retain their high brilliance, and the low-energy components are
not lost. Furthermore, a transition in X-ray intensity and energy distribution occurs in
the intermediate position. A characteristic X-ray intensity distribution is generated
in this manner. The heel effect becomes particularly strong when the target angle
becomes smaller. Figure 4.18 shows a schematic of the influence of the target angle
on the X-ray spectra. A smaller target angle results in the peak of the continuous
X-ray on the low-energy side simultaneously becoming lower and shifting to the
high-energy side. Furthermore, care must be taken as the influence of the heel effect
becomes stronger with deteriorated X-ray tubes.

Next, we discuss heat production.As previously discussed, over 99%of the energy
in electrons is dissipated as heat. For this reason, materials with favorable thermal
conductivity are placed around the target and heat is removed through heat trans-
mission and heat radiation, as shown in Fig. 4.4. Furthermore, coolants are further
used to ensure that the target material retains a lower temperature and does not
vaporize or melt. This cooling presence or extent is determined by factors such as
X-ray tube output. A rotating-anode structure like that shown in Fig. 4.19 is generally
used for medical CT scanners. The structure of the anode has a relatively high heat
capacity, and this is rotated at a rapid speed of around several thousand to 10,000 rpm.
Compared to the fixed-anode case,X-rays are generated across awider area (typically
by a factor of several dozens), and it is advantageous in that heat is not concentrated
in a small area. The typically tolerable load is proportional to

√
dnr , where d is

the disk diameter and nr is the number of rotations. This system has been used in
medical CT scanners from the third generation (shown in Fig. 3.1b) onward. This
system is used in industrial X-ray CT scanners as well for high-energy/high-output
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Fig. 4.19 Schematic of rotating-anode X-ray tube structure

tube cases. However, this requires bearings for the high-speed rotation of the anode in
vacuum at local temperatures over 2000 °C, as well as technology for insulation from
high voltages [16]. For example, gallium, which is a liquid at room temperature, has
been used in liquid metal hydrodynamic bearings in order to increase cooling effi-
ciency through liquid-metal-based conduction cooling [16]. Rotating-anode systems
are ideal for medical CT scanners which conduct exposures at high output for short
periods of time and which have sufficient cooldown times due to patient turnover,
but have a minor role in industrial X-ray CT scanners.

Figure 4.20 shows a photograph of a tungsten target in a commercially-available
X-ray tube. Fixed-anode systems like those in Fig. 4.4 typically use copper as a base
and have a structure where the target is embedded in the portion where the electron
hits. Rotating-anode systems like those shown in Fig. 4.19 typically have a W–10%
Re alloy coated on a dispersion-hardeningmolybdenumalloy disk referred to as TZM
(Mo–0.5Ti–0.08Zr –0.025C alloy) orMHC (Mo–1Hf –0.1C alloy). Structures whose
heat capacity is assured are also used by affixing graphite, which has a high specific
heat at high temperatures, to metals. Rhenium (Re) additions to tungsten increase
tungsten strength and ductility at high temperatures, as well as improve its resistance
to repeated thermal stress [17]. This also prevents coarsening and grain boundary
embrittlement due to the recrystallization, which occurs when temperatures exceed
1500 K in pure tungsten, greatly improving its fracture toughness [18].

(3) High-Voltage Equipment

A high-voltage transformer is typically used to increase alternating current (AC)
to supply tube voltages ranging from 10 to several hundred kV and tube currents
ranging from 1 to several thousand mA. The high voltages obtained are applied to
the X-ray tube after converting to direct current (DC) using a rectifier. Two pulses are
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Fig. 4.20 Photograph of the rotating-anode portion (made from tungsten) of the X-ray tube
(courtesy of Toshiba Materials, Co., Ltd.)

generated for each AC cycle when single-phase power sources are used and a voltage
waveform is generated where the output peaks are continuous. Furthermore, three-
phase/six-peak high-voltage X-ray devices, where a three-phase power source and
six rectifiers are used to conduct full-wave rectification, produce output waveforms
where six pulse peaks are superimposed per cycle. Furthermore, 3-phase/12-peak
high-voltage X-ray devices, where 12 rectifiers are used, produce output waveforms
that have an even smaller voltage ripple factor. Other than these, inverter-type high-
voltage X-ray devices are generally widely used. In the case of the inverter-type,
voltages are converted to act at high frequencies of several 100 Hz to several 10 kHz
in the high-frequency inverter section, after which it is applied to the high-voltage
generating section, whereupon its voltage is increased and rectified. For this reason,
direct currents with even smaller ripples are output. As a result, a sufficiently smooth
output can be obtained even with a single-phase power source.

(4) X-ray Tube Longevity

Most malfunctions in an X-ray tube are due to heat generation. For example, major
malfunctions includemelting or destruction of the anode, targetmaterial vaporization
or deposition, cutting of thefilament, loss of vacuum in the tube container in the sealed
case, bearing malfunctions in the case of a rotating-anode type, destruction of the
tube container, and decreased insulation performance of the insulating oil due to
carbonization in the case of oil cooling.

For the cutting of filaments, using thorium oxide (ThO2) in pure tungsten allows
for a larger current density to be obtained at a lower temperature of 1900 K relative
to that of pure tungsten and for longevity to be achieved [19]. For example, short-
term heating of a tungstenwirewith 1–2% additions of thorium oxide at temperatures
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around 2800K produces a single-atom layer of thorium and reduces its work function
considerably to around 2.6. For this reason, the emitted current increases by orders of
magnitude at the same temperature. There have been recent investigations on carbide
substitutions that do not use thorium oxide, which is a radioactive material [20]. The
thermionic emission-type cathode, which uses oxides with a low work function have
already been discussed. There has also been an increasing number of reports on
X-ray tubes with cooled cathode-type power sources, which use a carbon nanotube
and field emission to emit electrons even at low voltages. There have been over 30
publications on this since the initial 2001 publication by Sugie et al. of the Nagoya
Institute of Technology [21]. There have been reports among these of X-ray tubes
where the focal spot diameter was below 1μm [22].

(5) Commercially-Available X-Ray Tubes

Specifications of commercially available X-ray tubes currently available (as of
August 2017), which manufacturers have indicated are used as industrial X-ray CT
scanners, are shown in Table 4.3. These are all fixed-anode X-ray tubes. The numer-
ical specification values were directly obtained from the manufacturers’ websites
[23–25]. Care must be taken as the devices specified in the table have spatial reso-
lutions of transmission images measured from test charts like the X-ray resolution
chart specimens from the Japanese Inspection Instrument Manufacturers’ Associa-
tion [26]; their values may be considerably smaller than the focal spot dimension
provided. Methods for end-users to measure the focal spot size are stipulated by
ASTM, etc. (e.g. ASTM E1165-12).

Figures 4.21 and 4.22 show the external appearance of representative devices
among those inTable 4.3with large and small outputs (microfocus tube), respectively.
The energy range varies widely, with a tube voltage from 5 kV to 600 kV. The tube
current also ranges over four orders of magnitude, from 0.15 mA to 4900 mA.
Considering the output, this can range from around 4.5 W in devices for microfocus
use to a maximum of 4200 W. The focal spot size can be as small as 250 nm for
microfocus tubes. However, the output, in this case, is below 10 W.

Microfocus tubes come in two forms, namely of an open and sealed type. The
sealed type, which has already been considered in this book, uses a reflective target
like that in Fig. 4.23a and is generally used to obtain a microfocus spot and relatively
large output. An additional advantage is that it is maintenance-free. Meanwhile, the
open type typically has a transmissive target as inFig. 4.23b andhas the characteristics
of a focal spot size smaller than the sealed-type and a high magnification due to an
even shorter focal spot to sample distance can be obtained [27]. There have also
recently been products where a transmissive target is used in a sealed-type system,
as shown in Table 4.3.We can see thatX-ray tubeswith reflective targets are primarily
used in commercially-available X-ray CT scanners in Table 6.1, shown later.

In Figs. 3.32 and 3.37, we discussed projections in fan-beam or cone-beam optical
systems considering a distance D between the point light source and sample center
of rotation. Attention must be paid to the fact that this D does not represent the
distance measured from the window in Figs. 4.4 or 4.19 but rather the location of
the focal spot inside the X-ray tube. As seen in Fig. 3.32, the image magnification
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Fig. 4.21 Example of a commercially-available X-ray tube, COMET MXR-601HP in Table 4.3
(courtesy of Mr. Matsuda from Comcraft, Co.)

(a) (b) 

Fig. 4.22 Example of a commercially-available microfocus X-ray tube from Table 4.3; a Hama-
matsu Photonics L10711-03 (courtesy of Hamamatsu Photonics) and b Matsusada Precision
XF40-130 (courtesy of Toyotoshi Ueyanagi from Matsusada Precision, Inc.)

M is expressed with the following equation when the distance D0 from the point
light source to the detector is considered. Making D smaller is important when it is
necessary to conduct projections with a larger magnification and obtaining superior
spatial resolution.
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(b) Open X-ray tube with a transmissive target

Cathode

Electron beam

Anode

(a) Sealed X-ray tube with a reflective target

X-ray

Sample

Exhaust

Fig. 4.23 Schematic of two microfocus tube systems

M = D + D0

D
(4.16)

Incidentally, theminimumdistance between the sample and focal spot is stipulated
by the distance between the window and focal spot. Open-type microfocus X-ray
tubes shown in Fig. 4.24 that use a transmissive target, described in Table 4.3, have
a minimum distance of around 0.5 mm, whereas sealed-type X-ray tubes, which use
a reflective target, have a relatively increased distance of between 7 to several dozen
of mm. When pursuing the smallest focal spot size in open-type X-ray tubes, the
electron beam should be narrowed using either a one or two-step (i.e. combination of

Condenser coil Focusing coil

Target
Cathode

Electron beam

X-ray

Sample

Exhaust

Aperture

Fig. 4.24 Schematic of a microfocus tube with an extremely small effective focal spot
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(a) Thick target (b) Thin target

Effective focal spot Substrate

Electron beam

Target

Trajectory of electrons
X-ray

Effective focal spot

Fig. 4.25 Schematic of X-ray emission behavior from a transmissive target

condenser coil and focusing coil) electron beamoptics systemand objective aperture;
this should be directed to the thin film of the target. A thin tungsten film coated on a
substrate composed of light elements like beryllium is to be used as the target. The
fact that electrons enter the interior of the target from its surface has already been
discussed. As shown schematically in Fig. 4.25, the electrons spread wider due to
scattering in the target and X-rays are generated from an area larger than the electron
beam diameter. This is the effective focal spot size in this case. A higher tube voltage
increases the scattering volume and the effective focal spot size also increases. The
effective focal spot size can be reduced when a thin target is used, as in Fig. 4.25b.
In contrast, a thicker target increases the intensity of X-rays generated in the target.
However, the generated X-rays in transmissive targets do not come out if they do not
transmit through the target interior. For this reason, thicker targets result in increased
absorption by the target itself. Simulations conducted by Nasseri indicated that the
maximum X-ray intensity, which considered absorption by the tungsten target itself,
can be obtained when the following thickness topt (μm) is obtained [28]:

topt = −1.45 + 0.075E (4.17)

Here, E (keV) is the X-ray energy; for example, the maximum transmissive target
thickness value for a 30 keV X-ray is approximately 1 μm.

ThebrillianceofX-ray tubes can generally be compared bydividing themaximum
output by the focal spot size (surface area). However, decreased effective focal spot
sizes in microfocus X-ray tubes result in smaller X-ray outputs as well. Figure 4.26
shows the relationship between the focal spot size and maximum output of all X-ray
tubes shown in Table 4.3. Although there is some variation at the smaller focal spot
sizes, strong correlations are observed across four orders of magnitude for the focal
spot size, and three orders of magnitude for the maximum output.
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Fig. 4.26 Relationship
between focal spot size and
maximum output of
commercially-available
X-ray tubes; all products in
Table 4.3 are plotted here
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4.1.3 Compact Electron Accelerators

Figure 4.27 shows the thickness of iron and aluminum samples for 10% X-ray trans-
mission calculated across a wide range of X-ray energies. In terms of image quality,
this can be thought of as the maximum sample thickness under which the transmitted
image can be somewhat obtained. As shown in Table 4.3, the tube voltage range of
commercially-available X-ray tubes is around 5–600 kV. The maximum X-ray ener-
gies obtained in these X-ray tubes are approximately 5–600 keV and the average
X-ray energies obtained from bremsstrahlung are thought to be about 1/2–1/3 of
these values. The samples that can be imaged at the maximum X-ray energies of
200–300 keV, obtained with commercially-available X-ray tubes, are at thicknesses
of at most 20–30 mm for solid iron and 70–80 mm for solid aluminum, according

Fig. 4.27 Relationship
between X-ray energy when
10% of the incident X-ray
transmits through iron (solid
line) and aluminum (dashed
line) samples and sample
thickness
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to Fig. 4.27. Even higher-energy X-rays would need to be generated if imaging of
thicker materials were to be conducted in the laboratory.

Van de Graaff generators, invented in 1920, and betatrons, invented in 1942,
were used in the past to generate higher-energy X-rays. Today, we use compact
electron accelerators and radioisotopes (RIs) [29]. Generally, X-ray energies at the
1-MeV level or higher are required, and RIs are used when flux is not a problem;
these compact and low-cost characteristics are then effectively utilized. Meanwhile,
electron accelerators are used when both X-ray energies at the 1-MeV level or higher
and a sufficient flux are needed. Electron accelerators are a large-scale setup and their
costs for introduction far exceed those of X-ray tubes or RIs. However, using these
would enable the imaging of thicker and higher-density materials (e.g. iron with a
thickness of several dozen cm); this also allows for imaging that is faster than with
RI for materials with the same thickness. Electron accelerators have an additional
characteristic in which there are no handling difficulties like those associated with
RIs (i.e. the X-ray stops immediately when the power source is cut off). Electron
accelerators first saw production in the 1950s primarily for military use [29]. Today,
they are used not only for imaging of military products but for various civilian
products as well. They are also used as electron injectors into synchrotrons.

Linear accelerators are referred to as lineac or linac. The former is more
commonly used in Japanese,whereas the latter ismore commonly used inEnglish.As
shown in Fig. 4.28, the electron linac comprises an electron gun, buncher, and accel-
erating waveguide. Figure 4.28 shows a schematic of a traveling-wave-type accel-
erating waveguide with a simple structure, primarily used for large-scale devices.
Traveling-wave-type accelerating waveguides have disks with holes opened in them
set up at equal intervals. The basic structure of the accelerating waveguide is the
same for high-energy cases as well (e.g. for synchrotron injection use).

Electron 
gun

Buncher Accelerating tube 
(High vacuum)

Pulse modulator Pulse power 
source

Waveguide

Microwave 
emission

Magnetron
or

Klystron

Target

Waveguide
Focusing coil

Fig. 4.28 Schematic of a compact electron accelerator with a progressive wave-type accelerating
tube
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First, the electrons generated with an electron gun are brought together in what
is referred to as a bunch by the buncher. In a linear accelerator, an electron beam
where the electrons are bunched together is obtained in the traveling direction of
the electron, as well as the direction perpendicular to it. Generally, the pulse width
is several μs and pulse repetition frequency is 50–500 Hz [29]. For this reason, the
duty cycle (percentage of time where the pulse is on) is in the order of 0.1–0.01%.

Microwaveswith a frequencyof approximately 3GHz (so-calledS-band) to 9GHz
(so-calledX-band) produced by amagnetron or klystron are guided through the accel-
erating waveguide and an electric field is generated in this cavity. The klystron is
larger in scale relative to the magnetron and is more expensive, but its frequency and
power control is more accurate and can be used with high-output accelerators [29].
When the microwave speed is set as equivalent to the electron speed, the electron
advances under a constant drift potential within the accelerating waveguide, thereby
accelerating it. Meanwhile, standing wave-type accelerating waveguides have the
advantage of high acceleration efficiency per unit length, accelerating electrons over a
shorter length than with progressive-wave-type accelerating waveguides. The subse-
quent mechanism in which the electron coming out of the accelerator collides with
the target and generates X-rays is the same as that with X-ray tubes. Given themagni-
tude of heat inputs, the target is oftentimes water-cooled. The penetration depth of
the electron into the target is approximately several hundred μm when the energy
is 1 MeV and approximately several mm when the energy is 10 MeV [30]. For this
reason, the target thickness would need to be 2 mm if, for example, a 9 MeV acceler-
ator is used [30]. The range of obtained X-ray energies is around 1–15MeV; of these,
the 3–9-MeV level is widely used [29]. The focal spot size is typically approximately
2 mm and it is possible to have this below 1 mm as well [29].

A point of caution is that neutrons, protons, and π-mesons are also generated
when the photonuclear reactions mentioned in Sect. 2.1.2 occur at the target and
when X-ray energies over 6–7 MeV are used [29]. Appropriate shielding, which
absorbs neutrons, should be set up in these cases. Detectors capable of handling
high-energy X-rays (discussed later) should also be used.

4.1.4 Radioactive Isotopes

The half-life of commonly-used radioactive isotopes and the gamma-ray energies
produced are summarized in Table 4.4 [31]. Gamma rays are the electromagnetic
waves emitted by unstable nuclei when undergoing radioactive decay, which is
similar to the X-rays discussed previously. Atoms in a metastable state in Table 4.4
are indicated with a superscript of “m” (for “metastable”) after the atomic mass
number. Atoms from Table 4.4, which are frequently used in imaging, include the
following, in ascendingorder of gamma-ray energy: 241Am(energyof 59.5 keV), 75Se
(270 keV), 192Ir (310.5, 469.1 keV), 137Cs (662 keV), and 60Co (1173, 1332 keV).
A characteristic of RIs is that they can be used to obtain either monochromatic
or bichromatic gamma rays (gamma rays where energies are concentrated at two
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Table 4.4 Half-life and
gamma-ray energy of various
radioactive isotopes [31]

Radioactive isotope Half-life (s) γ ray energy (MeV)
3H 3.9 × 10 8 –
7Be 4.6 × 106 0.48
10Be 4.7 × 1013 –
14C 1.8 × 1011 –
22Na 8.2 × 107 1.28
24Na 5.4 × 104 1.37
26A1 2.3 × 1013 1.84
32Si 5.4 × 109 –
32P 1.2 × 106 –
37Ar 3.0 × 106 –
40K 4.0 × 1016 1.46
51Cr 2.4 × l06 0.325
54Mn 2.7 × l07 0.84
55Fe 8.6 × l07 0.006
57Co 2.4 × 107 0.122
60Co 1.7 × l08 1.17 & 1.33
66 Ga 3.4 × l04 1.04
68Ga 4. l × 103 1.07
85Kr 3.4 × 108 0.52
89Sr 4.4 × l06 –
90Sr 9.1 × 105 –
90Y 2.3 × l05 –
99mTc 2.2 × l04 0.14
106Ru 3.2 × l07 –
106Rh 3.0 × 101 0.51
112Ag l.l × 104 0.62
109Cd 4.0 × 107 –
109mAg 4.0 × 101 0.088
113Sn 9.9 × 106 0.392
132Te 2.8 × 105 0.23
1251 5.2 × l06 0.035
129I 5.0 × l014 0.038
131I 7.0 × l05 0.36
133Xe 4.5 × 105 0.08
134Cs 6.5 ×107 0.61
137Cs 9.5 × 108 0.66
137mBa 1.6 × 102 0.66

(continued)
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Table 4.4 (continued) Radioactive isotope Half-life (s) γ ray energy (MeV)
133Ba 3.3 × 108 0.36
140La 1.4 × 105 s 1.60
144Ce 2.5 × l07 0.13
144Pr l.l × 103 0.69
144Nd 7.3 × 1022 –
152Eu 4.3 × 108 0.122
192Ir 6.4 × 106 0.32
198Au 2.3 × 105 0.41
204Tl 1.2 × 108 –
207Bi 1.0 × 109 0.57
222Rn 3.3 × 105 0.51
218Po 1.9 × 102 –
214Pb 1.6 × 103 0.35
214Bi 1.2 × 103 0.61
226Ra 5.0 × 1010 0.19
228Th 6.0 × 107 0.24
234U 7.9 × 1012 0.05
235U 2.2 × 1016 0.19
238U 1.4 × 1017 0.05
239Pu 7.6 × 1011 0.05
240Pu 7.6 × 1011 0.05
241Am 1.4 × 1010 0.06
252Cf 8.2 × 107 0.04
252Fm 9.0 × 104 0.096
268Mt 7.0 × 10−2 –

energy levels). The usage of monochromatic light does not result in beam hardening
issues (discussed later), which occurs when using an X-ray tube or compact electron
accelerator. For example, the low gamma-ray energy 241Am is used for imaging of
wooden materials [32]. Meanwhile, 137Cs or 60Co is used for large-scale containers
made of iron [33, 34]. Reference [33] reports imaging of aluminum structures within
a plexiglass container with a diameter of 440 mm using a 3.7 GBq (giga-becquerel,
109 becquerels; which are the quantity of radioactive decay of a radioactive isotope
element for a unit period of time) 137Cs. Reference [34] reports the imaging of a
stainless-steel disk with a diameter of 60 mm using a 74 GBq 137Cs. The obtained
flux in each case is in the order of 1/100 compared to using X-ray tubes [35]. This
results in long imaging times, as well as lower image quality.

RI-based imaging can also quantitatively determine local density or average
atomic number from images utilizing gamma rays with two different energy levels
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from bichromatic sources, such as 192Ir [36]. As seen in Sect. 2.1.2 (1) and (2), the
extent of photoelectric absorption decreases with increased X-ray energy, whereas
Compton scattering becomes more active with increased X-ray energy, up to a level
of several MeV. Furthermore, photoelectric absorption has a large atomic number
dependency, whereas Compton scattering does not depend on the atomic number.
These trends can also be re-confirmed in Figs. 2.10, 2.11, 2.12 and 2.13. In this
manner, quantitative assessments can be conducted with bichromatic gamma rays
as two absorption/scattering processes with completely different energy and atomic
number dependencies compete with one another.

4.1.5 Synchrotron Radiation

Synchrotron radiation refers to electromagnetic waves generated in the tangential
direction of the synchrotron when the advancing direction of the electrons orbiting
the synchrotron is changed usingmagnets. The advancing and accelerating directions
of the electron are parallel in the case of bremsstrahlung, whereas both intersect in
the case of synchrotron radiation. Synchrotron radiation has the advantages of a
small radiation source size, high X-ray beam interference due to a long beamline,
and high brilliance; additionally, its monochromatic capabilities indicate that the X-
ray energy can be changed relatively freely. Furthermore, it has the characteristics
of polarizability and pulsed light. A higher resolution, superior image quality, and
S/N ratio can be obtained using these characteristics. In that sense, it would not be
an exaggeration to say that synchrotron radiation X-ray tomography is the flagship
of X-ray tomography technology.

The generation of synchrotron radiation was first experimentally confirmed by
Langmuir et al. in 1947. The electron energy of the synchrotron at this time was
70 MeV. Afterward, first-generation radiation facilities, where accelerators subse-
quently created for high-energy physics research were diverted to conduct applied
radiation research; second-generation radiation facilities from the 1970s onwards
such as SOR-RING (1975) and the Photon Factory (1982), which used radia-
tion generated from bending magnets; and third-generation radiation facilities like
SPring-8, APS (1996, U.S.), and ESRF (1994, 19 countries of the EU), which
used undulators and wigglers to generate high-brilliance radiation, were devel-
oped and used in order. Figure 4.29 shows synchrotron radiation obtained from
SPring-8 compared with X-ray tubes [37]. X-ray brilliance is expressed in units
of [photons/s/mm2/mrad2/0.1% bandwidth]; where rotating-anode X-ray tubes are
approximately 109 in this unit, this is about 1012 in first-generation radiation facilities,
1014 in second-generation facilities, and up to 1019–1020 in standard undulator light
sources in SPring-8. It is evident that radiation facility performance has improved
rapidly at each order of magnitude. Incidentally, fourth-generation radiation refers
not to X-ray free-electron lasers (XFEL) based on linac principles, but radiation
sourceswith lower emittance than third-generation radiation (e.g.MAX-IV,Sweden).
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Fig. 4.29 Brilliance of
radiation at SPring-8
(provided by Riken) [37]

Focusing on the wavelength in Fig. 4.29, it can be observed that synchrotron radia-
tion covers a wide range from infrared to visible light to hard X-rays. Furthermore,
synchrotron radiation is a row of pulsed light, where bunches lasting for 20–500 ps
are repeated at 2 ns–1 μs -interval frequencies; for example, the length of a bunch
with a width 100 ps is 3 cm.

Incidentally, the synchrotron itself cannot accelerate low-energy electrons. For
this reason, electrons must be accelerated to an energy of at least several dozens of
MeV before being injected into the synchrotron; in other words, the general structure
of the synchrotron comprises sections that accelerate the electron beforehand (e.g.
a linac) and storage rings, as shown schematically in Fig. 4.30. The University of
Hyogo NewSUBARU adjacent to SPring-8 primarily uses electrons in the extreme
ultraviolet ray to soft X-ray region, so they are directly injected from the linac to
the storage ring as shown in Fig. 4.30a. Meanwhile, SPring-8 injects at the GeV
energy level and combines the same electron linac as with NewSUBARU with an
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Fig. 4.30 Schematic of a
synchrotron structure

(a) Direct incident to a storage ring

(b) Booster synchrotron as an electron accelerator

e-

e-

Electron linac Storage ring

Synchrotron radiation

Booster synchrotron

e-

electron synchrotron, as shown in Fig. 4.30b. Some microtrons combine a high-
frequency electric field for accelerating electrons and aDCmagnetic field for creating
a circular trajectory but these are omitted here as they are not widely used in Japan.
The structures in Fig. 4.30 are discussed in order below.

(1) Electron Linac

The basic principles of an electron linac in a synchrotron radiation facility are the
same as those of a compact electron accelerator introduced in Sect. 4.1.3; what varies
is their size and energy. Here, we primarily take SPring-8 as an example and provide
an overview with a focus on its specifications.

Table 4.5 shows an overview of the electron linacs and electron synchrotrons in
the major synchrotron radiation facilities in Japan [37–40]. Furthermore, Fig. 4.31
shows a photograph of the external appearance of a SPring-8 electron linac [37].
The SPring-8 electron linac is 140 m in length and accelerates an electron beam
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Table 4.5 Electron accelerators of representative synchrotron radiation facilities used for X-ray
microtomography [37–40]

Type Linac + booster synchrotron Linac

Facility SPring-8 Aichi
Synchrotron
Radiation
Center

Photon Factory
(KEKB)

Kyushu
Synchrotron
Light Research
Center

Location Sayo town,
Hyogo, Japan

Seto city,
Aichi, Japan

Tsukuba city,
Ibaraki, Japan

Tosu city, Saga,
Japan

Electron linac Energy (GeV) 1 0.05 2.5 0.26

Type Travelling
wave
accelerator

Travelling
wave
accelerator

Travelling wave
accelerator

Travelling wave
accelerator

Number of
accelerating
tubes

25 2 240 6

Peak current
(mA)

2000 (Single
bunch mode)
350 (Multi
bunch mode)

100 50 –

Pulse width
(ns)

2 (Single
bunch mode)
40 (Multi
bunch mode)

1 3 200

Repetition
rate (Hz)

60 1 25 1

High
frequency
acceleration
frequency
(MHz)

2856 2856 2856 2856

Length (m) 140 10 400 30

Booster
synchrotron

Energy (GeV) 8 1.2 – –

Emittance
(nmrad)

230 200 – –

Beam current
(mA)

10 5 – –

Repetition
rate (Hz)

1 1 – –

High
frequency
acceleration
frequency
(MHz)

508.6 499.654 – –

Perimeter (m) 396 48 – –
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(a) First stage of the linac (b) Whole linac

Fig. 4.31 Photograph of the electron linac in SPring-8 (provided by Riken) [37]

emitted from an electron gun operating with a voltage of approximately 180 kV up
to1.0GeV[37]. The electrongunused is the thermionic type introduced inSect. 4.1.3,
it uses porous tungsten with impregnated barium as a filament material [37]. High-
temperature activation following barium impregnation can reduce its work function
to approximately 1.6 eV due to the presence of free barium; owing to this, electrons
can be emitted at a relatively low temperature. The process of forming bunches of
the electron beam using the buncher is the same as in Fig. 4.28. As in Sect. 4.1.3, a
high-frequency electric field was used to accelerate the electron beam. The acceler-
ating waveguide portion of the SPring-8 electron linac is composed of 25 individual
accelerating waveguides, each measuring 3 m in length, all joined [37]. A single
accelerating waveguide is composed of 81 accelerating cavities [41] and the electron
acceleration from a single accelerating waveguide is approximately 40 MeV [41].
High-frequency power is applied from a klystron every two accelerating waveguides
[41]. The high-energy (1.0GeV) electron beam obtained from this process undergoes
energy width reduction in the energy compression system section, after which it is
supplied directly to the electron storage ring of the adjacent University of Hyogo
NewSUBARU through the beam transfer system. For SPring-8, it is first injected
into the booster synchrotron. The energy compression system is set up at the end
of the linac and is comprised of a chicane electromagnet section, where the bunch
length is extended according to the energy distribution of the electron beam and an
accelerating waveguide section, where energy modulation is applied to compress the
energy spread [42]. Energy stability also improves due to the energy compression
system and improvements in large current injection and energy stability (rms of less
than 0.01% for small current) are achieved [42].

Incidentally, for electron beam obtained at the synchrotron radiation facility, high
electric current, high energy, and high quality are required. Emittance is the primary
factor that stipulates these qualities. A major objective at the currently-planned
SPring-II is also reducing the emittance of the storage ring (approximately 2.4 nm rad
at present to approximately 150 pm rad). The emittance, which is used to show beam
performance at the accelerator, primarily expresses the volume occupied by particles
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in the phase space. When considering an electron beam, the horizontal direction of
emittance relative to the advancing direction of the beam is often expressed. Beams
with low emittance are essentially parallel beams with a small size and whose direc-
tions are aligned. Here, the emittance of the electron beam emitted from the electron
gun (thermal emittance) εth is as shown below:

εth = σ

√
kT

mc2
(4.18)

Here, σ is the cathode spot size and c is the speed of light. The emission current
from the cathode is determined from the work function and temperature, but the
emittance is not dependent on the work function; moreover, if the temperature is
equivalent, it is only dependent on the cathode spot size. As such, it is important to
make the cathode radius as small as possible. Incidentally, as can be seen inEq. (4.18),
emittance usually has the dimensions of length. However, it can also be related to the
beam inclination and expressed in units of mm·rad or multiplied by π and expressed
in π mm·rad. Hence, care must be taken for its definition.

The emittance of electron beams in synchrotron radiation facilities can varywidely
by the performance of the upstream electron gun. However, emittance worsens even
during acceleration in a linac. This is because the electron is influenced by the
electromagnetic field generated by itself.

(2) Electron Synchrotron

The electron synchrotron mentioned here is the so-called booster synchrotron, which
is used to increase the energy of the electron beam injected into the storage ring.
This enables top-up operations, where the electron is not accelerated in the storage
ring. Synchrotron radiation with a fixed intensity can be constantly generated and
makes large contributions to X-ray imaging. Circular accelerators that change the
magnetic field with increases in acceleration energy and where the electron orbits
a fixed trajectory are referred to as synchrotrons. Bending magnets are arranged in
a circle, electrons are moved in a pseudo-circular manner, and they are accelerated
up to high energy through high-frequency cavities (Fig. 4.32 [43]) placed in the
electron trajectory. In the case of synchrotrons, the magnetic field is strengthened
with increased energy and the electron is extracted once it reaches a given energy
level. Much content overlaps with the “(3) Storage Ring” (discussed later). When
compared to a storage ring, the electron synchrotron has a relatively small number of
quadrupole electromagnets and six-pole electromagnets relative to bendingmagnets.
This is due to the different usage applications of the synchrotron, such as not needing
to store the electron beam [41]. Furthermore, this typically has a structure referred to
as FODO, where bending magnets and quadrupole magnets are arranged in alternate
order.

In the case of SPring-8, an electron beam accelerated up to 1 GeVwith an electron
linac is injected into the electron synchrotron at an angle of 15° using an on-axis
injection method. This is accelerated up to 8 GeV and then outputted to the storage
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ring, which is repeated in 1 s intervals [43]. This can be broken down as follows:
1 GeV injection, 150 ms; electron acceleration, 400 ms; 8 GeV electron beam ejec-
tion, 150 ms; and deceleration period, 300 ms [43]. Electron synchrotrons have two
klystron units set up in the klystron facility; high-frequency power for acceleration is
supplied through a waveguide [41]. Progressively higher energies can be obtained if
the synchrotron trajectory radius is increased and the magnetic field is strengthened.
Electron beams accelerated by a synchrotron are transferred from a junction, such
as in Fig. 4.32b, to a storage ring using a beam transfer setup as in Fig. 4.33. The
synchrotron building, which houses the electron synchrotron, is placed in a position
approximately 10 m below that of the storage ring, enters the interior of the storage
ring by going underground as seen in Fig. 4.33, and is connected to the storage ring
from the inside.

(3) Storage Ring

Figure 4.34 shows the storage ring size and storage electron energy of the major
synchrotron radiation facilities in Japan and overseas. There are a number of
synchrotron radiation facilities of various scales throughout the world, with storage
rings up to 1 km or more in perimeter and storage electron energies ranging from
around 0.5 GeV to 8 GeV in SPring-8. In Japan, facilities from Kyushu and the
Kanto region, particularly the relatively low-energy facilities and SPring-8, which
has the world’s largest storage electron energy, serve as opposite ends, with a total

(a) High frequency acceleration cavity (b) Beam injection section into the storage ring
(right) from the beam transportation line (right)

(c) 5-cell acceleration cavity for synchrotron

Fig. 4.32 Photograph of electron synchrotron in SPring-8 [37, 43] (a: courtesy of Hiroto Yonehara,
b provided by Riken, and c is a photograph of a SPring-8 display)
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Fig. 4.33 Entire structure of SPring-8 (provided by Riken) [37]

Fig. 4.34 Storage ring size
(perimeter) and storage
electron energy of various
international synchrotron
radiation facilities
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of 9 synchrotron radiation facilities present in the country. Considering only the
storage ring circumference, SPring-8 is no longer the world’s largest facility after the
construction of PETRA-III inGermany in July 2009. Considering global trends, there
have been a number of smaller 3 GeV-class, high-brilliance/moderate-scale radiation
facilities, with emittance values lower than 4 nm/rad, built since 2000. These include
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(a) Nonrelativistic velocity ( ≈ 0) (b) Relativistic velocity ( ≈ 1)
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Fig. 4.35 Schematic showing the influence of electron acceleration in the horizontal direction
(x-direction) on patterns of synchrotron radiation due to the bending magnet

SOLEIL in France, Diamond in the U.K., SSRF in China/Shanghai, and ALBA
in Spain. It is anticipated that there will be more high-brilliance/moderate-scale
radiation facilities with an emittance of 1 nm/rad or lower in the future.

As shown in Fig. 4.35a, electric dipole radiation is generated when applying
acceleration by using bending magnets perpendicular to the direction of travel of the
electron. In this case, acceleration is in the y-direction of the figure. Figure 4.35a
shows the case in which β (= ν/c), where the electron drift speed ν is normalized by
the speed of light c, is sufficiently small. The radiation, in this case, is 0 in the direction
inwhich acceleration is applied and the opposite direction, andmaximum in the plane
perpendicular to those directions. Meanwhile, when looking at synchrotron radia-
tion emitted from electrons at relativistic speeds (β ≈ 1) from laboratory systems,
radiation becomes concentrated in a narrow area referred to as the radiation cone
as shown in Fig. 4.35b. When the diverging angle, in this case, is set as 2 ψ , the
following equation is obtained:

ψ ≈ mc2

Ee
(4.19)

Here, Ee is the storage electron energy of the storage ring. Incidentally, β =
0.999999998 in the case of SPring-8 and 0.999999869 when storage electron energy
is 1 GeV, effectively equal to the speed of light. If calculated using the range of
Ee currently capable in synchrotron radiation facilities, the synchrotron radiation
divergence is in the order of [mrad], as shown in Fig. 4.36. Based on this, synchrotron
radiation can be said to have high directionality, wherein extremely high fluxes are
sharply concentrated in a small area. In the case of bending magnets, electrons orbit
a trajectory while generating synchrotron radiation in the direction tangent to it,
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Fig. 4.36 Relationship
between diverging angle of
the synchrotron radiation
emitted from the bending
magnet and the storage
electron energy of the
storage ring
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so synchrotron radiation diverges in the horizontal plane that includes the storage
ring. This process is shown in Fig. 4.37. The divergence angle ϕB is dependent on
the length of the bending magnet and is equal to 4.04° in the case of the bending
magnets in SPring-8 [37]. Meanwhile, the collimation set by Eq. (4.19) is mostly

Fig. 4.37 Schematic
showing the electromagnetic
wave superposition and
divergence in the horizontal
direction of the synchrotron
radiation due to the bending
magnet

Storage ring

B

Travelling direction of electrons

ϕ

Bϕ
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maintained in the direction perpendicular to the electron trajectory. The diverging
angle of synchrotron radiation is 0.0036° for a 28.9 keV energy X-ray in the case of
bending magnets in SPring-8 [37].

Incidentally, integrating the instantaneous radiation power Pe of synchrotron
radiation emitted by a single electron orbiting a circular trajectory across all angles
and wavelengths results in the following, where the radius of trajectory curvature
(not the radius of the storage ring) is set as R [44].

Pe = e2cE4
e

6πε0
(
mc2

)4
R2

(4.20)

The total power of the synchrotron radiation is strongly dependent on the storage
electron energy. Furthermore, integrating the amount of energy lost by a single elec-
tron as it circles a storage ring a single time (energy loss per turn) for the entire turn
around the storage ring results in the following equation [44]:

	Ee = e2E4
e

3ε0
(
mc2

)4
R

(4.21)

Table 4.6 shows the calculated 	Ee values for the storage rings of major
synchrotron radiation facilities. When Ee and R are expressed in units of [GeV] and
[m], 	Ee [keV] can be calculated as 	Ee = 88.5 E4

e/R. The storage electron energy
in large-scale radiation facilities is high, therefore, energy loss is also extremely
significant. Conversely, this amount of energy must be supplemented during that
turn. For this reason, cavity spaces for conducting the high-frequency acceleration

Table 4.6 Energy loss, total radiation power, and critical energy of storage rings in representative
synchrotron radiation facilities that can conduct X-ray microtomography, calculated by Eqs. (4.21),
(4.22), and (4.24) [37–40]

Ee (GeV) R (m) Isc (mA) 	Ee (keV) PSR (kW) Ec (keV)

SPring-8 8.0 39.27 100 9230 923 28.9

Aichi Synchrotron
Radiation Center

1.2 2.7 300 68.0 2.04 1.4

Photon Factory 2.5 8.66 300 399 120 4.0

Kyushu Synchrotron Light
Research Center

1.4 3.2 300 106 31.8 1.9

New Subaru 1.5 3.2168 300 139 41.7 2.3

ESRF 6.0 23.4 200 4900 980 20.5

APS 7.0 38.9611 200 5450 1090 19.6

ALS 1.5 4.89 400 91.6 36.6 1.5

PETRA-III 6.0 22.92 100 4660 351 20.907
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of the electron and bending magnets, which curve the electron trajectory, are placed
alternative in the storage ring.

In actual practice, the average stored current value (also shown in Table 4.6)
should be set as Isc, the electron number should be multiplied by Eq. (4.21), and this
should be understood as the total radiation power PSR from the storage ring [44].

PSR = 	Ee
Isc
e

(4.22)

The PSR values of representative synchrotron radiation facilities are summarized
in Table 4.6. Third-generation large-scale radiation facilities like SPring-8 and ESRF
are known to have a total radiation power of approximately 1MW.Meanwhile, using
Eq. (4.3) and calculating the radiation power from the various X-ray tubes from
Table 4.3 shows that those from synchrotron radiation facilities have values higher
by up to 8 orders of magnitude.

The flux density of synchrotron radiation can be determined from the following
equation [45]:

d3N

dtdΩdλ/λ
= 3.46 × 103γ 2

(
λc

λ

)2{
1 + (γΨ )2

}{
K 2

2/3(ξ)
+(γΨ )2

1 + (γΨ )2
K 2

1/3(ξ)

}
(4.23)

Here, N is the photon number, λ is the wavelength of the X-ray, λc is the critical
wavelength of the X-ray, Ω is the solid angle of radiation from the light source,
1
γ

= √
1 − β2, and ξ = λc

{
1 + (γΨ )2

}2/3
. K2/3 and K1/3 are the modified Bessel

functions; there is a useful graph regarding these functions in Wiedemann [46]. The
first and second terms within the second set of parentheses on the right edge in
Eq. (4.23) express the polarized components parallel and perpendicular to the trajec-
tory plane, respectively. Furthermore, λc is obtained from the following equation and
defined so that the total radiation power is divided into two at λc [45]. The critical
frequency ωc is expressed as follows.

ωc = 3

2

γ 3c

R
(4.24)

It is clear from Eq. (4.23) that synchrotron radiation is a continuous spectrum
across a wide range of wavelengths; in other words, X-rays obtained from bending
magnets are white if they do not undergo spectral diffraction with a monochromator.
This is depicted as a graph in Fig. 4.38, which shows that electromagnetic waves
across awidewavelength range from infrared to hardX-rays are emitted. The position
of critical energy Ec, corresponding to the critical wavelength, is also illustrated
in the figure. Furthermore, the critical energy values in representative synchrotron
radiation facilities are shown in Table 4.6. When using X-rays, a higher storage
electron energy has minor influence on the low-energy side, whereas the energy
range in the high-energy side greatly increases. It is clear that large-scale synchrotron
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Fig. 4.38 Schematic
comparing the flux density
and critical energy of
synchrotron radiation
emitted from bending
magnets in storage rings at
SPring-8 and the Photon
Factory
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radiation facilities with high storage electron energies at a SPring-8 level are required
when considering X-ray imaging of metallic materials.

Incidentally, the units of Eq. (4.23) are [photons/s/mrad2/0.1% band width/mA],
which are the number of photons emitted for a unit period of time, unit relative
bandwidth, divergence angle in both the horizontal and vertical directions, and a
storage current of 1 mA. Meanwhile, integrating by angle yields the flux. Further-
more, brilliance is dividing the flux density by the effective light source size in both
the horizontal and vertical directions, and converting it to a unit surface area. The
brilliance of synchrotron radiation is an important index that determines the success
or failure of many experiments. Radiation facilities with low emittance are advan-
tageous for obtaining high brilliance. Furthermore, the maximum flux value Fmax is
obtainedwhenλ= 3.4λc and can be approximated using the following equation [47]:

Fmax ≈ 1.29 × 107γ (4.25)

Next, Fig. 4.39 shows a schematic of a basic storage ring structure. The role of
the storage ring is to store electrons on a pseudo-circular trajectory for long periods
while retaining a fixed amount of energy. Multiple bending magnets are set up on
the trajectory to achieve this. As there is no need to increase the electron energy
in storage rings, direct current is used in bending magnets. With the example of
SPring-8, a total of 88 bending magnets with 0.68 T (Tesla) are set up (Fig. 4.40a)
and the radius of curvature due to the bending magnet is set as 39.27 m [37]. These
bending magnets are dipoles, however, as in the schematic in Fig. 4.39, there are also
quadrupole (Fig. 4.40b) and six-pole (Fig. 4.40c) magnets set up on the trajectory;
the former is for the convergence of the electron beam and the latter for correcting
the deviations in the closed orbit or focal spot location. Furthermore, there are forty
7-m linear sections and four 30-m linear sections set up for a single orbit in SPring-8
[37]. High-frequency accelerator cavities for supplementing the radiation loss shown
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Fig. 4.39 Simplified schematic showing a basic structure of a storage ring in a synchrotron radiation
facility

in Eq. (4.21) are connected to klystrons through waveguides and set up in the linear
section. This basic principle is the same as a linac. Furthermore, the insertion device
discussed in (4) is also set up in the linear section. The electron beam itself propagates
through the vacuum chamber with an elliptical cross-section, as shown in Fig. 4.40d.
The origin of the elliptical shape was made to resemble the cross-sectional shape
of the electron beam. Furthermore, an extremely high vacuum of 10−8–10−6 Pa is
maintained in the chamber interior in the case of SPring-8 [37]. The vacuum chamber
is made of an aluminum alloy extrusion that is non-magnetic and has favorable
vacuum characteristics, as well as limited radioactivation.

Incidentally, top-up operations have been conducted at SPring-8 since 2004. Typi-
cally, the storage current gradually decreases due to the scattering by residual gas in
the vacuum chamber or scattering among electrons within bunches [48]. To address
this, top-up operations involve systematically yet frequently repeating electron beam
injections from the injector to macroscopically maintain the storage current. As
shown in Fig. 4.41, past methods have involved increasing the storage current value
to around 100 mA through electron beam injections from the electron synchrotron
twice a day and subsequently decreasing it to 75 mA over the course of half a day
[37]. In response, image quality obtained with X-ray imaging varied considerably
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(a) Undulator (b) Quadrupole electromagnet

(c) Sextupole electromagnet (d) Vacuum chamber of the storage ring

Fig. 4.40 Constituent machines of the storage ring in SPring-8; photographs of SPring-8 displays
are shown

before and after injection; currently, 1 to 3 injections every 1 to 5 min for a 100-mA
storage current around 100 mA [37] control variations in the storage current to less
than 0.1% [48]. For this reason, it can be guaranteed that there will be no changes
in image quality or spatial resolution due to variations in storage current across the
course of a single day of beam time when conducting X-ray imaging. Currently,
top-up operations are a global standard used in the operation of high-brilliance light
sources [48].

(4) Insertion Device

An insertion device (ID) is a device that is inserted in the linear portion between
bending magnets to obtain higher quality synchrotron radiation than that from
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(a) Non-top-up operation (b) Top-up operation
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Fig. 4.41 Schematic showing the storage current value changes of the storage ring when top-up
operations are and are not conducted [37]

bending magnets in terms of brilliance or directionality. There are two types of
insertion devices: an undulator and a wiggler. Third-generation radiation facilities
like the SPring-8 often use undulators in particular. For beamlines in SPring-8, such
as BL20B2, the “B” that comes after the beamline number refers to the bending
magnet, the “XU” in beamlines such as BL20XU refers to undulators, and the “W”
in beamlines such as BL08W refers to wigglers. An undulator displayed in SPring-8
is shown as an example of an insertion device in Fig. 4.42. A schematic of an inser-
tion device is also shown in Fig. 4.43. A periodic magnetic field as in Fig. 4.43 can
be created by alternating the N- and S-poles of multiple permanent magnets as well
as placing them above and below the electron trajectory. Electrons flying through
this environment will follow a meandering path. The radiation generated at each

(a) Inside of an undulator (b) Magnified view of a magnet

Fig. 4.42 Undulator of a storage ring in SPring-8 (courtesy ofYoshio Suzuki, formerly of SPring-8)
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Fig. 4.43 Schematic showing radiation generation from an insertion device placed within a storage
ring in a synchrotron radiation facility

magnet will be superimposed due to this, greatly increasing intensity and direction-
ality. Changing the gaps of the magnets above and below the trajectory alters the
magnetic field intensity as well as the energy of the synchrotron radiation. Perma-
nent magnets are generally used to reduce the periodic length while creating a strong
magnetic field. Neodymiummagnets (10-mm gap, 0.78 Tmaximummagnetic field),
where neodymium, iron, and boron are sintered together as the primary composi-
tions, are used at SPring-8. Magnets need to be placed and coordinated to fulfill the
following condition to ensure the electron beam does not deflect as a result of placing
an insertion device: ∫

Bzdy = 0 (4.26)

The deflection angle of the electron trajectory from the y-axis in Fig. 4.43 is
expressed using the constant K parameter, as shown below:

Φmax = K

γ
(4.27)

Here, K is expressed as follows:

K = eB0λI D

2πmc
(4.28)

λID is the periodic length of the insertion device magnet (see Fig. 4.43 for refer-
ence) and B0 is the maximum value of the magnetic field. General rules-of-thumb
for undulators and wigglers are K � 1 and K � 1, respectively. However, undulators
withK > 1 are also used, therefore, in actual practice, the distinction between the two
is based on the coherency of the obtained X-rays. Synchrotron radiation characteris-
tics from undulators and wigglers are entirely different. We can see from Eq. (4.28)
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Fig. 4.44 Schematic comparing the performances of an undulator andwiggler in a SPring-8 storage
ring [37]

that the K � 1 condition is satisfied when the magnetic field is relatively strong. The
spectral shape is as shown in Fig. 4.44a in the case of the wiggler and is similar to the
bending magnet in Fig. 4.38 [37]. However, bending magnets have higher brilliance
and are shifted to the high-energy side. This is because with wigglers, there is insuffi-
cient interference from the radiation emitted from each magnet, and they are simply
added based on photon numbers. For this reason, the brilliance becomes greater by
a factor of 2Nm when 2Nm magnets are arranged. In contrast, this value is the sum
of amplitudes as discussed later in undulators, so the intensity becomes proportional
to Nm

2 under conditions where it is mutually strengthened through interference.
Furthermore, the critical energy, in the case of the wiggler, becomes considerably
higher than was the case with bending magnets. Meanwhile, the peak can be shifted
to the low-energy side if the magnetic field is weakened. For this reason, the wiggler
is also referred to as a wavelength shifter. Incidentally, the BL08W at SPring-8,
which is a beamline with a wiggler installed, has values of periodic length λID of
12 cm, periodicity Nm of 37, a minimum gap of 30 mm, and a maximum K-value of
9.89.

Meanwhile, the undulator magnet interval is shorter than a wiggler and its
magnetic field is also weak. In the case of an undulator, the obtained synchrotron
radiation becomes a quasi-monochromatic beam (pink beam), as shown in Fig. 4.44b
[37]. The wavelength bandwidth, in this case, is shown in the following equation:

	λ

λ
= 1

nNm
(4.29)

For example, the BL20XU at SPring-8, which is a high-resolution imaging beam-
line with a vacuum-sealed undulator, has values of λID = 2.6 cm, periodicity Nm =
173, a minimum gap of 7 mm, and a maximumK value of 2.12. Thus,	λ/λ is below
5.8 × 10−3. However, this is an ideal scenario, where the electron energy, position,
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and direction are entirely uniform. Current storage rings have a limit of 	λ/λ �
10−2 depending on the electron energy distribution. As in Eq. (4.29) and Fig. 4.44b,
the bandwidth becomes even narrower with harmonics (X-rays that have an integral
multiple of energy of the fundamental wave). Figure 4.44b has a spectrum in which
the fundamental wave and multiple harmonics, which have higher energy (generally,
higher-order waves at an odd order), are superimposed. The wavelength λn of the
n-order harmonics is expressed with the following equation:

λn = λI D

2nγ 2

(
1 + K 2

2
+ γ 2θ2

)
(4.30)

Here, θ is the angle between the y-axis (beam direction) and the observation axis
of Fig. 4.43; the wavelength becomes shortest in the y-axis and that the wavelength
increases with increased θ . Although the fundamental wave is strongest, higher-order
harmonics also strengthen with K > 1. The undulator, in which K > 1 is referred to
as a strong magnetic field undulator, promotes the generation of harmonics [49].

Incidentally, asλn is proportional toK2,λn can be controlled byEq. (4.28) through
magnetic field adjustment. Undulators mainly use permanent magnets, so this refers
to the adjustment of the gaps between the rows of overlying and underlying magnets.
Permanent magnets are vacuum-sealed (degree of vacuum 3 × 10−8 Pa [37]) inside
chambers at SPring-8 and the minimum gap can be reduced to 8 mm. For this reason,
an X-ray energy range of 5–80 keV can be covered by using the 1st- through 5th-
order waves of the undulator [37]. Meanwhile, there is no point in adjusting the gaps
in wigglers that have a wide bandwidth.

In the case of the undulator, the brilliance becomes larger by a factor of N2
m when

2Nm magnets are arranged. This is because the radiation generated by each magnet
strengthens each other through interference; in other words, radiation that is brighter
than bending magnets or wigglers by orders of magnitude can be generated. Further-
more, the directionality of the obtained synchrotron radiation also becomes signif-
icantly higher. The diverging angle ϕu of the synchrotron radiation is as expressed
below:

ϕu ≈
√

λ

NmλI D
= 1

γ

√
1 + K 2/2

2nNm
(4.31)

Nm λI D is the length of the rowofmagnets; for example,ϕu is approximately 3.7μ rad
for the leftmost peak in Fig. 4.44b. Furthermore, the diverging angle becomes approx-
imately 1/

√
Nm compared to bending magnets when considering the fundamental

waves of undulators. The reasonwhy brilliance is high in undulators can be attributed
to the perfectly mutually strengthened synchrotron radiation from each magnet due
to interference in the optical axis only for a specific wavelength. However, the total
radiation power even in undulators is approximately the same as that in bending
magnets. In actuality, and as shown in Fig. 4.29, only X-rays that are weaker than
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those from wigglers or bending magnets can be observed at wavelengths removed
from the undulator peaks.

Finally, if we assume that the spatial coherence discussed in Sect. 2.2.2 (3) can
be approximated with a Gaussian function, the beam size σ of synchrotron radiation
emitted from an undulator can be expressed as follows. However, the Gaussian func-
tion, in this case, cannot be considered a good approximation, so care must be taken
to note that the following equation does not accurately reflect the effective beam size.

σ =
√

λNmλI D

4π
(4.32)

Meanwhile, the temporal coherence similarly discussed in Sect. 2.2.2 (3) is
expressed as follows for an undulator:

lt = λ2

2	λ
= NmλI D

(
1 + K 2/2

)
4γ 2

(4.33)

In this manner, temporal coherence is improved by increasing the length of the
row of magnets in the undulator. This effect is proportional to the length of the row
of magnets. Spatial coherence is not dependent on undulator length in the case of a
completely coherent light source.

(5) Beamline

Using SPring-8 as an example, there are a total of 57 beamlines (62 are installable),
as shown in Fig. 4.45 [37]. Of these, the BL20XU, BL20B2, BL47XU, BL37XU,
and BL19B2 are used for X-ray imaging. Beamlines are composed of a front end
(FE), optics hutch, and experimental hutch. In SPring-8, the distance from the X-ray
source to the entrance of the front end is 10–20 m and the distance from there to the
front-end terminal is another 10–20 m, with a total distance from the X-ray source
when considering the experimental hall terminal of approximately 80 m (Fig. 4.46a
[37]). The beamlines BL20XU and BL20B2 extend out of the experimental hall,
with a total extension of 250 m (Fig. 4.46b [37]). A detector and sample rotation
stage (discussed later), are set up in the experimental hutch.

Synchrotron radiation generated at the storage ring is introduced in the front end,
composed of a gate valve for vacuum shielding, main beam shutter (MBS), slit,
and a beryllium window (refer to Fig. 4.47 [50]). The front end is maintained in an
ultra-high vacuum with an ion pump and titanium getter pump. Furthermore, this is
stored in what is referred to as a storage unit and general users are not permitted to
enter. This storage unit is covered by a thick concrete shielding wall to ensure that
gamma rays, neutrons, and excess synchrotron radiation generated at the storage ring
does not enter the experimental hall. The function of the front end is to guide only
high-quality synchrotron radiation near the optical axis (y-axis of Fig. 4.43) of the
undulator, shielding synchrotron radiation. Unneeded synchrotron radiation, which
is distant from the optical axis and removed by slits, is cut by XY slits and released
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Fig. 4.45 Examples of beamlines in synchrotron radiation facilities (SPring-8 beamline map
provided by Riken. Current as of April 1st, 2017) [37]

as heat. Therefore, it is important to ensure that the front end is properly treated for
high heat loads; for example, the total power for BL20XU in SPring-8 would be
13.83 kW when the minimum gap is 7 mm [51]. Most of this enters the front end slit
and the output is approximately 290 W when the slit opening is 0.5 mm (vertical) ×
0.8 mm (horizontal) [51]. This difference of approximately 13.5 kW is processed as
heat. The main beam shutter is the general term for the absorber that shields the heat
component and the beam shutter that shields the radiation component; both work
together during operation [52]. For example, closing the main beam shutter involves
first closing the absorber and then automatically closing the beam shutter [52]. This
prevents heat loads on the beam shutter, which is not cooled. In the case of SPring-8,
a 38-cm-thick tungsten block is used for the beam shutter and a water-cooled copper
block with high heat conduction is used for the absorber. Both are raised and lowered
using a compressed-air cylinder [52].

Figure 4.48 shows the workstation display of an experimental hutch beamline
where a front end is controlled. Some of the machinery for a front end can be easily
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(a) Appearance of beam lines in the experimental hall

(b) Appearance of beam lines outside the experimental hall

Fig. 4.46 Photograph of beamlines in synchrotron radiation facilities (courtesy of Kentaro Uesugi
from SPring-8 for BL20B2 at SPring-8) [37]

controlled by a general user from the experimental hutch. However, troubles with the
front-end machinery can damage the monochromator of the beamline in use and can
at times have serious effects on other beamline experiments through a beam abort;
hence, sufficient care must be taken. Please refer to specialized texts for further detail
on this [52].

The beryllium window is an important component with regard to the front end
when the user conducts X-ray imaging. As shown in Fig. 4.49, the berylliumwindow
shields both the ultra-high front end vacuum (10−8–10−7 Pa) and the high optics hutch
vacuum (10−6–10−3 Pa), as well as enabling the transmission of only hard X-rays
above approximately 3 keV [52]. The beryllium window of SPring-8 is comprised
of a high-purity beryllium foil affixed on a water-cooled copper mask and a structure
to withstand heat loads due to the white X-ray. For example, there are two beryllium
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Fig. 4.47 Example of a beamline in a synchrotron radiation (courtesy of Yoshiharu Sakurai of
SPring-8 for BL47XU at SPring-8) [50]

windows with thicknesses of 250 μm in the upstream side of the optics hutch of
BL20XU of SPring-8. The downstream side of the optics hutch is shared with the
experimental hutch and there are two PVD-based beryllium windows with a 60 μm
thickness (two 30 μm -thick windows affixed together). The surface roughness of
the beryllium foil, inclusion particles due to trace impurities, and material defects
like pores all produce fringe patterns or intensity irregularities referred to as speckle
noise in the image obtained with X-ray imaging, therefore, care must be taken.

As can be observed in Fig. 4.50 [37], the X-ray coming out of the front end is not
immediately released into the atmosphere, instead, passing through a vacuum pipe
where both ends are sealed with beryllium and guided into a monochromator. The
monochromators for BL20XU and BL20B2 in SPring-8 are set up 46 and 36.8 m,
respectively, from the beam source. There are two experimental hutches in BL20XU,
with the first experimental hutch placed 80 m from the beam source and capable of
using a beam size of 0.7 mm (vertical) × 1.4 mm (horizontal). The second experi-
mental hutch is placed 245 m from the beam source and is capable of using a beam
size of approximately 2 mm (vertical) × 4 mm (horizontal) [37]. A flux of 1013

[photons/s/mm2] canbe obtainedwhen aSi (111) plane is used on themonochromator
in the first experimental hutch [37]. Meanwhile, BL20B2 has three experimental
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Fig. 4.48 Workstation display of the front-end slit and monochromatorcontrolling beamline in the
experimental hutch of the synchrotron radiation facility (BL20XU at SPring-8)

hutches, with the first experimental hutch being located 42 m from the light source.
The useable beam size is 75 mm (vertical) × 5 mm (horizontal). The second and
third experimental hutches are located 200 m and 206m, respectively, from the beam
source and are capable of using a beam size of approximately 300 mm (vertical) ×
20 mm (horizontal) [37]. A flux of 6.5× 109 [photons/s/mm2] can be obtained when
a Si (111) plane is used in the monochromator in the first experimental hutch [51].

Monochromators include diffraction grating-, multilayer-, and perfect crystal-
types. The diffraction grating-type has multiple grooves etched at equal intervals
and parallel on a substrate. They are used for soft X-rays. The multilayer-type has
both light and heavy thin films periodically layered on top of each other. The beam
becomes approximately monochromatic with an energy resolution 	E/E of around
10−2, whereas the bandwidth expands about 100 times more than that in a perfect
crystal-type. These specifications are considered to be sufficient for small-angle
scattering or X-ray imaging based on absorption contrast, which does not have any
issues with regard to quantitative characteristics. Multilayer monochromators are
used at approximately half of the beamlines in ESRF. Meanwhile, perfect crystal-
typemonochromators can achieve an energy resolution of around 10−4. For example,
X-rays with an energy of 20 keV have a wavelength of 0.062 nm and wavelength
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Beryllium window 1

Front end Direction of an optics hutch

Beryllium window 2

Fig. 4.49 Beryllium window in a beamline in a synchrotron radiation facility (courtesy of Kentaro
Uesugi of SPring-8 for BL20XU at SPring-8)

dispersion of around 0.000006 nm. Except for soft X-ray beamlines, almost all of
the beamlines in SPring-8 use double crystal monochromators, which use perfect
crystals. Double crystal monochromators are briefly discussed below.

The Bragg condition shown below is the basis for X-ray spectroscopy using a
monochromator (Fig. 4.51a):

2dsinθB = nλ (4.34)

Here, d is the lattice spacing and θB is the Bragg angle. However, the X-ray beam
leaves the beamline axis in diffraction based on a single crystal (Fig. 4.51b), so
double crystal monochromators use two crystals to guide X-ray beams parallel to the
incident beam and in the direction of the experimental hutch. As seen in Fig. 4.51c,
translating/rotating stepping motors are attached to each crystal and the first crystal
translates up and down as well as front to back to maintain a constant outputted
beam position even if the energy is changed and the Bragg angle alters. The user
has to make fine adjustments in the energy and first crystal angle (	θ1) from the
experimental hutch shown in the display in Fig. 4.48, ensuring that both crystals are
parallel and the beam hits the sample.

Other than the fundamental wave, n-order waveswith awavelength of 1/n transmit
through the monochromator with the Bragg condition using the same set up. This
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Fig. 4.50 Example of a beamline in a synchrotron radiation facility (courtesy of Kentaro Uesugi
of SPring-8 for BL20B2 at SPring-8)

has the possibility of inducing errors in the quantitative analyses conducted using
monochromaticity or by creating artifacts. The X-ray diffraction angle range due to
a plate crystal such as in Fig. 4.51b can be assessed with the Darwin width ω; in
other words, the monochromator can diffract X-rays by an angle equivalent to the
Darwin width, with the Bragg angle at the center [53].

ω = 2.12

sin2θB

reλ2

πV
C |Fhr |e−B

(
sinθB

λ

)2

(4.35)

Here, re = e2/(me c 2) is the classical electron radius, V is the volume of the
monochromator material per unit lattice,C is the polarization factor,Fhr is the crystal
structure factor determined from the real part of the atomic scattering factor, and

e
−B

(
sinθB

λ

)2

is the Debye-Waller factor [53];Fhr and e
−B

(
sinθB

λ

)2

are shown in reference
[53]. The Darwin width when the X-ray energy is 10 keV is 5.9” and 1.4” for Si
(111) and Si (333), respectively, being roughly proportional to 1/n. At an energy of
100 keV, they each become approximately 1/10 at 10 keV [53]. Meanwhile, higher-
order harmonics are proportional to (1/n)2 and n-order harmonics can be cut without
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(a) Appearance of a monochromator (BL20XU)

(c) Inside of a monochromator (BL20B2)

(b) Silicon crystal with its holder (BL20B2)

Direction of an 
experimental hutch

Direction of a 
front end

First crystal

Fig. 4.51 Photograph of a monochromator set up in a beamline of a synchrotron radiation facility
(courtesy of Kentaro Uesugi of SPring-8 for BL20XU and BL20B2 at SPring-8) [37]

utilizing a harmonic cutting mirror using this and shifting it by an angle equivalent
to the Darwin width of the n-order harmonic from the Bragg angle. Taking Si (111)
reflection as an example, shifting the angle so that the fundamental wave intensity is
90–80% of the peak as a result, orders higher than (333) can be cut without losing
much of the fundamental wave intensity ((222) reflection is prohibited and thus does
not exist). This type of diffraction angle adjustment is referred to as detuning.

Silicon is primarily used as the crystal for diffraction. Other X-ray spectroscopy
crystals include indium antimonide (InSb), crystallized quartz (SiO2), diamonds (C),
alumina (Al2O3), beryl, and yttrium boride (YB66). The lattice constants of each are
greater than silicon and are suited for low energies such as soft X-rays.

Incidentally, the lattice spacing of silicon crystals needs to be made completely
homogenous to prevent X-ray intensity variations in synchrotron radiation facilities
that use X-rays in areas between several m to 200 m away from the monochromator.
Polycrystal silicon is not suited for this and lattice defects or impurity atoms in
the solution must be removed insofar as possible even in single crystals. For this
reason, SPring-8 uses artificial silicon grown unidirectionally using the floating zone
meltingmethod,which has a purity of 99.999999999% [52]. Furthermore, any strains
introduced due to crystal cutting are removed beforehand using machine polishing
and etching [52]. Crystals whose Si (111) plane has shown in its surface can be
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exchanged with those whose Si (220) plane has shown in its surface for the analyzer
crystals in SPring-8 BL20XU [37]. These two crystals can enable the use of X-rays
with energies of 7.62–37.7 keV and 37.7–61 keV, respectively [37]. Both are cooled
using an indirect cooling method based on liquid nitrogen [37]. The energy values
at BL20B2 are as follows: Si (111), 5.0–37.5 keV; Si (311), 8.4–72.5 keV; and Si
(511), 13.5–113.3 keV [37]. The lattice spacing 2d(h k l) in the (h k l) plane can be
determined using the following equation:

2d(hkl) = 2a√
h2 + k2 + l2

(4.36)

Here, a is the lattice constant and equal to 5.4310623 Å (25 °C) for silicon. The
energy range covered by each crystal can be calculated if we assume an incidence
angle of 3–27°. However, care must be taken as Si (311) has a flux that is smaller
than Si (111) by several factors; Si (511) has a flux that is even smaller by several
more factors. In contrast, the energy resolution is expressed as shown in the following
equation with the incident beam angle divergence ϕ and ω being determined from
the beam source emission angle and slit:

	λ

λ
=

√
ϕ2 + ω2cotθB (4.37)

Thus, energy resolution increases when a higher-index plane is used.
A gamma-ray stopper is set up behind the monochromator, as shown in Fig. 4.52.

DSS
Slit

–ray stopper
Monochromator

Fig. 4.52 Optics hutch of a beamline in a synchrotron radiation facility (courtesy of KentaroUesugi
of SPring-8 for BL20XU at SPring-8)
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Gamma rays at a level of several GeV are produced from bremsstrahlung when the
electron beam passes through trace amounts of residual gas in the storage ring; the
gamma-ray stopper is set up to stop these gamma rays. Gamma-ray generation is the
same bremsstrahlung from X-ray tubes but with a frontward directionality due to
its extremely high electron energy similar to synchrotron radiation. For this reason,
only a narrow area near the optical axis must be shielded. Lead blocks with 30- to
35-cm thickness are used in SPring-8 [52] andmonochromatic X-rays pass through a
pathway that is offset by approximately 30mm.Behind this is the downstream shutter
(DSS), as shown in Fig. 4.52. This is for shielding the monochromatic X-rays after
spectral diffraction. Closing the DSS enables synchrotron radiation to irradiate the
monochromator even when the user is working at the experimental hutch, hence,
the thermal stability of the monochromator can be assured. Typically, a sealed lead
block with a 10-cm thickness is brought up and down using an air cylinder. A 9.4 cm-
thick lead block is used as a DSS in SPring-8 52]. There is also a slit downstream of
the monochromator (transport channel slit, TC slit); however, with the exception of
special experiments, only the front-end slit is used.

4.2 Filter

A filter is used for the absorption of endogenous X-rays generated in the window
material or target of X-ray tubes, as well as for the systematic lowering of incident
X-ray intensity and selective attenuation of low-energy components in incident X-
rays by inserting thin metal plates between an X-ray source and sample. They are a
particularly important component in industrial X-ray CT scanners and, with regard to
the latter, they are used for reducing artifacts referred to as beamhardening, discussed
later in Sect. 7.6. The filter can be adjusted to the imaging conditions corresponding
to the sample and scanner by changing the inserted metal type and plate thickness.
Industrial X-ray CT scanners include those withmultiple filters installed, while some
automatically select the optimal filter out of several. An example of a filter changer in
commercially-available X-ray CT scanners for industrial use is shown in Fig. 4.53.

Figure 4.54 shows a schematic of the effects of filter insertion. X-ray intensity
in the low-energy side greatly decreases with the insertion of a filter and the X-ray
energy peak shifts to higher energies. The latter is referred to as beam hardening,
where this becomes an artifact that appears in the sample. For this reason, removing
low-energy components beforehand with a filter is a useful strategy for preventing
artifacts. Filter 2 in the figure has elementswith an absorption edge at an energy lower
than Kα X-rays, where virtually all high-energy components above the absorption
edge have been cut. This is used in X-ray diffraction, for example, by combining a
tube with a copper target and a nickel filter, Kβ X-rays and continuous X-rays in the
short-wavelength side are eliminated, and almost all of the spectrum is composed of
close to monochromatic X-rays derived from Kα X-rays. This is because the nickel
absorption edge is located between the Kα and Kβ X-rays. The absorption edge effect
in Fig. 4.54 is considered problematic when conducting 3D imaging. For this reason,
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Fig. 4.53 Example of a filter changer used in anX-rayCT scanner.Afilter changerwas incorporated
in a Karl Zeiss AG ZEISS Xradia 520 Versa (Fig. 6.18) (courtesy of Nobuhiro Hayamizu of Karl
Zeiss AG)
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Fig. 4.54 Schematic showing the effect of a filter on X-ray intensity when using an X-ray tube.
The figure shows the effects of Filter 1, composed of an element that has no absorption edge in the
X-ray energy shown in the figure and Filter 2, composed of elements where the absorption edge is
virtually in the center of the horizontal axis

elements like silver or tin, which have an atomic number of approximately 40 or
above and an absorption edge at an X-ray energy of several dozens of keV, are not
suitable as a filter, depending on the experimental conditions.

As shown in Figs. 4.2 and 4.18, X-ray tubes have characteristic X-ray spectra
depending on the targetmaterial, tube voltage, and target angle. Thefiltermaterial and
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thickness are selected by considering the energy range of the X-rays to be attenuated.
For example, suppose that aluminum, titanium, copper, and niobiumwere four metal
types used as a filter. Their atomic numbers vary widely from 13 to 41 and, as seen in
Chap. 2, their X-ray attenuation behavior can vary widely. Nickoloff et al. reported
that when tungsten was used as a target at an 80-kV tube voltage (target angle was
12°) and when the filter thickness was adjusted so that these all took the same peak
X-ray energy (48.0 keV), the thickness values were 4.1, 0.50, 0.11, and 0.05 mm,
respectively [54]. Assessments on beam intensities in these cases showed results
of 58.0, 65.6, 66.8, and 65.3% of the non-filtered cases, respectively [54]. Virtually
identicalX-ray spectrawere obtained regardless of the filterwhen thesewere adjusted
with tube current [54].

An optimal filter thickness can be calculated for medical-use X-ray CT scanners
when considering patient exposure (particularly X-ray absorption near the skin) and
tube load by considering theX-ray spectra obtained in thisway [54].However, sample
exposure is typically not an issue with industrial-use CT scanners, so these types of
discussions are not applicable. Thus, for cases where the X-ray tube spectra used
in the X-ray CT scanners are determined by the user and the sample cross-section
morphology is simple, filters can be selected simply by considering the X-ray energy
dependencies of the linear absorption coefficients, as shown in Chap. 2. Figure 4.55
shows the X-ray spectra adjusted by X-ray tube voltage and the filter so that a
polymer, aluminum, and steel disk sample with 1-mm diameter can be effectively
imaged using a commercially available microfocus tube. Suitable filters are often
selected by actually imaging a sample and confirming the quality of 3D images in
cases where the X-ray spectra specifications are unknown for the X-ray CT scanner
used.

Fig. 4.55 Schematic of
X-ray spectra where a single
microfocus tube was used
and where adjustments in the
tube voltage and filter were
made to adjust to the X-ray
spectra matching a polymer,
aluminum alloy, and steel.
The vertical axis shows
normalized X-ray intensity
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4.3 Positioning Stage

At the very least, an X-ray CT scanner must fundamentally have its X-ray source,
sample rotation stage, and detector perfectly aligned in the vertical and horizontal
directions. Furthermore, when using various slits, zone plates, condenser plates,
phase plates, etc., these must be accurately positioned with the detector and sample
rotation stage as well. To achieve this, a sample rotation stage, XY linear stage, slider
module, and a goniometric stage must be used as required. Examples of these are
shown in Fig. 4.56. Synchrotron radiation X-ray tomography in particular requires
many combinations of these due to the multiple uses of the experimental hutch and
diversity of user experiment. Of these, the sample rotation stage directly affects the
spatial resolution of the obtained 3D images and is related to artifact generation.

As discussed later in Eqs. (5.29) and (7.30), among the various factors in X-
ray tomography—the effective focal spot size of the radiation source, the Nyquist
frequency stipulated by the rotation step and the pixel size of the detector, the posi-
tional accuracy of the sample rotation stage, sample drift, and the detector—the
single factor with the lowest accuracy acts as the rate-determining step that stipu-
lates the spatial resolution. Of these, Sect. 4.1 discusses the X-ray source and Chap. 7

(a) Sample rotation stage (b) XY stage

(c) Z stage (d) Gonio stage

Fig. 4.56 Various stages used in X-ray CT scanners (courtesy of Masamichi Kojima of Kohzu
Precision Co., Ltd.)
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discusses the Nyquist frequency. The remaining factors of positional accuracy of the
sample rotation stage and sample drift are particularly important for high-resolution
imaging and synchrotron radiation X-ray tomography. Furthermore, sample rotation
stage accuracy is presumed to lower the spatial resolution even in the case of stan-
dard industrial X-ray CT scanners if the spatial resolution measured in 3D images
cannot be explained by the effective focal spot size of the X-ray source or the Nyquist
frequency.

4.3.1 Sample Rotation Stage

Although there are components without which an X-ray CT scanner cannot function,
it is perhaps the sample rotation stage whose importance remainsmost unrecognized.
An X-ray CT scanner requires a thrust bearing that can rotate a sample while with-
standing the sample weight; ball bearings are primarily used. Air bearings and slide
guides, the latter of which operates on a sliding bearing, may be used depending on
the desired accuracy if a higher spatial resolution is desired. Figure 4.57 shows a
schematic of each mechanism.

A general-use rotation stage with a ball bearing is typically used for industrial
X-ray CT scanners, even for microtomography setups. These cases usually use a
5-cm diameter sample rotation stage with a load capacity of 2–3 kgf, eccentricity
of 5 μm, and surface runout of approximately 20 μm; alternatively using a 20-cm
diameter sample rotation stage with a load capacity of 30 kgf, eccentricity of 10 μm,
and surface runout of approximately 20 μm. Furthermore, diameters of 7–10 cm are
presumed to yield the highest accuracies, where eccentricities of up to 0.5μm can be
used. From Table 6.1 shown later, commercially-available high-resolution X-ray CT
scanners use rotation stages with a load capacity of 2–12 kgf. Discussions with the
manufacturer are particularly important for high-precision sample rotation stages,
as performance varies for each individual rotation stage. Here, eccentricity is the
runout in the rotation radius direction and surface runout is the angle runout in the
plane normal to the rotation axis. Photographs depicting the actual measurement of
eccentricity and surface runout are shown in Fig. 4.58. Methods stipulated by JIS
involve contact- or non-contact-type measurement methods where a true sphere is
placed on the stage. The measured rotation errors such as for eccentricity and surface
runout are the result of superpositions of displacements in the radius direction and
axial direction (i.e. vertical direction), shifts in centering, and angle fluctuations
in the rotation axis due to the motion of precession. What is important for X-ray
tomography is not the upper surface of the stage but the vertical and horizontal
fluctuations at sample positions located several dozen cm at maximum in the vertical
direction from the upper stage surface. Thus, care must be taken so that effects on
spatial resolution cannot be directly determined simply from the specifications of
sample rotation stages like those shown above. Furthermore, accuracy is thought to
further worsen in cases of laminography where the rotation stage is inclined.
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(a) Ball bearing type

(b) Sliding bearing type (Air bearing)

(c) Sliding bearing type (Slide guide)

Ball

Rotor

Housing

Rotor

Housing

Rotor

Housing

Gap

Air supply

Fig. 4.57 Various rotation stages used in X-ray CT scanners (courtesy of Masamichi Kojima of
Kohzu Precision Co., Ltd.)
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(a) Eccentricity (b) Surface runout

Fig. 4.58 Measurement examples of eccentricity and surface runout of the rotation stage used in
the X-ray CT scanner (courtesy of Masamichi Kojima of Kohzu Precision Co., Ltd.)

A stage rotation speed of 0.2 rotations/s is considered the limit for a standard
worm-gear type (combination of a worm shaft and worm gear) shown in Fig. 4.59a.
A sample rotation stagemay at times need to be rotated at faster speeds in cases of fast
tomography using synchrotron radiation. For these types of cases, rotation speeds of
2 rotations/s and 5 rotations/s can be achieved with a belt-drive type (Fig. 4.59b) and
direct-drive type (Fig. 4.59c), respectively. Equipment selection alone is insufficient
for high-accuracy rapid rotation and ensuring that the sample’s center of gravity is
accurately placed on the rotational axis.

The eccentricity can be controlled to 100–200 nm when the sample rotation stage
is an air-bearing type (referred to as an air spindlewhen seen as a rotation unit) such
as shown in Fig. 4.57b, with a maximum load capacity of approximately 10 kg and a
maximum diameter of approximately 20 cm. Generally, when using fluid lubrication
(e.g. sliding bearing), the fluid viscosity is proportional to the friction coefficient.
The air viscosity is three orders of magnitude smaller than the lubricant oil, so the
air bearing type has less friction loss and heat generation, making it suitable for
faster speeds. It also has the advantage of working well in clean environments or
high temperatures. Meanwhile, a clean dry air must be stably supplied at a fixed
pressure of approximately 0.5 MPa. Care must be taken, as the actual eccentricity
accuracy of the air spindle is strongly dependent on the stability of the supplied
air pressure and temperature. Meanwhile, a slide guide type as shown in Fig. 4.57c
has its load capacity-controlled to approximately 2 kgf (20 cm in diameter) but a
relatively low-cost and compact yet high-accuracy sample rotation can be obtained
as a result. A maximum eccentricity of approximately 70 nm (up to 200 nm) can be
achieved. However, it is essential that lubricant oil enters the gaps and forms an oil
film. The rotation stage will be scorched without a gap, so maintenance is necessary
to ensure that the lubricant oil does not run out. Care must be taken particularly in
synchrotron radiation experiments where non-use periods are extensive.

Active eccentricity/surface runout control techniques are necessary when further
rotation accuracy is needed; for example, when a sub-micron spatial accuracy is
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(a) Worm gear type (b) Belt drive type

(c) Direct drive type

Direct drive 
motor

Pulley

Timing beltWorm wheel

Worm

Fig. 4.59 Various rotation mechanisms used in X-ray CT scanner (courtesy of Masamichi Kojima
of Kohzu Precision Co., Ltd.)

needed for synchrotron radiation X-ray tomography [55]. For example, there are
application reports at the synchrotron radiation facility SOLEIL, near the suburbs of
Paris, in France [56]. Here, the eccentricity and surface runout characteristics unique
to the sample rotation stage used were measured beforehand to conduct corrections
with feed-forward controls with an XY stage. Interferometers were used during
imaging aswell tomeasure eccentricity and surface runout and additional corrections
were conducted using feedback controls [55].

The helical-scan type X-ray CT scanners of the sixth-generation CT introduced
in Chap. 3 has a slip ringmechanism installed, which allows for continuous rotation
in a single direction by supplying power and transferring data to the X-ray tube and
detector attached to the gantry. A slip ring is also used for high-speed tomography
discussed in Sect. 5.3, because the rotation stage is continuously rotated multiple
times while keeping its test rigs for in situ observation (discussed later in Sect. 4.5)
and heating furnace on the rotation stage. Conducting metal disks made of copper
are stacked and fixed by the number of necessary channels in the slip ring, so each
disk is in constant contact with separate brushes even during rotation. This can be
used to conduct power voltage and data signal exchange without connecting the top
and bottom of the rotation stage with cables.
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4.3.2 Other Positioning Stages

Thenumber of strokes is the only issuewhenusing anXY-stage as shown inFig. 4.56b
or Z-stage as shown in Fig. 4.56c for industrial X-ray CT scanners. However, the
main rotation stage body rotates at an inclined position relative to the incident
X-ray in laminography, so care must be taken to ensure that the XY-stage is not
detached. Magnets are occasionally used to keep this fixed. The sample is sometimes
removed from the field-of-view and an I0 image (Eqs. (2.2) and (3.1)) is acquired
in synchrotron radiation X-ray tomography. An issue that arises in these cases is the
reproducibility of the positioning when the XY stage returns. This has been stip-
ulated by JIS as repeated positioning accuracy and its specifications are indicated
in their catalog. Reproducibility is primarily influenced by the heat generation of
the motor. For this reason, countermeasures such as including heat insulation in the
rotation stage or sufficiently moving it beforehand and using it when temperature
fluctuations are low, have been used.

A gonio stage, as shown in Fig. 4.56d, must be used to carefully adjust the align-
ment of the detector and rotation axis of the sample rotation stage when conducting
synchrotron radiation X-ray tomography, where the detector is frequently taken on
and off. The gonio stage can conduct micro-adjustments in the tilt angle of the
detector in a range of around ±10° by moving the upper gonio stage surface along
an arc in which the center of rotation is a point well above the stage. The detector
shifts significantly in the vertical and horizontal directions simultaneously with this
adjustment, so coordination with the XY stage is essential.

4.4 Detector

Within the history of X-ray tomography, detectors have shown more rapid progress
than the introduced X-ray sources and positioning stages, with many existing vari-
ations. With this in mind, an overview will be presented on a limited number of
detectors that are in frequent use today. For example, imaging plates, which use
ion crystals that exhibit photostimulated luminescence, have been omitted from the
following discussion. Figure 4.60 shows the types of detectors used in the primary
commercially-available industrial X-ray CT scanners and their relationship with
maximum tube voltage. Detectors can be classified between a charge-coupled device
(CCD), flat panel detector (FPD), image intensifier (II), and line sensor camera.
Except for line sensor cameras, all of these are two-dimensional detectors that can
directly capture two-dimensional information as is shown in Fig. 3.4. Meanwhile,
the line sensor camera is a linear or curved one-dimensional detector similar to those
shown in Figs. 3.1 or 3.2c. As shown in Fig. 4.60, line sensors are frequently used
when the tube voltage is over 450 kV. Furthermore, the FPD or image intensifier is
used up to a tube voltage of approximately 300 kV. Furthermore, a CCD camera is
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Fig. 4.60 Maximum tube voltage and type of detector used in commercially available industrial-use
X-ray CT scanners as of the fall 2017

used when observing small samples with a low tube voltage. Complementary metal-
oxide-semiconductor (CMOS) cameras have recently been used in place of CCD
cameras in synchrotron radiation facilities. The use of CMOS cameras, in industrial
X-ray CT scanners and elsewhere, is expected to increase in the future.

This section first provides an overview of the important indicators required for
assessing the performance of each detector, after which each detector is investigated
in further detail.

4.4.1 Characteristic Assessment of Detectors

X-ray intensity measurements involve factors like gain, quantum efficiency (QE),
noise, dynamic range, and linearity. The detectable X-ray energy range is then deter-
mined from combinations with a scintillator, which determines the overall efficiency
of the detector system. This is described in the scintillator section. Furthermore, the
pixel number and size of the detector influence the sample size that can be covered by
X-ray imaging and the achievable effective spatial resolution through a combination
with the glass fibers and the optical lens, whichmagnify or demagnify the image after
converting it to visible light. Meanwhile, temporal resolution is determined from the
frame rate of the detector and the decay time of the scintillator.
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(1) Gain

Gain is also referred to as the conversion ratio or sensitivity. The photons, which enter
the detector are accumulated within the detector after being converted to a charge,
are further converted to voltage levels through the readout pathway and ultimately
outputted after AD conversion. The detector gain is stipulated by the ratio between
the charge number per pixel and the pixel output signal, expressed by the digital
number (DN) or analog-to-digital unit (ADU). A single photon corresponds to a
single charge in the former for standard CCD cameras, with the exception of EM-
CCD cameras. The latter is in units of count number. Both have a linear relationship
and multiplying the gain to ADU yields the measured photon number. The gain is
dependent on both the quantum efficiency of the element and the electron-to-voltage
conversion efficiency. The latter is dependent on the capacitance and gain of the
output amplifier. A higher gain generally increases the dynamic range as well as
noise, so the gain must be set to balance the two.

Gain heterogeneity is referred to as shading, with areaswhere the image brightness
is not uniform and dark areas appear across wide ranges. This can be corrected using
calibration data prepared in advance.

(2) Quantum Efficiency

Quantum efficiency is defined as the number of photon charges accumulated at the
detector divided by incident photons. This naturally takes a value less than one and
values closer to one are considered superior. Quantum efficiency can be estimated
by considering the material used for detection, but this cannot be directly measured
for individual detectors. Furthermore, quantum efficiency does not consider image
information deterioration such as increased noise based on signal processing within
the detector interior. Figure 4.61 shows the quantum efficiency of two CCD cameras:
the Hamamatsu Photonics C4880-41S camera (4000 × 2624 pixels, pixel size 5.9
μm, back-side illuminated type) and the ESRF FreLoN 2000 camera [57]. The
former has a maximum quantum efficiency of approximately 50% when the inci-
dent ray is 460 nm (blue) and over 40% when between 420–550 nm. The latter has
high quantum efficiency in the 500–800-nm range (green–red). In this manner, the
quantum efficiency of the detector has a visible light wavelength dependency and the
scintillator is selected with this inmind. Quantum efficiency in front-side illuminated
type CCD cameras decreases when the transparent electron acts as an optical filter,
whereas a back-side illuminated type exhibits high quantum efficiency across a wide
wavelength range. The detector mechanism thus affects quantum efficiency in this
manner.

Incidentally, a detective quantum efficiency (DQE) is used as a practical indicator
for assessing the differences in image quality for each detector, which is expressed
through directly measurable quantities. The DQE is expressed as follows [58]:

DQE = (SN Rout)
2

(SN Rin)
2 (4.38)
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Fig. 4.61 Example of quantum efficiencies in a CCD camera [57]

Here, SNRin and SNRout refer to the S/N ratios of the input and output image,
respectively. Setting the input/output signals as Sin and Sout and input/output noise
as N in and Nout yields SNRin = Sin/N in and SNRout = Sout/Nout. The DQE, in an
ideal detector without any noise, is equal to the quantum efficiency. SNR2

in increases
linearly with incident photon flux. The input noise relating to this is the photon noise
(also referred to asquantumnoiseor shot noise). This is due to the randomfluctuations
centering on the average value seen in the photon flux. SNRin can be improved by
adjusting the imaging conditions, such as increasing the exposure time. However,
N in cannot be eliminated; in other words, photon noise is an unavoidable form of
noise. In general, X-ray intensity fluctuations follow Poisson statistics. The square
root of the average parameter value is equal to the standard deviation when a given
data set follows Poisson statistics. For this reason, the photon noise corresponding
to the standard deviation of image signals can be expressed as proportional to the
square root of the X-ray photon number.

√
Sin = Nin (4.39)

Figure 4.62 shows the relationship between the input signal and photon noise.
Secondary quantum noise, which is generated through a fluorescence emission
process, and excess noise, which is produced through scattering in X-ray photon
absorption processes, similarly satisfy Eq. (4.39) in addition to photon noise.
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Fig. 4.62 Schematic
showing the relationship
between different types of
noise and the intensity of an
X-ray incident to the detector
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If gain is defined as G = Sout/Sin, Eq. (4.38) can be re-written as follows [59]:

DQE = GSout
(Nout )

2 (4.40)

The right-hand side of Eq. (4.39) is the output signal, output image noise, and
detector gain, where each is ameasurable amount. These can be used to quantitatively
compare the performance of detectors of otherwise different types. The ideal detector
is DQE = 1.

(3) Full Well Capacity and Dynamic Range

Full well capacity is the amount of charge that saturates each pixel. Dynamic range
is defined as the ratio between the maximum image signal level where linearity
can be maintained without saturation and the minimum detectable signal level; the
former is stipulated by the full well capacity and the latter is substantially defined by
background noise levels. The dynamic range is generally expressed in units of bits.
For example, a dynamic range of 10,000 is expressed as log2(10,000) = 13.3 (bits).

The full well capacity varies according to detector pixel size or operating voltage.
A saturated charge in a pixel results in a loss of linearity and quantitative characteris-
tics, as well as a phenomenon referred to as blooming, where the charge leaks out into
adjacent pixels and influences the measured values in those pixels. A larger pixel size
reduces spatial resolution but also increases full well capacity and dynamic range.
Even extremely large differences in local X-ray absorption within a sample can be
effectively distinguished when using a high-dynamic-range detector. Furthermore,
quantitative measurements can be assured. As such, dynamic range is an important
detector characteristic alongside sensitivity and spatial resolution.

Using a CCD camera as an example, converting X-rays into visible light and emit-
ting them toward a camera is more effective in obtaining a high dynamic range than
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directly emitting X-rays to the CCD camera. An X-ray with an energy of 10 keV
generates approximately 3000 electron-hole pairs when X-rays are directly inci-
dent to the CCD camera. The dynamic range is approximately 30–300, based on
the capacity of the electron-hole pairs, which can be accumulated in each pixel
(100,000–1,000,000) [60]. Converting these to visible light and then emitting them
to the CCD camera produces several electron-hole pairs for each X-ray photon and a
dynamic range that encompasses 4–5 orders of magnitude can be obtained if a suit-
able scintillator and transfer system are selected [60]. For this reason, images should
generally be formed in a CCD camera using fiber optic taper for demagnification or
an optical lens after using a scintillator to convert X-rays to visible light [60].

(4) Noise

Photon noise is the only form of noise that affects the S/N ratio on the input side.
However, other noise types in the image output from the detector include readout
noise, dark noise, and fixed-pattern noise.

Fixed-pattern noise is caused by the scintillator microstructure, microdefects or
thickness irregularities, variations in transmission capability of each optical fiber, and
sensitivity irregularities in each pixel. The extent of fixed-pattern noise is presumed
to be proportional to the input signal level, as shown in Fig. 4.62. Fixed-pattern noise
has a spatial distribution but no temporal variability, therefore, it can be removed
with flat-field image correction. In this case, a high-accuracy pixel-based correction
is possible by taking multiple images based on homogeneous incident radiation
without the sample and averaging these images.

Furthermore, calculation noise, described earlier in Sect. 3.3.4 (1), also occurs
during the reconstruction process. Furthermore, aliasing noise, which occurs in
images with frequency components exceeding the Nyquist frequency that stipulates
the sampling theorem described in Chap. 7, can be an issue under certain conditions.
These types of noise appear after the data output from the camera is reconstructed.

Incidentally, N r and Nd are each defined as the readout noise and dark noise, F
(photons/pixel/s) as the photon flux, τ (s) as the exposure time, ηq as the quantum effi-
ciency of the detector, and id as the dark current. The photon number N is expressed
as Fτηq . The total noise N t is expressed by Eq. (4.41) [57].

Nt =
√
N + N 2

d + N 2
r =

√
Fηqτ + idτ + N 2

r (4.41)

From Eq. (4.41), contributions of the readout noise become relatively large under
insufficient quantities of light. This is clear even with the relationship between noise
and signal, shown in Fig. 4.62. Furthermore, the S/N ratio of the image is expressed
with Eq. (4.42) [57].

SN Rout = Fητ√
Fηqτ + idτ + N 2

r

(4.42)
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The S/N ratio greatly decreaseswith larger readout noise under insufficient quanti-
ties of light. Equation (4.42) demonstrates that increases in photon flux and exposure
time in these cases can have an equivalent effect. Detectors with superior S/N ratios
have low readout noise and dark current.

The readout noise is electric noise generated by signal transmission, amplifier
circuits, and electronic circuits such as switches. This is observed even under short
exposure times where dark noise is not prominent. For this reason, its influence is
particularly large under low-exposure conditions. This amount varies depending on
the detector output type. Furthermore, although this does not vary with exposure
amount, as in Fig. 4.62, there is a frequency dependency. With a CCD camera, for
example, a higher readout frequency results in rapidly increased readout noise.

Meanwhile, dark noise occurs when valence band electrons are thermally excited
within the interior of materials with a narrow energy band gap such as silicon. The
abundance of dark currents is heterogeneous and induces fixed pattern noise. Further-
more, they can appear as random noise due to temporal variations. Dark noise is
proportional to the square root of dark current. Furthermore, dark current is dependent
on temperature as shown in the following equation:

id = CT 3/2e−Eg/2kT (4.43)

Here, C is a constant relating to the light-receiving area of the pixel and Eg is the
energy band gap. We can see from this equation that the dark current decreases by
approximately 1/2 for every 7° drop in temperature. For this reason, elements are
sometimes cooled with a Peltier device to reduce the dark current. In practice, the
Hamamatsu Photonics C4880-41S camera used in SPring-8 and shown in Fig. 4.61
controls its dark noise to approximately 1 e−/s by cooling it to approximately −50
°C with a Peltier device. However, condensation countermeasures are also necessary
for detector cooling. Although this is also dependent on exposure time, dark noise
at about room temperature is typically predominant with regard to the minimum
detectable signal level, which stipulates the lower limit of dynamic range. Readout
noise becomes predominant when the element is cooled to a point where dark noise
is negligible.

Figure 4.63 shows a noisy image undergoing averaging across 20 continuous
images. This is a transmission image of an aluminum alloy microstructure that was
obtained with a deliberately poor image quality by reducing the exposure time to
a level considerably below normal. The specimen thickness and X-ray energy, in
this case, were 600 μm and 20 keV, respectively. Averaging a noisy image can
significantly improve the image quality from the perspective of the noise’s statistical
nature.

Incidentally, binning treatment (additive treatment ofmultiple pixels) can improve
the photon count per pixel and sensitivity. At the same time, it can also decrease the
readout frequency, which decreases the readout noise and improves the frame rate.
This treatment is commonly expressed by labels such as 2 × 2; this indicates the
addition of four pixels in the horizontal and vertical directions.
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(a) Projection image (b) After averaging 20 projection images

50 mμ

Magnified view Magnified view

Fig. 4.63 Transmission image of an Al-7% Si cast alloy obtained at SPring-8. The exposure time
was minimized, and an image with a deliberately poor S/N ratio is shown in (a). This was imaged 20
consecutive times and the averaged result is shown in (b). The silicon and intermetallic compounds
including iron are clearly visualized in (b)

Detector planez

r

z

r

Fig. 4.64 Single set of projection data obtained by using a parallel beam, rotating the sample 180º
and displaying it in Radon space

(5) Pixel

As shown in Fig. 4.64, the vertical and horizontal pixel sizes within a detector plane
when a two-dimensional detector is used stipulate the sampling pitch, which in turn



4.4 Detector 193

determines the spatial resolution. The images obtained from two-dimensional detec-
tors are 3D, hence, the last remaining direction is determined from the rotation pitch
(	θ ) of the rotation stage. The effective element size is determined by multiplying
the pixel sizewith the pixel number. The detector combines glass fibers and an optical
lens, which magnify or demagnify an image after visible light conversion; hence, the
field of view in the detection system considers the magnification or demagnification.

Meanwhile, as shown in Fig. 4.65, the percentage of effective-use area, where
areas for charge readout wires in the light-receiving area are removed, in a single-
pixel area is referred to as the fill factor. Even in CMOS cameras, the fill factor can go
as high as 90%. Although CCD cameras vary widely according to their mechanism,
those with a 100% fill factor are commercially available. The fill factor is important
as it determines X-ray detection efficiency.

(6) Frame Rate and Dead Time

As shown in Fig. 4.66, the frame rate is the inverse of a single cycle time T c, which
includes the exposure time T e, read out time T r, and dead time. Naturally, the single

(a) Detector of 70% fill factor (b) Detector of 90% fill factor

Fig. 4.65 Fill factors of detectors

Read-out

Exposure

Te

Tc

Td

Decay time

Tr

Fig. 4.66 Cycle time and frame rate of the detector
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cycle time is not a simple addition in cases where the exposure and readout can be
conducted in parallel. The frame rate is expressed in units of frames per second (fps).
Furthermore, the T d in the figure is the decay time of the scintillator. Other than this,
a single cycle time in actual practice depends on the detector used but also includes
the time required for clearing the accumulated charge, as well as the time required for
opening and closing the shutter. It also significantly depends on the imaging mode,
such as with binning treatment or imaging regions of interest. The frame rate, which
is the specification of the detector, is the value under standard exposure conditions
and care must be taken for the frame rate value when the exposure time is zero as it
may at times be used.

4.4.2 Various Detectors

(1) Line Sensor Camera

The line sensor camera is an important detector,which has supported the development
of medical-use X-ray CT scanners. Even today, it is widely used in non-destructive
observations and the detection of foreign objects (e.g. detection of foreign bodies
in food products, medical products, and electronic components transported on a
belt conveyor, as well as hand-luggage detection at airports). Figure 4.67 shows an
example of a commercially-available line sensor camera.

As shown in Fig. 4.68, combinations of scintillators (e.g. GOS:Tb, CsI:Tl, CWO),
and photodiodes (Fig. 4.68a) or semiconducting detectors (Fig. 4.68b) have been
used as line sensor cameras. Visible light generated in the scintillator of the former
is radiated in all directions. For this reason, even if the visible light was effectively
guidedwith light-reflectivematerials or structured scintillators, only a tiny portion of
the generated light would be detected at the photodiode. Silicon, with high sensitivity

(a) (b) 

Fig. 4.67 Examples of commercially available line sensors; a Hamamatsu Photonics C9750 series
(courtesy of Hamamatsu Photonics) and b X-SCAN XIH8800 (courtesy of Mr. Tsuchiya from Ad
Science)
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(b) Semiconductor type
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(a) Scintillator type

X-ray
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Fig. 4.68 Line sensor camera unit. A line sensor camera is composed of these units arranged in a
linear fashion

for high-energyX-rays, has been used for the latter. CdTe and CdZnTe have also been
used in recent years for photon counting purposes (discussed later). Approximately
500 to 1000 detection units such as those in Fig. 4.68 are generally arranged one-
dimensionally at a fixed interval in line sensor cameras. Two-dimensional images
must be obtained from one-dimensional images taken continuously while moving
the sample in the rotational axis direction of the sample rotation stage to obtain 3D
images with a line sensor camera. The X-ray is narrowed into a fan-beam shape using
a collimator as shown in Fig. 4.69b to make it incident to the sample such that the
field-of-view alone of the line sensor camera is incident to the sample. As shown in
Fig. 4.69a, scatteredX-rays are incident to the pixels in the detector from all locations
on the sample because of forward-scattering of high-energy X-rays in the case of a
parallel or cone beam. This can be limited to scattering from thewidth direction in the
case of a fan beam in Fig. 4.69b. As a result, forward-scattering-induced decreases
in both contrast and spatial resolution can be effectively prevented.

Time delay integration- (TDI) and dual energy-types exist as variations of X-ray
line sensor cameras. There aremultiple (typically 128) rows unlike the single detector
element row for the former. Arithmetic means from multiple rows enable images to
be obtained with a high S/N ratio [61]. Detector elements are in two stages in the
X-ray propagation direction for the latter, with the first and second stages detecting
X-rays with low and high energies, respectively [61]. The constituent elements of
materials can be identified with this type.

(2) Image Intensifier

An image intensifier has high sensitivity due to its electronmultiplicationmechanism.
It was historically developed for military purposes with regard to night vision under
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(a) Cone beam

Object

X-ray

Collimator

(b) Fan beam

X-ray source

Fig. 4.69 Schematic comparing the extent of forward-scattering due to high-energy X-rays when
imaging with a line sensor and either a cone beam or fan beam. The number of scattered X-rays
incident to specific pixels of the line sensor is evident

starlight ormoonlight. It is typically classified between first–third generation devices,
depending on its structure or the material used.

First-generation image intensifiers are a photomultiplier tube-type, which has a
structure as is shown in Fig. 4.70a. In order from the input side, they are composed
of an incidence window, a fluorescent screen on the input side, a photocathode,
a focusing electrode, anode, a fluorescent screen on the output side, a coupling
lens, and a visible light detector (a CCD camera is primarily used). Materials like
aluminum are used for casing and its interior is maintained in a vacuum. X-rays are
first converted to visible light with fluorescent screensmade of CsI columnar crystals,
which exhibit an optical fiber-like structure. Next, the visible light is converted to
electronswith a photoelectric surface (e.g. Sb2Cs3) in the vacuum side. The spectra of
the generated visible light, in this case, must be matched with the spectral sensitivity
(the relationship between quantum efficiency and wavelength) of the photoelectric
surface. The electron is focused and accelerated through an electron lens due to an
electric field generated by voltage differences of several dozens of kV; the electron
then collideswith a thin and fine fluorescent screen (e.g. ZnCdS:Ag or ZnS:Cu,Al) on
the output side. The accelerated electron generates multiple photons as a result. The
material on the incident window is aluminum, but a beryllium window is preferred
instead when a low-energy X-ray is used.
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Fig. 4.70 Schematic showing a representative image intensifier structure

The incident window is spherical as the interior is in a vacuum, which results
in shading wherein the center is bright and the periphery is dark [61]. Additional
disadvantages include image distortion with a closer distance to the outer edge and
halation caused by charge saturation of the CCD camera [61]. Flat-panel sensitivity
has increased in recent years, and deviceswith larger diameters can be used; therefore,
flat panel detectors have been exchanged with image intensifiers.

The gain of first-generation image intensifiers is determined from the flux gain
due to electron acceleration and minification gain due to focusing. The former is
defined as the number of photons generated in a fluorescent screen on the output
side per unit photon generated in the fluorescent screen on the input side. This has a
typical value of approximately 100. The latter is expressed as the percentage of input
surface area to output surface area. As such, the gain can be reduced if the applied
voltage is reduced. For example, an image intensifier with an incident window size of
25 cm and an output window size of 2.5 cm has a minification gain of approximately
100. The total gain, in this case, is 10,000, which is the product of the flux gain
and minification gain. An incident window size of 10–40 cm can be used. Image
intensifiers with a wide field-of-view have a larger gain due to minification gain but
are also more likely to generate image distortion.

Second-generation image intensifiers use a microchannel plate (MCP) instead of
an electron lens due to electron multiplication, as shown in Fig. 4.70b. An MCP has
a structure comprised of multiple glass pipes with a diameter of 10 μm and length
of 1 mm clustered together in a slight inclination. This acts as an electron multiplier
by having electrons repeatedly collide into channel walls due to the voltages applied
on both ends, which in turn emit secondary electrons each time this occurs. The
photocathode, MCP, and output fluorescent screen are placed immediately adjacent
to one another; the MCP interior is as shown in Fig. 4.71. Moreover, accelerating
an electron in each channel interior increases these numbers and MCPs are used



198 4 Hardware

e-
Microchannel

Electron

Output
(Secondary electron)

Input

Input electrode Output
electrode

Strip current

Fig. 4.71 Schematic showing the structure and operations of a microchannel plate

in stacks when high sensitivity is required. A cathode voltage is applied between
a photocathode and MCP and a screen voltage is applied between the MCP and
fluorescent screen. The electron is then accelerated and guided to the CCD camera
with the fiber optic plate (FOP) after being converted to visible light on the output
side.

Similarly to the second-generation image intensifiers, third-generation image
intensifiers use an MCP but also increase their sensitivity by using semiconducting
crystals such as gallium arsenide (GaAs) or gallium arsenide phosphide (GaAsP) on
the photoelectric surface.

Others in use include color image intensifiers, which use fluorescent screens emit-
ting multiple colors to conduct imaging with a color camera and high-speed image
intensifiers, which use high-speed response fluorescent screens to image with high
frame rate cameras. Aluminum is used as the material in the incident window but
beryllium can also be used. This enables imaging with low-energy X-rays.

Finally, representative image intensifier products that are currently commercially
available are shown in Fig. 4.72.

(3) CCD Camera

(a) (b) 

Fig. 4.72 Example of a commercially available image intensifier; a Hamamatsu Photonics
V10709P (courtesy of Hamamatsu Photonics) and b Canon Electron Tubes &Devices E5877J-P1K
(courtesy of Hitoshi Chiyoma of Canon Electron Tubes & Devices)
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TheCCDcamera primarily involves conducting impurity doping or surface treatment
(e.g. oxide film production) on a silicon wafer, creating a chip by transcribing a
detailed pattern like an IC on the wafer. The voltage from CCD image signals forms
a rowof squarewaveswhose amplitude is proportional to the photon number detected
at each pixel. Commercially-available products with pixel sizes as low as 5 μm and
pixel numbers at a maximum of 4,096 × 4,096 can be used. As shown in Sect. 4.4.1
(4), dark noise is reduced for scientificmeasurements by placing the CCDon a Peltier
device and cooling the element to approximately −30–100 °C. The Peltier device
is a semiconducting element in which passing an electric current in the dissimilar
metal joint induces the Peltier effect, generating heat on one side and cooling on
the other. Furthermore, there are CCD cameras that use liquid nitrogen for cooling.
Condensation and frost can form when temperature differences between the exterior
and the element are large, so the camera head is placed in a vacuum container and
sealed to prevent these effects.

The fundamental imaging principles of a CCD camera are based on the internal
photoelectric effect; where electrons in a valence band jump over a forbidden band
and are excited into the conduction band when light is irradiated on a semiconductor,
resulting in the increase of conduction electrons within the material interior. The
basic operation of the CCD camera is to accumulate the generated signal charge
within the semiconductor, transferring and reading them out to necessary locations
as required.

CCD cameras mainly use photodiode or photo-metal oxide semiconductor (MOS)
elements. Figure 4.73 shows a schematic of a MOS capacitor. An insulating layer
made of silica is distributed on top of a p-type semiconducting substrate and either
a thin metallic electrode (e.g. polysilicon film) or transparent electrode made of an
indium tin oxide (ITO) is placed on top of this. The initials of these three layers
comprise the abbreviation “MOS.” Applying a positive voltage to a given electrode

P-type semiconductor substrate

Insulating layer (SiO2)

Electrode

V1 V3V2

Depletion 
layer

e- e-

e-

+
+ +

+

e-

Hole

Electron
Equipotential surface

Fig. 4.73 Schematic of the basic structure of a CCD with a MOS capacitor
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results in the positive hole within the p-type semiconductor moving away from the
electrode, creating a depletion layer immediately below the electrode. The p-type
semiconductor near the electrode takes a high potential and a potential well, which
is surrounded by ground potential areas, is formed. Meanwhile, an n-type semi-
conductor is implanted within a p-type semiconductor at the photodiode, thereby
generating a diode. Applying a reverse bias to this, results in the separation of the
photoelectron from the positive hole and its accumulation in the n-type semicon-
ducting layer. Figure 4.73 shows that the silicon crystals at the interface between
the silicon and insulating layers are truncated and that dangling bonds of the silicon
atoms are present. Photoelectrons are captured by having high-density localized
levels existing in the forbidden bands, where noise is also more easily generated. An
embedded channel structure, wherein the potential well is created slightly away from
the interface by placing an n-type silicon layer between the silicon and insulating
layers, is used.

The basic principles of charge transfer are shown in Fig. 4.74. Applying a positive
10 V electric potential on the central electrode after applying a positive 10 V electric
potential on the left electrode results in the electrons distributed across the vicinities
of both electrodes. Subsequently reducing the electric potential of the left electrode to
2 V results in the accumulation of electrons near the central electrode. Furthermore,
sequential repetitions of this operation on the right electrode results in the charge
being transferred to the right side of the figure along the semiconducting surface.
In this manner, the charge can be transferred with the electrode as a single unit.
There are three mechanisms by which electrons are transferred: self-induced drift,
in which electron drift occurs due to electric potential gradients generated from the
localization of charges; thermal diffusion; and fringing-field drift, due to electric
potential gradients generated by applied voltages.

However, as in Figs. 4.75 and 4.76, it is often the case in actual practice that 2 to
4 electrodes are wired for a single pixel and charge transfers are conducted through
a 4-phase clock pulse, where the same voltage is applied in connected electrodes
in the same group. Figures 4.75 and 4.76 show a 4-phase drive, where every four
electrodes are connected. This method is widely used. At time t1, a signal charge
is present at electrode groups C and D. At time t2, the charge spreads to electrode
group B and the amount at electrode group D conversely decreases. At time t3, the
transfer of a single electrode’s worth is completed compared to time t1.

A 2-phase drive has the doping of impurities on the semiconductor immediately
below the electrode and its concentration gradients are used to generate electric poten-
tial gradients. The electrodes in these cases are divided between storage electrodes
and transfer electrodes. The amount of charges that can be handled is limited but
this is suited for high-speed operations as a simple structure and operations at high-
clock frequency are possible; 3-phase and 4-phase drives do not require doping.
Furthermore, there is no distinction between storage electrodes and transfer elec-
trodes. Transfer is determined through clock timing sequences shown in Fig. 4.75.
Although the number of electrodes and wires per pixel increases, a 4-phase drive
has the advantage of an increased number of charges that can be handled as this
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Fig. 4.74 Schematic showing charge transfer between electrodes in a CCD made from a MOS
capacitor

corresponds to about half of the overall surface area. Furthermore, transfer in both
directions becomes possible.

Figure 4.77 shows four representative electron transfer systems when looking
at the overall CCD camera. The interline transfer (IT ) system in Fig. 4.77a has a
relatively complex structure in which the light-receiving section and transfer section
are independent of each other. The light-receiving element and the light-shielded
vertical transfer CCD comprises a single pixel, whose fill factor is relatively small.
The signal charge of each pixel following exposure is promptly transferred to the
adjacent vertical transfer CCD through the transfer gate. This transfer is instanta-
neously conducted for all pixels. Afterward, this is transferred row by row to the
horizontal transfer CCD and output after converting from a charge to a voltage in the
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Fig. 4.75 Chart of charge transfer timing between electrodes in a 4-phase drive CCD camera,
corresponding to the schematic in Fig. 4.76
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Fig. 4.76 Schematic showing the charge transfer between electrodes in a 4-phase drive CCD
camera; time corresponds to the timing chart in Fig. 4.75
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(a) Interline-transfer type (b) Full-frame transfer type
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Fig. 4.77 Schematic showing the representative charge transfers in a CCD camera

output circuit. This transfer is conducted during the next exposure, so a shutter is not
required. The size can be reduced as an accumulation section is not required, such
as in a frame transfer method. IT-CCD cameras with minimal dead time specialize
in continuous exposure and are also used in video and digital cameras. They have
the disadvantage of generating smear due to charge leaking into the vertical transfer
CCD. Smear refers to white thread-like artifacts in the vertical direction, which are
generated due to signal charges caused by strong incident light entering adjacent
pixels or the CCD transfer region and blurring the image. Furthermore, a micro-lens
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Transfer electrodeSilicon substrate

(a) CCD with micro lens (b) CCD without micro lens

Fig. 4.78 Schematic showing the focusing effects of a micro lens

as shown in Fig. 4.78 is installed as the shielded region in an IT-CCD camera is wide
and sensitivity is improved by focusing the light incident to the shielded section and
guiding it to the light-receiving section.

The basic principles of the output circuit are to convert the chargeQ into a voltage
change 	V out between both ends of the condenser with a capacity CC.

	Vout = Q

Cc
(4.44)

Conversions using a condenser with a small capacity are beneficial as they can
obtain a high voltage. Generally, an amplifier referred to as a floating diffusion ampli-
fier (FDA) is used in CCD cameras. As previously mentioned, the read-out noise
becomes predominant when the element is cooled to an extent where the dark noise
can be ignored. The read-out noise from the CCD camera is mainly thermal noise due
to channel resistance of MOSFET, which primarily comprises the FDA. Moreover,
there is also reset noise and 1/ f noise; the former is generated when the capacitance
of the FDA is reset and is due to fluctuations in reset electric potential due to the
mixing-in of thermal noise induced by channel resistance. As can be observed in the
following equation, the reset noise is proportional to the absolute temperature and
condenser capacity [62] and is also referred to as kTC noise:

QkTC = √
kTCC (4.45)

Here, QkTC is the amount of electric charge of noise due to the reset noise and
k is the Boltzmann constant; in other words, a lower condenser capacity results in
a further suppressed amount of electric charge of noise and conversely increased
noise voltage. The electric charge is completely transferred in the case of a CCD
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camera and the kTC noise is generally not generated in the scanning region. CCD
cameras can endogenously be considered to have low noise compared to CMOS
cameras. Furthermore, the reset noise is removed by an external circuit referred to as
a correlated double sampling (CDS) circuit, which takes advantage of the fact that
the reset noise is present in the signals of both the reset and data sections, utilizing
the difference between the sections. Meanwhile, the 1/f noise occurs due to the
silicon interface state. As decreases in noise amount are inversely proportional to the
frequency f , this noise is particularly problematic in the low-frequency region. This
can also be reduced through the CDS circuit.

Incidentally, there is an electron-multiplying CCD (EM-CCD) camera, which has
high sensitivity and an image multiplication functionality due to specialized output
registers formed on its chip. The EM-CCD camera was separately developed in 2002
by Texas Instruments and E2V. EM-CCD cameras are not frequently used in X-ray
tomography but are suitable for weak light and high-speed imaging applications.
In an EM-CCD camera, the electrons in the bottom-most row of the detector are
transferred to the multiplication register for each pixel, where the electron can be
multiplied by a factor of up to several thousand while still suppressing the read-out
noise [63]. This multiplication register is made of several hundred rows of registers.
Electron multiplication is conducted through impact ionization caused by a high
electric field created by applying a voltage higher than that of a standard horizontal
transfer electrode [63]. The read-out noise can be reduced to less than one through
electron multiplication [63], but the dark current is amplified alongside the signal.
The clock induced charge (CIC) noise, generated when the charge drift occurs from
the detection element due to electron multiplication, also becomes a new source of
noise [63].

The full-frame transfer (FF) type in Fig. 4.77b uses virtually all of its surfaces
as light-receiving sections. The signal charge is accumulated in the potential well of
the light-receiving section during exposure. This is then transferred downward row
by row with a vertical transfer CCD and outputted pixel by pixel with a horizontal
transfer CCD. Vertical transfer of the next row is conducted once this is complete.
The structure is simple, a large number of pixels is possible, and the pixel size can be
increased. There is no requirement to set up a transfer region separately from the light-
receiving section and the charge-accumulating region can be made wider than in the
interline transfer method. For this reason, this technique has the advantages of both
high sensitivity and dynamic range and is widely used for scientific measurements.
The next exposure cannot be conducted until the output of all pixels is completed,
so the read-out time becomes dead time. For this reason, this is not suitable for
consecutive exposures like those of a video camera and is instead primarily used
for measurements with a low frame rate. Furthermore, a mechanical shutter must be
installed to prevent incident light during readout. This results in limits to the control
of exposure time, however, which can also result in malfunction.

The frame transfer (FT ) type in Fig. 4.77c has a completely shielded accumulation
section with the same pixel number as the light-receiving section. After exposure,
the signal charges of all the pixels are simultaneously transferred to the accumulation
section and the rows are read out one byone similar to the full-frame transfer type. The
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Silicon

(a) Front-side illuminated CCD (b) Back-side illuminated CCD

Electrode

Incident beam

Incident beam

Accumulation layer

Insulating layer (SiO2)

Fig. 4.79 Schematic of front-side and back-side illuminated CCD structures

transfer from the light-receiving section to the accumulation section is conducted at a
high speed and the charge production due to light received during transfer is limited.
Furthermore, this also has the advantage of allowing for the next exposure during
readout from the accumulation section. The total dead time is low and this can also
be used for video imaging. Meanwhile, disadvantages include a larger chip size due
to the accumulation section and the possibility of smears. The full-frame transfer and
frame transfer methods both have a structure that allows for the light transmission
of transfer electrodes. There are countermeasures for improving sensitivity that can
be implemented, such as using a transparent electrode or a back-side illuminated
structure.

Figure 4.79 shows a comparison between the front-side and back-side illuminated
structures. The incident light in the front-side illuminated CCD camera in Fig. 4.79a
is absorbed by the electrode and reflected by the protective screen and oxide screen
(e.g. boron phosphor silicate glass (BPSG) on the front-side), greatly reducing its
quantum efficiency. Setting up a back-side illuminated structure such as in Fig. 4.79b
can greatly increase the quantum efficiency from approximately 40%–90%, as shown
in Fig. 4.80 [64]. Furthermore, the back-side illuminated camera can also measure
ultraviolet rays (400 nm wavelength and below) and some near-infrared rays (750–
1400nmwavelength),which donot reach the light-receiving element of the front-side
illuminated camera. However, another potential well, shown in Fig. 4.81, exists on
the back-side of the CCD camera, where the charge cannot be transferred to the
front-side electrode [65]. Ion implantation is conducted on the back-side with this in
mind and an internal potential, which allows for charge to move from the back-side
to the front-side, is generated [65]. The front-side is a p-type semiconducting region
with high impurity concentrations referred to as an accumulation layer. The substrate
thickness is reduced to around 20 μm in back-side illuminated structures to ensure
acceptable resolution [65].

The frame interline transfer (FIT ) type inFig. 4.77dhas pixelswith the same struc-
ture as the interline transfer type and accumulation section as the frame transfer type.
Signal charge can be instantaneously transferred to the completely shielded accu-
mulation section through high-speed frame transfer. Furthermore, smear discharge
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transfer is conducted to remove charges due to the smears generated during vertical
transfer before readout transfer. Due to these aspects, this type has the characteristic
of generating virtually no smear; its chip size is large and its power consumption is
high.

Here, we examine the binning described in Sect. 4.4.1 (4) from the perspective
of charge transfer. Figure 4.82 shows a schematic of the basic process when 2 × 2
binning is conductedon a full-frame transfer-typeCCDcamera.Transfer is conducted
in the vertical direction and two columns’worth of signal charge is accumulated in the
horizontal transfer CCD. When horizontal transfer is subsequently conducted, two
rows’ worth of signal charge is accumulated in the output node, enabling the signal
charge in 2 × 2 pixels to be processed as a sum. Furthermore, the added number can
be increased up to 2 × 2, 4 × 4, 8 × 8, etc. The readout is a single session compared
to the numerical additions conducted after the readout of each pixel, which has the
advantage of controlling the read-out noise. This can be particularly effective when
the signal level is low.

Finally, the specifications of the various commercially-available CCD cameras
used for scientific measurements are shown as reference in Tables 4.7, 4.8 through
4.9. Here, CCD cameras for direct X-ray detection, EM-CCD cameras, and other
cameras in which the element is cooled, are displayed. Furthermore, Fig. 4.83 shows
photographs of the external appearance of representative CCD cameras for scientific
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Table 4.9 Representative commercially available EM-CCD cameras and their specifications

Manufacturer Hamamatsu Photonics Roper Technologies Raptor
Photonics

Type C9100-23B C9100-24B Pro-EM-HS:
512BX3

Pro-EM-HS:
1024BX3

Falcon III

Number of pixels 512 × 512 1024 × 1024 512 × 512 1024 × 1024 1024 ×
1024

Pixel size (μm) 16 × 16 13 × 13 16 × 16 13 × 13 10 × 10

Maximum EM gain 1,200 1,200 1000 1000 5000

Maximum quantum
efficiency (%)

>90 >90 95 95 95

Read-out rate
(Frames/s)

1076 314 61 25 34

Read-out noise
(Electrons-rms)

<1 (EM gain
1200)

<1 (EM gain
1200)

<1 (EM Gain
1000)

<1 (EM Gain
1000)

0.01

Cooling system Peltier elem.
+ Water

Peltier elem.
+ Water

Peltier elem.
+ Air/Water

Peltier elem.
+ Air/Water

Peltier
elem. +
Air, water
or liquid
nitrogen

Minimum cooling
temperature (°C)

−100 −80 −80/−90 −65/−65 −100

Dark current
(Electrons/pixel/s)

0.0005 @ −
80 °C

0.0005 @ −
80 °C

0.001 @ −70
°C

0.002 @ −55
°C

0.0002

Full well capacity
(Electrons)

370,000 400,000 200,000 80,000 35000

Dynamic range
(bit)

16 16 16 16 16

ANDOR BITRAN Nüvü cameras

iXon-Ultra 888 iXon-Ultra
897

BU-66EM-
VIS

BQ-87EM CCD55-30

1024 × 1024 512 × 512 1920 × 1080 512 × 512 1024 × 1024

13 × 13 16 × 16 5.5 × 5.5 16 × 16 13 × 13

1000 1000 20 100 5000

>95 >95 50 90 90

26 56 55 55 17.5

<1 <1 1 (EM gain
20)

1 (EM gain
100)

<0.1 @ 20 MHz

Peltier elem. +
Air/Water

Peltier elem.
+ Air/Water

Peltier elem.
+ Water
cooling

Peltier elem.
+ Water
cooling

Peltier elem. + Water
cooling

(continued)
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Table 4.9 (continued)

ANDOR BITRAN Nüvü cameras

iXon-Ultra 888 iXon-Ultra
897

BU-66EM-
VIS

BQ-87EM CCD55-30

−95 −100 −35 −50 −85

0.00011 @ −95 °C 0.00015@ −
100 °C

6 @ 0 °C 400 @ 20 °C 0.0004@ −85 °C

80,000 180,000 20,000 130,000 800,000

16 16 16 16 16

(a) (b) 

Fig. 4.83 Example of commercially available CCD cameras for scientific measurements; a Hama-
matsu Photonics C8000-30D model (cooling CCD camera courtesy of Hamamatsu Photonics)
and b Roper Technologies PIXIS-XB model (CCD camera for direct X-ray detection courtesy of
Kazuyuki Hara of Nippon Roper)

measurements that are currently commercially available. The pixel size in the table
is determined by the spatial resolution required by the X-ray CT scanner, sample
size, magnification due to the cone beam, and magnification due to the FOP and
optical lens (discussed later). Similarly, the number of pixels determines the spatial
resolution of the X-ray CT scanner through the sampling theorem discussed below.

(4) CMOS Camera

When comparing CMOS and CCD cameras, there are no differences in the readout
and amplification of photoelectric conversion or signal charge. Their difference is in
the readoutmethod of the signal charge and themicrostructure of the elements, which
make that possible. CCD cameras are manufactured through a special process but
CMOS cameras are made through a standard CMOS LSI manufacturing process.
Figure 4.84 shows the relationship between the Intel CPU release year and the
minimum gate length [66]. The minimum gate length has undergone a miniatur-
ization process, wherein its length decreases by a factor of 0.7 and its surface area
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Fig. 4.84 History of
miniaturization of the CMOS
process [64]
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halves every 2 to 3 years [66]. The CMOS camera was put to practical use in the
1990s when semiconducting micro-fabrication techniques were developed and the
minimum gate length reached approximately 0.35 μm [67]. High-quality images
were obtaineddue to the development ofmicro-fabrication techniques,which enabled
an amplification a field-effect transistor (FET) to be installed in each pixel and where
circuits for inhibiting fixed pattern noise were installed. Furthermore, their costs
have been reduced by applying existing semiconductor manufacturing processes.
For these reasons, the spread of CMOS cameras and its substitution of CCD cameras
has rapidly increased in recent years. In this context, Sony announced a complete
production suspension of CCD sensors in March 2015. It is anticipated that future
transitions from CCD cameras to CMOS cameras will continue.

Signal charges transferred from each pixel to the output section of CCD cameras
undergo impedance transformation using the source-follower amplifier shown in
Fig. 4.85. The source-follower circuit is a basic amplifier circuit, which uses an FET.
The gate terminal (G) is the input, the source terminal (S) is the output, and the drain
(D) is common to both. As shown in Fig. 4.86, the source follower is referred to as

Fig. 4.85 Basic circuit of a
source follower that uses an
NMOS

Output

G

S

D

Input
FET

VDD (Power supply line)

VSS (Power supply line)

Resistance
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Fig. 4.86 Schematic
showing the input/output
voltage waveforms of the
source follower circuit
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such because the output signal moves as if to follow the input signal. Under ideal
conditions, the input voltage V in and output voltage V out are equivalent, as in the
following equation.

Vout = Vin (4.46)

Furthermore, the input impedance is high and the output impedance decreases
to a range between 1/gm and several k� (gm is the transconductance (basic gain of
FET)), hence, the source-follower amplifier can be interpreted as a buffer amplifier.
However, the V in/V out ratio does not become 1 in practice and is instead expressed
by the following equation; here, V th is the threshold voltage of the amplifying FET
and GV is the voltage gain of the source follower amplifier [67].

Vout = (Vin − Vth)GV (4.47)

Here, GV generally takes a value of 0.7–0.9 [67]. Furthermore, the amplification
rate of the charge is between 100 to 10,000 times [67]. The signal charge can be
amplified within the pixel, so the influence of noise generated in subsequent transfer
stages becomes extremely small in comparison, as shown in the following equation:

Nt =
√
G2

V N
2
pixel + N 2

readout (4.48)

Here, Npixel is the noise generated within the pixel and N readout is the noise gener-
ated in readout circuits and various signal-processing circuits outside of the pixel.
Meanwhile, the V th value varies according to each transistor and fluctuates between
the range of 10–100mV [67]. This implies that the output for each pixel varies widely
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for incident light of the same intensity. For this reason, the occurrence of fixed pattern
noise is a larger problem in CMOS cameras than in CCD cameras.

The basic structure of a CMOS camera is shown in Fig. 4.87. An external appear-
ance of a commercially-available element is shown in Fig. 4.88. The CMOS camera
is an active pixel sensor (APS) in which each pixel has a source-follower amplifier,
in which, unlike the CCD camera, readout is conducted after amplification. This
is the same as the DRAM structure, which has dual-address signal lines composed
of intersecting bit lines and word lines, with an FET located at each intersection.
The signal charges accumulated due to light emission on each pixel are selected in
the pixel selection circuit in the column direction, after which the pixel selection
circuit in the row direction is used to read out the signal while conducting sequential
scanning. The pixel to be read out is indicated with the (x, y) coordinates of the
column and row and the post-amplification information can be read out by turning
on the applicable MOS switch. Furthermore, limiting the readout to specified areas
can increase the frame rate. This is a major point of difference from CCD cameras,
which can only read out as indicated by the arrangement. Furthermore, the sequential
readout enables this to be driven using a single low-voltage power source, thereby

Output

Pixel

Horizontal pixel selection circuit

V
er

ti
ca

l 
p
ix

el
 s

el
ec

ti
o
n
 c

ir
cu

it

MOS switch

MOS switch

Image section
(Photodiode)

Fig. 4.87 Schematic showing the microstructure of a CMOS camera; each pixel is depicted as a
passive pixel sensor without an amplifier for simplicity
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Fig. 4.88 Example of a
commercially available
CMOS image sensor,
Hamamatsu Photonics
S13101 model (courtesy of
Hamamatsu Photonics)

requiring less power consumption. Incidentally, three power sources are required for
the operation of the vertical and horizontal CCD in the CCD camera.

Next, a schematic of the flow process from when a single pixel receives light
and obtains a charge to when a pixel signal is outputted is shown in Fig. 4.89 [62].
The photoelectric conversion of the incident light occurs at the photodiode, after
which it is input in the source-follower circuit. Other than the photodiode, the pixel

Output amplifier

Photodiode

Row selection line

Column selection line

Reset switch
Power source line

FET for amplification

Row selection switch

Load FET

Column signal 
line

Switch for clamp

Switch for sig-
nal sampling

Column 
selection 
switch

Output

Column selection 
circuit

CDS circuitLoad circuit

Pixel

Coupling condenser
Pulse for clamp

Reset pulse

Sampling pulse

Gate bias for load FET

Sampling condenser

Clamp voltage

Fig. 4.89 Schematic of a basic circuit of a CMOS camera at the pixel level [65]
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comprises the reset FET, which uses a reset pulse to reset the photodiode potential,
and a line selection FET, which induces a conduction state between the load FET
and amplification FET. After coming out of the source follower circuit, the column
CDS type in Fig. 4.89 takes the difference between the signal in the reset section
and the signal in the data section at the CDS circuit connected to the column signal
line and the fixed pattern noise is removed. A clamp pulse is applied to the clamp
FET when the signal voltage is input at the CDS circuit, and the clamp FET is turned
off after the voltage at that terminal is set as the clamp voltage [67]. Regarding the
second signal charge, the existence of the coupling condenser results in a potential
equivalent to the change in both signals appearing in between the terminals. The
difference of both signals can be obtained by retaining this potential at the sampling
condenser by applying a sampling pulse in the sampling FET [67]. The signal charge
retained in the sampling condenser is guided into the output amplifier due to the
column selection pulse of the column selection circuit, which is then amplified to
become an output image [67]. However, fixed pattern noise cannot be completely
removed; the variability of the CDS circuit itself can act as the source of the fixed
pattern noise, and load impedance varies depending on operation timing.

A simple structure in which each pixel is composed of three FETs is shown in
Fig. 4.89; floating diffusion is set up in the photodiode in actual practice as shown
in Fig. 4.90 and a fourth FET for reading out the floating diffusion between both
are also frequently set up. In these cases, the reset floating diffusion potential is
first outputted, after which the signal charge is transferred there, at which point the
potential is outputted a second time. As both include the same reset noise, reset noise
as well as fixed pattern noise can be removed from CDS circuits.

Read-out pulse

Diffusion 
capacitance

Read-out FET

Photodiode

Row selection line

Reset switch
Power source line

FET for amplification

Row selection switch

Load FET

Column signal line

Load circuit

Pixel

Reset pulse

Gate bias for load FET

Fig. 4.90 Schematic showing the basic circuit of a CMOS camera with pixels that have 4 FETs
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Incidentally, a typical CMOS sensor is a sequential exposure method by each
pixel line, so there is a time lag in signal readout within the image screen. For this
reason, dynamic distortion occurs when the subject movement is rapid relative to
the exposure time. For example, a maximum temporal lag of 0.01 s occurs between
pixels for the readout of the same image with a frame rate of 100 fps. Here, a global
shutter functionality, which exposes all pixels simultaneously, can be realized if
analog memory, which accumulates signal charge within the pixel for a duration
equivalent to this lag, is prepared. Another FET must be added within the pixel to
prepare the global shutter functionality, and either the fill factor of the pixel must
be decreased or the size of the individual pixel must be increased. In contrast, those
where resetting, accumulation, and readout are conducted for each line, as well as
where the photoelectric transformation time is shifted for each line, are referred to as
a rolling-shutter type. Scientific CMOS (sCMOS) cameras often use global shutters
in addition to rolling shutters.

CMOS cameras are made using a standard CMOS LSI manufacturing process, so
an AD converter can be incorporated in its interior. An AD converter can be incorpo-
rated in either the pixel, column, or final readout section. Noise is superimposedwhen
anAD converter is inserted in the final readout section.Meanwhile, incorporating the
AD converter in each pixel reduces the surface area percentage of the light-receiving
area. Furthermore, variations in each pixel induce unevenness in sensitivity. Thus,
setting up the AD converter in the column is currently a mainstream procedure. This
has the advantage of not superimposing noise after quantization (approximating
continuous analog data as digital data) with an AD converter. When considering
the AD converter with an NAD-bit resolution (quantization bit rate), signals below
VFS

2NAD
become information below one bit when the full voltage scale is set as VFS,

resulting in a quantization error. The noise generated from a quantization error can
be considered random noise.

CMOS camera noise is compared with CCD camera noise and summarized in
Table 4.10. The amount of dark current generation in photodiodes is also extremely
high in a CMOS camera [62]. This is because a pn junction between the source/drain
and substrate is used as a photodiode in the standard CMOS LSI manufacturing
process; moreover, electron-hole pairs are thermally excited and generated mainly
near the interface between the insulating SiO2 screen and photodiode [62]. An
embedded structure is used similar to that in CCD cameras to avoid this phenomenon.
This process is thought to reduce the dark current to approximately 1/10 [62]. Of the
four to five MOS FETs set up for every pixel, the noise generated by the threshold
voltageV th of the amplification FET has already been discussed.Much of the random
noise in the pixel circuit is also due to this amplification FET [62]. Noise referred
to as random telegraph signal (RTS) noise is prominent with decreases in the gate
surface area accompanying the miniaturization of the pixel size. This occurs as a
result of the entering and exiting of carriers in the silicon interface trap and appears
as MOS FET drain potential fluctuations [62]. The reset noise in the CMOS camera
mainly appears as the reset noise of a pixel.

Finally, we touch upon the sCMOS camera. The performance of sCMOS cameras
has increased in recent years, as they have shown a tendency to replace CCD cameras
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Table 4.10 Comparisons of the primary noise types present in CCD cameras and CMOS cameras

Type CCD camera CMOS camera

Random noise kTC noise Amplifier reset noise Pixel reset noise

Amplifier noise 1/f noise 1/f noise

Thermal noise Thermal noise

– RTS noise

– Output amplifier noise

Dark noise VCCD –

Photosensor Photosensor

Photon noise Incidental to X-ray imaging irrespective of camera
type

Fixed-pattern noise Dark noise Photosensor Photosensor

VCCD –

Uneven sensitivity Photosensor and others Photosensor and others

– Variation in threshold
voltage for Amplifier FET,
V th

for various scientific measurement applications. This is because characteristics like
a high quantum efficiency, low noise, and high dynamic range have all been realized
through various innovations, including an embedded-type photodiode, a micro lens,
a column-parallel AD converter, (vacuum) cooling, the combined use of amplifiers
with two standard high and low levels, global shutter functionalities, and back-side
illumination. Specifications of various sCMOS cameras that are commercially avail-
able are summarized in Table 4.11. These should be comparedwith the CCD cameras
and EM-CCD cameras shown in Tables 4.7, 4.8 and 4.9. Furthermore, Fig. 4.91
shows a photograph of the external appearance of a commercially-available sCMOS
camera.

(5) Flat Panel Detector

The light-receiving surface size is 8–64mmon a single size for various CCD cameras
and sCMOS cameras in Tables 4.7, 4.8 and 4.9, 4.10 and 4.11.Most sCMOS cameras,
in particular, have a size less than 20 mm. In contrast, flat-panel detectors are thin,
have high performance and a large surface area. Light surface sections can measure
from around 50 mm to up to 430 mm on one side. CCD cameras and sCMOS
cameras are used inX-ray tomography at synchrotron radiation facilities, particularly
in wiggler or undulator beamlines. In contrast, flat-panel detectors can be considered
important detectors when imaging comparatively large samples or when placing the
sample near the X-ray source to obtain high magnification. Many commercially-
available X-ray CT scanner models have a flat panel detector installed as well, as
in Table 6.1 shown later. Furthermore, high-performance flat panel detectors with a
large effective light-receiving area size have been used in recent years and have begun
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(a) (b) 

Fig. 4.91 Examples of commercially available sCMOS cameras. From Table 4.11, a Hamamatsu
Photonics ORCA-Flash 4.0 V3 model (C13440-20CU) (courtesy of Hamamatsu Photonics) and
b ANDOR Neo (right) and Zyla (left) (courtesy of Satoshi Hidaka of Andor Technologies, Ltd.)

to replace image intensifiers. Flat-panel detectors have the advantage of minimal
image distortion when compared to image intensifiers, which are the same form of
detectors with a large surface area. This is currently an important point, considering
the increasing importance of the dimensional measurement applications.

The flat panel detector uses a thin film transistor (TFT ) array, which serves as the
backbone of the liquid crystal display. TFT is a type of FET. A semiconducting film
is created on a glass substrate, into which transistors used for switching elements,
gate insulation films, electrodes, or protective insulation films are incorporated. This
manufacturing technique has been used for liquid crystal displays and flat-panel TVs
and has been well developed. In a liquid crystal display, the liquid crystal layer is
placed between the glass substrates, which comprise the TFT-formed glass substrate
and the counter electrode, and the TFT functions as a switch that applies voltage on
the liquid crystal in each pixel. Meanwhile, the TFT array in the flat panel detector
functions as a two-dimensional readout circuit.

Incidentally, the flat panel detector can be broadly classified between a direct
conversion type and an indirect conversion type. Figure 4.92 shows the mecha-
nisms of both types. The read-out mechanisms are explained in the CMOS section
(Sect. 4.4.2 (4)). The two types of photoelectric conversion mechanisms and the
materials primarily used for this are detailed below.

The direct conversion type shown in Fig. 4.92a directly converts X-rays into
signal charges and images them using a photoconductive film comprised of a 0.5–1-
mm thick amorphous selenium (a–Se) semiconductor. The TFT, electrode, and signal
charge accumulation condenser are arranged in amatrix form in what is referred to as
a TFT array (the halftone dotmesh section in Fig. 4.92) and both theX-ray conversion
screen and bias electrode are laminated to cover almost the entirety of the TFT array.
The charges of the electron-hole pairs excited in correspondence with the intensity of
the incident X-rays are moved to the electrodes of each pixel due to the bias voltage
applied in the photoelectric conversion film, after which they are accumulated in
the signal charge accumulation condenser within the TFT array. Charge transfer is
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e-

X-ray

+

Electron

Hole
Electrode

Condenser for
charge accu-
mulation

TFT array

Bias electrode

Amorphous selenium semiconductor

High voltage

To amplifier

X-ray

Electrode

Photodiode

Visible light

(a) Direct conversion X-ray flat panel sensorGlass substrate Gate line

Reflective layer

(b) Indirect conversion X-ray flat panel sensor (Columnar crystal type)

Fig. 4.92 Schematic showing the structures of two representative flat panel detectors

delayed in the direct conversion type due to the presence of energy barriers between
each layer and residual images are more likely to appear. However, the structure in
which a high voltage is applied, and the charge drawn into the nearest electrode is
advantageous in terms of spatial resolution. A two-dimensional X-ray image can be
obtained by turning the TFT in each pixel on or off and sequentially reading out the
charge voltage of the condenser. This readout is similar to the CMOS camera. The
amplification circuit and AD converter are located on the same substrate in the data
bus line terminal and the read-out charge information is outputted as digital image
information.

The materials used in a photoelectric conversion film are discussed here. Lead
iodide (PbI2), lead oxide (PbO), and thallium bromide (TlBr) are used as photoelec-
tric conversion materials in addition to amorphous selenium; materials like cadmium
zinc telluride (CdZnTe), cadmium telluride (CdTe), cadmium selenide (CdSe), and
mercury iodide (HgI2) are also considered promising materials in this regard [68].
Table 4.12 shows the various photoconductors that can be used for large-surface



4.4 Detector 227

Table 4.12 Major photoconductors that can be used in flat panel detectors and their specifications
[69]

Photoconductor Decay distance,
δ(μm)

Eg (eV) W± (eV) μτ (10−5 cm2/V)

20 keV 60 keV Electron Hole

Amorphous
selenium (a-Se)a

49 998 2.2 45 (10 V/μm),
20 (30 V/μm)

0.03–1 0.1–6

Polycrystalline
silver iodide (HgI2)

32 252 2.1 5 1–100 0.1–1

Polycrystalline
cadmium zinc
telluride
(Cd0.95Zn0.05Te)a

80 250 1.7 5 – 0 – 0.3

Polycrystalline lead
iodide (PbI2)

28 259 2.3 5 0.007 – 0.2

Polycrystalline lead
oxide (PbO)a

12 218 1.9 8–20 0.05 Small

Polycrystalline
Thallium bromide
(TlBr)a

18 317 2.7 6.5 Small 0.15–0.3

aVacuum deposition; the others: PVD

area applications (e.g. flat panel detectors) and their characteristics [69]. The δ in
the table is the decay distance, which is the inverse of the linear absorption coeffi-
cient. The decay distance corresponds to the depth from the incident surface at which
the incident X-ray is 63% attenuated. The quantum efficiency ηq for a photoelectric
conversion film of thickness Lp is expressed as follows [69]:

ηq = 1 − e
−L p

δ (4.49)

Using amorphous selenium with a 1000-μm thickness, for example, Table 4.12
shows that the quantum efficiency at 20 keV becomes 1. Figure 4.93 shows the X-ray
energy dependency of the linear absorption coefficients of the various photoconduc-
tors shown in Table 4.12 [71]. Considering only quantum efficiency, other photo-
conductors are superior at X-ray energies below 12 keV. Furthermore, the stopping
power of lead oxide or thallium bromide is also superior above the K absorption
edge of selenium (12.65 keV). Equation (4.49) is as shown below when the X-ray
source is not monochromatic [4]:

ηq =
∫ Emax

0 Φ(E)
(
1 − e

−L p
δ

)
dE∫ Emax

0 Φ(E)dE
(4.50)
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Fig. 4.93 Linear absorption
coefficient of various
photoconductors, which can
be used in applications on
large surface areas such as
flat panel detectors
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Here,Φ (E) is the X-ray spectrum; in other words, the number of photons entering
a detector is not important for a typical X-ray detector but rather the integrated value
of X-ray energies entering the detector.

X-ray attenuation is not the only important aspect of photoelectric conversion
films. The Eg in Table 4.12 is the band gap. The following relational expression can
be established for electron-hole pair creation energy E± in a polycrystalline material
[69]:

E± = βlc Eg ≈ 3Eg (4.51)

Here, β1c is a constant, typically with a value of 2–3 [72]. The electron–hole
pair number n± of photoelectric conversion films is equivalent to the incident X-ray
energy divided by the electron–hole pair production energy, as shown in Eq. (4.52).
For this reason, a narrower band gap is advantageous for quantum efficiency [69].

n± = E

E±
(4.52)

According toTable 4.12, for example, 1000 electron-hole pairswould be produced
for a single X-ray photon of 45 keV in an electric field with strength 10 V/μm.

Meanwhile, as can be observed from Table 4.12, Eq. (4.51) does not hold for
amorphous selenium. In this case, the electron-hole pair creation energy is inversely
proportional to the electric field F, as shown below [69]:

E± = E0 + B

F
(4.53)
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Here, B is a constant that shows a weak dependency on X-ray energy; B ≈ 4.4
× 10 8 eV·Vm −1 and E0 ≈ 6 eV in a 20–40 keV range [69]. As such, the electron-
hole pair creation energy of amorphous selenium in typically used electric fields
(10–20 V/μm) is extremely high, in the order of several dozens of eV. However,
high quantum efficiency is obtained owing to the amount of charge produced but
also requires that the generated charge does not recombine or become trapped and
is efficiently collected at the electrodes. Furthermore, raising the voltage brings this
closer to a standard semiconductor. However, an electron avalanche occurs prior to
completely returning to normal. In Table 4.12, μ is the drift mobility and τ is the
average lifespan of the charge carrier. The term μτF, which multiplies the electric
field intensity, is the average mobility distance until the electron carrier is trapped or
recombined. TheμτF needs to have a value higher than the photoelectron conversion
film thickness for the electrodes to capture most of the generated charge.

Amorphous selenium has the advantages of low-cost, as it can be coated across
wide surface areas in a low-temperature process of 60–70 °C and its ability to obtain
a homogeneous response [68]. Another major advantage is its low dark current at
room temperature and its resistance to radiation damage in experiments. Points of
caution are that films need to be somewhat thick against high-energy X-rays given
that the atomic number is relatively small (Z = 34) and that a high voltage (typically
around 10 kV) must be applied [68]. Furthermore, high-purity amorphous selenium
is straightforward to crystallize, so a 0.2–0.5% arsenic addition is included [68].

The indirect conversion type in Fig. 4.92b uses a scintillator to convert the X-ray
into visible light, and then into a signal charge that corresponds to the intensity of that
visible light; that this is stored with the condenser up to readout is the same as with
the direct conversion type.With the indirect conversion type, the isotropic generation
of visible light with the scintillator results in crosstalk and the potential for reduced
spatial resolution. Thicker scintillators, in particular, result in more X-rays being
absorbed and worsened spatial resolution. Furthermore, the direct conversion type is
advantageous in terms of quantum detection efficiency, as shown in Fig. 4.94 [70].

Fig. 4.94 Comparisons of
quantum detection efficiency
of direct conversion-type and
indirect conversion-type flat
panel detectors (schematic)
[69]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

1 2 3 4 5

Spatial frequency (cycles/mm)

Q
u
an

tu
m

 d
et

ec
ti

o
n
 e

ff
ic

ie
n
cy

Direct conversion X-ray flat panel sensor

Indirect conversion X-ray flat panel sensor



230 4 Hardware

Cesium iodide (CsI (Tl)) or gadolinium oxysulfide (GOS) (Gd2O2S (Tb)) are used
for the scintillator. The powdered form of GOS is referred to as P43. Figure 4.95
shows cross-section photographs of these two types of scintillator materials [64]. CsI
(Tl) has a primarily columnar crystal structure as seen in Fig. 4.95a) and, depending
on the conditions, approximately 83% is reflected within the columnar crystal [68].

(a) CsI(Tl) scintillator (Columnar crystal) 

(b) GOS scintillator (Granular crystal) 

Fig. 4.95 Cross-section photograph of a scintillator (courtesy of Hamamatsu Photonics) [63]
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For this reason, light is guided into the crystal wall and a certain fraction is guided
into the photodiode direction. These are referred to as structured scintillators. CsI
(Tl) scintillator can be deposited on substrates such as glass, which is then flipped
and adhered to the photodiode. It can also be deposited directly on the photodiode or
deposited on the fiber optic plate (discussed later) [64]. Figure 4.96 shows schematics
of their cross-sections and Fig. 4.97 shows examples of commercially available prod-
ucts. Direct deposition suppresses fluorescent scattering and contributes to increased
spatial resolution [64]. Furthermore, the columnar CsI (Tl) crystals increase in crystal
diameter as the film thickness increases, which can reduce the spatial resolution by
coalescence with adjacent crystals. Other points of caution with CsI (Tl) include
hygroscopicity, toxicity (particularly the trace thallium iodide (TlI) amounts added
as an activator in CsI (Tl)) and its relatively low mechanical strength [68]. Details
on scintillation phenomena are discussed later in Sect. 4.4.3.

Substrate

(b) (a) 

Fiber optic plate (FOP)

Detector (CCD, FPD, etc.)Detector (CCD, FPD, etc.)

X-ray

X-ray

Fig. 4.96 Implementation example when using cesium iodide in a scintillator; a is when cesium
iodide is deposited on a substrate, after which the substrate is flipped and joined with the detector;
b is when cesium iodide is deposited on a fiber optic plate which joins the detector and scintillator
(courtesy of Hamamatsu Photonics)

Fig. 4.97 Example of
commercially-available
cesium iodide scintillator;
a is when this is deposited on
an aluminum or carbon
substrate and b is when this
is deposited on a fiber optic
plate (courtesy of
Hamamatsu Photonics)

(a) (b) 
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Finally, the specifications of various flat-panel detectors that are commercially
available are displayed for reference in Table 4.13. These should be compared with
the CCD cameras and EM-CCD cameras in Tables 4.7, 4.8 and 4.9 and the sCMOS

Table 4.13 Representative flat panel detectors that are commercially available and their
specifications

Manufacturer Hamamatsu photonics Rayence

Type C7942CA-22 0505A 1215A 2020A

Number of pixels 2240 × 2344 1176 × 1104 2352 × 2944 1120 × 1120

Pixel size (μm) 50 × 50 49.5 49.5 180

Effective
photodetection surface
(mm)

112 × 117.2 58 × 54 116.4 × 145.7 201.6 × 201.6

Indirect
conversion/direct
conversion

Indirect
conversion

Indirect
conversion

Indirect
conversion

Indirect
conversion

Photoelectric
conversion
film/scintillator

Scintillator (CsI) GOS/CsI GOS/CsI GOS/CsI

Read-out rate
(Frames/s)

2 30(1 × 1) 90(2 ×
2)

8(1 × 1) 32(2
× 2)

30

Read-out noise
(Electrons-rms)

1100 <4 <3.4 8

Dark current
(Electrons/pixel/sec)

– 403 74 –

Full well capacity
(Electrons)

2,200,000 16.384 16.384 32.768

Dynamic range (bit) – 14 14 16

ANSeeN Pony industry Acrorad Xcounter (Acrorad)

ANS-FPD4 × 2S01S SID-A50 FPD4x2 HYDRA FX35

262,144 pixel 237,568 pixel 237,552 pixel 3584 × 60

100 100 100 × 100 100 × 100

51.2 × 51.2 51.2 × 46.4 51.5 × 46.5 360 × 6

Direct conversion Direct
conversion

Direct conversion Direct conversion

CdTe CdTe – –

200 5–50 (1:1) 50 200 (Frame mode)
10,000 (TDS mode)

45,000 – – –

250 fA – – –

20,000,000 – – –

14 12 12 12 (Frame mode)
18 (TDS mode)
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(a) (b) 

Fig. 4.98 Example of commercially available flat panel detectors; a Hamamatsu Photonics product
(courtesy of Hamamatsu Photonics) and b Pony Industry SID-A50 model (courtesy of Toshiro
Yamazaki of Pony Industry)

cameras in Table 4.11. Furthermore, Fig. 4.98 shows a photograph of the external
appearance of a commercially available flat-panel detector.

4.4.3 Scintillator

(1) Emission Mechanism

Scintillators can be organic, plastic, or inorganic. Organic materials include naph-
thalene (C10H8), anthracene (C14H10), and trans-stilbene (C14H12). Each of their
effective atomic numbers, as well as their densities, are small, measuring at around
1 g/cm3. Their characteristics include a decay time of several ns, which is shorter
than that of inorganic materials (discussed later), and low cost. Furthermore, their
light emission is relatively weak compared to scintillators made of inorganic mate-
rials and their stopping power is considerably inferior, as shown in Fig. 4.99 [71].
Liquid scintillators are organic scintillators that have been dissolved in a toluene or
xylene solvent. Plastic scintillators are organic scintillators that have been dissolved
in plastics, such as polystyrene. These are suited for alpha- and beta-ray detection
but are not used often for X-ray imaging. With this in mind, a discussion on scin-
tillators made with inorganic materials, which is important when discussing X-ray
tomography, is presented below. Generally, light emission is stronger in inorganic
materials, stopping power is high as in Fig. 4.99, and linearity with regard to energy
is favorable.

Light emission from inorganic materials can be explained using their discrete
energy band; Fig. 4.100 shows a schematic of this. When an X-ray is irradiated on
the scintillator material, the electron in the valence band leaves a hole in that band
and is excited to the conduction band; a forbidden band is present between the two,
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Fig. 4.99 X-ray energy
dependencies of mass
absorption coefficients in
representative organic and
inorganic material
scintillators [3]; anthracene
and LSO are shown as
organic and inorganic
materials, respectively
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Fig. 4.100 Schematic showing the light emission mechanism in an inorganic material scintillator

where the electrons cannot exist in pure crystals. When the excited electron drops
back down to the valence band and rejoins the hole, the excess energy corresponding
to the band gap between the valence and conduction bands is radiated through photon
discharge.

The maximum wavelength of the emission spectra is generally located in the
long-wavelength side (low-energy side) relative to the maximum wavelength of the
absorption spectra. This phenomenon where the incident radiation and generated
radiation have different energies is referred to as Stokes shift. This occurs because
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excitation is the transition from the lowest ground state to the excited state, whereas
light emission corresponds to the transition from the lowest vibrational state of the
first excited state to the ground state. The generated wave can be radiated exter-
nally without being absorbed into the scintillator material through the Stokes shift.
Furthermore, a larger Stokes shift results in a smaller overlapping of the incident
wave and generated wave spectra; the self-absorption of the generated wave due to
the scintillator also decreases.

Scintillator materials, which use the light emission from wide band gap materials
with no activator addition, include cadmium tungstate (CdWO4) (CWO), barium
fluoride (BaF2), and bismuth germanium oxide (Bi4Ge3O12) (BGO). The light emis-
sion efficiency in these cases is generally lowand the discharged energy is too large for
visible light emission. The light emission mechanism in the slow-decay components
of barium fluoride or cesium iodide with no activator additions is from self-trapped
excitons, which are excitons trapped in crystal lattices that have been strained due to
interactions between excitons and the lattice. The fast-decay components of barium
fluoride are due to the core-valence luminescence (CVL) generated when the valence
electron transitions into the core level with the lowest binding energy. This light
emission has an extremely low lifespan at the ns order and is effective as a light
emission mechanism of a high-speed scintillator. Furthermore, the WO4

2− ions in
cadmium tungstate are the center of light emission and the charge transfer transitions
between the 2p orbitals of tungsten and its surrounding O2− oxygen ions.

Scintillators that efficiently emit visible light are those that have activator doping.
These types of scintillator materials have rare-earth elements like cerium (Ce),
terbium (Tb), and europium (Eu), as well as thallium (Tl) and sodium (Na) ions,
which act as luminescent centerswithin the forbidden band. Scintillatormaterials that
have activator additions include CsI (Tl) and yttrium aluminum garnet (Y3Al5O12)
(YAG: Ce3+). As shown in Fig. 4.100, the electrons in the conduction band arrive
at the activation center while being trapped at the trap centers when activators are
added. The electron is positioned at the excited level of the activator and holes in the
valence band take trapped electrons at the ground level from the activation center,
creating a vacancy. Visible light is then emitted by an electron in the excited state
transitioning into this vacancy. Figure 4.101 shows the wavelength at which cesium
iodide emits light [74]. As pure cesium iodide emits near-ultraviolet light, the emis-
sion can then be adjusted to the visible light range by doping with sodium to shift
this to a 430 nm range or with thallium to reach a longer wavelength in the 550 nm
range. Furthermore, the addition of activators has a large influence on light emission
efficiency.

High-efficiency light emission accompanying the allowable 5d–4f transition
occurs in trivalent rare-earth ions such as the representative activator cerium and
further decays within a short period [75]. There are divalent and trivalent forms of
the europium ion and its ratio varies with concentration. The decay time is longer
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Fig. 4.101 Schematic
showing the wavelength
spectra of visible light
irradiated by scintillators
with pure cesium iodide or
cesium iodide with sodium
or thallium doping [73]
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compared to ceriumduring light emission accompanying 5d–4f transitions in divalent
rare-earth ions such as Eu2+ [75]. Meanwhile, light emission accompanying 4f–4f
transitions in trivalent rare-earth ions such asEu3+ is both a parity-forbidden transition
and a spin-forbidden transition and its fluorescence time increases [75]. Furthermore,
thallium is classified into light emission accompanying 6s6p–6s transitions [75].

Here, the following equation can be obtained from Eqs. (4.51) and (4.52) by
setting the number of generated photons as N scin and the number of electron-hole
pairs as n± [72]:

Nscin = n±ηlcη
lc
q = E

E±
ηlcη

lc
q = E

βlc Eg
ηlcη

lc
q (4.54)

η1c and η1c
q are the efficiency of light emission center excitation and quantum effi-

ciency of the light emission center, respectively. η1c
q is dependent on the positional

relationship of the energy band of the scintillator material and the light emission
center energy level and η1c is dependent on the trapping center [72]. The intensity
of the visible light emitted from the scintillator needs to consider the percentage of
X-rays, which transmit through the scintillator, and the absorption of the generated
visible light by the scintillator itself.

(2) Characteristics Assessment

Representative inorganic scintillators and their various characteristics are summa-
rized in Table 4.14 [76, 77].

(a) Stopping Power

The density and effective atomic number in the table are related to the detection effi-
ciency and stopping power. The effective atomic numberZeff is an effective parameter
that expresses the attenuation behavior of theX-rays illuminated on compounds. This
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is expressed as follows,where the ratio between the sumof electrons in the compound
and the electron number of the ith element, which comprises the composite is set as
f i and the atomic number of the ith element is set as Zi.

Zef f = δ

√∑
i
fi Z δ

i (4.55)

The coefficient δ in the equation is equal to 2.94 when photoelectric absorption is
predominant.Meanwhile, this value is 3–3.5 when theX-ray energies are in the range
100–600 keV where Compton scattering is predominant [78]. For example, water is
comprised of hydrogen (atomic number 1) and oxygen (atomic number 8) and its
effective atomic number is 2.94

√
0.2 · 12.94 + 0.8 · 82.94 ≈ 7.4. The decay distances for

the two standard X-ray energies of 20 keV and 60 keV are shown in Table 4.14. This
decay distance becomes an index for stopping power. Detector efficiency decreases
when a scintillator with a thickness smaller than the decay distance is used. Further-
more, the spatial resolution of the X-ray CT scanner decreases when a scintillator
with a thickness greater than the decay distance is used.

(b) Emission Wavelength

The emission peak wavelength and photon yield are both quantities relating to the
sensitivity of the detection system. The emission peak wavelength of the scintil-
lator generally needs to be matched with the spectral response characteristics of the
photoelectric surface on the visible light detector. The efficiency of the detection
system can be optimized in this manner. As previously discussed, the emission peak
wavelength of the scintillator can be controlled by changing the type of activator
used.

(c) Photon Yield

The photon yield Ly, which expresses the sensitivity of the scintillator, is expressed
by the amount of emitted light per unit absorption energy as follows using Eq. (4.54).
The units are in photon number/keV or photon number/MeV.

Ly = Nscin

E
= ηlcη

lc
q

βlc Eg
(4.56)

In other words, the photon yield is superior for materials with narrower band
gaps. Band gap energies of pure substances without activator additions generally
decrease in the order of fluorides, oxides, chlorides, bromides, and iodides [79];
thus, higher photon yields can be expected with materials further down this list [79].
Equation (4.51) confirms that the electron-hole pair creation energy E± in various
photoelectric conversion materials satisfies the relationship E± = β1cEg ≈ 3Eg.
Reports have indicated that this coefficient β1c is 3 for sodium iodide (NaI), 5.6 for
YAG, and 7 for calcium tungstate (CaWO4) [80]. Slight undulations in photon yield
are not frequently problematic in standard X-ray microtomography, but in contrast,
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Fig. 4.102 Temperature
dependencies of normalized
light emission intensities of
visible light emitted by
scintillators comprising
cadmium tungstate
(CdWO4), bismuth
germanium oxide (BGO),
and barium fluoride (each
shown in Table 4.14) [80]
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the linearity of photon yield to X-ray energies is important. Figure 4.102 shows
the temperature dependencies of photon yield for several scintillators [81]. There
are many scintillators whose light emission intensity decreases with increases in
temperature, while there are some such as BGO in the figure, which vary widely,
even near room temperature. Furthermore, there are those that peak within a range of
approximately 80 °C from room temperature (in the case of sodium-activated cesium
iodide [79]).

(d) Refractive Index

The refractive index is a necessary material characteristic when there are mismatches
in scintillatormaterial/detector junctions,whichmaybemadeof glassfibers or others.
For example, as discussed later, if the refractive index n2 of core fiber material
is approximately 1.8, the refractive index of the scintillator should also be set to
approximately 1.8 to prevent loss at the junction surface.

(e) Rise Time and Decay Time

The decay time τd expresses the time necessary for the decay of light emission
intensity, which is important for applications in high-speed imaging. This is the time
necessary for an electron to return to the ground state from the excited state. The
decay time generally follows the law shown below and has the relationship τd ≈ λ2

[80]:

τd = cmλ2

8πe2 f nscin

(
3

n2scin + 2

)2

(4.57)

Here, c is the speed of light, m is the electron mass, λ is the wavelength, nscin is
the refractive index of the scintillator material, and f is the vibrator strength of the
transition; in other words, scintillators that emit ultraviolet light and purple visible
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light are suited for high-speed imaging. Furthermore, the light emission intensity I
(t) of the scintillator expresses decay following an exponential function, as in the
following equation:

I (t) = I0e
(

−t
τd

)
(4.58)

Here, I0 is I (t) at time t = 0. For example, the decay time of thallium-activated
cesium iodide is approximately 1100 ns according to Table 4.14 but the rise time
is about 2 orders of magnitude smaller at approximately 20 ns. For this reason, the
decay time is a larger issue in actual practice. Increases in activator concentration also
decrease the rise time [79]. As shown in Table 4.14, scintillators with thallium doping
have a high photon yield but a lengthy decay time. Meanwhile, those with cerium
doping have a comparatively shorter decay time. Actual decay behavior data with
gadolinium aluminum gallium garnet (GAGG (Ce)) (Gd3Al2Ga3O12) as an example
are shown in Fig. 4.103.

Generally, a single scintillator material also has multiple metastable states, and
the reported decay times shown in the data in Table 4.14 are the result of adding
these together. In actual practice, the scintillation of several inorganic scintillators
are the sum of the fast-decay component and slow-decay component. This type of
decay behavior is schematically shown in Fig. 4.104. When considering the decay
behavior in such cases, Eq. (4.58) should be summed as a percentage of the intensities
of each material, as shown in the following equation:

I (t) = I f
0 e

(
−t

τ
f
d

)
+ I s0 e

(
−t
τ sd

)
(4.59)

Here, the superscripts f and s each express the fast and slow components, respec-
tively. For example, barium fluoride has fast components of 0.8 ns in addition to the

Fig. 4.103 GAGG (Ce)
decay properties (courtesy of
Hiroki Sato of Furukawa
Scintitech)
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Fig. 4.104 Schematic of
light emission behavior in
scintillator materials
comprising components with
fast and slow light emission
decay
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slow components of 630 ns shown in Table 4.14; thallium-activated cesium iodide
has a fast component of 3.34 ns as well [79].

(f) Afterglow

The phenomenon referred to as afterglow is phosphorescence that occurs due to the
thermal release of electrons from a trap and can last as long as several ms. The origin
of the trap is from crystal defects and impurities and its extent varies widely even
in the same material according to its manufacturing process or heat treatment. This
can also depend on impurity element concentration. The extent of afterglow can
also vary widely depending on the material; for example, thallium-activated sodium
iodide reaches a maximum of 5% after 6 ms of elapsed time, whereas this can be
constrained to 0.005% for BGO (after 3 ms elapsed time) [79].

As decay and afterglow both result in time lags during imaging, this can be a
problem when trying to achieve a high frame rate. Furthermore, afterglow results in
the decreased dynamic range of the detector and is thus an important characteristic
in X-ray tomography.

(g) Miscellaneous

Although not shown in a table, the form in which a scintillator can be used (e.g.
whether it is a powder, bulk crystal, or thin film) is also important. For example,
GOS scintillators are network-like thin films in which a binder is added to a powder
and consolidated so that it can be formed to a thickness of approximately 5–100 μm.
The packing fraction in this case is considerably lower than 1. Crystals or thin films
are used in other materials. Thin films are used as a general rule for microtomog-
raphy to avoid worsening spatial resolution. A film thickness that corresponds to the
necessary spatial resolution must be used. Thin-film fabrication includes pulse laser
deposition, spatteringmethods, liquid-phase epitaxial methods, sol-gel methods, and
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cutting/polishingmethods. Furthermore, columnar crystals can be formed to increase
the spatial resolution, as in the cesium iodide introduced in Sect. 4.4.2 (5).

Localized debonding can occur due to long-termX-ray irradiationwhen a thin film
is created on a substrate, which can result in visible irregularities in the image. This
ease by which scintillator damage can occur is also a problem in actual practice.
Moreover, materials like sodium iodide, lithium iodide (LiI), cesium iodide, and
lanthanum bromide (LaBr3) have hygroscopic and deliquescent characteristics. For
this reason, these are made commercially available by being placed in a case and cut
off from the atmosphere, as shown in Fig. 4.105.

(3) Characteristics of Various Scintillator Materials

(a) Thallium-activated Sodium Iodide

The fact that thallium-activated sodium iodide is a scintillator material with a high
photon yield was discovered in 1948 by the U.S. physicist Hofstadter, who later
won the Nobel Prize in Physics for his research on high-energy electron scattering
with linear accelerators. Sodium iodide is an ion crystal with a sodium chloride-type
crystal structure, whose {100} plane is the cleavage plane, exhibiting brittle fracture.
Today, many scintillator materials, which are superior in terms of photon yield, have
been discovered and applied to actual practice, as shown in Table 4.14. However,
large-scale crystals can be fabricated inexpensively using the Bridgman-Stockbarger
method and currently sodium iodide remains widely used for gamma cameras. In
addition to the components with a 230-ns decay time, as shown in Table 4.14, slow
components with a 150-ms decay time are included at a percentage comprising 9%
of the total photon yield [76]. Sodium chloride without an activator has a short decay
time at approximately 100 ns but its photon yield is low. However, cooling this to
liquid nitrogen temperatures generates photon yields that are at the same level as
thallium-activated materials at room temperature [76].

(b) Thallium- or Sodium-Activated Cesium Iodide

Fig. 4.105 Example of a
commercially available
inorganic scintillator;
Saint-Gobain lanthanum
bromide scintillator
(courtesy of Seiko EG & G)
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(a) GAGG (Ce) ingot grown by the Czochralski method (b) LuAG (Pr) ingots grown by the Czochralski method

(C) GAGG (Ce) scintillator cut down from an ingot

Fig. 4.106 Examples of commercially available inorganic scintillators. FurukawaScintitechGAGG
(Ce) and LuAG (Pr) (courtesy of Hiroki Sato of Furukawa Scintitech)

The ion radius of cesium is larger than sodium and cesium iodide has a cubic crystal
structure in which the fluoride ions are at the corner of the cube and the cesium
ion is in the center. This structure does not have any cleavage planes and exhibits
some degree of flexibility. It is also easier to handle due to its weaker deliquescence
compared to sodium iodide. Sodium iodide and cesium iodide both have a reduced
photon yield at X-ray energies lower than 10 keV. The photon yield of cesium iodide
in particular rapidly decreases [76]. This has the characteristic of having a lengthy
decay time even after undergoing thallium or sodium doping. Meanwhile, the photon
yieldwithout any doping drops to 1/10 or lower but the decay time shortens by several
dozen factors to approximately 10 ns.

Cesium iodide uses an aluminum or amorphous carbon substrate and depositing
on these can form a columnar crystal, introduced in Sect. 4.4.2 (5). For this reason,
they are often used in flat-panel detectors. Please refer to Sect. 4.4.2 (5) for other
characteristics.

(c) Europium-Activated Lithium Iodide

The two isotopes 6Li and 7Li are present in europium-activated lithium iodide.
Although the abundance ratio of 6Li is 7.5%, reactions occur between 6Li and thermal
neutrons, therefore, europium-activated lithium iodide is important for the detection
of thermal neutrons.
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(d) Europium-Activated Calcium Fluoride and Barium Fluoride

Europium-activated calcium fluoride (CaF2) is produced naturally as fluorite. It has
the characteristics of phosphorescence and light emission with the application of
heat. It has a fluorite-type cubic crystal structure in which fluoride ions fit inside the
tetrahedral gaps of the face-centered cubic lattice made of calcium ions. Calcium
fluoride is used with europium doping as a scintillator material. Calcium fluoride
has low stopping power and a significantly long decay time due to its small effective
atomic number. Furthermore, its cleavage plane is the {111} plane and it is easily
susceptible to brittle fracture. For these reasons, its range of applications is relatively
narrow [76]. Moreover, as it has no deliquescence and low vapor pressure, it can be
used in special environments such as vacuum.

There were several publications on barium fluoride in the 1980s. It has a fluorite-
type structure similar to calcium fluoride and its cleavage planes are the same. It
is fabricated through the Bridgman-Stockbarger method. This material is used as a
scintillator without an activator, and as an optical material for high-output infrared
lasers; it is also known to be deliquescent. For a scintillator, in addition to the slow-
decay component shown in Table 4.14, the extreme fast-decay (0.6 ns) component
exists at 20% intensity in the ultraviolet wavelength range [76, 82]. The former is
due to light emission from self-trapped excitons and the latter is due to Auger-free
luminescence. The presence of the slow-decay component hinders the application
of this fast-decay component and large effective atomic number. Heating barium
fluoride to 200 °C reduces the peak intensity of the slow-decay component to below
1/10 its original value, whereas the fast-decay component has no temperature depen-
dency and is virtually unchanged. Reports have also indicated applications of these
characteristics.

(e) Cerium-Activated Lanthanum Bromide

Of the crystals that use lanthanoids, the only elements that are transparent and emit
light under bulk conditions are lanthanum, gadolinium, and lutetium. Lanthanum
bromide was reported in 2002 by van Loef of the Netherlands [83]. Along-
side gadolinium gallium garnet (Gd3Ga5O12) (GGG) and lutetium oxyorthosili-
cate (Lu2SiO5) (LSO), these new scintillator materials have been developed from
the 1990s to the 2000s [84]. Lanthanum bromide has a hexagonal crystal structure
referred to as a UCl3 type. This has a high photon yield, short decay time, and some
degree of stopping power. Therefore, it is considered a superior scintillator mate-
rial with regard to its high-speed response. It has further advantages of not being
dependent on temperature and having a virtually fixed photon yield.

Cerium-activated lanthanum chloride (LaCl3 (Ce)), which is also a halide-group
crystal, has the same type of crystal structure as lanthanum bromide and is a scin-
tillator material with a similar short light emission lifespan, high density, and high
photon yield.

Although this material has no cleavage planes, it has a deliquescence that is even
stronger than sodium iodide [76], therefore, it needs to be used while sealed in a case
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made of materials such as aluminum. Furthermore, thermal stresses are generated
during heating and cooling due to the anisotropy of the hexagonal crystal, which can
result in its fracture. Care must be taken with compounds that include lanthanum as
789 keV and 1436 keV γ-rays are emitted from naturally-occurring 138La, which has
an abundance of 0.09% [84]. Furthermore, α-rays emitted from 227Ac, which cannot
be removed even with lanthanum refining, form a continuous spectrum between
1850–3000 keV [84]. Care must also be taken with regard to the usage of lanthanum
given that their Kα-rays are 33.436 keV.

(f) BGO

All scintillator materials discussed from here onwards are oxides. The hygroscopic
properties, strength, and toughness of these materials are mostly stable compared to
the iodides discussed above. BGO, which was discovered in 1973 by Weber et al.,
does not use any activators and functions as a scintillator through the energy tran-
sitions of the bismuth ions (Bi3+) itself. Its effective atomic number is the highest
among those shown in Table 4.14 and it has superior stopping power. Furthermore,
it has minimal afterglow. However, its photon yield is the lowest among those shown
in Table 4.14 and its refractive index is considerably high. In addition, it is difficult to
obtain a flat surface with BGO; [76] it has the added disadvantage of a lengthy decay
time. As seen in Fig. 4.101, its light emission intensity has a strong temperature
dependency and its photon yield further decreases under high temperature. Mean-
while, cooling it to liquid nitrogen temperatures enables it to function effectively as a
scintillator [76]. Therefore, its usage is limited to specialized uses with high-energy
X-rays or γ-rays. It is fabricated through the Czochralski method, after which it is
cut and polished.

(g) Cerium-Activated Perovskite-Type Aluminum Composite Oxides (ReAlO3)

Yttrium aluminum perovskite (YAlO3) (YAP) and lutetium aluminum perovskite
(LuAlO3) (LuAP) belong to these groups. These have a perovskite structure similar
to barium titanate (BaTiO3). One type of metallic atom is present in each vertex of
the unit lattice of the orthorhombic crystal, another type of metallic atom is located
on the body center of the unit lattice, and the oxygen is located in the face-center of
the cubic crystal.

YAG (Nd), which has neodymium doping, is the most often used with industrial-
use lasers, but YAP (Nd) also has similar applications. As a scintillator material,
YAP (Ce) has the advantages of a shorter decay time and shorter emission peak
wavelength compared with those of YAG (Ce). LuAP (Ce), which exchanges yttrium
with lutetium, has an effective atomic number that increases by a factor of about two,
giving it superior stopping power. This material was first reported by Moses et al.
in 1995. This has an even shorter decay time when compared to YAP (Ce), as well
as a feature where the fast-decay component with a decay time of 17 ns, shown in
Table 4.14, comprises 80% of the total light emission intensity [76]. However, care
must be taken in that lutetium exists in the form of naturally-occurring 175Lu, which
is stable and has an abundance of 97.41%, but also radioactive 176Lu, which has an
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abundance of 2.59% and a half-life of 3.8× 1010 years. There have also been reports
on LuxY1-xAlO3 that replace a part of lutetium with yttrium to stabilize the crystal
growth process. However, these have also indicated a problemwherein the generated
light is absorbed within the scintillator material interior due to this replacement [76].

(h) Garnet-Type Aluminum Complex Oxide (Re3(Al, Ga)5O12、Re3Al2Ga3O12)

YAG and lutetium aluminum garnet (Lu3Al5O12) (GGG), LuAG, and GAGG belong
to this group. YAG (Ce) was reported in 1967 by Blasse et al. and is a scintillator
material that has seen widespread use. A garnet structure has a cubic unit lattice with
eight unit-lattices of A3B′

2B′′
3O12, where ion A is a dodecahedral coordination, ion

B’ an octahedral coordination, and ion B′′ a tetrahedral coordination. In the case of
YAG, theA site is the yttrium ion and the B′ andB′′ sites are aluminum ions. Lutetium
is used in place of yttrium for LuAG. Care must be taken for radioisotopes for this
reason, as mentioned above. Furthermore, GGG has gadolinium and gallium placed
instead of the yttrium and aluminum, respectively, in YAG. Furthermore, GAGG has
aluminum present in the B’ ion of GGG.

As shown in Table 4.14, garnet-type aluminum composite oxides have an
extremely long light emission peakwavelength and a relatively small refractive index.
As observed in the spectral response characteristics of the CCD camera shown in
Figs. 4.61 and 4.80, there are many detectors with a quantum efficiency peak of
approximately 600 nm or higher. The garnet-type aluminum composite oxide is
considered advantageous in such circumstances. Figure 4.107 shows the light emis-
sion spectra of GAGG (Ce) as examples. YAG is also used in the form of powder
with a diameter up to 1 μm, referred to as P46 in these cases. Compared with P43
(discussed later), this has the characteristics of short decay time and long light emis-
sion peak wavelength. Furthermore, those with praseodymium (Pr) doping instead
of cerium have an even shorter light emission wavelength. As shown in Eq. (4.57),
Pr-doping considerably reduces the decay time, making it a scintillator material even
more suited for high-speed applications; LuAG (Pr) is shown as an example of this in
Table 4.14. LuAG has a superior stopping power than YAG (Ce) and the superiority
of both GGG (Eu) and GAGG (Ce) increases with higher energy. Meanwhile, YAG
(Ce), LuAG (Ce), and LuAG (Pr) all have average photon yield levels, as can be
observed in Table 4.14. GGG (Eu) and GAGG (Ce) levels are several times higher
and are considerably more favorable.

Compared to YAG (Ce), GGG (Eu) has the characteristics of a shorter afterglow
and a considerably higher dynamic range, with values between 16–17 bits in the
detector as opposed to the 10 bits of YAG (Ce) [85]. However, the disadvantage of
an extremely long decay time exists. Generally, materials doped with cerium have
a shorter decay time than those doped with europium and are suited for microto-
mography cases where the number of projections is large and short exposure time is
required.

As shown in Fig. 4.106, a single crystal is obtained using the Czochralski method
and then fabricated after cutting and polishing when a bulk scintillator is necessary.
Meanwhile, reports have indicated examples with LuAG (Ce) where a 2.9 μm-thick
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Fig. 4.107 Transmissivity and light emission spectrum of GAGG (Ce) (5-mm thickness) (courtesy
of Hiroki Sato of Furukawa Scintitech)

LuAG (Ce) film with 0.07% Ce-doping was attached on top of a 150-μm-thick
YAG substrate [86]. Approximately 3% of europium is needed for GGG (Eu) and
reports have indicated examples where a 2-μm thick film is deposited on a 170-μm
GGG substrate with no activator [86]. A similar procedure is also used for GAGG
(Ce), where single-crystal films are created for both using a liquid-phase epitaxial
method [86]. A 1–25-μm thick thin-film scintillator material often comprises thin
films according to the necessary spatial resolution or the X-ray energy used on the
transparent substrate. Having a lattice constant mismatch between the substrate and
scintillator material less than 1% is important in forming a high-quality scintillator
layer.

(i) Rare-Earth Silicates (Re2SiO5)

These correspond to LSO, gadolinium oxyorthosilicate (Gd2SiO5) (GSO), and
yttrium oxyorthosilicate (Y2SiO5) (YSO); Re1xRe

2
(2−x)SiO5-type LGSO and LYSO

also belong to this group. GSO (Ce) crystals have a light-yellow color when Ce
concentrations are high. Takagi and Fukazawa from Hitachi Chemical, Co., Ltd.
showed in 1983 that GSO (Ce) could be used as a scintillator by trace additions
of zirconium [87]. Afterward, Melcher from Schlumberger Ltd. reported in 1992
on an LSO (Ce) scintillator that replaced gadolinium with lutetium [88]. Compared
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Fig. 4.108 Example of a commercially available fiber optic plate and fiber optic taper (photograph
provided by Edmund Optics Japan)

Incident light

Absorber glass
Coated glass (Refractivity of n 3)

Core glass (Refractivity of n 2)

1

c
2

Outside

(Refractivity of n 1)

Fig. 4.109 Schematic of the light propagation behavior when visible light is incident to the fibers
in the fiber optic plate

to garnet-type aluminum composite oxides, both materials had light emission peak
wavelengths that were shorter by 100 nm and had superior stopping power.

The Si included in Re2SiO5-type silicates is tetracoordinated due to its sp3 hybrid
orbital and its monomer is a regular SiO4 tetrahedron. For this reason, rare-earth
silicates have a structure where the regular SiO4 tetrahedron encloses the lutetium or
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gadolinium atoms. The chemical formula for GSO and LSO are both Re2SiO5 but
its crystal structure and characteristics are different. GSO belongs to the monocline
phase of the space group P2 1/C and its cleavage plane is the (100) plane. The thermal
expansion coefficient in the [010] axis is several times larger than in other directions,
so brittle fracture due to cleavage can occur during fabrication. Meanwhile, LSO is
a monocline of the space group C2/c and has no cleavage planes.

The photon yield of GSO (Ce) is maximal when cerium is 0.5 at.%; the crystal
becomes colored when cerium is increased to 1.5 at.%. The decay time decreases
when cerium concentration increases. This material has the characteristics of a long
rise time at 10–20 ns and a relatively short decay time at 60 ns. Either the Czochralski
method or Bridgman-Stockbarger method is used for fabrication.

LSO (Ce) has a shorter decay time thanGSOand favorable photon yield.However,
the 176Lu included in lutetium generates 240 cps of background noise per cm3 of LSO
[88]. Background due to other radioisotopes caused by Lu2O3 used in this context
also exists [76]. Furthermore, LSO has been reported to have afterglow lasting for
several seconds. The Czochralski method is used for its fabrication. Other than LSO,
LYSO has been developed, applying the simple fabrication and low-cost advantages
of YSO and partially replacing lutetium with yttrium [76]. The concentration of
yttrium in this case can be freely adjusted to 5–70%. The light emission peak wave-
length and decay time of LYSO do not significantly vary with LSO; however, signif-
icant decreases in stopping power are unavoidable due to the large atomic number
differences between lutetium and yttrium. Meanwhile, reports have indicated that
the additions of combinations of rare-earth elements have improved the distribution
of cerium and increased photon yield [89].

(j) Terbium-Activated GOS

The GOS crystal structure has trigonal symmetry, comprised of three sulfur ions and
four oxygen ions joined around the gadolinium ion and the two enclosed gadolinium
ions forming a unit lattice. Terbium-activated GOS is a scintillator that applies the
light emission that accompanies the 4f–4f transitions due to the trivalent rare-earth ion
Tb3+ and has the characteristics of an extremely high photon yield and long decay
time. Furthermore, it is relatively low-cost as it can be fabricated with chemical
reactions between 88% gadolinium oxide and 12% sulfur. Protium, which creates
the trivalent rare-earth ion Pr3+ or protium with cerium or fluoride additions can
be used as activators, as well. Additions of cerium or fluoride aim to reduce the
afterglow in exchange for photon yield. Even after considering their limited packing
fraction, due to being used in powder form, and their semi-transparency, they are
still advantageous in terms of light emission efficiency. A green light emission peak
is observed at a 545 nm wavelength when terbium is used as an activator. There
are issues with particle diameter/grain diameter due to its use as thick films or as a
powder/polycrystal; moreover, there are often limitations due to spatial resolution.

(k) Cadmium tungstate
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Cadmium tungstate is anMWO4 compound referred to aswolframite, which includes
a divalent transition metal M and hexavalent tungsten and is monoclinic. The
cadmium and tungsten atoms are placed in the center of an extremely distorted
octahedron comprised of oxygen atoms. TheW-O bonds include 4 short bonds and 2
long bonds. These long and weak bonds, particularly in single-crystal materials, are
susceptible to brittle fracture due to cleavage in the (010) plane. Cadmium tungstate
is primarily used as thin films with a 50–60-μm thickness. The sol-gel process is
applied when thinner scintillators are used.

As mentioned above, cadmium tungstate emits light due to charge transfer.
Cadmium tungstate as a scintillator material has a short decay time, no problems
with afterglow, and relatively favorable stopping power.

4.4.4 Coupling Between the Camera and Scintillator

Multiple optical lens combinations or glass fibers are used when combining a camera
with a scintillator to efficiently guide visible light or tomagnify/demagnify an image.
An objective lens for microscopes is used for the former. Optical elements that use
glass fiber bundles (Fig. 4.110) will primarily be discussed below.

Of the optical devices that use glass fibers, the plate on the left in Fig. 4.108 is
referred to as a fiber-optic plate (FOP) and the tapered device on the right in Fig. 4.108
is referred to as a fiber-optic taper (FOT). Thematerial in fiber-optic plates comprises
a high-refractive-index glass fiber core inserted in a low-refractive-index coated glass
tube, with the gaps between the glass fibers in the core filled in with absorbent glass
fibers. This repeatedly undergoes a process of heating the bundle to 500–700 °C and
drawing it. The thin glass fiber clumps obtained are cut, processed, and polished,
fromwhich a fiber optic plate is formed. In the case of the fiber optic taper, both ends
of the cylindrical billet are retained and the central part is stretchedwhile heated. This
stretching is stopped when the central neck area obtains the desired magnification,
fromwhich two fiber optic tapers can be obtained by cutting at the center. Images are
transferred at amagnification factor of 1 between the incidence and emission surfaces
of the fiber optic plate. The fiber diameters within the final product are between 6–25
μm and are selected depending on the necessary spatial resolution. Meanwhile, the

Core glass

c

Fig. 4.110 Schematic of the conical region under which the incident light must fall for total
reflection to occur within the inner fiber surface when visible light is incident to the fiber of the
fiber optic plate
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fiber optic taper can magnify or demagnify an image by a factor corresponding to
the ratio of the larger and smaller diameters of the fiber optic taper. Generally, the
diameter of the end surface is made to match the sensor sizes of a CCD camera or
CMOS camera.

Figure 4.109 shows a schematic of the visible light incident to a single fiber. Light
incident to the fiber axis at a large angle θ1 (dotted line arrow in the figure) enters
the coated glass from the core glass and then the absorbent glass, whereupon it is
absorbed. For this reason, it does not influence adjacent fibers by producing crosstalk.
Light incident at an angle θc (dashed line arrow in the figure) is propagated along
the interface between the core glass and coated glass after entering the former. The
term θc is the critical angle and light incident at an angle θ2 smaller than θc (solid
line arrow in the figure) is propagated within the fiber while repeatedly experiencing
total reflection within the inner core glass surface and is guided to the other end
surface. In other words, light received on the inner side of the cone in Fig. 4.110
will be efficiently transferred due to the fiber. This critical angle is expressed as
follows, with n1–n3 as the refractive indices of the external environment, fiber core,
and coating material, respectively:

N A =
√
n22 − n23 = n1sinθc (4.60)

Here, NA is the numerical aperture. Its dependency on the refractive index differ-
ence between the core material and coating material can be seen. The numerical
aperture of commercially-available fiber optic plates is between 0.35 to 1.0.

Meanwhile, fiber optic tapers are as shown in Fig. 4.111. In the case of Fig. 4.111,
the image ismagnified by being incident to the small-diameter side and coming out of
the large-diameter side. The following relational expression is established when the
incidence and emission angles are respectively set as θin and θout, and the diameters
on the incidence and emission sides are respectively set as din and dout:

dinsinθin = dout sinθou (4.61)

Incident light

Core glass

in

out

d in d out

Fig. 4.111 Schematic of light transfer behavior when visible light is incident to a fiber of a fiber
optic taper
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In other words, the beam narrows in the emission side. Conversely, incidence from
the large-diameter side results in the beam being magnified when emitted relative to
the incident side.

Images must be minimized with the fiber optic taper when the scintillator size
is larger than the sensor size in CCD or sCMOS detectors, such as in industrial
X-ray CT scanners. Meanwhile, images produced by X-ray microtomography using
synchrotron radiation may conversely need to be magnified. We investigate the
former case and analyze efficiency under two scenarios where either an optical lens
or fiber-optic taper is used. First, the coupling efficiency ηOL when the optical lens
is used is as shown below when a powder scintillator is used (assuming a Lambert
light source) [91]:

ηOL = TL
1 + 4 f 2(1 + m)2

(4.62)

Here,TL is the lens transmissivity, f is the f -value determined by dividing the focal
distance by the effective diameter, and m is the minification ratio. Generally, TL is
0.7–0.8 at a wavelength of 545 nm [91]. The f -value uses a lens of approximately 1.2.
Furthermore,m is approximately 1 to10.Meanwhile, the transmission efficiencyηFOT
of the fiber-optic taper is expressed as follows for the same Lambert light source [91]:

ηFOT =
(
1

m

)2
((

n22 − n23
)1/2

n1

)2

TF (1 − LR)Fc (4.63)

Here, TF is the transmissivity of the fiber core, LR is the loss at the surface due
to Fresnel diffraction, and Fc is the fill factor of the fiber core. TF is expressed as
follows, with the transmissivity of the fiber core material as μF and fiber length as
lF:

TF = e−μF lF (4.64)

Generally, TF is roughly 0.8, LR is an extremely small value, and Fc is approxi-
mately 0.85 [91]. Here, we assume LR = 0, n1 = 1.0 (in air), n2 = 1.8, and n3 = 1.5.
Figure 4.112 shows a comparison between ηOL and ηFOT. The numerical aperture, in
this case, is approximately equal to 1. When the minification ratio is 2 (i.e. magni-
fication is 0.5), the transmission efficiencies of the fiber-optic taper and optic lens
are 16.8% and 1.4%, respectively. The fiber-optic taper is approximately 12 times
more efficient than the optic lens. Furthermore, the practical-use range of the fiber-
optic taper is below aminification ratio of about 3 when considering the transmission
efficiency. In thismanner, the photon number per pixel can be increased and the detec-
tion system sensitivity can be improved by using the fiber-optic taper. Conversely, the
coupling efficiency in the optic lens approximates 0.2 when images must be magni-
fied through coupling during X-ray microtomography using synchrotron radiation;
this becomes a level for practical use.
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Fig. 4.112 Comparison of
coupling efficiencies when
using either an optical lens or
fiber optic taper
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However, considerable accuracy is required for outfitting a fiber optic taper or
plate on a detector [85]. CCD cameras are frequently used in a cooled state and
need to be outfitted so that they can withstand thermal cycles between room temper-
atures and operational temperatures. Furthermore, spot and line blemishes caused
by the fabrication process (low-sensitivity areas), as well as image distortion, are
disadvantages that should be considered.

Glass deterioration due to the X-rays, which transmit through the scintillator,
becomes an issue when using an optic lens. For example, Akutagawa et al. reported
that the glass surface layer was discolored into a brown color when they were irra-
diated with soft X-rays that had an energy of 1.24 keV for several hours [90].
Furthermore, reports have indicated that significant irradiation damage appeared
in lenses when X-ray energy was 65 keV and exposure 70 s [85]. Glass discoloration
is considered removable to some extent using ultraviolet irradiation [73]. As shown
in Fig. 4.113, an effective countermeasure against optic glass damage/deterioration
is to divide visible light and X-ray paths using visible light mirrors, ensuring that X-
rays do not pass through an optic lens. This takes advantage of the fact that X-rays are
simply transmitted through the optic lens without being reflected. This countermea-
sure is widely used in synchrotron radiation facilities. As shown in Fig. 4.114, reports
have indicated that ESRF has implemented countermeasures using combinations of
convex and concave mirrors [85]. This takes advantage of the fact that X-rays propa-
gate in a virtually straight line, whereas the visible light generated from a scintillator
tends to expand outwards. The countermeasures shown in Figs. 4.113 and 4.114 are
effective for preventing the damage/deterioration of visible light cameras through
the irradiation of X-rays, which have been transmitted through the scintillator.
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(a) Without an optical mirror (b) With an optical lens

X-ray

Detector

Optical lens

Scintillator

Visible light

X-ray passed through 

the scintillator

Mirror

Fig. 4.113 Schematic showing the coupling between the visible light detector, which uses an optical
lens, and the scintillator

Concave 
mirror 

X-ray

CCD camera
Optical lens

Convex mirror

Beam stop

Scintillator

Fig. 4.114 Schematic of a detection system that uses a reflective optical system developed at ESRF
[85]

4.4.5 Photon Counting Measurements

The difference between standard X-ray CT scanners and photon counting-type (also
referred to as “counting-type scanners”) X-ray CT scanners is whether they use a
photon-counting detector (PCD). The detectors discussed until now in Sect. 4.4
are so-called energy integrating detectors (also referred to as just “integrating detec-
tors”). Energy integrating detectors provisionally convert incident X-rays into visible
light, which is then converted to photoelectric charge. As shown in Fig. 4.115a, the
amount of photoelectric charge is measured by integrating across only the expo-
sure time and setting that integrated value as the X-ray intensity. Noise influences
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(a) Energy integrating detector (b) Photon counting detector
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Fig. 4.115 Detection output signal in the energy integrating detector and photon counting detector
(courtesy of Akifumi Koike of ANSeeN)

may be strong in this case, particularly when noise is high. Meanwhile, PCDs count
each of the photoelectrons generated by incident X-rays, as shown in Fig. 4.115b.
Measurements from PCDs are not influenced by the energy of incident X-rays, and
an image that is proportional to the number of X-ray photons can be obtained. As a
general rule, there is no dynamic range limit and a high dynamic range that follows
the measured number of photons can be obtained. Figure 4.116 shows a comparison
of images obtained at low light intensity. A cleaner image can be obtained with PCDs
even when there is sufficient exposure, as shown in the figure (see example on the
furthest right). Favorable images can be obtained with photon-counting even when
the exposure drops down to 1/800, whereas the noise becomes so high that the image
is no longer recognizable with energy integrating detectors. Furthermore, PCDs can
achieve a favorable image even when the pixel size is smaller, thus, higher spatial
resolutions can also be achieved with this.

In this manner, measurements with PCDs not only enable noise/artifact control,
higher contrast, and higher spatial resolution, but also provide various functional
additions to X-ray tomography, including the measurement of X-ray photon energies

Fig. 4.116 Relationship
between the 3D image
(cross-section) and dose
between an energy
integrating detector
(conventional) and photon
counting detector. The dose
is expressed in units of tube
current (A) multiplied by
exposure time (s) (courtesy
of Akifumi Koike of
ANSeeN)
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Fig. 4.117 Schematic of the photon counting detector structure

or the mapping of elemental concentrations. In the future, this is suited to become
an important device in both medical-use and industrial X-ray CT scanners [92].

(1) Structure

Figure 4.117 shows a schematic of the PCD structure. Semiconductors, which can
directly convert X-rays into photoelectric charge (e.g. cadmium telluride (CdTe)),
are generally used as sensors and a signal processing circuit for photon counting is
added. Electron-hole pairs are excited through X-ray incidence. A bias voltage of
approximately several hundredV is applied to the sensor and the photoelectric charge
is captured by an electrode with a positive voltage. The application of high voltages
prevents the rejoining of electrons and holes in the sensor interior, which results in
higher measurement accuracy. The semiconductor does not need to be physically
divided and the pixel size of the detector can be set up using a smaller electrode.
The obtained signal enters an integrated circuit referred to as an application-specific
integrated circuit (ASIC) and amplified with a preamplifier. The number of photons
is counted after passing through the pulse formation circuit and divided between
pulse and noise using a threshold. This discriminator is also used in X-ray photon
energy measurements.

(2) Semiconductor

Cadmium zinc telluride and silicon are used in addition to cadmium telluride in direct
conversion-type semiconductor detectors used in PCDs. Mercury iodide and gallium
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Table 4.15 Representative semiconducting materials used in photon counting detectors and their
characteristics [92]

Material Density
(g/cm3)

Decay distance, δ(μm) Eg (eV) μτ(cm2/V) Electron-hole
pair creation
energy
(eV/pair)

Effective
atomic
number

20 keV 60 keV Electron Hole

Cadmium
telluride (CdTe)

5.85 50 36 107 1.44 3.3 ×
10−3

2 ×
10−4

4.43

Cadmium zinc
telluride
(Cd0.9Zn0.1Te)

5.78 49 35 110 1.572 3–5 ×
10−3

5 ×
10−5

4.64

Silicon (Si) 2.33 14 438 5593 1.12 >1 1 3.62

arsenide have also been reported. The characteristics of these materials are shown
in Table 4.15 [93] (the μτ (cm2/V) value of cadmium zinc telluride is different
from that shown in Tables 4.12 and 4.15 but this is thought to be due to material
differences and has, therefore, been left as per the original source. Cadmium telluride
and cadmium zinc telluride have a stopping power similar to LSO and LuAG, as well
as the cesium iodide in Table 4.14. Cadmium telluride has what is referred to as a
sphalerite structure. A sphalerite structure is a cubic systemwhere the telluride forms
the face-centered cubic lattice and cadmium is placed in tetracoordinated positions
of a regular tetrahedron type. Furthermore, the single crystal cleaves along the {110}
plane. In contrast, cadmium zinc telluride has a structure where approximately 10%
of the cadmium in cadmium telluride is replaced with zinc.

As shown in Eq. (4.51), the electron-hole pair creation energies of these mate-
rials are approximately 3 times that of the band gap energy. For example, cadmium
telluride has an electron-hole pair creation energy of 4.43 eV/pair, and an average of
4500 electron-hole pairs are created for a single X-ray photon incident at 20 keV of
energy. Furthermore, the product of electron lifespan and mobility μeτe is approxi-
mately 10 −3 cm2/V, which is several orders of magnitude smaller than the value in
silicon.μhτh for the hole becomes 1–2 orders ofmagnitude smaller compared toμeτe.
Furthermore, μeτe and μhτh multiplied by the electric field strength F correspond to
the average transfer distance until the holes and charge are trapped or rejoined. The
thickness of the sensor section must be smaller than μhτhF to capture most of the
produced charge at the electrode. The charge collection efficiency ηcc at a distance
from the cathode z is expressed as follows, with the thickness of the sensor section
as Ls [93].

ηcc = μeτeF

Ls
(4.65)

When taking the μeτe and μhτh values of cadmium telluride from Table 4.15 and
setting L and F as 100 μm and 1 V/μm, respectively, ηcc = 99.9% (contribution of
the first term in Eq. (4.65) is approximately 90%) at z = 10 μm, ηcc = 99.3% at z =
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50 μm (middle of the thickness direction), and ηcc = 98.0% (contribution of the first
term in Eq. (4.60) is approximately 10%) at z = 90 μm. The differences in charge
collection efficiency between the two sides of this thin film show that a higher value
is observed on the side where the X-ray is incident on the cathode side and where
the charge is collected from the anode side [93].

A phenomenon known as charge sharing, where a single photon supplies charge
to multiple pixels, occurs in PCDs. Electron sharing induces errors in the X-ray
photon count and makes energy information inaccurate. It is important to consider
the ratio Ls/ws between pixel size ws and Ls and ensure that Ls/ws is not too large
(i.e. the pixel does not become too small) to prevent charge sharing. For example,
reports have indicated energy resolution worsened at Ls/ws = 10 and that energy
could not be resolved at Ls/ws = 18 when X-rays with 60 keV energy were detected
with cadmium telluride [94].

(3) Measurements of X-Ray Energy Spectra

The energy of incident X-rays and photoelectric charge number are generally propor-
tional to one another. The energy of X-ray photons can thus be distinguished when
measuring the amount of charge within a range where this proportional relationship
is present. As shown in the schematic in Fig. 4.118, a histogram of the X-ray photon

Fig. 4.118 Schematic of the
basic principles of X-ray
energy spectra measurement
using the photon counting
detector
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energy can be obtained when measurements are continued for a given period. This
becomes the energy spectrum of the incident X-ray. Furthermore, projection data
for each energy range can be used to highlight the contrast of specified elemental
components. Further advancing this, energy discrimination allows for the imple-
mentation of absorption edge subtraction imaging methods (discussed later) without
using monochromatic X-rays; moreover, 3Dmapping of alloy element concentration
distributions in amaterial can be conducted in a simplemanner. Furthermore, artifacts
(beam hardening) can be controlled by applying X-ray energy discrimination.

4.5 In Situ Observation Devices

X-ray CT scanners have a large advantage in that they can accurately measure
the internal structure or outer appearance of actual materials. Furthermore, it is
not an exaggeration to state that directly and accurately observing changes in the
internal structure of actual materials or parts due to external disturbances can only be
completed with X-ray CT scanners. The disturbance to be studied must be recreated
on the sample rotation stage of the X-ray CT scanner to realize these observations.
This section introduces various devices that make this possible. Many of the devices
introduced here are for specialized setups.

The sample rotation stage of the X-ray CT scanner is placed in room temperature
and atmospheric pressure in most cases. Furthermore, the X-ray source and detector
are frequently placed over several dozen millimeters away from the sample. As
such, there is enough space for setting up in situ observational devices compared
with electron microscopes. As previously mentioned, the positional accuracy of the
sample rotation stage is determined by the spatial resolution necessary from theX-ray
CT scanner. A sample rotation stage with higher accuracy generally results in a lower
load capacity. Thus, in situ observation devices need to be set up and placed within
an acceptable range of load capacity in the sample rotation stage. Furthermore, these
may be supplied in an optional or general-use form for industrial X-ray CT scanners.

4.5.1 In Situ Observations of Deformation/Fracture Behavior

Figure 4.119 shows a material testing rig at the author’s laboratory, which has
primarily been used for X-ray tomography in synchrotron radiation facilities. These
are all material testing rigs used in the material science/mechanical engineering
disciplines. In most cases, these are used in time-lapse in situ observations, where
observations are made by stopping the load and fixing the deformation, but these can
also be used in full in situ observations with high-speed tomography, introduced in
Sect. 5.3.

Figure 4.119a shows a tension/compression testing machine used since 2003 that
applies an actuator that uses compressed air. The load frame which supports load
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Fig. 4.119 Various material testing machines that can be set up on a rotation

does not take the form of a pillar as in typical material testing machines but rather
that of a cylinder. The material used is a polymer (polycarbonate) and its thickness
is 5 mm. This structure and material satisfy the two conditions of being able to
image under consistently equal conditions even when the sample is rotated and with
minimal X-ray absorption. Tension, compression, and fatigue tests are conducted
with this testing machine under loads of up to 2 kN.
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We now consider the implementation of tensile tests of high-strength steel with
generated loads of 500 N using this testing machine. For a 0.7 mm by 0.7 mm square
area in a gauge section, loads of 1020 MPa and 0.3 MPa are applied to the miniature
sample for synchrotron radiation-based X-ray tomography and polymer load frame,
respectively. The stress applied to the load frame appears extremely small at first
glance. However, the modulus of elasticity of the polycarbonate is 2.25 GPa and that
of the steel is larger by a factor of approximately 100. For this reason, the elastic
elongation of the steel sample in the 1-mmdistance gauge length is approximately 4.9
μm,whereas the elastic deformation of the approximately 40-mmhighpolycarbonate
part is roughly 5.7 μm. This is far removed from typical material tests, where the
sample device stiffness is extremely high and does not deform. In contrast with
this deformation of the testing machine, the material testing rig in Fig. 4.119a is
controlled to a total weight of 5 kg and both the eccentricity and surface runout
amount of the sample rotation stage are minimized to maintain a spatial resolution
of approximately 1 μm. This testing device is available at BL20XU in SPring-8;
interested parties should contact the author. Furthermore, the load capacity of the
sample rotation stage becomes even more strict when high spatial resolutions are
obtained with X-ray microscopy. Figure 4.119b is a manual testing machine that was
miniaturized by removing as much weight as possible from the machine.

A fatigue testing machine with a piezoelectric actuator is used when strokes are
not necessary, an example is shown in Fig. 4.119c. Furthermore, a testing machine
with a heater attached is used for observations at high temperatures, as shown in
Fig. 4.119d. These have been used to successfully conduct in situ observations of
creep deformation behavior in aluminum alloys at a temperature of 500 °C [95]. An
amorphous carbon cylinder whose X-ray absorption is as small as a polymer is used
as a load frame in these cases.

4.5.2 In Vivo Observations of Living Bodies

Drug development requires animal experimentation with small animals whose spec-
ified genes can be easily altered; moreover, it is important to be able to image the
insides of their bodies while still alive at a high resolution. Figure 4.120 shows
a schematic where synchrotron radiation was used as an X-ray source to conduct
dynamic 3D observations of the coronary arteries and bronchioles in living rats
and mice [96]. To conduct in vivo observations (referring to the observations of
living bodies) in small animals, their airway pressure and electrocardiograms must
be constantly monitored and transmission images are continuously taken while coor-
dinating the opening/closing of the X-ray shutter and exposure start timing with
airway pressure and electrocardiogram signals. This can significantly reduce motion
artifacts due to small movements of the living body. In these cases, high-speed X-ray
shutters have been introduced to minimize the radiation dose in animals as much as
possible.
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Fig. 4.120 Overview of high-resolution in-vivo CT system (courtesy of Professor Toshihiro Sera
of Kyushu University)
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Chapter 5
Applied Imaging Methods

Absorption and phase contrasts were previously discussed in Chap. 2 as part of the
discussion on the fundamentals of X-ray imaging. In this chapter, we will expand
on the methods used in actual practice and discuss the various applied imaging
techniques, including X-ray tomography, which uses phase contrast or imaging
optical systems; fast X-ray tomography; and three-dimensional (3D) mapping of
chemical composition or crystal orientation of various compounds. These imaging
techniques are primarily used inX-ray tomography at synchrotron radiation facilities;
however, they will become increasingly important for industrial X-ray computerized
tomography (CT) scanners in the future.

5.1 Imaging-Type X-ray Tomography

Achieving a high spatial resolution with X-ray tomography requires considering all
the factors associated with spatial resolution, such as the radiation source, sample,
positioning stage, anddetector,which constitute theX-rayCTscanner.As shown later
in Eqs. (5.29) and (7.30), the single factor with the lowest accuracy acts as the rate-
determining step for spatial resolution in the imaging system. Moving sequentially
from the upstream X-ray source, these factors include: ➀ effective focal point size
of the X-ray source (only for industrial X-ray CT scanners), ➁ Nyquist frequency
determined by the pixel size of the detector and the rotation step of the sample
rotation stage, ➂ the positional accuracy of the positioning stage, e.g., the sample
rotation stage, ➃ drift of the sample, etc., ➄ Fresnel diffraction of the X-ray, ➅
scintillator thickness or the stopping power of the scintillator material, and ➆ the
spatial resolutionof the detector systemas stipulated by factors, such as the diffraction
limit of the visible light.
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In the case of projection X-ray tomography, the physical limit of the spatial reso-
lution is marginally less than 1μm. However, in this section, we consider techniques
that achieve high spatial resolutions exceeding this limit. Let us see how these tech-
niques resolve the factors that affect spatial resolution and achieve their high perfor-
mances. First, factor➀ is not a problem in large-scale synchrotron radiation facilities
that use parallel beams. Furthermore, as shown in Sect. 4.1.2 (5), industrial X-ray CT
scanners can achieve a focal point size of 250 nm with microfocus X-ray tubes that
are currently in use; moreover, transmission images with a maximum spatial reso-
lution of 60 nm can be obtained using the electron beams discussed in Sect. 4.1.2
(1). Next, factor ➁ can be resolved by selecting detectors with a large number of
pixels and optimal magnification projection and imaging conditions for the imaging
optical systems used following the conversion to visible light. For example, the CCD
cameras listed in Tables 4.7, 4.8 and 4.9 and sCMOS cameras listed in Table 4.11
have minimum pixel size values of 5.5 μm and 6.5 μm respectively. Furthermore,
as discussed in Sect. 4.4.1 (3), it is standard practice to use a scintillator to convert
X-rays initially into visible light before detection instead of directly beaming X-
rays into CCD cameras or sCMOS cameras to obtain a wide dynamic range. It is
possible to achieve effective pixel sizes of less than 0.5 μm (corresponding to a
maximum effective spatial resolution of 1 μm) after converting X-rays into visible
light using fiber optic tapers or optical lenses to create an image on the detector. For
factor ➂, a maximum eccentricity of 70 nm can be achieved in the sample rotation
stage through equipment selection, as discussed in Sect. 4.3.1. Finally, for factor ➃,
temperature control and aging can be used as resolution strategies. Through these
techniques, factors ➀–➃ are not necessarily insurmountable barriers in achieving a
spatial resolution surpassing 1 μm.

Considering factor ➄, we calculate the radius of the first Fresnel zone using
Eq. (2.32). rFZ ≈ 1 μm can be attained under conventional experimental conditions
where a monochromatic X-ray with an energy of 20 keV is used and the sample–
detector distance is 16 mm; the physical limit of spatial resolution is reached in
projection-type X-ray tomography. Interference fringes due to Fresnel diffraction
are observable in the images in these cases. In addition, for factor ➅, considerably
surpassing a spatial resolution of 1μm in projection-type tomography is not practical
because of the limits of stopping power. Furthermore, the Rayleigh diffraction limit
δDL associated with factor ➆ is expressed using the following equation:

ΔDL = 0.61
λ

N A
(5.1)

Here, NA is the numerical aperture and λ is the wavelength of the light. The use
of the peak light emission wavelength (520–550 nm) of the LuAG (Ce) and GAGG
(Ce) scintillators and the numerical aperture (0.4) of the optical lens recently used by
the author at SPring-8 yields δDL ≈ 0.8μm; this also serves as a barrier to surpassing
a spatial resolution of 1 μm. In such cases, to resolve factors ➄–➆, magnification
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Fig. 5.1 Annual changes in the number of original publications relating to the basics and
applications of X-ray imaging using various X-ray focusing optics

projections must be conducted via the X-ray imaging optical system before the X-ray
is converted to visible light. To accomplish this, two methods of positioning X-ray
focusing optics—either between the X-ray source and the sample or between the
sample and the detector—can be considered. Reports have indicated that the latter
is more effective for obtaining high spatial resolutions [1]. Various X-ray focusing
optics have been proposed to realize this, and they have been used in practice.

Figure 5.1 shows the annual changes in the number of original articleswith various
X-ray focusing optics terms included in the keywords or abstract based on a search
of the reference database (SCOPUS). Studies on focusing optics at synchrotron
radiation facilities and applied imaging experiments, which use various focusing
optics, are both included in the articles counted in Fig. 5.1. With regard to X-ray
focusing optics, 2,327 articles have been published on the subject from 1952 to
2017. Articles concerning Fresnel zone plates account for approximately 70% of
this total. Additional studies have been conducted on compound refractive lenses,
Kirkpatrick–Baez mirrors, and multilayer Laue lenses from 2000, 2004, and 2009
onward, respectively. Table 5.1 presents a simplified summary of the characteristics
of the various X-ray focusing optics. Section 5.1 discusses each focusing optic in the
order of its importance, as shown in Fig. 5.1.
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Table 5.1 Summary of the characteristics of primary X-ray focusing elements used in imaging
X-ray micro-/nano-tomography

X-ray focusing
device

Principle Chromatic compactness
efficiency aberration

Deviation
from an
optical axis

Remarks

Compound
refractive lens

Refraction Good Yes – 50% No Simple and low
cost

Fresnel zone plate Diffraction Good Yes – 10% No Excellent
versatility

Kirkpatrick-Baez
mirror

Total
reflection

Bad No – 75% Yes Considerable
time and efforts
for alignment
needed

Multilayer Laue
lens

Bragg
diffraction

Good Yes – 80% No Coma aberration
cannot be
ignored

5.1.1 Imaging Optical Systems Using a Fresnel Zone Plate

(1) Basic Principles

Figure 5.2 shows a microscope photograph of a Fresnel zone plate, whereas Fig. 5.3
shows its schematic. The Fresnel zone plate is a disk-shaped diffraction grating
featuring unevenly spaced diffraction intervals that gradually become narrower
moving from the center to the outer edge. The gratings consist of concentric circles;
in practice, they are made by alternating bands of high and low X-ray absorption.

(a) Optical microscope image (b) Scanning electron microscope image of the central part

Silicon 

nitride
Tantalum

10 μm 1 

Outer edge

Fig. 5.2 a Optical microscope image of the Fresnel zone plate and its b scanning electron micro-
scope image. a Only the central gratings can be seen due to spatial resolution of the optical
microscope image. b A 3D structure that corresponds to the schematic shown in Fig. 5.3 can
be observed
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(a) Cross section (b) Projection

2rom

rom

Silicon nitride

TantalumTantalum

Silicon
Silicon nitride

Δ

Fig. 5.3 a Cross-section and b projection image schematic of the Fresnel zone plate

Figure 5.4 illustrates why the grating intervals become gradually narrower. First,
Fig. 5.4a shows a simple casewhere a parallel monochromaticX-ray beam is directed
on an equally spaced grating. As expected, the X-ray passes through the adjacent
grating; the X-ray waves strengthen each other through interference when the path
difference of X-rays diffracting in the same direction becomes integer multiples of
the wavelength.

dsinθm = mλ (5.2)

(a) Diffraction grating with an equal distance (b) One dimensional diffraction grating with varying line period

d

Incident X-ray

Diffraction grating

f

r

Optical axis

Θ

Fig. 5.4 Differences in X-ray diffraction behavior in a diffraction grating with equal intervals and
when a parallel beam is illuminated into diffraction grating with steadily changing intervals
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Here, d is the grating interval and m is the order of diffraction with a value of 0,±
1, ± 2, ± 3,… Furthermore, θm is the diffraction angle of the mth-order light wave.
A zero-order light wave refers to a beam transmitted through the grating unaltered
without being diffracted. From Eq. (5.2), it is evident that a narrower grating interval
results in a larger diffraction angle. Accordingly, the X-ray can be focused onto a
single point by skillfully adjusting the grating interval in the 2D cases shown in
Fig. 5.4b. Specifically, a first-order focused wave can be achieved by setting the
grating interval dr at the radius from the light axis on the diffraction grating r and an
angle position of Θ.

dr = λ

sinΘ
(5.3)

Here, tanΘ = r
f ,where f is the focal distance. The actual Fresnel zone plate has

a disk-like structure similar to that shown in Fig. 5.5, where the light axis is set as the
center and a one-dimensional (1D) diffraction grating as shown in Fig. 5.3b is rotated
around the optical axis. When only a first-order wave is used, an aperture plate with
a round hole referred to as an order-sorting aperture (OSA) is placed between the
Fresnel zone plate and the focal spot, as shown in Fig. 5.5. In this case, an OSA with

Fresnel zone plate

OSA
f

Incident X-ray

Fig. 5.5 Schematic of a parallel beam being focused using a Fresnel zone plate
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a small aperture should be placed near the focal spot. Furthermore, a center beam
stop is either placed upstream of the Fresnel zone plate or attached to the Fresnel
zone plate to remove the zero-order wave.

(2) Fabrication Method

In most cases, the Fresnel zone plate is fabricated using electron-beam lithography
[2]. First, as shown in Fig. 5.3a, a tantalum or gold metallic film is affixed on top of a
supporting filmof either silicon nitride or silicon carbide formed on top of silicon; this
structure is then coated with a silicon oxide film. A photosensitive material referred
to as an electron-beam resist is then applied on top of this structure. Next, an Fresnel
zone plate pattern is drawn on the resist using electron-beam lithography. A silicon
oxide pattern is fabricated with reactive-ion etching methods on the obtained resist
pattern. With this silicon oxide pattern as a mask, the pattern is transcribed on to the
metal portion using ion etching. Subsequently, a window is opened on the rear-side
supporting film, and the Fresnel zone plate is completed by removing the silicon
parts on the outer edges of the zone patterns, which served as the frame. The aspect
ratio (ratio of pattern height (depth) and line width) obtained through processing
using this method is 10–15 for a line width of 100 nm [3].

As discussed later, in practice, the metal portions of Fresnel zone plates do not
completely stop X-rays but instead are designed to increase the diffraction efficiency
by allowing a certain degree of X-ray transmission [1]. The metal portion thickness,
tFZP, in this case is expressed as follows [1]:

tF Z Pδ = λ

2
. (5.4)

Here, δ is the real part of the complex refractive index expressed in Eq. (2.19).
Processing with a large aspect ratio is required when tFZP is large; hence, materials
with a minimal δ (e.g., high-density metals like tantalum or gold) are used. For
example, the necessary thicknesses of tantalum for X-ray energies of 8, 20, and
30 keV are 1.8, 4.4, and 6.7μm, respectively. In other words, maximum aspect ratios
of several dozen are required for groove processing in the outermost grid with widths
of several dozen to several hundred nanometers, making processing in this region
extremely difficult. Therefore, Fresnel zone plates have so far been used exclusively
for lowX-ray energies below 10 keV. However, trials have been conducted at SPring-
8 with imaging-type X-ray micro/nanotomography using high-energy X-rays of 20
and 30 keV in 2017 and 2018, respectively, and research results continue to be
obtained for aluminum, iron, and titanium alloys [4]. The use of apodized Fresnel
zone plates has been crucial in achieving these results.

(3) Shape Details and Performance

Spherical aberration can be ignored when f � nλ/2; the radius rn of the nth zone
from the center can be approximated as follows:

r2n = nλ f (5.5)
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Quantitatively, the spatial resolution of the diffraction limit is reached when f
� 2n2λ. The term “spherical aberration” refers to how the focal spot will focus on
different positions on the optical axis depending on the height of the incident X-ray
(distance from the optical axis), blurring the image. The focal distance is expressed
as follows, with the grid interval on the outermost edge (outermost zone width)�rom,
number of zones NFZP, and radius of the outermost zone rom:

f = 4NF Z PΔr2om

λ
= 2romΔrom

λ
(5.6)

Here, we can observe that the focal distance is dependent on the wavelength. This
is referred to as chromatic aberration. In actual experiments, the wavelength of the
X-ray to be used is first determined based on factors such as the composition and
diameter of the sample. The focal distance can be subsequently calculated using the
diameter, number of zones, and outermost zone width of the Fresnel zone plate if
Eq. (5.6) is used. The radius r1 of the central disk region and the Fresnel zone plate
diameter 2rom are determined as follows:

r21 = 2romΔrom (5.7)

2rom = 4NF Z PΔrom (5.8)

For Fresnel zone plates, the outermost zone radius is considerably smaller than
the focal distance; hence, the numerical aperture NA is determined as follows:

N A = rom

f
= λ

2Δrom
(5.9)

The numerical aperture is defined by Eq. (4.60). The spatial resolution δFZP of the
Fresnel zone plate itself for the mth-order diffracted light is expressed as follows,
based on Eqs. (5.1) and (5.9):

ΔF Z P = 1.22Δrom

m
(5.10)

In other words, a Fresnel zone plate with a small outermost zone width should
be created to achieve imaging with high spatial resolution. This requires microfabri-
cation at a level of several dozen to several hundred nanometers. In actual practice,
Fresnel zone plates with an outermost zone width of approximately 25 nm for hard
X-rays are currently commercially available [5, 6]. The availability of plates with an
outermost zone width of approximately half the aforementioned value, i.e., 12 nm,
has also been reported [7].
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Equation (5.10) also indicates that spatial resolution is not dependent on X-ray
energy. However, considering the chromatic aberration in Eq. (5.6), the monochro-
maticity of the X-ray, to an extent indicated by the following equation, is necessary
to achieve the spatial resolutions shown in Eq. (5.10):

�λ

λ
≤ 1

NF Z P
(5.11)

The number of zones NFZP typically used is between 300 and 3000. For the high-
resolution imaging beamline BL20XU in SPring-8, the wavelength bandwidth �λ/λ
of the synchrotron radiation obtained from the undulator using Eq. (4.29) is less than
5.8 × 10−3; it becomes less than 10−4 after spectroscopy with a monochromator.
The wavelength bandwidth for this synchrotron radiation is obtained for the center
of irradiation in an ideal undulator and is realistically approximately 0.01–0.02 due
to ring emittance, energy width, and the spread of the take-off angle range. As such,
monochromatization using a monochromator is essential while using a Fresnel zone
plate.

The depth of focus (DOF) refers to the allowable range (distance) of blur generated
by the misalignment of the detector in the optical axis direction from the geometri-
cally correct imaging surface position. The DOF stipulates the sample size that can
be imaged in X-ray tomography. It is expressed as follows:

DO F = δ2F Z P

0.61λ
(5.12)

This signifies that, as the spatial resolution increases, the observable sample size
rapidly decreases. For example, for an X-ray energy of 20 keV, the DOF rapidly
decreases from161μmto15μmwhen the spatial resolution increases from100nm to
30 nm. The issue of fitting the sample diameter (thickness) inside this DOF typically
presents a limitation for high spatial resolution. Meanwhile, with electron-beam
tomography, the maximum thickness of the sample film is several micrometers, even
when a large-scale transmission electron microscope with an ultra-high accelerating
voltage of over 1MV is used. Although the DOF values for electron microscopes are
considerably greater than those for X-ray microscopes at the same spatial resolution,
their full DOF cannot be utilized owing to the extremely weak penetrating power
of the electron beam. As such, there is sufficient significance in pursuing higher
resolutions with imaging-type X-ray tomography, even when there are limitations in
sample size due to Eq. (5.12).

When an imaging optical system using Fresnel zone plates is assembled, its
diffraction efficiency is an important factor directly linked to aspects such as exposure
time. The diffraction efficiency for the mth-order diffracted light ηFZP is expressed
as follows when the large-absorption component (tantalum component) is used to
shield X-rays completely as shown in Fig. 5.2:
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ηF Z P =
⎧
⎨

⎩

0.25 m = 0
1

m2π2 odd − order
0 even − order

(5.13)

In other words, the diffraction efficiencies of zero-order, first-order, and third-
order light are approximately 25%, 10%, and 1.1%, respectively. Additionally, –1
(negative first)-order light is diffracted at an efficiency of 10% outward. Furthermore,
the even-order diffractions cancel each other out at the focal spot locations. In total,
50% of the incident light contributes to the diffraction of each order; the remaining
50% is absorbed by the Fresnel zone plate.

To increase the diffraction efficiency, theX-ray should be transmitted and the beam
phase should be modulated instead of just blocking the ray at the large-absorption
area in Fig. 5.4 [1]. To this end, the large-absorption area should be replaced with
a low-absorption material whose phase differs by π from that of the original low-
absorption area. This would ideally increase the efficiency of odd-order diffracted
waves in the Fresnel zone plate to 4

m2π2 [1]. For example, the diffraction efficiency
for a first-order wave corresponds to a value of approximately 40%. However, no
material is capable of changing the phase of X-rays without a degree of absorption;
therefore, in practical use, the diffraction efficiency is lower than the aforementioned
value due to X-ray absorption. The optimal Fresnel zone plate thicknesses shown in
Eq. (5.4) drops to roughly 90% and 80% when the real/imaginary part ratios of the
complex refractive indices β/δ are equal to 0.2 and 0.5, respectively [8].

As shown in Fig. 5.3a, a theoretical diffraction efficiency of 100% can be obtained
from refraction effects if the square-shaped grating forms are set as curves. This
type of Fresnel zone plate is called a “Kinoform type” plate. A schematic of such a
plate is shown in Fig. 5.6a. Fabricating curved forms is difficult; however, even the

(a) Kinoform-type Fresnel zone plate

(b) Pseudo Kinoform-type Fresnel zone plate

Fig. 5.6 Schematic of a Kinoform-type Fresnel zone plate and a pseudo-Kinoform-type Fresnel
zone plate using a step-like form
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Fig. 5.7 Scanning electron microscope images of the external appearance of a Kinoform-type
Fresnel zone plate (left) and its cross-section (right) (courtesy of Seiichi Itabashi from NTT
Advanced Technology Co.)

step-like forms shown in Fig. 5.6b can achieve a high efficiency. Figure 5.7 shows
the observations of a Kinoform-type Fresnel plate manufactured by NTT Advanced
Technology Co. using a scanning electron microscope.

As discussed earlier, the aspect ratio of the outermost zonewhenusinghigh-energy
X-rays of approximately 20–30 keV for imaging metal materials is several dozen;
consequently, fabrication becomes extremely difficult. Takeuchi et al. reported an
apodized Fresnel zone plate that can be used for high-energy X-rays [9]. As shown in
Fig. 5.8, an apodized Fresnel zone plate has grooves that gradually become shallower
as they approach the outer circumference. This results in a beam with an intensity
distribution within the plane vertical to the optical axis that approaches a Gaussian
distribution [9]. The outermost zone grooves are suitably shallow in apodized Fresnel
zone plates; hence, the difficulties associated with their fabrication are considerably
reduced. Other advantages include the ability to achieve high diffraction efficiencies
without significantly sacrificing the spatial resolution for high-energy X-rays [9].
Takeuchi et al. reported that the seemingly complex structure shown in Fig. 5.8 can

Ruthenium

Silicon nitride

Tantalum

Silicon carbide

Fig. 5.8 Schematic of an apodization Fresnel zone plate
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a b

θ 1 θ 2

Fresnel zone plate

X-ray source

(Point source)

Incident X-ray

Image plane

Fig. 5.9 Schematic of spherical waves emitted from a point source being focused using a Fresnel
zone plate

be achieved merely with conventional fabrication processes for Fresnel zone plates
and adjustments in etching conditions, indicating that this technique could be deemed
suitable for practical use.

Subsequently, we consider the case where a point source like an X-ray tube is
placed on the optical axis at a distance a from the Fresnel zone plate and where
a spherical wave instead of a parallel beam is illuminated, as shown in Fig. 5.9.
Diffraction similar to Fig. 5.5 is produced owing to the Fresnel zone plate, and the
waves are focused on the optical axis at a distance b from the Fresnel zone plate. In
this case, the following lens formula is established using the paraxial approximation
(r om � a, b):

1

f
= 1

a
+ 1

b
(5.14)

Additionally, cos θ = 1 in the X-ray tube as θ << 1. The sine conditions
can be approximately established. Therefore, θ1 and θ2 shown in Fig. 5.9 can be
approximated to satisfy the Abbe sine condition.

sinθ1
sinθ2

= const. (5.15)

This is equivalent to an infinitely thin lens in the case of visible light. Images of
object points at a distance from the optical axis are also not distorted, signifying that
a favorable imaging optical system can be achieved.
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(4) Illumination System

The spatial resolutionof anX-raymicroscope canbe improvedvia a suitable illumina-
tion system in imaging optical systems that use a Fresnel zone plate. From Eqs. (5.9)
and (5.10), we observe that the spatial resolution when considering diffraction in
a Fresnel zone plate is dependent on the numerical aperture of the Fresnel zone
plate. Moreover, the spatial resolution when considering the illumination system is
dependent on the convergent angle of the illumination system beam [1]. In other
words, both lens apertures should be matched. When considering spatial resolution,
under optimal conditions, the numerical aperture of the zone plate for illumination
(condenser zone plate) is equal to 1.5 times the numerical aperture of the Fresnel
zone plate [1]. The spatial resolution, in this case, is approximately expressed as
0.57 λ/NA, which is a considerable improvement over the value of 0.82 λ/NA when
the parallel beam is used by itself as an incident beam [1]. Furthermore, Takeuchi
et al. showed experimentally that a field of view approximately half the diameter of
the Fresnel zone plate could be achieved while only slightly sacrificing the spatial
resolution by setting the numerical aperture of the condenser zone plate to half of
that of the Fresnel zone plate [10].

Illumination systems include critical and Köhler illuminations, as shown in
Fig. 5.10 [1]. In the critical illumination shown in Fig. 5.10a, a light source image is
minimized and formed on the surface to be illuminated. Although the illumination

Sample

OSA

Condenser zone plate

Sample

OSA

(a) Critical illumination

(b) Köhler illumination

Direct-beam stop

Image

Fresnel zone plate

X-ray

Image plane

Fresnel zone plate

X-ray

Direct-beam stop

Image plane

Image

Condenser zone plate

Center beam stop

Center beam stop

Fig. 5.10 Schematic of two illumination types of image optical systems using Fresnel zone plates
[1]
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efficiency is high, this technique is not often used in X-ray imaging, as the field of
view becomes narrow at severalmicrometers [1]. Conversely, theKöhler illumination
shown in Fig. 5.10b features X-rays transmitting through the condenser zone plate
deflected at the same angle; there is no reduction in the light-source image produced
[1]. An example of a condenser zone plate used in Köhler illumination is shown in
Fig. 5.11 [11]. The X-ray intensity is inversely proportional to the distance from the
optical axis as shown in Fig. 5.11b when a ring-shaped grating with equal intervals is
used as shown in Fig. 5.11a. Therefore, a diffuser that equalizes X-ray intensity needs
to be inserted. A comparatively homogeneous X-ray intensity across the entire field
of view is obtained as shown in Fig. 5.11d when using a sector condenser zone plate
comprising eight trapezoidal regions, as shown in Fig. 5.11c [11]. However, speckle
noise is produced when the incident wave is coherent; therefore, either the sector
condenser zone plate itself needs to be rotated around the optical axis or a diffuser
needs to be placed between the sector condenser zone plate and the sample [11].
Furthermore, the transmission image acquisition and rotation need to be synchronized

Fig. 5.11 Schematics of two types of condenser zone plates and images of X-ray intensity distri-
butions when each of the condenser zone plates were used (Reproduced from Suzuki et al.
[11])
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when rotating the sector condenser zone plate. The sector condenser zone plate used
in reference [11] has octagonal gratings at intervals of 400 nmwith an inscribed circle
of diameter 1 mm; tantalum with a thickness of 1.6 μm is used as the material [11].

Micro-/nano-tomography, which uses a Fresnel zone plate, can be used with
commercially available X-ray CT scanners for industrial use [12]. Illumination
systems that use a condenser zone plate are used in these cases as well.

5.1.2 Imaging Optical Systems Using a Mirror

The total reflection of an X-ray was observed in Figs. 2.15 and 2.16 in Chap. 2. This
can be applied to form an imaging optical system. Representative examples of this
include the Kirkpatrick–Baez and Wolter mirrors. (As a side note, Baez’s daughter
is the world-famous folk singer Joan Baez.)

Wewill first describe the basic principles of mirror-based focusing. Subsequently,
each mirror will be discussed.

(1) Basic Principles of Mirror-based Focusing

A spheroid (more accurately, an ellipsoid of revolution) and a paraboloid could be
termed the ideal forms of a mirror for the total reflection of an X-ray. The former
focuses X-rays from a point source to a single point; the latter focuses parallel beams
to a single point. This is referred to as “two-dimensional focusing.” By contrast,
let us consider focusing in a single direction i.e., either the curvature in the optical
axis direction (radius of curvature rm) or the curvature in the direction vertical to the
optical axis (radius of curvature rs), as shown in Fig. 5.12. A surface whose plane is
elliptically curved in only one direction is referred to as the elliptic cylinder mirror;
the act of focusing X-rays linearly using an elliptic cylinder mirror is called “one-
dimensional focusing.” Here, the following relationship is established when din is
set as the distance from the light source to the mirror, dref is set as the distance from
the mirror to the image point, and θ in is set as the glancing angle of the X-ray [13]:

Mirror

X-ray source

rm
rs

din dref

Focal spot

Fig. 5.12 Schematic of two-dimensional X-ray focusing with the curvatures following or vertical
to the optical axis
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rm = 2dindre f
(
din + dre f

)
sinθin

(5.16)

rs = 2dindre f sinθin
(
din + dre f

) (5.17)

The term rs typically takes a value between several dozen andhundredmillimeters,
whereas rm takes a much larger value of 100 m–10 km [13]. As such, the curvature
in the optical axis direction can be realized utilizing the elastic bending deformation
of the planar mirror. Conversely, the curvature in the direction vertical to the optical
axis is formed through surface machining of the mirror. The radius of curvature is
extremely large for the curvature in the optical axis direction; therefore, the errors
are small even if the elliptic cylinder mirror is approximated as a spheroid.

Incidentally, the influence of surface roughness on the mirror reflectivity R can
be determined by multiplying an attenuation factor due to surface roughness to the
reflectivity R0 of an ideal mirror surface [13].

R = R0e
[
−( 4πσrms

λ )
2
]
sin2θin (5.18)

Here, σ rms is the root-mean-square (rms) surface roughness, calculated as σ rms =
0.1–6 nm [14], as shown in Fig. 5.13. Furthermore, θ in = 4mrad [14], as per Fig. 5.13;
under these conditions, thismirror functions as a low-pass filter that eliminates values
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Fig. 5.13 X-ray energy dependency of X-ray mirror reflectivity. Changes when surface roughness
(root-mean-square surface roughness) was varied are shown
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ray source Focal spot

First mirror

Second mirror

Fig. 5.14 Schematic of focusing using a Kirkpatrick-Baez mirror

above approximately 18 keV. The influence of surface roughness is extremely large,
and reducing the rms surface roughness to a value below 1 nm is important from a
utility standpoint.

In addition to mirrors with total reflection, multilayer film mirrors are frequently
used. Multilayer films involve the lamination of several dozen to several hundreds
of layers of thickness 1–10 nm made of materials with different refractive indices
in an alternating manner [13]. As with crystal diffraction that occurs due to the
width of spacing on the crystal lattice surface, this structure strongly reflects only
X-rays whose wavelengths satisfy the diffraction conditions of the thickness of each
layer. This phenomenon is used inmultilayer Laue lenses (discussed later). In several
cases, the glancing angle for the X-ray mirror is set at an angle at which first-order
diffraction peaks are formed. Thus, multilayer mirrors can not only reflect X-rays
but also conduct simultaneous spectral diffraction.

It is extremely difficult to fabricate a mirror with a spheroid or paraboloid surface
accurately.As an alternative, optical systems inwhich two cylinder or elliptic cylinder
mirrors are positioned perpendicular to each other are frequently used. This is illus-
trated with the Kirkpatrick–Baez mirror system in Fig. 5.14. Additionally, note that
the study by Kirkpatrick and Baez illustrated only cases where a spherical surface
was used. The present textwill broadly apply the “Kirkpatrick–Baez” term to systems
featuring two perpendicular mirrors. The radius of curvature is fixedwhenmachining
a mirror curved in the direction vertical to the optical axis through grinding; hence,
the focal distance changes as the glancing angle changes. Therefore, mirrors curved
in the optical axis direction are often used.

(2) Kirkpatrick–Baez Mirror Systems

A Kirkpatrick–Baez mirror system involves two perpendicular mirrors, with the first
mirror focusing light in a single dimension, and the second mirror focusing the light
in the direction opposite to that of the first mirror. An example of the mirrors used in
this system is shown in Fig. 5.15a. In Kirkpatrick–Baez mirror systems, the spatial
resolution is dictated by mirror misalignment and spherical aberration. The mirror
surface is made elliptical instead of cylindrical to reduce spherical aberration. A
curved mirror surface is obtained by actively controlling the smooth mirror shape
with a bender similar to that shown in Fig. 5.15b or by grinding the mirror surface
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(a) Mirror (b) Bender

Fig. 5.15 Photographs of a commercially-available X-ray mirror and its bender; products from the
French company WinlightX (courtesy of Mr. Ibara of Toyama Co.)

into that of an elliptic cylindrical mirror beforehand. A bender is primarily used
in the formation of cylindrical surfaces, but clamping both ends and asymmetrically
controlling the bendingmoments on both sides can approximate an elliptic cylindrical
surface. A Kirkpatrick–Baez mirror system is advantageous as it can completely
remove astigmatism because of the use of two mirrors. Furthermore, as conventional
surface machining techniques can be applied and the form of the mirror system can
be controlled using a bender, this system is practical. However, it requires a rather
large-scale setup, including cooling systems, particularly when a bender is used.
Furthermore, mirrors cannot be easily inserted into or withdrawn from the optical
axis, making alignment adjustment challenging. Another disadvantage hampering
the utility of the system is the deviation of the beam from the optical axis. The long
focal distance is another factor that further increases the scale of the setup. Therefore,
this technique has not been used in industrial X-ray CT scanners until now.

A major characteristic of the Kirkpatrick–Baez mirror system is that it does
not have chromatic aberration. This is the same as with the Wolter mirror system
discussed below. As seen previously, for a Fresnel zone plate, the focal distance
changes with the X-ray wavelength (shown in Eq. 5.6). Conversely, the reflection
angle in the case of total reflection is not dependent on the X-ray wavelength, and the
focal distance does not change. However, unlike in a Fresnel zone plate, the limit of
spatial resolution varies with the wavelength. Furthermore, as shown in Fig. 2.16, the
critical angle of total reflection decreases when the X-ray energy increases; there-
fore, this system can also be used as a low-pass filter. Hence, synchrotron radia-
tion facilities use Kirkpatrick–Baez mirror systems not only for focusing but also
for eliminating higher-order harmonics from undulators or high-order light from
double-crystal monochromators.

The mirror substrate is made with fused silica or silicon carbide, on top of which
a nickel, metal, or platinum coating is applied. The surface is sufficiently polished.
Recently, elastic emission machining (EEM) methods, which enable fabrication at
an accuracy below 1 nm, have been used [15].
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(a) Schematic illustration of appearance

(b) Schematic illustration of a cross section and appearance of  focusing

X-ray source

Focal spot

Mirror

(Hyperboloid of revolution section)
Mirror (Paraboloid of revolution section)

Fig. 5.16 Schematic of a Wolter mirror and focusing at its cross-section

(3) Wolter Mirror Systems

A schematic of a Wolter mirror system is shown in Fig. 5.16. The inner surface of
the Wolter mirror is aspherical and is structured so that a hyperboloid surface and
either a spheroid or paraboloid surface share a single focal spot. Two reflections are
used to focus on the single focal spot. TheWolter mirror system is believed to satisfy
the Abbe sine condition approximately [16], and superior image formation and high
focusing efficiency can be expected. Comas (recently also referred to as “comatic
aberrations” and signifying those aberrations inwhich light from single-point sources
outside the optical axis does not converge to a single point), which are unavoidable
with the use of a single mirror, can beminimized using twomirror surfaces. They can
also be described as aberrations caused by the changes in magnification that occur at
each point where the X-ray hits the focusing element. Furthermore, using two reflec-
tions decreases the focal distance by approximately half compared with using only
one paraboloid mirror. However, the accurate fabrication of the inner Wolter mirror
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system, which is composed of aspherical surfaces, and the precise measurements
required for accurate mirror fabrication are extremely difficult, resulting in limited
practicality.

5.1.3 Complex Refractive Lens

(1) Basic Principles of X-ray Lens

Lenses that apply refractive phenomena have been routinely used for visible light.
However, as discussed in Sect. 2.2.1, the amount of deviation from anX-ray refractive
index n of 1 is approximately 10−5 at most. As such, the lenses used for visual light
are not suitable for X-rays. Complex refractive lenses act as refractive lenses in the
X-ray domain through the placement of a large number of single lenses in series
on the optical axis, as shown in Fig. 5.17. The potential of this approach was first
demonstrated by Snigirev in 1996 [17]. As the refractive index is smaller than 1 in
this approach, each lens is concave. A paraboloid surface is used for the concave
shape when the system is used with the parallel beams of synchrotron radiation
facilities. However, the mathematically rigorous general solution for this approach
is a quartic solution referred to as a Cartesian oval. Furthermore, the ellipse can be
a strict particular solution in the case of a planar wave.

Figure 5.18 shows a schematic of a single biconcave lens. The focal distance is
expressed as follows when rRL is set as the radius of curvature of the concave surface
[3].

f1 = rRL

2(1 − n)
= rRL

2δ
(5.19)

The focal distance f CRL of the complex refractive lens is expressed as follows
when the number of single biconcave lenses that are aligned in series is NCRL as
shown in Fig. 5.17.

fCRL

X-ray

NCRL pieces of  single lenses

δ

Fig. 5.17 Schematic of a complex refractive lens
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Fig. 5.18 Schematic of a
single biconcave lens that
comprises a complex
refractive lens

rRL

1 mm

X-ray

d

1

fC RL
= 1

f1
+ 1

f2
+ · · · 1

fNC RL

= 2NC RLδ

rRL
(5.20)

Consequently, the focal distance of the complex refractive lens becomes rRL
2NC RL δ

. It
becomes shorter as the radius of curvature of the concave surface becomes smaller and
as more lenses are aligned. For example, opening circular apertures with a diameter
of 500 μm in aluminum and setting a focal distance of 1 m requires aligning 92
and 208 single lenses at the X-ray energies of 20 and 30 keV, respectively, as shown
in Eq. (5.20). However, the X-ray absorption will increase if too many lenses are
aligned. As shown in Fig. 5.17, the absorption effect becomes more pronounced with
increasing vertical distance from the optical axis. Therefore, the effective aperture is
restricted, decreasing the spatial resolution. Hence, when designing X-ray refractive
lens, X-ray energies and lens materials are selected so that the δ/β is as large as
possible, considering the complex refractive index [13]. As shown in Eq. (2.21) and
Fig. 2.17, δ/β increases as the X-ray energy increases or as the element becomes
lighter. Therefore, complex refractive lenses require a combination of materials with
low X-ray absorption (e.g., aluminum, carbon, lithium, beryllium, or boron) and
high-energy X-rays. Furthermore, the thickness of the lens itself must be restricted
to a level of several dozen micrometers.

Aswith theKirkpatrick–Baezmirror system, a single lens should be alignedwhile
rotating it by 90° to obtain the point focus, which is important for X-ray imaging.
Examples of commercially available complex refractive lenses with over 10 years of
operation duration at SPring-8 are shown in Fig. 5.19. The single lens arrangement
can be confirmed in Fig. 5.19.
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Fig. 5.19 Photograph of the
external appearance of a
commercially available
X-ray complex refractive
lens; complex refractive lens
with SU-8 polymer material
created by the Karlsruhe
Institute of Technology
(IMT) in Germany (courtesy
of ASICON Co.)

100 μm

(2) Application Example

Snigirev [17] examined a simple setup similar to that in Fig. 5.18, where 30 apertures
with a diameter of 500 μm and minimal inter-aperture thickness d of 25 μm were
opened in aluminum. The total length of the complex refractive lens was approxi-
mately 19 mm. This setup was used to conduct experiments at ESRF with an X-ray
energy of 14 keV and a focal distance of 1.8 m. A favorable aperture diameter range
of 250–600 μm was determined, with absorption at the thick-lens section stipu-
lating the gain. This conveniently corresponds with the size of X-ray beam used in
synchrotron radiation facilities.

Shortly afterward, Lengeler et al. reported using a paraboloid complex refractive
lens and focusing the X-ray energy of 5–200 keV to achieve a spatial resolution of
300–500 nm [18]. In this case, focal distance adjustments were achieved by changing
the singlemirror stack numberNCRL. The same group also applied complex refractive
lenses to X-ray tomography and achieved a sub-micron spatial resolution [19].

Additionally, Dudchik et al. prepared a complex refractive lens by inserting epoxy
into a glass capillarywith an inner diameter of 200μm, creating an air bubble thatwas
then used in experiments at APS [20]. It was also concluded that complex refractive
lenses were suitable for imaging using X-ray tubes [20]. Thus, complex refractive
lenses can be fabricated with common materials in the form of simple structures;
therefore, various mechanisms can be devised for creating a low-cost, general-use
X-ray lens.

5.1.4 Multilayer Laue Lens

The multilayer Laue lens is an X-ray focusing element based on new fabrication
methods. It is a high-performance imaging element that can achieve a large aperture
for X-rays over 10 keV and a focal point size below 10 nm [21]. Typically, a structure
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(a) Laminated plate before cutting (b) Cross section of a multilayer Laue lens

Substrate

Silicon

Tungsten silicide

5 - 20 µm

Fig. 5.20 Schematic of themultilayer Laue lens fabrication process through lamination and cutting

with an aspect ratio of approximately 10 to 15 is created on a Fresnel zone plate using
electron beam exposure. Meanwhile, for multilayer Laue lenses, multilayer film
lamination is first performed on a smooth surface using DC magnetron sputtering,
as shown in Fig. 5.20. A high spatial resolution can be assured through sequential
lamination from the outermost width. Subsequently, a multilayer Laue lens is formed
by cutting the multilayer film formed on the substrate in the vertical direction, and
then joining the pieces after polishing. This enables the fabrication of a structure
with a maximum aspect ratio of several thousand [22].

In 2008, Kang et al. first reported the multilayer Laue lens shown in Fig. 5.20.
They used tungsten disilicide (WSi2) in the layers with higher electron density and
silicon for the layers with lower electron density to create a multilayer Laue lens
with an outermost zone width of 5 nm and thickness of 15 μm. This lens was used
to focus one-dimensional X-rays with an energy of 19.5 keV to obtain a focal point
size of 16 nm. In contrast with the Fresnel zone plate, high spatial resolution and
a high diffraction efficiency of approximately 31% were obtained by satisfying the
Bragg condition 2dsinθ = nλ for X-ray diffraction.
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5.2 Phase-Contrast Tomography

The fundamentals of phase-contrast tomography were discussed in Sect. 2.2; in this
chapter, we will focus on the techniques used to implement it. Broadly speaking,
these include➀X-ray propagation-based methods;➁ Zernike phase-contrast micro-
scopes; ➂ methods that use various interferometers such as crystals, prisms, and
diffraction gratings; and ➃ X-ray holography. The application of the aforemen-
tioned methods in industrial X-ray CT scanners has been limited, with their primary
use being in X-ray micro-/nano-tomography at synchrotron radiation facilities. This
section will primarily discuss the widely used approaches ➀ and ➁ while briefly
discussing items ➂ and ➃.

5.2.1 X-ray Propagation-Based Methods

Refraction contrast imaging was previously discussed in Sect. 2.2.2 (2). This impor-
tant and effective method also uses phase contrast. Its technique is simple; hence, it
is not discussed here; details on the topic can be found in Chap. 2. This chapter will
discuss methods of retrieving phase distribution information from sample transmis-
sion images in a more proactive manner. To this end, the sample and the detector
are separated by a sufficient distance; an image where the sample interior interface
is highlighted is then obtained using Fresnel diffraction. Next, phase information
is retrieved by solving the transport of intensity (TIE) equation, which expresses
X-ray wavefront deformation. This method could be considered a superior approach
given that specialized devices such as interferometers are not required and that it is
straightforward to perform.

(1) Transport of Intensity Equation

The coordinates are first defined as shown in Fig. 5.21. The distance from the sample
to the detector is defined as z, and the X-ray intensity at that position is expressed
as I (x, y, z). Furthermore, the sample phase distribution is set as φ (x, y). The TIE
equation at this point is expressed as follows [23]:

k
∂ I (x, y, z)

∂z
= ∇⊥ · [I (x, y, z)∇⊥φ(x, y)] (5.21)

Here, k is the wave number and is set as k = λ/2π. Furthermore, ∇⊥ is the vector
differential operator in the (x, y) plane and is expressed as follows:

∇⊥ =
(

∂

∂x
,

∂

∂y

)

(5.22)

Equation (5.21) shows that the differential in the X-ray intensity propagation
direction is related to the phase distribution. It may be difficult to understand the
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Fig. 5.21 Hypothetical case where X-rays are incident to a sample and the transmitted Xrays are
observed with a two-dimensional detector. X-ray intensities are measured with a detector placed at
a distance z from the (x, y) plane of the sample location

physical significance of this equation; however, the schematic in Fig. 5.22 should
provide a fundamental understanding [24]. The local X-ray intensity measured at
the detector position will decrease with X-ray propagation in the domain where the

Detector

Propagation direction

(z-axis)

X-ray

Wavefront

Sample

Fig. 5.22 Schematic showing that X-ray transmission through a sample can induce local changes
in measured X-ray intensity by changing the X-ray wavefront when the parallel beam of an X-ray
is incident to a sample
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curvature of the wavefront is positive (convex), as shown in themiddle of the detector
in Fig. 5.22. By contrast, the X-ray intensity will increase in the domain where the
curvature of the wavefront is negative, as in the upper and lower sections of the
detector. However, the X-ray intensity differential in the X-ray propagation direction
shown on the left-hand side of Eq. (5.21) cannot be measured directly. Thus, the
detector is moved backward and forward as shown in Fig. 5.21 at z = z1 and z = z2
to measure the X-ray intensity distributions at different positions along the optical
axis. The partial differential in the z-direction is then approximated by calculating
the difference in intensity distributions between those positions, as shown in the
following equation:

∂ I (x, y, z)

∂z
∼= I (x, y, z1) − I (x, y, z2)

�z
(5.23)

Phase-contrast tomography can be conducted fromX-ray intensity measurements
if the phase distribution φ (x, y) can be determined from Eq. (5.21).

(2) Single-distance Phase Retrieval Method

Obtaining multiple images by moving the detector back and forth is a complex
and time-consuming procedure; it requires accurate positioning with regard to data
processing. A simple and robust experimental method can be developed if a single
X-ray transmission image is used and if phase retrieval can be conducted by solving
the TIE equation under a given assumption. Numerous techniques that facilitate this
process have been reported [25]. Examples include the Bronnikov method, which
assumes no X-ray absorption [25]; methods proposed by Burvall et al. [25] or by
Suzuki et al. [26], in which X-ray absorption is considered minimal; and a method
proposed byBurvall et al. [25], which assumes a homogeneous single-phasematerial.
These methods were all developed from 1999 to 2006. This section introduces the
method proposed by Paganin from CSIRO in Australia in 2002, which is currently
widely used as a single-distance phase retrieval method [27].

First, if we assume that the sample is a homogeneous single-phase material, the
following relationship is established between the sample phase distribution and the
thickness t (x, y) [28]:

φ(x, y) = −2πδ

λ
t(x, y) (5.24)

This equation assumes a planarmonochromaticwave or an extremely small curva-
ture of the wavefront. Furthermore, this equation assumes a large Fresnel number as
defined in Eq. (2.31): in other words, it is relevant in cases where the geometric optics
approximation holds and a domain where refraction is predominant. This signifies
that the following near-field condition holds when focusing on the internal structure
of the sample set as the observation subject and its size is set as D, as shown in
Fig. 5.21.
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z � D2

λ
(5.25)

Under these conditions, Paganin demonstrated that the sample thickness distribu-
tion can be defined with the following equation:

t(x, y) = −1

μ
ln

⎛

⎝F−1

⎧
⎨

⎩

F
[

I (x,y)

I0(x,y)

]

1 + zδμ−1
(
u2 + v2

)

⎫
⎬

⎭

⎞

⎠ (5.26)

Here,μ is the linear absorption coefficient, I0 (x, y) is the incidentX-ray intensity at
the detector position, and (u, v) represents the reciprocal-space Cartesian coordinates
of the real space (x, y). The aforementioned equation holds even when the sample is
not homogeneous if the real-/imaginary-part ratio β/δ of the complex refractive index
is fixed. The phase distribution can be then determined as follows using Eq. (5.24)
[25]:

φ(x, y) = 1

2
ln

⎛

⎝F−1

⎧
⎨

⎩

F
[

I (x,y)

I0(x,y)

]

β

δ
+ (

λz
4π

)(
u2 + v2

)

⎫
⎬

⎭

⎞

⎠ (5.27)

This equation shows that the image is filtered in the reciprocal space, and
subsequently, an inverse Fourier transform is applied to obtain the phase distribution.

Incidentally, a single-distance phase retrieval algorithm based on Paganin’s
method was released in February 2014 as a plug-in for ImageJ, a free image-
processing software program widely used for image processing in scientific research
[29]. If an X-ray transmission image obtained with a slightly longer camera length
setting is available, the use of software and plug-ins is a simple and easy method of
testing phase contrast-imaging effects. However, as shown in the following applica-
tion example, internal structures that cannot be visualizedwith the absorption contrast
require the selection of suitable conditions for imaging and phase retrieval to conduct
visualization at a sufficiently high contrast to distinguish the internal structure from
the matrix using image processing.

Paganin et al. have also applied the algorithm in Eq. (5.27) to dual-phase materials
such as copper-dispersed polycarbonate to demonstrate its effectiveness [30]. This
is because only the refractive index difference between the two phases influences
the image contrast. Similarly, Fig. 5.23 shows an example of the application of this
method to visualize a ferrous material with two phases, referred to as “DP steel,”
conducted at a synchrotron radiation facility [31]. Although there are virtually no
differences in the chemical compositions of the ferrite and martensite phases in
steel, their densities—i.e., 7.87 g/cm3 and 7.76 g/cm3, respectively—vary by as
much as 1.4%. Paganin’s method uses this slight density difference to distinguish
between the two phases. Studies have been conducted on the relationship between
the microstructure and fracture behavior of this material.
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M

α

100 μm

(a) Before phase retrieval

(z = 65 mm)

(b) Before phase retrieval

(z = 700 mm)

(c) After phase retrieval

(z = 700 mm)

Fig. 5.23 3D reconstruction of images of DP steel composed of ferrite (α in figure) and martensite
(M in figure) taken at SPring-8. Approximately 1/4 of a disk sample was shown as a virtual cross-
section; a was optimized for absorption contrast tomography at a camera length of 65 mm; b and
c show optimized values at a camera length of 700 mm, where the contrast and spatial resolution
in the two phases were balanced for phase contrast tomography [31]

Compared with other phase-contrast tomography methods, the single-distance
phase retrieval method has the disadvantages of a relatively low contrast and, as
Eq. (5.26) functions as a low-pass filter, a significantly reduced spatial resolution.
For example, the research shown in Fig. 5.23 has a spatial resolution of approxi-
mately 1 μmwhen the camera length is short, as shown in Fig. 5.23a. The measured
spatial resolution decreased to approximately 2.8 μm at the interface of the sample
interior when the image was acquired by moving the detector to an optimal camera
length and conducting phase-retrieval processing, as shown in Fig. 5.23c. There-
fore, the research in reference [31] repeatedly conducted imaging measurements
with high-contrast/low-spatial-resolution phase-contrast tomography to observe the
microstructure and low-contrast/high-spatial-resolution absorption-contrast tomog-
raphy to observe material damage while applying loads to the material. The fracture
behavior of materials was assessed by combining these methods.

Although materials can vary to a certain extent even within the same type of
steel, Fig. 5.24 shows the spatial resolution, contrast, and S/N ratio when dual-
phase stainless steel was imaged under the same experimental conditions at the same
synchrotron radiation facility [32]. There is a trade-off between the contrast between
the two phases and the spatial resolution; in other words, increasing the contrast
results in decreasing spatial resolution. In this case, the spatial resolution is equal to√

zD. Hence, in Refs. [31, 32], the optimal camera length was selected beforehand,
considering the balance between spatial resolution and contrast. Incidentally, the two
ferrite and austenite phases that compose this material have densities of 7.65 g/cm3

and 7.71 g/cm3 respectively. The density difference between these two phases is even
smaller than that in the DP steel shown in Fig. 5.23, with a difference of only approx-
imately 0.8%. Thus, the single-distance phase retrieval method can visualize even
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Fig. 5.24 Measurements of spatial resolution, contrast in both phases, and noise in 3D-
reconstructed images of two-phase stainless steel composed of ferrite and austenite taken at SPring-
8. The spatial resolution is determined by full width at half maximum (FWHM) of the differentiation
of the gray value transition in the interface between the two phases [32]

slight differences in density due to different alloying element concentrations, differ-
ences in crystallographic structures, and void presence using a simple experiment,
making this an extremely effective imaging method for understanding the internal
structure of materials or components.

Mayo et al. have applied the single-distance phase retrieval method to laboratory-
scale CT as well. They generated X-rays by directing electron beams onto a scanning
electron microscope (SEM) equipped with a field-emission gun at a tantalum film
to observe the polymer spheres [33]. Paganin’s phase retrieval method was applied
to the obtained image, and internal observations were successfully conducted using
phase contrast [33]. It is believed that this method will be important for industrial
X-ray CT scanning in the future.
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5.2.2 Zernike Phase-Contrast Microscope

The Dutch scientist Fritz Zernike, who proposed the phase-contrast observation
method in the 1930s [34], was awarded the Nobel Prize in Physics in 1953. He
proposed placing a phase plate with a hole in its center at the focal spot behind the
objective lens (back focal plane) to obtain phase contrast by establishing a phase
difference of only π/2 between the zero-order and higher-order waves. This tech-
nique is used not only in optical microscopy but also in electron microscopy. The
method was first used in X-ray microscopy with the introduction of the Fresnel zone
plate, first with soft X-rays and then with hard X-rays. It has also been used in
imaging optical systems that utilize other X-ray focusing elements, such as complex
refractive lenses [35].

Imaging optical systems featuring the Fresnel zone plates discussed in Sect. 5.1.1
have been used widely in recent years. With the adoption of these systems, high-
resolution observations from imaging optical systems have significantly reduced
contrast even for rather discernible internal structures (e.g., internal structures or
voids with considerably different effective atomic numbers), which have so far been
sufficiently visualized with absorption contrast using projection-type X-ray tomog-
raphy; this has resulted in numerous difficulties in observation and subsequent image
processing errors [10]. Zernike phase-contrast microscopy is important for compen-
sating in a simple yet effective manner for the decrease in contrast caused by high
resolution [10]. The zero-order and diffracted waves are easy to distinguish spatially
at the back focal plane of the Fresnel zone plate, particularly when Köhler illumina-
tion is used, making Zernike phase-contrast microscopy effective for imaging optical
systems that use Fresnel zone plates [10].

Figure 5.25 shows a schematic of a Zernike phase-contrast microscope setup.
Here, we shall consider the usage of Köhler illumination as shown in Fig. 5.10b. A
ring-like spot is formed at the back focal plane of the Fresnel zone plate. A phase plate

Sample

Image plane

OSA
Center beam stop

Condenser zone plate

X-ray

Fresnel zone plate

Image

Phase plate

Back focal plane

Direct-beam stop

Fig. 5.25 Schematic of a phase contrast tomography setup where a Zernike phase plate was
combined with an imaging optical system that uses Köhler illumination and a Fresnel zone plate
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Fig. 5.26 Example of an
image obtained with phase
contrast tomography using a
Zernike phase contrast
microscope. Observations of
pores in Al–Zn–Mg alloys
made using an imaging
optical system with an X-ray
energy of 20 keV at the
SPring-8 BL20XU. Artifacts
referred to as halos can be
seen near the interface of the
internal structure

5 μm 

Pore

that corresponds to this shape is placed, and phase modulation is conducted for the
zero-order wave only, advancing (negative contrast) or delaying (positive contrast)
the zero-order wave phase by λ/4 relative to the diffracted wave phase. Advancing
the zero-order wave phase by λ/4 relative to the diffracted wave phase conversely
delays the diffracted wave by λ/4. The delayed portion becomes brighter in the
transmission image, which is referred to as “bright contrast.” In this sense, there is
also dark contrast. For these cases, larger phase differences up to a certain point result
in a larger contrast. Furthermore, absorption contrast imaging can be conducted as-is
when the phase plate is shifted away from the optical axis. Incidentally, adjustments
to the phase-plate position in the direction of the optical axis are not particularly
severe.

The proportional relationship between the contrast obtained by a Zernike phase-
contrast microscope and the phase change is limited to cases of small phase changes
[10]. Large phase changes can conversely result in decreased contrast, no contrast,
or even the inversion of light and dark. Furthermore, as shown in Fig. 5.26, “halo”
artifacts that highlight edges can formnear the interfaces of the internal structure [10],
making observations of the microstructure near the interface difficult. Therefore, this
is a point of caution to be remembered when assessing the images obtained with a
Zernike phase-contrast microscope.

Finally, an actual example of a phase plate is shown in Fig. 5.27. The phase plate
used with an X-ray energy of 8 keV by Takeuchi et al. was made by NTT Advanced
Technology Co. and has both a pattern with a zone width of 4 μm etched into
tantalum of thickness 0.96 μm and an inverted pattern, which are used for negative
and positive contrast, respectively [10]. The phase plate thickness in this case is
adjusted according to the X-ray energy.
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(a) Optical microscope image of the whole phase plate

(b) Scanning electron micro-

scope image of the convex

pattern region

Convex pattern 

region

Concave pattern 

region 

(c) Scanning electron micro-

scope image of the concave

pattern region

Annular pattern

(d) Magnified view of (b) (e) Magnified view of (c)

21 μm 21 μm

2 μm 2 μm

Fig. 5.27 Photograph of a phase plate for Zernike phase contrast microscopy (courtesy of Seiichi
Itabashi from NTT Advanced Technology Co.)
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5.2.3 Methods Using Interferometers

(1) Crystal Interferometer

Figure 5.28 shows examples of a phase-contrast imagingmethod using a crystal inter-
ferometer [36].X-ray phase-contrast imaging using aBonse–Hart interferometer was
first reported by Momose in 1995 [37]. Figure 5.28a shows a classic example of a

Beam splitter Mirror Analyzer

Incident X-ray

Beam splitter

Mirror

Analyzer

Mirror

Sample

Crystal block

(a) Triple Laue (LLL) type

(b) Two crystal block type

Sample

Crystal block

Crystal block

Fig. 5.28 Schematic of phase contrast imaging due to two types of interferometers using crystals
[36]
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Bonse–Hart interferometer comprising a beam splitter, mirror, and analyzer aligned
at equal intervals. First, a beam splitter is used to divide the incident X-ray beam into
two beams based on Bragg diffraction. This beam splitter also acts as a monochro-
mator. The beam splitter, mirror, and analyzer consist of three thin plates made from
an ingot of a single silicon crystal. Therefore, even the thin plate at the back of the
beam splitter automatically satisfies the Bragg condition without any adjustments.
Finally, two beams with the same optical path length interfere with one another at the
analyzer position. Setting the sample on one optical path will enable observations
of the interference fringes at the detector position. The setup in Fig. 5.28a is disad-
vantageous for use with biological samples in that their heat can induce the thermal
expansion of the thin plate and that their field of view is restricted due to the limi-
tation of the crystal block size [36]. Figure 5.28b shows the crystal interferometers
that mitigate these disadvantages by splitting the crystal block into two [36].

Only the interference figure is determined from measurements using a crystal
interferometer; the phase distribution itself is not obtained. To obtain phase distribu-
tions, the phase plate must be inserted in the optical path of the interferometer and
several interference figures must be obtained from which phase shift amounts can be
calculated. This method is referred to as the “fringe scanning technique.”

Methods utilizing crystal interferometers enable phase-contrast imaging at a high-
density resolution. For example, Yoneyama et al. from Hitachi Co. used monochro-
matic X-rays with an energy of 17.8 keV at the Photon Factory, observed biological
objects using the interferometer shown in Fig. 5.28b, and estimated from the standard
deviation of the phase distribution that the density resolution of the imaging system
was 0.3 mg/cm3 [38]. As the density of the biological material was approximately
1 g/cm3, the obtained density resolution is considered to correspond to approx-
imately 0.03%. However, this technique requires multiple beam splits, which is
significantly disadvantageous in terms of X-ray intensity. Furthermore, the X-ray
spreads throughout the crystal due to dynamic effects; hence, the spatial resolution
is degraded to over 10 μm [39]. Therefore, this method is generally not considered
suitable for X-ray micro-/nano-tomography.

(2) Talbot Interferometer

Peter Cloetens, a Belgian beamline scientist at ESRF, first reported phase-contrast
imaging based on the Talbot effect in 1997 [39]. The “Talbot effect” refers to a
phenomenon that occurswhen spatially coherent light passes through an objectwith a
periodic structure (such as a diffraction grating), where a self-image with an intensity
distribution corresponding to that periodic structure is formed at a specified distance
dT downstream from the original object [40]. When a sample is placed in front of the
diffraction grating at this time, the phase shift from the sample produces distortion
in the self-image, as shown in Fig. 5.29. Placing a second diffraction grating at the
position where this self-image is observed produces Moire fringes in the detector
placed immediately behind the second diffraction grating (Here, a second diffraction
grating with the same periodicity as the first is typically used.) A high-resolution
detector is not required, as the fringe interval of the Moire fringes is larger than
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Sample
X-ray

Rotation stage

Rotation axis

Fig. 5.29 Schematic of phase contrast tomography using a Talbot interferometer. Self-image
formation and its deformation due to the insertion of a sample can be seen due to the Talbot
effect

the periodicity of the diffraction fringe. The term dT is the Talbot distance and is
expressed as follows:

dT = 2mp2

λ
(5.28)

Here, p is the periodicity of the diffraction grating and m is a natural number. The
interference figure can be observed using this method. This approach is similar to
the crystal interferometer approach in that additional methods are required to obtain
the phase distribution.

A spatial coherence length that exceeds the periodic length of the diffraction
grating is generally necessary for coherence in phase-contrast imaging using the
aforementioned Talbot interferometer [40]. Incidentally, as was already estimated
using Eq. (2.35) in Chap. 2, the spatial coherence length when the X-ray energy at
the standard SPring-8 undulator light source is 10 keV is approximately 390 μm.
Consequently, Talbot interferometers are primarily used in synchrotron radiation
facilities. However, there have been reports of experiments involving their use with
microfocus tubes [41].

Cone-beammagnification has high utility in phase-contrast imaging for obtaining
images with high spatial resolution without using a detector with high spatial resolu-
tion. In cases where a cone beam from a microfocus tube is used and the diffraction
grating interval is sufficiently narrow, spatial resolution can be expressed as follows
when considering a system [42]:
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σ 2
sys ≈

(

1 − 1

M

)2

σ 2
src + 1

M2
σ 2

det + 1

2

√
λL

M
(5.29)

Here, σ 2
sys, σ 2

src, and σ2
det are the variances of the point spread function of the

system (explained in Sect. 7.5.2), the X-ray source distribution, and the dispersion
in the spatial resolution of the detector, respectively. Furthermore, L is the camera
length, M is the magnification, and Rso is the X-ray source–sample distance, with
the three variables relating to each other as M = (Rso + L)/Rso. The third term on the
right-hand side of the aforementioned equation is related to X-ray diffraction. The
spatial resolution is generally said to be 2σ sys when the Fresnel number is large [43].
As such, the focal point size of the X-ray source stipulates the spatial resolution when
the X-ray energy is high and the observation magnification is large. Conversely, the
spatial resolution of the detector is influential when the observation magnification
is relatively small. Moreover, the Fresnel zone size stipulates the spatial resolution
when the Fresnel number is small (i.e., when the transmission distance is long) [43].
Equation (5.29) is not limited to Talbot interferometers but determines the spatial
resolution of systems for X-ray propagation-based phase-contrast imaging methods
as a whole [42].

Methods using the Talbot interferometer are suited for synchrotron radiation;
however, the Talbot–Lau X-ray interferometer shown in Fig. 5.30 is also suited for
use with X-ray tubes. It was proposed by Pfeiffer et al. in 2006 [44]. In addition to
the two diffraction gratings used with the Talbot interferometer shown in Fig. 5.30a,
a third diffraction grating, which creates a hypothetical beam source array, is inserted
near the X-ray source, as shown in Fig. 5.30b. The periodicity of the third diffraction
gratingmust be sufficiently reduced in this case to create partially coherent X-rays. A
subsequent key point, shown in Fig. 5.31, is to determine the periodicity for the first
and second diffraction gratings where the self-images created by the X-rays passing
through the adjacent slits in the third diffraction grating are phase-shifted from each
other by a period and are superimposed. At this point, p1 = p3 l1/l2 is satisfied in
Fig. 5.31. The focal point size of the X-ray source can reach the millimeter-order
if a Talbot–Lau X-ray interferometer is used. Pfeiffer et al. used a radiation source
with an effective focal point size of 0.8 × 0.4 mm and observed polymer spheres
using phase contrast [44]. However, a trade-off between increasing focal point size
and decreasing spatial resolution was unavoidable, as shown in Fig. 5.31.

(3) Prism

Reports on X-ray prism interferometers using synchrotron radiation were published
by Lang and Makepeace of the University of Bristol in the U.K. in 1999 [45] and by
Suzuki et al. of SPring-8 in 2002 [46].Bothused an11–15keVmonochromaticX-ray;
however, Lang et al. used a diamond prismwhereas Suzuki et al. used an acrylic prism
for experiments. As described in Chap. 2, the δ/β value of the complex refractive
index in light elements such as carbon is approximately 1000 for a wide range of X-
ray energies. As such, an X-ray prism that can conduct refraction without absorbing
virtually any hard X-rays can be obtained by creating a prismatic column from light
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Fig. 5.30 Schematic of a Talbot interferometer and a Talbot-Lau interferometer

materials such as polymers and polishing its surface. As shown in Fig. 5.32, X-rays
at a glancing angle θ1 incident onto a prism with a vertical angle θ2 form wavefronts
inclined by a deflection angle θ3. This structure can be used as an interferometer by
refracting only half of the X-ray beam with the prism and combining the two beams
at the image surface, as shown in Fig. 5.32. The deflection angle is expressed as
follows when the vertical angle θ2 = π/2 [46]:

θ3 = δ

tanθ1
(5.30)

Here, the refraction angles of 13.5 μrad and 23.2 μrad can be obtained for prisms
made of acrylic and diamond material, respectively, when θ1 is set as 5° and the X-
ray energy is set as 15 keV. Thus, beam shifts of 135 μm and 230 μm, respectively,
are generated in the horizontal direction of the beam at a position 10 m downstream
from the prism. In other words, phase-contrast imaging for a field of view of the
approximate size discussed is possible even when X-ray absorption at the prism is
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Imaginary X-ray source

Diffraction grating

(Periodic length, p1)

Self-image
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Diffraction grating
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(Periodic length, p3)

Fig. 5.31 Schematic showing three diffraction gratings arrange with a Talbot-Lau interferometer

Incident X-ray

Prism

1 32

Detectorθ θθ

Fig. 5.32 Schematic of a phase contrast imaging method using an X-ray prism. An X-ray with a
glancing angle θ1 incident to a prism with a vertical angle θ2 propagates after being refracted by θ3,
overlaps with the X-rays, which continued in a straight line to the side of the prism at the detector
position, and forms interference fringes

considered. Furthermore, the glancing angle is larger than the critical angle of total
reflection discussed in Sect. 2.2.1 (1) [47]. In this range, as per Eq. (5.30), the smaller
the glancing angle, the larger is the deflection angle.

As this method requires sufficient spatial coherence, monochromaticity, and a
relatively long prism–detector distance, its applications are limited to synchrotron
radiation. The prism surface needs to be smooth andmirrored. However, Suzuki et al.
used low-cost visible-light prisms sold at hardware stores [47] and determined that
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no special technologies or expensive materials are required for preparing the prism.
They also reported potential applications for X-ray holography or spatial coherence
measurements using X-ray prisms [47].

5.2.4 X-ray Holography

Holography—invented in 1948 by Hungarian scientist Dennis Gabor, who won the
Nobel Prize for Physics [48]—also has a wide array of applications in the X-ray
field. At ESRF in particular, the holotomography techniques reported by Cloetens in
1999 are employed by a wide range of users.

X-ray holography requires the use of coherentX-ray technology and a synchrotron
radiation facility. As shown in Fig. 5.33, X-ray holography involves the acquisition of
holograms that record X-ray strength distributions due to interference by inducing
interference between the X-rays scattered from the sample (object waves) and a
reference wave. The sample absorption/phase distribution can be determined by
conducting these measurements at various camera lengths.

Detector

Propagation
direction
(z-axis)

X-ray

Wavefront

Pinhole

Object waveReference wave Hologram

Sample

Fig. 5.33 Schematic of simple X-ray holography where a Fresnel zone plate was not used. The
parallelX-ray beam is incident to the object and theX-raywavefront changes following transmission
through the object. A hologram is obtained through the interference of this with the reference waves
from the pinhole at the image surface
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In “X-ray fluorescence holography,” holograms are produced from the emission of
X-rays with energies higher than the absorption edge of the element to be measured
and fluorescent X-rays are generated from a specific element in the material. Fluo-
rescent X-rays are emitted in an isotropic manner as spherical waves from the atom,
producing two X-rays—one proceeding without dispersion, and one dispersed by
the surrounding atoms—that interfere with each other at the detector position. The
surrounding crystal structure of the atoms that generated the fluorescent X-rays is
reconstructed after the detector is scanned in the vicinity of the sample and a hologram
is obtained. Fluorescent X-ray holography also has the advantage of not requiring
coherent X-rays. Details on this topic are specialized and beyond the scope of this
text; therefore, an overview byHayashi et al. is provided here as a reference, although
further details are omitted [49].

Holotomography has been applied to the observation of structures made of iron,
steel, aluminum, or other structures. The cases introduced here are all experimental
examples conducted at ESRF. In 2004, Borbély et al. used anX-raywith the energy of
20.5 keV at the ID19 beamline and conducted observations of metal matrix compos-
ites where alumina particles were dispersed in an AA6061 aluminum alloy [50]. The
pixel size in this case is 1.9 μm and the spatial resolution is estimated to be 4 μm.
Transmission images with the two camera length standards of 12 mm and 100 mm
were obtained in this experiment [50]. In 2012, Tolnai et al. observedMg2Si particles
in a cast aluminum alloy and aluminide particles in iron using the ID22NI beamline
in ESRF [51]. A pixel size of 60 nm was set for magnification observations with
a cone beam using a Kirkpatrick–Baez mirror [51]. The transmission images were
acquired by adjusting the camera lengths to four different levels ranging from 29.68
to 44.61mm [50]. In the same year, Landron et al. observedmartenite/ferrite DP steel
at ID22NI [52]. In this case, the X-ray energy was 29 keV and the pixel size was
100 nm [52]. They could observe a dual-phase structure when no load was applied;
however, when a load was applied, the fringes remained after reconstruction, and the
two phases were not observable [52].

The two aforementioned cases of aluminumobservation feature internal structures
that should be sufficiently visualized using the refraction contrast imaging discussed
in Sect. 2.2.2 (2). Furthermore, for in situ observation of the fracturing of DP steel, it
has already been demonstrated that dual-phase visualization and segmentation could
be achieved even with a load applied by using the single-distance phase retrieval
method introduced in Sect. 5.2.1 (2) for the in situ observations of the fracture
of DP steels [31, 32]. The various phase-contrast imaging methods discussed in
this chapter can be currently used. However, to address specific issues, researchers
should investigate on a case-by-case basis the method that would be easiest to use
in their research environment: whether a phase-contrast imaging technique would
be best (and, if so which type), or whether standard absorption contrast imaging
or refraction contrast imaging methods should be applied instead. Particularly in
the case of DP steel, even if a high-sensitivity phase-contrast imaging method with
high-density resolution capacity is used, simpler techniques may be more effective
depending on the observation conditions. Sufficient attention must be paid to this
matter.



5.3 Fast Tomography 307

5.3 Fast Tomography

Here, we provide an overview of fast tomography, where the imaging speed is
increased and a 3D image is obtained in a short period. The “fast” in fast tomog-
raphy generally does not refer to the reconstruction process but rather the speed at
which transmission image sets are obtained. The primary use of fast tomography in
industrial X-ray CT scanners is perhaps for a 100% inspection of production defects
in factory production lines or for achieving a higher throughput via optimizing and
reducing the time dedicated to the evaluation and analysis of internal structures and
defects. X-ray tomography is used at synchrotron radiation facilities for the in situ
observations of various important phenomena in scientific research. Figure 5.34
shows representative examples of dynamic phenomena for which 3D visualization
is conducted across various scientific research disciplines.

The development of fast X-ray tomography since the first report on fast tomog-
raphy was published in 2003 is shown in conjunction with the spatial resolution
index of pixel size in Fig. 5.35. This is the result of combining the original publica-
tion search results in a reference database (SCOPUS) and graphing them alongside
the publications at hand. Considering that the vertical axis is logarithmic, the devel-
opment of fast tomography is accelerating, and its progress is evident even today.
Thus, with fast tomography, we can assess and analyze in 3D various phenomena
that could not so far be visualized (e.g., metal solidification process, crystallized
phase formation and growth behavior during solidification).
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Fig. 5.34 Schematic of the representative dynamic phenomena to be visualized in 3D for each
scientific research discipline. Barriers to increasing the speed of imaging in X-ray tomography
are derived from either the X-ray source, rotation stage, detector, data acquisition method, or a
combination of these factors, forming a limit (i.e. the cliff in the figure). Measures that resolve these
issues enable the visualization of the above-mentioned phenomena
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Fig. 5.35 Summary of the original publications relating to fast tomography. The amount of time
needed for acquiring a single 3D image is plotted in the form of annual changes. The pixel size is
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Table 5.2 lists the variousmeasures taken in theX-ray source, detector, and sample
rotation stage to increase the speed of X-ray tomography; it also lists the implementa-
tion examples, alongside its references. Readers should refer to thesewhile observing
the publication year.

Table 5.2 Summary of the various measures undertaken to achieve fast X-ray tomography

Constituting devices and their characteristics Measures to accelerate tomographic
imaging

X-ray source X-ray tube Output Adopting an X-ray tube with high output
and small effective focal spot size [53]

Synchrotron Band width Quasi-monochromaticity (Undulator)
[54–56]. White X-ray (Wiggler) [57, 58].
White X-ray (Super bending magnet [59])

Rotation stage Imaging sequence Continuous rotation [54, 55, 58, 53, 60,
61] Helical scan

Number of revolution High speed rotation (600 rpm [59, 60])

Detector Type CMOS camera instead of CCD [54, 55,
62, 60, 61]

Detection method Photon counting detector [53]

Binning process Reasonable utilization of binning [55,
63–65]
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5.3.1 Synchrotron Radiation Facilities

As previously discussed in Sect. 4.1.5 (5), a flux of 1013 [photons/s/mm2] is obtained
when aSi (111) plane is used in themonochromator at the first experiment hutch of the
BL20XU beamline in SPring-8. The flux, without using a monochromator and after
the radiation from the undulator is formed with two mirrors, is 1015 [photons/s/mm2]
at an X-ray energy of 12.4 keV, which becomes two orders of magnitude higher
relative to that when a monochromator is used [54]. The bandwidth in this case is
approximately 2%, and the beambecomes a quasi-monochromatic beam [54].Menke
et al. [55] and Shuai et al. [56] conducted experiments using quasi-monochromatic
beams from undulators at the Diamond Light Source in the U.K. Lame et al. and the
present author’s group have conducted fast tomography experiments using white X-
ray beams from a wiggler at ESRF [57, 58]. Experiments by the author’s group tuned
a monochromatic X-ray from a wiggler at the ID15A beamline in ESRF to 60 keV
and obtained a flux of 2 × 1014 [photons/s/mm2] [58]. Furthermore, Zefreh assessed
afterglow influences in experiments using white X-ray beams from a superbending
magnet in TOMCAT at the SLS synchrotron radiation facility in Switzerland [59].
A superbending magnet is a bending magnet with a strong magnetic field. TOMCAT
in SLS uses 2.9 T bending magnets to obtain a flux of 1013 [photons/s/0.1% bw]
immediately upon exiting the bending magnet across a wide energy range of 15–
22 keV [62]. Incidentally, the bending magnet at SPring-8 is 0.68 T.

The quantitative aspect when measuring the linear absorption coefficient distri-
bution is sacrificed to some extent when using quasi-monochromatic beams from an
undulator. Furthermore, the imaging objective must be the visualization of the shape
of the inner structure when using white X-ray beams from wigglers or superbending
magnet beams. However, the use of quasi-monochromatic or white X-ray beams has
a significant impact on the increased speed of X-ray tomography. Furthermore, large
differences in beam size, X-ray energy, and its distributions are produced according
to differences in the light source [54]. For example, the divergence angle of the beam
is large in the case of the wiggler and the beam does not need to be expanded with
mirrors aswith the undulator [54].Meanwhile, as shown in Fig. 4.44, the fundamental
wave of the undulator has high brilliance and a peak at a relatively low X-ray energy
compared with the wiggler. As such, the use of the wiggler is more efficient in cases
of non-light metals such as iron. However, synchrotron radiation fromwigglers often
includes low-energy components as shown in Fig. 4.44; hence, artifacts referred to
as beam hardening (discussed later) are likely to be produced [54]. Monochromators
must be used with the understanding that large flux decreases will occur when there
are observation-related issues.

Zefreh et al. assessed the influence of afterglow in scintillators during the afore-
mentioned TOMCAT experiments using LuAG (Ce) [59]. Moreover, even among
the representative scintillator materials and their characteristics summarized in
Table 4.14, this material has a relatively short decay time of 58 ns. According to
this study, afterglow with a maximum intensity of approximately 0.1%was observed
for 150 ms after the end of illumination when the scintillator thickness was 300 μm.
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Setting this thickness to 20μmor 100μmresults in a decrease in themaximum inten-
sity to 0.1% 25 ms after the illumination ends. Hence, it is understood that 100 μm
is the optimal thickness for LuAG (Ce) used in fast tomography, considering light
emission intensity as well.

5.3.2 Industrial X-ray CT Scanners

As explained previously in Sect. 4.1.2 (5), the brilliance of X-ray tubes can be
determined by dividing the maximum output by the focal point size (surface area).
Therefore, it is important to select a tube with a large output and a small effective
focal point size [53]. Thus, Fig. 4.26 now shows that there is a correlation to some
extent between the effective focal point size of the X-ray tube and the X-ray output.
However, there is a considerable amount of variation between the two, particularly in
X-ray tubes with a small focal point size. For example, there is a 44-fold difference
between the maximum and minimum outputs in tubes with a focal spot size of
approximately 4 μm. As listed in Table 4.3, this is likely due to the differences in
the cooling mechanisms of the X-ray tubes.

5.3.3 Technical Elements Besides the X-ray Source

As shown in Fig. 5.36, several research projects use an on-the-fly data acquisition
method instead of a step-and-shoot data acquisition method in sample rotation stages
with regard to the synchronization of the rotation stage and detector, and the imaging
step sequence [53–55, 58]. The latter method has had a wider use even in cases
where the fast tomography technique is not particularly advocated. We can consider
the relevant reasons quantitatively. For example, with the field-of-view width of
1 mm and 1800 projections/180° imaging conditions frequently used by the author,
the amount of blur generated by the continuous rotation of the sample rotation stage
between two adjacent transmission images would reach a maximum of only 0.87μm
at the outermost circumference and 0.5 μm at the outer edges of a prismatic column
sample. However, the spatial resolution of 3D images in these cases is approximately
1 μm, and there is virtually no influence on the spatial resolution even with this
amount of blur.

Incidentally, the experiments conducted by the author in reference [58] used on-
the-fly data acquisitionwith the sample rotation stage and the tension testingmachine
set up on top for 1024 × 2048 pixel transmission images (voxel size approximately
(1.6μm)3, spatial resolution 4.1μm),which numbered 450 in total [58]. The imaging
speed was 22.5 s/scan [58]. Interrupting the material test and fixing the displacement
for each image would result in unloading due to the relaxation phenomena. Consid-
ering these factors from a mechanical perspective, the validity of measuring the J-
integral, which is a fracturemechanics parameter and is based on deformation theory,
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Fig. 5.36 Example of an imaging step sequence relating to a rotation stage. Comparison of step-
and-shoot type imaging and on-the-fly type imaging of the sample rotation stage

cannot be guaranteed when the material is unloaded. To counteract this issue, this
study succeeded in directly measuring the J-integral from consecutively measured
3D images. Stress-field singularities for the tips of static and propagating cracks,
which could not be measured using the conventional approach of repeated load- or
displacement-fixed observation (with partial unloading), have been identified with
this new method [58].

Next, theCCDcameras used as detectors have recently been replacedwith sCMOS
cameras [54, 55, 62]. As shown in Sect. 4.4.2 (3) and (4), characteristics such as high
quantum efficiency, low noise, and high dynamic range have been achieved even
with CMOS cameras being used as sCMOS cameras. These fundamental charac-
teristics, in combination with technologies such as global shutters, have confirmed
that the sCMOS camera is an important component for fast imaging. Furthermore,
Kumpová reported the application of fast tomography in industrialX-rayCT scanners
in 2016 [53]. This study combined high-speed approaches (e.g., the aforementioned
on-the-fly data acquisition methods with the sample rotation stage and high-output
microfocus X-ray tubes) with an X-ray photon-counting detector that used cadmium
telluride as a sensor. Similar to the medical-grade CT scanners in Fig. 3.3b, GE also
sells industrial fast X-ray CT scanners in which a gantry that integrates an X-ray tube
and a 64-line sensor camera rotates/slides in a helical manner around the sample [66].
This enables scans within as short as 15 s.
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5.4 Tomography of Elemental Concentrations

As shown in Eq. (2.9), the mass absorption coefficients for alloys or compounds
composed of mixtures of various elements are determined by the rule of mixture,
using the chemical compositions of alloys and compounds, and their fractions.
Furthermore, structural materials generally comprise three or more constituent
elements. Therefore, even if a material is assumed to have no voids and the 3D
linear absorption coefficient distributions are accurately reconstructed from X-ray
tomography measurements, they cannot be used to determine the 3D concentration
distributions of each constituent element. Here, we introduce 3D mapping methods
for the chemical compositions of the structure of a material using techniques such
as absorption-edge subtraction imaging and fluorescent X-ray tomography.

5.4.1 Absorption-Edge Subtraction Imaging

Findings on techniques involving medical-grade X-ray CT scanners, which uses
transmission images taken at two different X-ray energy ranges to enhance the
contrast of specific structures, were published in the 1970s [67]. Images were consec-
utively captured by changing the tube voltage during this period. There have been
publications in the 1980s on techniques that rapidly change the tube voltage within a
single scan: in the 1990s, on detectors that combined two light-emitting scintillator
layers that scintillate at different X-ray energy ranges; in the 2000s, on X-ray CT
scanners that installed two X-ray tubes with a high or low X-ray energy range; and in
the 2010s, on energy-discriminating photon-counting detectors [68]. These applied
the influence of a tube voltage and the target material on the X-ray energy distribu-
tions shown in Fig. 4.2 and Table 4.2, and the measurements of X-ray energy spectra
due to the photon-counting detector discussed in Sect. 4.4.5 (3). These techniques
are also important in industrial X-ray CT scanners and X-ray tomography using
synchrotron radiation and have been used in practice in numerous applications.

As shown in Fig. 2.4, the linear absorption coefficient jumps near the absorption
edge—for example, at approximately 7 keV in iron. As discussed in Sect. 2.1.2,
the predominant absorption mechanism gradually transitions in X-ray energy ranges
outside this region, with both linear regions at low energy and flat regions at high
energy. The linear absorption coefficients in these regions only show gradual changes
in X-ray energy. Thus, taking transmission images with high and low X-ray energies
on either side of the absorption edge of a specified element and then obtaining the
difference enables the 3D mapping of the concentrations of that element. However,
this requires the precise registration of the two images before pixel subtraction and
the correction of the pixel values. Furthermore, the use of amonochromatic beam at a
synchrotron radiation facility assures the quantitative characteristics of the elemental
concentrations; detectability (approximately 0.5 mass%) and reproducibility equiv-
alent to SEM-EDX can be obtained. Hence, absorption-edge subtraction imaging
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Fig. 5.37 X-ray absorption
spectrum near the K
absorption edge of copper;
copper with a purity of
99.99% was used and
measurements were made
with an X-ray beam size of 8
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has been used for assessing the microstructure of and defects in the interior of a
material, spatial heterogeneities in elemental concentrations, and their influences on
mechanical characteristics. Generally, elements having an absorption edge within
the X-ray energy range that can be obtained in the synchrotron radiation facility can
be analyzed. The K absorption edge ranges from vanadium (5.46 keV) to lanthanum
(38.92 keV). Using the L-shell absorption edge facilitates the analysis of elements
with even larger atomic numbers.

Here, we consider an example of absorption-edge subtraction imaging of copper
(which has a K absorption edge at 8.98 keV [69]) in an aluminum base alloy
comprising N components. Figure 5.37 shows the X-ray absorption spectrum near
the K absorption edge of copper [69]. A fine structure referred to as the “X-ray
absorption fine structure” can be observed from the vicinity of the absorption edge
to the high-energy region. Imaging is conducted at X-ray energies that are as close
to the absorption edge as possible while avoiding these fine structures to ensure the
reproducibility of the measurements. The example in Fig. 5.37 uses an X-ray energy
of±0.1 keV from the absorption edge. Here, themass absorption coefficientμE

m at an
X-ray energyE is obtained by the reconstruction of a set of transmission images from
absorption contrast imaging under suitable conditions and is expressed as follows:

μ8.88
m = xCuμ

8.88
m,Cu +

N−1∑

n=1

xiμ
8.88
m,i (5.31)

μ9.08
m = xCuμ

9.08
m,Cu +

N−1∑

n=1

xiμ
9.08
m,i (5.32)

Here, μE
m,Cu and μE

m,i are the mass absorption coefficients of copper and the other
elements, respectively, at an X-ray energy E; xCu and xi are their respective mass
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fractions. The difference between μ8.88
m,i and μ9.08

m,i can be corrected with equations
such as the Victoreen formula in Eq. (2.10). For example, the absorption coefficients
of aluminum and silicon each have a difference of approximately 3% between the
X-ray energies of 8.88 and 9.08 keV. After this difference is corrected, xCu can be
determined as follows by subtracting Eq. (5.31) from Eq. (5.32):

xCu = �μ
(
μ9.08

m,Cu − μ8.88
m,Cu

)
ρalloy

(5.33)

�μ is determined from the difference at each pixel. ρalloy is the density of the alloy.
The detection limit of copper concentration and measurement reproducibility have
been confirmed to be 0.5 mass% and±0.1 mass%, respectively, when measurements
with a spatial resolution of approximately 1.3 μm were conducted at the BL20XU
beamline in SPring-8 [69].

Figure 5.38 shows the 3Dmapping of copper concentrations within an Al–5% Cu
alloy interior using these methods [69]. Coarse crystallized particles formed during
aluminum casting and heterogeneous copper distributions due to solidifying segre-
gation can be observed; it is apparent that they have been considerably homogenized
through heat treatment. The alloy element concentrations after solution treatment
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Fig. 5.38 3D mapping of copper concentration in Al-5% Cu alloy using K absorption-edge
subtraction imaging; comparison of as-cast and as-solution-treated samples
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generally appear homogeneous in standard chemical analyses. However, from the
mapping in Fig. 5.38b, it is evident that some degree of heterogeneity remained in
the copper concentrations even after sufficient heat treatment. This is related to the
mechanical properties and their variations in structural materials. Moreover, these
findings are considered important for their practical use. Other reports have shown
the applications of these methods for the strength assessments of porous materials.
Significant alloy element segregation occurs in porous materials relative to standard
structural materials due to rapid solidification during the fabrication process. The
relationship between zinc segregation on the cell wall of porous materials and the
crack propagation path during fracture was clarified using these techniques [70].

Incidentally, absorption-edge subtraction imaging trials utilizing industrial X-ray
CT scanners, in which an X-ray photon-counting detector was used with cadmium
telluride or cadmium zinc telluride as sensors, have also been reported. Egan et al.
combined a HEXITEC X-ray photon-counting detector with a microfocus tube in
a commercially available X-ray CT scanner to conduct absorption-edge subtraction
imaging [71]. TheHEXITECdetectorwas developed in 2006 by a consortium formed
by EPSRC in the U.K. It is capable of measurements at an energy resolution of
1 keV at peak full width at half maximum (FWHM) for X-rays with an energy in
the range 3–200 keV [71]. Egan et al. visualized the 3D distribution of palladium
(absorption edge of 24.35 keV) in an alumina catalyst and the spatial distribution
of gold (absorption edge of 80.725 keV) and lead (88.005 keV) in ore collected
from gold-bearing hydrothermal veins. The region near the K absorption edge was
measured with a 0.24 keV step for palladium imaging. The pixel size for 3D imaging
in these cases is coarse at 53–65 μm; however, it was concluded that imaging can be
conducted with a pixel size of approximately 5 μm for smaller samples.

5.4.2 XANES Tomography

The spectroscopy approach referred to as “X-ray absorption near-edge structure,”
abbreviated as XANES, provides enhanced measurements and analyses compared
with absorption-edge subtraction imaging and utilizes the absorption spectrum
observed near the absorption edge, such as that shown in Fig. 5.37. It is virtually iden-
tical to NEXAFS for organic molecules. Measurements use a monochromatic X-ray
to take consecutive transmission images near the absorption edge of a given element
Awhile changing theX-ray energy. This results in anX-ray absorption spectrum near
the absorption edge such as that shown in Fig. 5.37 for every pixel. Next, the fractions
of chemical species that include element A for each pixel can be obtained by fitting
previously known absorption near-edge structure data of the compound, including
element A. A 2D chemical species mapping is consecutively obtained while rotating
the sample, and a 3D mapping of the chemical species fractions can be obtained
through reconstructing the 2D mapping in 3D.

For example, Meirer et al. applied XANES tomography to compounds containing
nickel [72]. These compounds were scanned near the nickel absorption edge with
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a step of 0.5 eV at the synchrotron radiation facility, SSRL. The authors obtained
a 3D mapping of the fractions of metallic nickel and nickel oxide within a field
of view of 15 μm × 15 μm × 15 μm. Their experiments involved an imaging
optical system that used a condenser zone and Fresnel zone plates, achieving a
spatial resolution of several dozen nanometers. The algebraic reconstructionmethods
introduced in Sect. 3.3.1 were used in the image reconstruction. As this method alters
the X-ray energy, accurate registration of the multiple transmission images that are
obtained is essential. Detailed data analysis must be conducted after data retrieval.
Energy changes in the experiments of Meirer et al. resulted in minor changes in the
magnification of the obtained images; therefore, a high degree of matching between
images by considering these changes is required.

5.4.3 Fluorescent X-ray Tomography

In another approach called “fluorescent X-ray tomography,” X-rays are irradiated on
a sample; the sample is then rotated, and the excited fluorescent X-rays are sequen-
tially imaged. The 3D spatial distribution of the trace elements within the sample
is reconstructed from the obtained image set. This approach was first reported by
Boisseau and Grodzins [73]. Experiments by Boisseau et al. focused on the iron
and titanium distributions in bees at the synchrotron radiation facility, NSLS. Imme-
diately afterward in 1989, Cesareo et al. reported research using X-ray tubes [74].
Fluorescent X-ray tomography has several advantages, such as a detection limit
considerably lower than that of absorption-edge subtraction imaging and the ability
to measure multiple elements simultaneously. The potential of fluorescent X-ray
tomography application is dependent on the intensity of the generated fluorescent
X-rays. As already shown in Eq. (2.15), this intensity is dependent on the fluores-
cence yield. Therefore, this method often involves the mapping of elements such as
chlorine (atomic number 17), and heavier elements.

Figure 5.39 shows a schematic of an experimental setup at BL37XU of SPring-8
by Ohigashi et al. of JASRI. This setup utilized a scanning-type fluorescence X-
ray microscope where a Kirkpatrick–Baez mirror-focused beam was scanned. With
the linear polarization characteristics of the radiation (i.e., when it was polarized
within the trajectory), theCompton scattering strengthwasminimized in the direction
orthogonal to the incident X-ray, and the intensity ratio between the fluorescent X-
ray and the background scattering X-ray was maximized. Therefore, we can observe
in Fig. 5.39 that the detector is positioned in the direction orthogonal to the incident
X-ray.

Figure 5.40 shows the measurement of a 3D distribution of iodine within marine
plankton using the aforementioned setup by Ohigashi et al. [75]. The observed
plankton had a body length of approximately 500 μm. The incident X-ray energy,
in this case, was set to 10 keV, and simultaneous measurements of iodine, chlorine,
potassium, calcium, iron, and zinc were conducted. Measurements involved the use
of a helical scan (1 μm translation/360° rotation); scans were made in 3-μm steps
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Fig. 5.39 Schematic of a fluorescent X-ray tomography setup (courtesy of Takuji Ohigashi of the
Institute for Molecular Science)

for a total of 125 steps in the horizontal direction and in 0.1-μm steps in the vertical
direction; then, the sample was rotated 180° in steps of 2.4°. A total of 150 projec-
tions were taken for the transmission images. Consequently, this imaging required
70.6 h. Thus, from a practical standpoint, an extremely extended measurement time
is the trade-off for superior spatial resolution and detectability.

An issuewith fluorescent X-ray tomography is that the incident X-ray and fluores-
cent X-ray are both absorbed by the sample itself. For example, the true magnitude
correlations between high-concentration and low-concentration regions in a sample
interior may even be inverted during measurement, depending on the positional rela-
tionship within the horizontal sample cross-section of the two regions. Ohigashi et al.
reported research focused not only on the visualization of elemental distributions but
also on the correction of incident and fluorescent X-ray self-absorption to conduct
accurate measurements of elemental concentrations [76].

Other studies have used X-ray photon-counting detectors with cadmium telluride
as a sensor for industrial X-ray CT scanners [77]. Fluorescent X-ray tomography can
conduct X-ray energy spectrummeasurements under low illumination, exploiting the
characteristics of photon-counting detectors.
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Fig. 5.40 Implementation example of fluorescent X-ray tomography; 3D iodine distribution within
marine plankton (courtesy of Takuji Ohigashi of the Institute for Molecular Science)

5.5 Polycrystalline Tomography

In this section, we introduce methods that facilitate the imaging of crystallographic
grains in polycrystalline structures, the measurement of their respective crystallo-
graphic orientations, and the mapping of local crystallographic orientations within
each crystallographic grain. The thickness of the grain boundary, which is the inter-
face between adjacent crystallographic grains, is generally considered to be a few
layers of atoms atmost—inotherwords, in the order of 1nm.Aspreviously discussed,
the spatial resolution level for 3D imaging using an X-ray imaging optical system
is approximately 2 orders of magnitude larger than this value. Hence, grain bound-
aries cannot be directly imaged with X-ray tomography. Furthermore, the grain itself
usually cannot be visualized either due to the X-ray phase and absorption changes or
due to differences in the crystallographic orientation of the crystallographic grains.
However, the liquid metal wetting technique discussed in Sect. 5.5.1 is a simple
method that can be applied when only the shape of the grain boundary is to be
imaged. Meanwhile, techniques that apply X-ray diffraction or those that combine
X-ray tomography and X-ray diffraction must be used for cases where the crys-
tallographic orientation is to be measured, in addition to the grain shape. Several
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methods have been proposed in actual practice for these cases. However, each of
these methods requires a detailed understanding of X-ray diffraction and complex
algorithms, and thus, they are outside the scope of this study. Therefore, references
will be provided here and only an overview of these topics will be presented.

5.5.1 Liquid Metal Wetting Technique

“Gallium-enhanced microscopy” involves diffusing gallium so that it penetrates the
grain boundaries of aluminum and conducting observations using a scanning electron
microscope. In 2000, Ludwig et al. at ESRF used the large difference in linear
absorption coefficients between aluminum and gallium to conduct 3D observations
of the grain boundaries using X-ray tomography [78].

The combinations of metals whose grain boundaries are to be observed and the
metals used for the decoration of the grain boundaries can be selected from combi-
nations of solid and liquid metals; this produces the phenomenon of liquid-metal
embrittlement. In other words, the negative phenomenon of embrittlement, which
induces metal fracture, is interrupted immediately before fracture and is instead
utilized to positive effect in imaging via grain boundary decoration.

An explanation is provided here using the example of the most common appli-
cation of gallium-enhanced microscopy, i.e., the visualization of aluminum grain
boundaries. Gallium is a solid metal under room temperature and atmospheric pres-
sure, but it has a lowmelting point of 29.8 °C. Placing melted gallium in contact with
solid aluminum results in the rapid penetration of the aluminum grain boundaries
by the gallium. Grain boundary misorientation dependencies and anisotropy within
the grain boundaries are known to be present for this grain boundary diffusion. For
example, reports have indicated that gallium diffuses at speeds of 8.8μm/s along the
grain boundary and 0.3–0.7 nm/s from the grain boundary to the grain interior [79].
There is an approximate 10,000-fold difference between the two speeds.

Figure 5.41 shows the results of visualization experiments conducted by the
author’s group at BL47XU in SPring-8. The dendrites and silicon particles in the
aluminum cast alloy were effectively observed, and the spatial positional relation-
ships between the particles and the grain boundary were well understood. The exper-
imental procedure involved applying gallium to the sample surface; subsequently,
the surface was scratched and the oxidized films were partially removed. Gallium
diffused and penetrated into the grain boundaries during the few minutes at which
a temperature above the melting point of gallium was maintained. Finally, a 3D
image of the grain boundary such as in Fig. 5.41 could be obtained by removing the
excess gallium attached on the surface with adhesive tape to prevent metal artifacts
[80]. Examples of placing aluminumand gallium in contactwith each other in sodium
hydroxide to diffuse the gallium stably have been presented. The liquidmetal wetting
technique can be used as a simple 3D analysis method of polycrystalline structures,
and for the assessment of relationships between various damage/fracture phenomena
and polycrystalline structures.
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Grain boundaries

Silicon particles

Fig. 5.41 Visualization of the crystallographic grain boundaries in Al-7% Si alloy using gallium.
Granular eutectic silicon particles are also shown in the figure. Silicon particles are present in the
gaps of the dendrite arms and the presence of the crystallographic grain boundary encompassing
the dendrite can be seen

Furthermore, this is a general-use technique than can be implemented with indus-
trial X-ray CT scanners equipped with a microfocus tube and having a sufficiently
high spatial resolution.

5.5.2 Diffraction Contrast Tomography

Diffraction contrast tomography (DCT ) non-destructively determines the overall
crystallographic grain shape and orientation using relatively simple measurements
and short-duration analyses. This method was proposed in 2007 by Ludwig et al.
at ESRF [81]. Figure 5.42 shows a schematic of the experimental setup [82]. The
basic procedure involves irradiation with an X-ray beam that has a width that can
sufficiently cover the horizontal width of the sample and the placement of a detector
with a larger field of view than that in standard X-ray tomography. In experiments
on hydrogen embrittlement in aluminum alloys conducted by the author’s group
at SPring-8, a 2,046 × 2,046-pixel CMOS camera was used for imaging within a
6.3 mm × 6.3 mm range [83]. Each crystallographic orientation satisfies the Bragg
conditions individually and diffracts the X-rays when the sample is rotated 180° or
360° while being irradiated with X-rays. As shown in Fig. 5.42, the transmission
image of the crystallographic grains that diffract the X-ray becomes darker (extinc-
tion); the crystallographic grain image is projected in the direction in which the
X-ray was diffracted. These results are successively recorded as images. Higher-
accuracy measurements become possible by rotating the sample 360° and utilizing
a Friedel pair [82]. As shown in Fig. 5.43, a Friedel pair refers to a set of diffrac-
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Fig. 5.42 Schematic of an experimental setup of diffraction contrast tomography

tion images measured at 180° from the sample rotation angle, from the (h, k, l)
and

(
h̄, k̄, l̄

)
planes of a single crystallographic grain. When the X-ray diffraction

measurements conducted during sample rotation are expressed as in Fig. 5.43, the
Friedel pair has parallel and reverse-direction scattering vectors (the scattering X-
ray wavenumber vectors with the incident X-ray wavenumber vectors subtracted)
and diffraction beams. Furthermore, the original crystallographic grain is positioned
on the line segment that connects the two diffraction images. With this approach,
the crystallographic grain and diffraction image can be successfully matched by
removing erroneous data due to factors such as double diffraction. Furthermore,
crystallographic grain pairs that exhibit consistency in geometric shape, crystal-
lographic orientation, and positional information within the sample are labeled as
Friedel pairs based on identical crystallographic grains. Several diffraction images
that are sufficient for conducting the 3D reconstruction of the crystallographic grain
image can be obtained even after removing those whose diffraction images over-
lapped with other crystallographic grains, those that diffracted outside the detector
imaging range, and those with low contrast. The algebraic reconstruction method
introduced in Sect. 3.3.1 is used for the 3D reconstruction of each crystallographic
grain [82].

Figure 5.44 shows an example of a 3D visualization of Al-Zn-Mg alloy crystallo-
graphic grains conducted by Hirayama et al. at the author’s laboratory at BL20XU of
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Crystalline image at an 
rotation angle of ωω + π
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ω

Rotation axis
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Crystalline image at a 
rotation angle of ω 

Diffracted X-ray at a 

rotation angle of ω + π

Diffracted X-ray at a 
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Fig. 5.43 Schematic of a Friedel pair. For a crystallographic grain that satisfies the diffraction
conditions at a given angle, a diffraction image is obtained from the same crystallographic grain by
rotating the sample 180°. Next, rotating the entire sample 180° and stacking with the first diffraction
image established a coordinate systemwhere the beam and detector are hypothetically rotated while
the sample is fixed. The crystallographic grain that diffracted the X-ray is positioned on the line
segment that links the two crystalline images. Furthermore, the diffraction angle can be determined
without knowing the crystallographic grain position in the sample

SPring-8. Although there are some overlaps and gaps between the crystallographic
grains adjacent to the grain boundaries, it is evident that the 3D shapes of the grains
are accurately reconstructed overall.

In 2013, Ludwig et al. achievedDCTat the laboratory level usingmicrofocus tubes
[84]. Products that include modules and analysis software for DCT can now be used
with commercially available industrial X-ray scanners. McDonald et al. conducted
DCT experiments on titanium alloys using an industrial X-ray scanner and concluded
that the 3D imaging of crystal grains up to a grain diameter of approximately 40 μm
was possible [85].
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Fig. 5.44 Example of a 3D
image of a polycrystalline
structure obtained from
diffraction contrast
tomography

200 μm

200 μm

200 μm

5.5.3 3D-XRD

3D-XRD is a non-destructive polycrystalline structure visualization technique based
only on X-ray diffraction and was developed by Poulsen et al. of Riso National Labo-
ratory inDenmark [86]. As shown in Fig. 5.45, the approach involves setting up either
two detectors with different camera lengths or a single camera with camera lengths
varied across several positions. A fan beam collimated to a thickness of 5–10 μm
is applied to a rotating sample, and the diffraction spots are recorded with a two-
dimensional detector. The diffraction spots are matchedwith each position within the
crystallographic grain after measurement, and the crystallographic orientations are
mapped in 3D in real space. Regions with the same crystallographic orientation are
identified as crystal grains; the boundaries of regions with different crystallographic
orientations are identified as grain boundaries to visualize the shapes of crystallo-
graphic grains. The 3D-XRD method has been applied to studies on the recrystal-
lization behavior of metal materials, crystallographic grain growth behavior at high
temperatures, and crystal lattice rotations during deformation [86]. This method is
referred to as “high-energy X-ray diffraction microscopy” (HEDM) at the synchrotron
radiation facility, APS; technical development and applied research to analyze the
deformation and damage in polycrystalline materials have been conducted there as
well [87].



324 5 Applied Imaging Methods

Rotation stage

Detector 1

Detector 2

Beam stop
CCD

Scintillator

Mirror
Sample

Slit

Bragg crystal

X-ray (Monochromatic)

Scintillator

Optics hutch Experimental hutch

Fig. 5.45 Schematic of an experimental setup for 3D-XRD. This shows an example of experiments
conducted by Kobayashi et al. at the ID11 beamline in ESRF

Figure 5.46 shows an implementation example of the scanning-type 3D-XRD
method using a microbeam by Hayashi et al. of Toyota Central R&D Labs [88].
The observed material is a standard steel material (SPCC steel). The experiment was
conducted at BL33XU (Toyota beamline) in SPring-8 and scanning was conducted
by focusing a 50 keV monochromatic X-ray with a Kirkpatrick–Baez mirror. These
experiments demonstrate that crystallographic grains as small as 5 μm can be
determined.

The 3D-XRDmethod is outside the range of topics discussed in this text, as it is an
indirect imaging method based on X-ray diffraction experiments; interested readers
should refer to Paulsen’s work [86].

5.5.4 Diffraction-Amalgamated Grain-Boundary Tracking
(DAGT)

The diffraction-amalgamated grain-boundary tracking (DAGT ) method was devel-
oped by the author’s group to analyze deformation and fracture crystallographically.
DCT and 3D-XRD use X-ray diffraction phenomena; hence, the plastic deformation
of the sample simultaneously results in a diffraction spot spread within the detector
plane and the sample rotation direction (ω direction in Fig. 5.42), and decreased
diffractedX-ray intensity. Therefore, it is difficult or even impossible tomeasure crys-
tallographic orientation or determine the 3D shape of crystallographic grains during
plastic deformation. The DAGT method is based on the grain-boundary tracking
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Fig. 5.46 Crystallographic
orientation mapping and
crystallographic grain
diameter histogram for a
steel material based on
scanning-type 3D–XRD
(courtesy of Yujiro Hayashi
of Toyota Central R&D
Labs) [88]

technique (GBT) [89], in which X-ray tomography is combined with the liquid metal
wetting technique introduced in Sect. 5.5.1. X-ray diffraction measurements using
an X-ray microbeam are combined with this approach to develop a technique that
facilitates the elucidation of morphological changes in crystallographic grains with
a high accuracy, even during the plastic deformation of the sample [90].

Figure 5.47 shows a schematic of experiments with the DAGT method. First,
a pencil beam (5–10 μm) is scanned while rotating the sample 180° and an X-
ray diffraction image is obtained. Next, the sample is deformed/fractured while the
process is consecutively imaged in 3D using X-ray tomography. Subsequently, the
grain boundary is decorated with liquid metal, and 3D images are obtained once
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Fig. 5.47 Schematic of the DAGT method process, which combines the grain boundary tracking
technique (left) (combining X-ray tomography with the liquid-metal wetting technique) and X-ray
diffraction experiments using X-ray microbeams

again usingX-ray tomography. The pair of 3D images obtained before and after grain
boundary decoration is referenced, and particles that appear on the grain boundary
planes are identified among all those observed. The number of observable particles
within a 600 μm square observation area is up to 100,000 for an aluminum alloy.
The physical displacement of all the grain boundary particles is traced back in time
via the consecutively obtained 3D images. The 3D morphology of the crystallo-
graphic grains can be reconstructed as polyhedrons by linking the adjacent grain
boundary particles using triangular planes. The trajectories of all the grain boundary
particles can be traced from before load application to immediately before fracture;
therefore, the manner in which the 3D morphology of all the crystallographic grains
changed during the deformation/fracture of thematerial can also be observed. Finally,
the various crystallographic grains and X-ray diffraction spots are associated, and
the crystallographic orientation distribution of the interior of each crystallographic
grain is calculated. This method can trace the physical displacement of all parti-
cles, including those within grains; hence, the 3D distribution of plastic strain in the
interior of the material and its changes can also be visualized simultaneously.

Figure 5.48 shows the 3D reconstruction of the crystallographic grainmorphology
and the crystallographic orientation measurement results for 23 crystallographic
grains present in a given region of a material interior [90]. The DAGT method can
map the 3D plastic strain distributions of each crystal grain interior according to each
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3D bird's-eye view of grains (A 

region that consists of 23 grains)

Crystallographic orientations 

of the 23 grains

Fig. 5.48 Visualization example of crystallographic grains based on the DAGT method [90]. 3D
display of the crystallographic grains in an Al-3% Cu alloy (left) and its corresponding crystallo-
graphic orientation distribution (right: inverse pole figure). The original figure is in color; please
refer to the figure in the original publication for details

strain component. Therefore, the local Taylor factor and Schmid factor are calcu-
lated for each crystallographic orientation, and the local deformation behavior can be
studied. An extremely heterogeneous plastic strain distribution can be observed even
in a single crystallographic grain interior in the applied example shown in Fig. 5.47.
A type of coordinated deformation behavior across the polycrystalline material,
wherein plastic deformation appears to propagate across multiple crystallographic
grains, can be observed here as well.

5.6 Other Tomography Techniques

There are other 3D imaging techniques than those discussedhere that utilize the image
reconstruction techniques introduced in Sect. 3.3. Representative examples include
X-ray small-angle scattering tomography. Schroer et al. first reported this technique
in 2006 [91]. Orientations of nanoscale structures such as particles in a material can
be expressed in 3D using X-ray small-angle scattering tomography. When applying
this technique to isotropic samples such as colloids that cause isotropic scattering,
3D reconstruction can be conducted by simply integrating the scattering intensities.
However, specialized measurement techniques and reconstruction methods (e.g.,
data retrieval when the sample is rotated across multiple rotational axes) are neces-
sary when analyzingmicrostructures with anisotropic properties, such as orientation.



328 5 Applied Imaging Methods

Schaff et al. first proposed a method for this purpose in 2015, successfully measuring
the 3D orientation distribution of collagen fibers in teeth during experiments at the
synchrotron radiation facility SLS in Switzerland [92].

Chen et al. combined aTalbot–LauX-ray interferometer, a phase-contrast imaging
technique introduced in Sect. 5.2.3 (2) suited for X-ray tubes, with a rotating anode-
type X-ray tube and proposed an X-ray small-angle scattering tomography measure-
ment method that can be conducted with industrial X-ray CT scanners [93]. Cone-
beam reconstruction based on Feldkamp’s algorithm introduced in Sect. 3.3.4 (2)
was used in this case.

Furthermore, tomography using X-ray topography has been implemented. X-ray
topography facilitates the imaging of lattice defects (e.g., dislocation) using X-ray
diffraction. The basic procedure involves the use of a single crystal material, in which
the X-ray diffraction intensity differences between the crystal lattice defects and the
complete crystal region of the material are utilized. Examples of 3D versions of
X-ray topography include research byMukaide et al., which implemented step scan-
ning section topography using synchrotron radiation [94], and the topo-tomography
method proposed by Ludwig [95]. These methods are limited to the analyses of
silicon and ceramics and are unable to visualize dislocation distributions in poly-
crystalline materials in practical use, such as steels or aluminum alloys. References
are included on this topic, although amore in-depth discussion is omitted. A thorough
overview by Kajiwara from SPring-8 is referenced for readers interested in further
information [96].

High-resolution 3D imaging techniques besides the imaging X-ray micro-/nano-
tomography introduced in Sect. 5.1 include X-ray tomography based on coherent
diffractive imaging (CDI) [97, 98]. As shown in Fig. 5.49a, this method involves
the irradiation of coherent X-rays onto a sample and the measurement of diffraction
intensity patterns at a distance away from the sample. This diffraction intensity
pattern can be expressed by a convolution of the Fourier transform of the sample

X-ray

Focusing mirror

Slits

CCD camera

Gold / silver nano
porous particles 

Electron (105 / pixel)

Beam stop

Fig. 5.49 a Overview of tomography based on coherent diffraction imaging. b Observation image
of gold/silver nano-porous particles using coherent diffraction imaging-based tomography. The top
image in (b) is the particle surface image and the bottom image in (b) is the cross-section image
(courtesy of Yukio Takahashi of Osaka University)
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function and the irradiation function, which expresses the wavefront of the incident
X-ray. A sample image, as shown in Fig. 5.49b, can then be obtained by conducting
phase retrieval calculations on the obtained data. This enables 3D imaging of the
internal structure of a material at an ultra-high spatial resolution of up to 10 nm
without using an imaging optical system, such as a Fresnel zone plate. Takahashi
et al. from Osaka University have actively pursued this line of research in Japan [97,
98]. This approach can be considered a lens-less high-spatial-resolution 3D imaging
technique and is on the cutting edge of technology in terms of spatial resolution
among 3D imaging techniques using X-rays. It has been considered particularly
useful for samples composed of light elements, such as biological tissue. Synchrotron
radiation facilities are essential when implementing this technique, and synchrotron
radiation sources that have high brilliance and low emittance are particularly suited
to it.
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Chapter 6
X-Ray CT Scanners and Application
Examples

The various devices and technical components that compose an X-ray CT scanner
were comprehensively discussed in Chap. 4. Furthermore, applied technologies
conducted with industrial X-ray CT scanners were discussed in Chap. 5. It is likely
exceptionally rare that standard users ofX-rayCT scannerswould examine and select
the various constituent devices upon understanding the various technical components
of X-ray tomography and assemble an industrial X-ray CT scanner by themselves.
Instead, users are more likely to select commercially available X-ray CT scanners
and introduce them to their affiliated institution, contract measurements to public
research institutions (e.g. universities) or private measurement contractors, or rent
the devices from these institutions.

Commercially available X-ray CT scanners are rapidly advancing, and higher-
performance/higher-functionality products are released almost every year. As such,
it may appear that providing an overview of the specifications of commercially avail-
able X-ray CT scanners may not be appropriate for a technical book that focuses on
fundamental technologies as presented here. However, X-ray CT scanner perfor-
mance cannot be entirely discussed with just the various constituent devices and
technical components discussed in Chap. 4. In other words, the methods in which
the various component technologies that were not fully discussed in Chaps. 4 and 5
are combined and the techniques that have integrated the various component tech-
nologies, careful consideration and innovations, and advanced user-friendly software
more often than not stipulate the strengths, versatility, and characteristic applications
of the X-ray CT scanner system. Therefore, with the understanding that this book
will inevitably become obsolete, the present chapter introduces the latest X-ray CT
scanners that are commercially available at the time that this book was written, as
well as superior examples of their application. These X-ray CT scanners may appear
somewhat outdated with time. However, the technologies and innovations incorpo-
rated in these scanners will certainly be effectively applied in subsequent X-ray CT
scanners or future developments will be based on them.
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In writing this chapter, many of the manufacturers of these X-ray CT scanners
were directly approached for information regarding the characteristics of the prod-
ucts from each company and their notable application examples. Support was also
provided by the radiation department (department head at the time of writing this
book: Masahito Natsuhara, Shimadzu Co.) of the Japanese Inspection Instrument
Manufacturers’ Association (JIMA), a business group of nondestructive inspection
instrument manufacturers in Japan.

6.1 General-Use X-Ray CT Scanners for Industrial Use

Table 6.1 displays specifications of representative industrial X-ray CT scanners.
Photographs of industrialX-rayCT scannerswith high versatility among the scanners
listed in Table 6.1 are shown in Fig. 6.1. Manufacturers have provided detailed speci-
fications, which are normally not included even in catalogs, for this book. Combined
with the descriptions of the various constituent devices shown in Chap. 4, we can
develop a deeper understanding of industrial X-ray CT scanners.

The 14 types listed in Table 6.1 cover the representative tube voltage range of
industrial X-ray CT scanners that use X-ray tubes. Many of these use tungsten as
a reflection-type target. However, the cooling methods for tubes vary according to
their output. Air-cooling is sufficient for low-output radiation sources but water-
cooling and oil-cooling become necessary with higher output. Furthermore, X-ray
tubes include sealed and open variations. The open type allows for filaments to be
exchanged when they are broken, but the sealed type needs to have the entire tube
replaced. In recent years, some manufacturers have provided maintenance services
in which the sealed tube is temporarily collected, the filament exchanged, and the
tube returned. Materials with a small atomic number (e.g. beryllium) are often used
for the radiation window of the X-ray source and the window material can avoid
issues caused by the absorption of low-energy X-rays. Furthermore, aluminum is
frequently used as a window material for devices that require high-energy X-rays.

Figure 6.2 is a visualization example of fiber-reinforced plastic (FRP) using
the X-ray CT scanner (Shimadzu Co. inspeXio SMX225CT FPD HR) shown in
Table 6.1 with a tube voltage of 225 kV. This X-ray CT scanner is equipped with a
large-scale, high-resolution flat-panel detector (corresponding to 14 million pixels).
The tube voltage is relatively high at 225 kV, but low-energy X-rays can be used due
to the specialized carbon plate used in the radiation window of the X-ray source.
This enables the clear visualization of carbon fiber- or glass fiber-reinforced plastic
composites (CFRP and GFRP, respectively) or non-woven fibers. This also is due
to the high dynamic range of the incorporated flat panel detector. Comparisons of
Fig. 6.2a and b show how much the dynamic range difference (14 bit vs. 16 bit) in a
detector plays a role in image quality. These types of fiber orientation measurements
in CFRP or GFRP can be easily conducted with optional software. Figure 6.2b is an
example of a carbon fiber-reinforced thermoplastic (CFRTP). Industrial X-ray CT
scanners can provide a measurement technology environment, which controls the



6.1 General-Use X-Ray CT Scanners for Industrial Use 335

Ta
bl
e
6.
1

D
et
ai
le
d
sp
ec
ifi
ca
tio

ns
of

re
pr
es
en
ta
tiv

e
X
-r
ay

C
T
sc
an
ne
rs

M
an
uf
ac
tu
re
r

SH
IM

A
D
Z
U

N
IK

O
N

O
M
R
O
N

Ty
pe

in
sp
eX

io
SM

X
-9
0C

T
Pl
us

in
sp
eX

io
SM

X
22
5C

T
FP

D
H
R

X
T
H
22
5
ST

X
T
H
45
0

V
T-
X
75
0

X
-r
ay

so
ur
ce

Ty
pe

Se
al
ed

tu
be

O
pe
n
tu
be

O
pe
n
tu
be

O
pe
n
tu
be

Se
al
ed

tu
be

O
ut
pu
t(
W
)

−1
0

−1
35

22
5

45
0

−3
9

T
ub
e
vo
lta
ge

(k
V
)

−9
0

−2
25

22
5

45
0

−1
30

T
ub
e
cu
rr
en
t

(m
A
)

0.
11

0.
6

0–
2

0–
2

−0
.3

Fo
ca
ls
po

ts
iz
e

(μ
m
)

5
−4

3
80

M
ax
im

um
be
am

di
am

et
er

(μ
m
)

–
7

–
–

–

Ta
rg
et
m
at
er
ia
l

T
un
gs
te
n

T
un
gs
te
n

T
un
gs
te
n,

et
c

T
un
gs
te
n

T
un
gs
te
n

Ta
rg
et
ty
pe

R
efl

ec
tiv

e
ta
rg
et

R
efl

ec
tiv

e
ta
rg
et

(c
yl
in
dr
ic
al
)

R
efl

ec
tiv

e
ta
rg
et

R
efl

ec
tiv

e
ta
rg
et

–

Ta
rg
et
an
gl
e
(°
)

45
45

–
–

–

E
m
is
si
on

an
gl
e

(°
)

40
40

–
–

45

Fi
lte

r
V
ar
io
us

m
at
er
ia
ls

V
ar
io
us

m
at
er
ia
ls

C
u,
et
c

C
u

V
ar
io
us

m
at
er
ia
ls

W
in
do
w
m
at
er
ia
l

B
e

Sp
ec
ia
lc
ar
bo
n

B
e

A
l

B
e

T
ub
e
co
ol
in
g

sy
st
em

A
ir
co
ol
in
g

W
at
er

co
ol
in
g

W
at
er

co
ol
in
g

O
il
co
ol
in
g

A
ir
co
ol
in
g

(c
on
tin

ue
d)



336 6 X-Ray CT Scanners and Application Examples

Ta
bl
e
6.
1

(c
on
tin

ue
d)

M
an
uf
ac
tu
re
r

SH
IM

A
D
Z
U

N
IK

O
N

O
M
R
O
N

Ty
pe

in
sp
eX

io
SM

X
-9
0C

T
Pl
us

in
sp
eX

io
SM

X
22
5C

T
FP

D
H
R

X
T
H
22
5
ST

X
T
H
45
0

V
T-
X
75
0

St
ag
e

L
oa
d
be
ar
in
g

ca
pa
ci
ty

(k
g)

2
12

50
10
0

4
(T
ra
ns
po
rt
at
io
n

co
nv
ey
or
)

In
cl
in
at
io
n
of

a
ro
ta
tio

n
ax
is

N
o

Po
ss
ib
le
(o
pt
io
na
l)

Po
ss
ib
le

N
o

N
o

D
et
ec
to
r

Ty
pe

FP
D

FP
D

FP
D

FP
D
/C
L
D
A

FP
D

Sc
in
til
la
to
r

C
M
O
S

A
m
or
ph
ou
s

–
–

–

N
um

be
r
of

pi
xe
ls

10
00

×
10
00

30
00

×
30
00

20
00

×
20
00
/4
00
0
×

40
00

20
00

×
20
00
/4
00
0
×

40
00

–

Pi
xe
ls
iz
e
(μ

m
)

50
×

50
13
9
×

13
9

20
0/
10
0

20
0/
10
0/
40
0

–

D
yn
am

ic
ra
ng
e

12
bi
t

16
bi
t

–
–

14
bi
t

To
ta
l

M
ax
.s
pa
tia
l

re
so
lu
tio

n
(μ

m
)

10
4

–
–

6/
pi
xe
l

O
ff
se
ts
ca
n

Po
ss
ib
le

Po
ss
ib
le

–
–

N
o

V
ol
um

e
re
nd
er
in
g

so
ft
w
ar
e

A
tta

ch
ed

A
tta

ch
ed

–
–

A
tta

ch
ed

Im
ag
e
an
al
ys
is

so
ft
w
ar
e

V
G
St
ud
io

V
G
St
ud
io

V
G
St
ud
io

V
G
St
ud
io

A
tta

ch
ed

D
im

en
si
on
s
(m

m
)

83
0
×

60
1
×

58
7

21
70

×
13
50

×
18
57

24
14

×
12
75

×
22
02

36
16

×
18
28

×
22
49

15
50

×
19
25

×
16
45

W
ei
gh
t(
kg
)

25
0

31
00

42
00

14
,0
00

29
70

(c
on
tin

ue
d)



6.1 General-Use X-Ray CT Scanners for Industrial Use 337

Ta
bl
e
6.
1

(c
on
tin

ue
d)

R
X
SO

L
U
T
IO

N
S

Z
E
IS
S

H
ita

ch
i

D
es
kT

om
13
0

E
as
yT

om
15
0

Z
E
IS
S
X
ra
di
a
81
0
U
ltr
a

Z
E
IS
S
X
ra
di
a
52
0
V
er
sa

H
iX

C
T-
1
M

H
iX

C
T-
9
M

Se
al
ed

tu
be

Se
al
ed

tu
be

O
pe
n
tu
be

Se
al
ed

tu
be

C
om

pa
ct
lin

ea
r

ac
ce
le
ra
to
r

C
om

pa
ct
lin

ea
r
ac
ce
le
ra
to
r

−4
0

−7
5

87
5

10
–

–

−1
30

−1
50

35
(E
ff
ec
tiv

e
va
lu
e:

5.
4
ke
V
)

16
0

95
0

90
00

−0
.3

−0
.5

25
0.
07
5

–
–

5
5

75
–

20
00

16
00

–
–

75
–

–
–

T
un
gs
te
n

T
un
gs
te
n

C
hr
om

iu
m

T
un
gs
te
n

T
un
gs
te
n

T
un
gs
te
n

R
efl

ec
tiv

e
ta
rg
et

R
efl

ec
tiv

e
ta
rg
et

R
ot
at
in
g
an
od
e

T
ra
ns
m
is
si
ve

ta
rg
et

T
ra
ns
m
is
si
ve

ta
rg
et

T
ra
ns
m
is
si
ve

ta
rg
et

–
–

–
0

–
–

–
–

–
–

45
30

V
ar
io
us

m
at
er
ia
ls

V
ar
io
us

m
at
er
ia
ls

–
V
ar
io
us

m
at
er
ia
ls

N
o

N
o

B
e

B
e

B
e

D
ia
m
on
d

–
–

A
ir
co
ol
in
g

A
ir
co
ol
in
g

W
at
er

co
ol
in
g

A
ir
co
ol
in
g

A
ir
co
ol
in
g

W
at
er

co
ol
in
g

2
30

1
25

10
0

10
0

Po
ss
ib
le
(o
pt
io
na
l)

Po
ss
ib
le
(o
pt
io
na
l)

–
–

–
–

FP
D

FP
D

FZ
P
+

op
tic

al
le
ns

+
C
C
D

O
pt
ic
al
le
ns

+
C
C
D

(F
PD

)
L
in
e
se
ns
or

L
in
e
se
ns
or

C
sI
or

G
ad
ox

C
sI
or

G
ad
ox

–
(P
at
en
te
d
te
ch
no
lo
gy
)

–
(P
at
en
te
d
te
ch
no
lo
gy
)

Si
se
m
ic
on
du
ct
or

Si
se
m
ic
on
du
ct
or

19
20

×
15
36

19
20

×
15
36

10
24

×
10
24

20
48

×
20
48

(C
C
D
)

75
0–

75
0–

12
7
×

12
7

12
7
×

12
7

–
–

–
–

(c
on
tin

ue
d)



338 6 X-Ray CT Scanners and Application Examples

Ta
bl
e
6.
1

(c
on
tin

ue
d)

R
X
SO

L
U
T
IO

N
S

Z
E
IS
S

H
ita

ch
i

D
es
kT

om
13
0

E
as
yT

om
15
0

Z
E
IS
S
X
ra
di
a
81
0
U
ltr
a

Z
E
IS
S
X
ra
di
a
52
0
V
er
sa

H
iX

C
T-
1
M

H
iX

C
T-
9
M

16
bi
t

16
bi
t

16
bi
t

16
bi
t

16
bi
t

16
bi
t

4
5

0.
05

0.
7

20
0

20
0

Po
ss
ib
le

Po
ss
ib
le

–
Po

ss
ib
le

Po
ss
ib
le

Po
ss
ib
le

A
tta

ch
ed

A
tta

ch
ed

A
tta

ch
ed

A
tta

ch
ed

–
–

V
G
St
ud
io
,

V
G
St
ud
io
M
A
X

V
G
St
ud
io
,

V
G
St
ud
io
M
A
X

O
R
S
D
ra
go
nfl

y
Pr
o

(o
pt
io
na
l)

O
R
S
D
ra
go
nfl

y
Pr
o

(o
pt
io
na
l)

V
G
St
ud
io

V
G
St
ud

io

12
50

×
80
0
×

18
00

21
00

×
11
00

×
20
00

21
80

×
12
00

×
21
70

21
70

×
11
90

×
20
90

83
0
×

60
1
×

58
7

60
00

×
60
00

×
60
00

70
0

20
00

26
00

24
68

60
,0
00
–8
0,
00
0
w
ith

ra
di
at
io
n
sh
ie
ld
in
g

15
,0
00

w
ith

ou
tr
ad
ia
tio

n
sh
ie
ld
in
g

JE
D

R
F

Y
am

ah
a
m
ot
or

C
T
H
20
0
FP

D
N
A
O
M
i-
C
T

Y
Si
-X

Ty
pe
H
D

Se
al
ed

tu
be

Se
al
ed

tu
be

Se
al
ed

tu
be

−1
50

−5
00

−3
9

−2
00

50
–1
00

−1
30

−0
.7
5

2–
10

−0
.3

20
50
0

−1
6

–
–

−5
0

T
un
gs
te
n

T
un
gs
te
n

T
un
gs
te
n

R
efl

ec
tiv

e
ta
rg
et

R
efl

ec
tiv

e
ta
rg
et

R
efl

ec
tiv

e
ta
rg
et

–
5

45

40
–

10
0

(c
on
tin

ue
d)



6.1 General-Use X-Ray CT Scanners for Industrial Use 339

Ta
bl
e
6.
1

(c
on
tin

ue
d)

JE
D

R
F

Y
am

ah
a
m
ot
or

V
ar
io
us

m
at
er
ia
ls

C
u

V
ar
io
us

m
at
er
ia
ls

Sp
ec
ia
lg

la
ss

–
B
e

A
ir
co
ol
in
g

O
il/
ai
r
co
ol
in
g

A
ir
co
ol
in
g

10
10

2
(T
ra
ns
po
rt
at
io
n
co
nv
ey
or
)

N
o

N
o

N
o

FP
D

FP
D

FP
D

A
m
or
ph
ou
s

C
SI

–

10
25

×
10
25

12
32

×
12
16

–

20
0
×

20
0

10
0

–

16
bi
t

12
bi
t

14
bi
t

–
5
L
P/
m
m

7

Po
ss
ib
le

Po
ss
ib
le

N
o

A
tta

ch
ed

A
tta

ch
ed

A
tta

ch
ed

A
tta

ch
ed

A
tta

ch
ed

A
tta

ch
ed

15
50

×
10
92

×
14
13

62
3
×

33
8
×

29
7.
5

17
10

×
18
83

×
17
05

18
60

50
29
00



340 6 X-Ray CT Scanners and Application Examples

(d) (e) (f)

(g)

(b)(a) (c)

Fig. 6.1 Photographs of commercially available X-ray CT scanners described in Table 6.1;
a Shimadzu Co. inspeXio SMX-90CT Plus model from Table 6.1 and b inspeXio SMX225CT
FPD HR model (both courtesy of Masahito Natsuhara of Shimadzu Co.); c and d are the Nikon XT
225 ST model and XT H 450 model, respectively, from Table 6.1 (both courtesy of Satoshi Kazama
of Nikon); and e and f are RX SOLUTIONS DeskTom 130 model and EasyTom 150 model from
Table 6.1 (both courtesy ofWataru Adachi of Seikoh Giken). gRFCo. NAOMi-CTmodel (courtesy
of Kazumi Kodaira of RF Co.)

important factor of fiber misalignment when handling CFRTP. As shown in Fig. 6.3,
other applications of this X-ray CT scanner include the deformation analysis
of lithium-ion batteries and high-spatial-resolution/high-contrast observations of
separators. High spatial resolution and high contrast can be obtained in this way.
Additionally, fast tomography with a maximum speed of 33 s/scan and fast image
reconstruction in as fast as 5 s has become possible with detector improvements and
software updates.

Figure 6.4 shows imaging conducted on pearls. This was conducted using the RX
SOLUTIONS device (DeskTom130) shown in Table 6.1. A pearl is a light substance
with inorganic materials like calcium carbonate and calcium oxide as its principal
components. Figure 6.4 shows that the pearl core and pearl layers, as well as its
boundary layers, were clearly visualized. We can observe that the pearl core/pearl
layer and boundary layer, which have minimal compositional differences, are clearly
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0.5 mm

(a) (b) 

(c) (d) 

Fig. 6.2 a Cross-section image when visualizing CFRP using an X-ray CT scanner with a 14-bit
flat panel detector; b is a visualization example using an X-ray CT scanner with a 16-bit flat panel
detector described in Table 6.1 (Shimadzu Co. inspeXio SMX225CT FPD HR model); c visualiza-
tion of GFRP using the same device; and d magnification of the enclosed area in c (both courtesy
of Masahito Natsuhara of Shimadzu Co.)

distinguished. This visualization demonstrates how the boundary layer is broken and
how this results in the deformation of the pearl surface.

Many X-ray CT scanners can handle imaging regions of interest that are consid-
erably smaller than the sample diameter. This enables the local/high-magnification
observation of large samples, which do not fit within the field of view within a
detector, such as electric circuit boards. Figure 6.3 is one such observation example.
Furthermore, Fig. 6.5 shows an observation of a soldered section of an electronic
circuit board using the RX SOLUTIONS machine (DeskTom130) shown in Table
6.1. The existence of pores in the solder, which are likely to result in fracture, can
be confirmed using the microfocus tube.

Manyof thedevices inTable 6.1 canhandle offset scans.Asdescribed inSect. 3.3.5
(1), offset scans can be used to magnify the sample size by integer multiples of the X-
ray beam width. In this case, the included software can automatically stitch together
multiple transmission images due to the high-accuracy offset. However, care must
be taken concerning the penetrative power of the X-ray.

Incidentally, it can be observed from Table 6.1 that many X-ray CT scanners use
a microfocus X-ray tube. The need for high spatial resolution is also firmly rooted
in industrial X-ray CT scanners. There have been products that have two tubes with
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(a) (b) 

Separator

Fig. 6.3 a Example of a high-resolution/high-contrast observation of lithium ion battery defor-
mation and the separators and b an observation of the electronic circuit board of a smartphone
and a high-magnification observation of the enclosed CPU. Each are visualization examples using
the same X-ray CT scanner (Shimadzu Co. inspeXio SMX225CT FPD HR model) from Fig. 6.2
(courtesy of Masahito Natsuhara from Shimadzu Co.)

(a) (b) 

Nacreous layer

Pearl nucleus

Boundary layers

Debonding

Void

Pearl nucleus

Fig. 6.4 Interior structure of a pearl observed using an RX SOLUTIONS device (DeskTom130)
in Table 6.1. The pearl on the right in a and the pearl in b show damaged boundary layers between
the pearl core and pearl layers (courtesy of Wataru Adachi from Seikoh Giken)
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(a) (b) 

Fig. 6.5 a Transmission image of an electronic circuit board after the completion of soldering;
b is a virtual cross-section observed from the side in a 3D image of a soldering section. The device
used is the RX SOLUTIONS DeskTom130 model shown in Table 6.1 (courtesy of Wataru Adachi
of Seikoh Giken)

varying focal spot size/output values installed, also referred to as multifocus. Its
applications are innumerable, from the currently-expanding field of layered manu-
facturing to assessment of the aforementioned CFRP and GFRP fiber orientation, to
various assessments in archaeology. For example, high-spatial-resolution imaging
with low-energy X-rays in the archaeological disciplines can be used to determine
whether an ancient tree was a coniferous or broadleaf tree and can even be used to
analyze what the tree species was. The focal spot size of X-ray tubes and maximum
spatial resolution of X-ray CT scanners are shown in Table 6.1. Their current state
is such that the former is generally used as an index for spatial resolution. However,
it must be noted that the focal spot size of X-ray tubes is but one of the factors that
regulate the spatial resolution of X-ray CT scanners. Data provided directly from
the manufacturer are shown here, and there is no follow-up on how the maximum
spatial resolution of the device is measured or assessed. Those who have read this
book would likely understand what spatial resolution is and how this is measured. It
is recommended that the cross-sectional images of a sample that approximates the
desired 3D image and imaging conditions be obtained and evaluated independently.

Figure 6.6 shows an observation example of an archaeological artifact excavated
from the ancient ruins of Antikythera in Greece using an X-ray CT scanner (Nikon
XT H 450 model) with a 450 kV tube voltage that enables the use of X-rays with
high energies even among those in Table 6.1. This device is unique in that it is
capable of having an X-ray tube with a relatively small focal point size despite
having a tube voltage of 450 kV. For this reason, a high spatial resolution is achieved
despite the high X-ray energy and output, where a maximum spatial resolution of
approximately 200 μm is achieved. Usage of this X-ray CT scanner has enabled
the visualizations of detailed patterns that were buried under rust on the surface of
relatively large artifacts. These observations clarified that this archaeological artifact
with a previously-unknown use was the world’s oldest astronomical calendar. This



344 6 X-Ray CT Scanners and Application Examples

(a) (b) 

(c) (d) 

(c) 

(d) 

Fig. 6.6 a Full view of the excavated artifact from the ancient ruins of Antikythera in Greece;
b shows a section of this; c and d are further magnifications of the section in (b); and (c) and
(d) show patterns that indicate that this artifact was a calendar. These were visualized using a
450 kV tube voltage X-ray CT scanner (Nikon XT H 450 model) described in Table 6.1 (courtesy
of Satoshi Kazama of Nikon)

is considered a good example of how industrial X-ray CT has provided valuable
academic contributions.

Figure 6.7 shows an application example of an X-ray CT scanner with a slightly
smaller tube voltage of 300 kV. This device has a microfocus tube whose distance
between the X-ray focal spot and X-ray irradiation window is shorter at roughly
5 mm and whose automatic changes in focal spot dimensions, as per the cathode
power of the X-ray tube, achieve a balance between X-ray penetrative power and
relatively high spatial resolution. Figure 6.7 shows 3D images of gray cast iron and
ductile cast iron materials where a specimen measuring � approximately 2 mm was
extracted. The graphite portions of each of the materials are extracted and displayed
here. The thin and long flaky graphite is visualized with sufficient spatial resolution.

Many of the devices in Table 6.1 can handle inclinations in the sample rotation
stage. This enables the implementation of the laminography discussed in Sect. 3.3.5
(3). In practice, manyX-ray CT scanners with software that can handle laminography
are commercially available, enabling imaging of plate-like samples that do not fit
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(a) (b) 

Fig. 6.7 Graphite extracted from a spherical graphite cast iron and b flaky graphite cast iron.
The microscale flaky graphite is visible. A 300 kV tube voltage X-ray CT scanner (Toshiba IT &
Control SystemsTOSCANER-33000μFD-ZIImodel) was used for observation (courtesy of Junichi
Iwasawa of Toshiba IT & Control Systems)

within the X-ray beam range in standard imaging methods, such as electronic circuit
boards, aluminum or steel body panels for automobiles, and fiber metal laminate thin
plates for airplanes.

As shown in the detector row in Table 6.1, many products use a flat-panel detector.
Image intensifiers typically offer the advantages of relatively lowcost, high efficiency,
and a high frame rate. However, flat-panel detectors have the advantages of a high
dynamic range, few distortions such as with image intensifiers, and a large effective
field of view. Combined with recent price reductions, flat-panel detectors are increas-
ingly used. Furthermore, the 450-kV tube voltage device (Nikon XTH 450model) in
Table 6.1 also has a model with a line sensor camera. As discussed in Sect. 4.4.2 (1),
the X-ray beam is formed into a fan beam using the collimator when using the line
sensor camera to have the X-ray illuminate the sample only within the field-of-view
of the line sensor camera. Forward scattering of high-energy X-rays in the case of
a parallel beam or cone beam results in the emission of scattered X-rays into the
detector pixel from the whole sample; this reduces contrast and spatial resolution.
The use of a fan beam can effectively prevent this.

Figure 6.8 is a schematic that shows how image quality changes when either a
line sensor camera or flat-panel detector is used. Imaging with a line sensor camera
requires vertical scanning of the sample across 500–2000 layers; consequently, the
imaging time necessarily becomes longer. However, the influence of scattering X-
rays coming from the sample regions in the vertical directions is no longer present
and high-quality images with low noise levels can be obtained. However, the scat-
tered X-rays coming from adjacent regions in the longitudinal direction of the line
sensor cannot be avoided, therefore, adjustments in the sample-detector interval are
necessary.

Figure 6.9 shows an observation example of an aluminum die-casting cylinder
block using a line sensor camera. X-ray scattering at high X-ray energies from cone
beam-type X-ray CT scanners can make the linear profile sections swollen in a
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(a) Two-dimensional detector

(b) Line sensor camera

Sample

X-ray

Detector

X-ray source

Translation
Detector

Target pixel

Scattered X-ray
(Broken line)

Scattered X-ray
(Broken line)

Fig. 6.8 Schematic showing differences in image quality between a line sensor camera device and
a two-dimensional detector device (e.g. flat panel detector) when imaging with high-energy X-rays

(a) (b) 

Fig. 6.9 Visualization example of an aluminum die-casting cylinder block; a is the total image
and b is a virtual cross-section, which visualizes manufacturing defects such as internal cavities. A
450 kV tube voltage X-ray CT scanner (Toshiba IT & Control Systems TOSCNANER-24500twin
model) was used for observations (courtesy of Junichi Iwasawa of Toshiba IT & Control Systems)
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barrel-like shape. Line sensor cameras can ensure that geometrically accurate 3D
images with no distortion can be obtained. Two rows of line sensor cameras are set
up in the X-ray CT scanner and a third cross-section image can also be measured
by supplementing the space between these two rows. Furthermore, increasing the
scintillator thickness used for the line sensor camera can enable the acquisition of
approximately 300 mm of transmission for aluminum with a sufficient S/N ratio. For
this reason, aluminum products such as those shown in Fig. 6.9 can detect drill holes
measuring ϕ0.3 mm in the interior of areas with an outer diameter of 100 mm. This
is due to the utilization of an X-ray tube with a high target power tolerance for the
focal point dimensions.

Among the devices listed in Table 6.1, there are some low-cost devices in the
range of tens of thousands of USD made possible by technology transfers from the
diffusion of dentistry X-ray CT scanners and the appropriation of their components.
Figure 6.1g is one such example. Its characteristics include a lightweight main body
at 50 kg, a size that can be placed on a desktop, and its compatibility with household
power sources while being moved around on a cart. As shown in Fig. 6.10, applica-
tion examples include various advances in disciplines where prohibitively expensive
industrial X-ray CT scanners could not be frequently used, such as fundamental
research on food product development, sports applications, and the confirmation of
sport glove fit.

(a) (b) 

Fig. 6.10 a Distribution of bubbles within a bar of ice cream. b is the observation of the internal
structure of a water purifier. Miniature light-weight devices (RF Co. NAOMi-CT model) were used
for both observations (courtesy of Kazumi Kodaira of RF Co.)
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6.2 High-Energy Industrial X-ray CT Scanners

X-ray CT with X-ray energies in the MeV range has been developed and manu-
factured since the 1980s. Compact electron accelerators have been used as their
radiation source. Devices that use radiation sources with energies of 950 kV, 3MV, 6
MV, and 9 MV can be utilized as industrial products. Figure 6.11 shows an example
of a commercially available product. These product specifications are recorded in
Table 6.1. Devices with 12-MV radiation sources had been produced in the past but

X-ray source
(Accelerator)

Detector

Sample rotation 
stage

(a) 

(b) (c) 

Fig. 6.11 Example of a high-energy industrial-use X-ray CT scanner that is commercially available
and described in Table 6.1. Photographs of the a Hitachi Co. HiXCT-9M model device and the
HiXCT-1M, b shielding container, and c control panel/operating device (courtesy of Katsutoshi
Sato of Hitachi Co.)
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currently no longer exist. X-rays with MeV-level energies have a high penetrating
power of materials, so decreased sensitivity in standard X-ray detectors is unavoid-
able. For this reason, line sensor detectors or detection circuits that are specialized for
X-rays of MeV-level energies have been developed and implemented. This enables
the acquisition of images with minimal artifacts due to low noise and a high dynamic
range. The shape of the X-ray beam is a fan beam. For example, X-ray CT scanners
with a drive voltage of 9 MV can observe steel and aluminum alloy materials with
thicknesses up to 32 cm and 96 cm, respectively. The field of view is ϕ600–800 mm,
the height 500–1000 mm, and a sample rotation stage with a load capacity of 100 kg
is used. Proper shielding is necessary to prevent the leakage of high-energy X-rays
in high-energy X-ray CT scanners out of the device. For example, the total weight
of a 950 kV device can be up to 60–80 t when set up in a shielding container made
of steel plates. Furthermore, the 9 MV machine can no longer be shielded with steel
plates and must be housed in a reinforced-concrete shielding structure with 2 m thick
concrete.

In addition to the so-called third-generation CT with a rotate/rotate system,
measurement systems include the second-generation translate/rotate system and a
new system referred to as the double-rotate system [2]. Fast imaging is charac-
teristic of the rotate/rotate system, with speeds up to 10 s/slice. Meanwhile, the
translate/rotate system is suited for imaging with a wide field of view but has a
lengthy imaging time. Furthermore, the double-rotate system combines fast imaging
and high-spatial-resolution imaging, requiring an imaging time that is approximately
four times longer than the rotate/rotate system but with a spatial resolution that is
superior by a factor of 1.5.

Figure 6.12 shows differences in image quality between scan systems. Innova-
tions in the measurement system enable the clean visualization of difficult-to-detect

Magnified view of the crack

5 mm

1 mm

Magnified view of the crack
(a) (b) 

Fig. 6.12 Observation example of a cavity and crack in a cast iron component using a high-energy
industrial-use X-ray CT scanner. Image a was obtained using the rotate/rotate system (pixel size
0.4 mm, 1500 × 1500 pixels, scan time 15 s) and b was obtained with the double-rotate system
(pixel size 0.2 mm, 3000 × 3000 pixels, scan time 50 s). These were imaged using the Hitachi Co.
HiXCT-9M-SP model (courtesy of Katsutoshi Sato of Hitachi Co.)
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(a) (b) 

Fig. 6.13 Observation example of an automobile component (alternator) interior using a high-
energy industrialuseX-ray CT scanner; a is a 3D observation of the inner coil bymaking the external
aluminum components semi-transparent and b is the segmentation of the constituent components,
where each component is shown in a disassembled manner to show the assembly conditions. These
were imaged using the Hitachi Co. HiXCT-9M-SP model (courtesy of Katsutoshi Sato of Hitachi
Co.)

cracks with small openings in brittle cast iron parts. Furthermore, Fig. 6.13 shows a
3D imaging example of an automobile part. The noise and artifacts are sufficiently
reduced while using high-energy X-rays, enabling not only the visualization of large-
scale automobile part interiors but also assessments based on the segmentation and
extraction/discrimination of its constituent components.

Fraunhofer EZRT operates an XXL-CTX-ray CT scanner, which can scan larger-
scale products as is. This is shown in Fig. 6.14. XXL-CT is a device capable of
conducting 3D imaging of automobiles, cargo containers, airplane fuselages, and
large-scale ship engines as is. A rotation stage, which has a width of 3.2 m, height of
5m, and load capacity of 10 t, is combinedwith 9MeVhigh-energyX-rays to conduct
3D imagingwith a focal spot size of approximately 3mm.Automobiles are positioned
upright on the rotation stage when conducting 3D imaging. It is anticipated that the
applications of these types of CT scanners for large-scale structures will increase in
the future.
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Fig. 6.14 X-ray CT scanner comprising an XXL-CT that can scan large automobile-scale products
as-is, located in Fraunhofer EZRT in Germany (courtesy of Thomas Kessler of the Fraunhofer
Laboratory)

6.3 High-Resolution Industrial X-Ray CT Scanners

Industrial X-ray CT scanners that seek high spatial resolutions using standard micro-
focus tubes are introduced in Sect. 6.1. Industrial X-ray CT scanners that use X-ray
focusing elements used in imaging-type X-ray micro-/nanotomography discussed in
Sect. 5.1 are commercially available.

Figure 6.15 shows a visualization example of active materials in an electrode
sheet of a commercially available secondary lithium-ion battery using an industrial
X-ray CT scanner equipped with an imaging optical system that uses a Fresnel zone
plate (introduced in Sect. 5.1.1) and an illumination system that uses a condenser
zone plate. The internal 3D structure and voids between the particles can be clearly
observed in Fig. 6.15. Observations and quantitative assessments of the opened
and closed micropores are conducted from these images, as well as observations
of internal structures closely associated with the performance and deterioration of
the secondary lithium-ion battery including the debonding of the grain boundary
between the primary particles accompanying the storage and discharge of lithium
ions during lithium-ion battery charging and discharging. The device in Fig. 6.16,
also recorded in Table 6.1, was used for this observation. This device uses a Fresnel
zone plate with an outermost zone width of 35 nm and a nominal maximum spatial
resolution of 50 nm. Observations in Fig. 6.15 show that the sample has a diameter of
approximately 64 μm and a spatial resolution of 150 nm during imaging. The manu-
facturer has referred to this as a nano-resolution X-ray microscope and interpolates
3D imaging in the intermediate region between the micron-level spatial resolution
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Void + Pore = 14.4 vol.%

Connected porosity = 13.9 vol.%
(Almost 97 % is inter-connected)

Fig. 6.15 Example where an electrode sheet was extracted from a commercially-available
secondary lithium ion battery and where high-resolution visualizations of the 3D structure of
active materials in an electrode (left) and inter-particle voids (right) were conducted. Imaging
was conducted with a Carl Zeiss ZEISS Xradia 810 Ultra model (Fig. 6.16) (courtesy of Nobuhiro
Hayami, Benjamin Hornberger, Stephen T. Kelly, and Hrishikesh Bale of Carl Zeiss Co.)

of microfocus X-ray CT and the nano-order region of electron microscopes. This
device produces 3.5 keV monochromatic X-rays by using an approximately 0.9 kW
high-brilliance X-ray source. According to the device manufacturer, chrome is used
for the X-ray tube target and monochromatic characteristics with an energy reso-
lution of approximately �E/E = 1.7 × 10–3 are obtained through the combination
of Kα1/Kα2 X-rays and a Fresnel zone plate. This enables an image optical system,
which uses a Fresnel zone plate, to be achieved in commercially available industrial
X-ray CT scanners. A phase plate is inserted in the optical path to set up a Zernike
phase contrast microscope (discussed in Sect. 5.2.2). A stage with an in situ obser-
vation device introduced in Sect. 4.5 can be used for the sample rotation stage and
in situ observations of tension, compression, and nano-indentations can be made.
There are considerable limits with regards to sample size, however, this has been
applied in a wide range of disciplines, including material development (e.g. poly-
mers, ceramics, and batteries), natural resource exploration (e.g. oil and minerals),
and bioengineering.
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Fig. 6.16 Example of a commercially-available high-resolution industrial-use X-ray CT scanner
described in Table 6.1. This is the Carl Zeiss ZEISS Xradia 810 Ultra model (courtesy of Nobuhiro
Hayami of Carl Zeiss Co.)

6.4 High-Functionality Industrial X-Ray CT Scanners

The previous section detailed how considerably high spatial resolutions could be
obtained in absorption contrast tomography using industrial X-ray CT scanners
equipped with a microfocus X-ray tube. However, there are occasionally instances
with various observation subjects where the contrast is low and observations cannot
be made or where there are problems with regards to quantitative assessment. Of the
polycrystalline structure tomography methods introduced in Sect. 5.5, the diffrac-
tion contrast tomography in Sect. 5.5.2 can be implemented at the laboratory level by
using products that incorporate modules and analysis software specific to industrial
X-ray CT scanners.

Figure 6.17 shows a 3D visualization example of a crystallographic structure
of polycrystalline iron. A clean 3D visualization is obtained without gaps or over-
laps in the crystallographic grains, which have a crystallographic grain diameter of
approximately 100 μm. This enables not only the accurate determination of the 3D
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(a) 3D polycrystalline structure and
corresponding inverse pole figure

(b) Halved 3D image

(c) Diffraction pattern of grains

Fig. 6.17 a and b are 3D images of the polycrystal structure of polycrystalline iron. The colors
of each crystallographic grain indicate the crystal orientations expressed in the inverse pole figure
included in a. The Carl Zeiss ZEISS Xradia 520 Versa model (Table 6.1 and Fig. 6.18 for reference)
was used for imaging (courtesy of Nobuhiro Hayami of Carl Zeiss Co.)

morphology of the crystallographic structure but also crystallographic assessments
of various physical phenomena (e.g. recrystallization/growth behavior, relation-
ships between crystallographic structure andvariousmechanical properties/corrosion
characteristics).

Figure 6.18 shows a photograph of the industrial X-ray CT scanner used for
imaging in Fig. 6.17. The basic structure of the device is the same as that of an indus-
trial X-ray CT scanner with a standard microfocus X-ray tube. This device adopts
a scintillator and a detector that uses an objective lens from an optical microscope
in a manner similar to synchrotron radiation X-ray tomography. In other words, the
device combines geometric X-raymagnification projection using amicrofocus X-ray
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Fig. 6.18 Example of a commercially available high-functionality industrial-use X-ray CT scanner
described in Table 6.1. This is the Carl Zeiss ZEISS Xradia 520 Versa model (courtesy of Nobuhiro
Hayami of Carl Zeiss Co.)

tube with an optical image converted to visible light. A geometric magnification in
the order of 100:1 is usually necessary to achieve a spatial resolution below 10 μm
with micro-tomography using a microfocus X-ray tube. Meanwhile, this device can
control the geometric magnification based on the cone beam optical system to a
factor of 1–10 and achieves a larger working distance by magnifying after visible
light conversion. This enables the implementation of material tests that use relatively
large testing devices and in situ observations under heating or electrification even
among the in situ observation devices introduced in Sect. 4.5. An aperture plate and
beam stop can be installed during diffraction contrast tomography to detect only
diffracted light while shielding 0th-order light. An X-ray diffraction pattern as is
shown in Fig. 6.17c is then obtained while rotating the sample. This allows for the
acquisition of geometric information such as crystal coordinates, orientation, size,
and morphology of crystallographic grains with a minimum grain size of around
40 μm and an angular resolution of the crystallographic orientation of 0.5°. Stan-
dard absorption contrast tomography imaging can also be conducted in the same
sample; therefore, the relationships between the crystallographic structure obtained
from diffraction contrast tomography and the cracking obtained from absorption
contrast tomography can be directly assessed as well.
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6.5 In-Line Inspection Device

The objectives of in-line inspections are to measure the dimensions/shape of prod-
ucts, components, and substrates that move down a mass-production production
line, identify the presence of defects, and conduct quality control. If these can be
conducted for the inspection of all products, the delivery of defective products can
be prevented, significantly impacting product reliability. In addition to human-based
inspections, in-line inspections until now have involved external appearance inspec-
tions with visible-light cameras, transmission image inspections using X-rays, and
robot-based measurements. Line sensor cameras introduced in Sect. 4.4.2 (1) are
widely used for in-line inspections based on transmission images.

Since the start of the twenty-first century, X-rayCT scanners and similar technolo-
gies have been used for in-line inspections during the production process of automo-
bile parts, semiconductors, and electric circuits. The wafer implementation process,
which falls under the post-processing stepof the semiconductor productionprocess, is
the primary subject for these types of technology. Furthermore, the multiple soldered
parts in electric circuits (e.g. solder wetting defects, through-hole packing defects,
or insufficient soldering amounts) are frequently the source of production defects.
Figure 6.19 is an example of such a fast X-ray CT-type automatic inspection device.
Its specifications are described in Table 6.1. Its output is small as its primary subjects
are substrates; an air-cooled sealed-type microfocus X-ray tube is used here. Due to

Fig. 6.19 Photograph of an
in-line inspectionuse X-ray
CT scanner described in
Table 6.1; Omron VT-X750
model (courtesy of
Nobuharu Sugita of Omron)
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(c) Magnified views of the solders highlighted by a white rectangle shown in (b)

(b) Soldered parts extracted(a) Whole substrate for inspection

Fig. 6.20 Inspection example of a soldered section of the electric circuit using a commercially
available in-line inspectionX-rayCTscanner (OmronVT-X750model) shown inTable 6.1 (courtesy
of Nobuharu Sugita of Omron)

its high spatial resolution, this single unit is capable of conducting not only mass-
production inspections but also analyses of defective products diverted as a result of
mass-production inspections. This device is unique in that it applies a specialized
measurement system referred to as parallel CT [1]. This involves the turning of the
camera and sample in a circular trajectory that is parallel to the substrate instead of
a rotation stage. This enables fast tomography wherein a single 3D image can be
obtained in 4 s. Although the device in Fig. 6.19 is for in-line inspection, there is also
a high-spatial-resolution (0.3 μm/pixel) device for off-line inspection. Figure 6.20
shows the verification of soldering junction strength using the device in Fig. 6.19. A
single defective part was identified from several hundred soldered sections, in which
pore-like defects were visible in its interior.

Figure 6.21 also shows an inspection device that is specialized for the in-line
inspection of electric circuits, with a structure that combines X-ray tomography,
X-ray transmission inspections, visible-light/infrared microscopy observations, and
laser distance measurements [3]. The in-line setup of this device in an electric circuit
production line enables X-ray tomography observations at a spatial resolution that is
high enough for detailed soldering junction inspections while simultaneously iden-
tifying marks due to visible/infrared light and X-ray observation reference plane
measurements using a laser range finder. This device has the characteristic of being
able to conduct fast imaging that can keep up with the production line cycle time
despite taking such a high number of measurements simultaneously. Figure 6.22 is
a summary of the information obtained from each of these inspections. This device
is capable not only of detecting various production defects such as the presence of
voids in a heat sink or back fillet of leads, but also various defective product ejections
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Fig. 6.21 Photograph (top right) of a commercially available in-line inspection-type X-ray CT
scanner described in Table 6.1 and an internal layout where visible-light inspection, laser displace-
ment sensor, and anX-ray imaging system co-exist; YamahaMotorCompanyTsi-Xmodel (courtesy
of Akira Kakuta of Yamaha Motor Company)

and traceability assurances such as serial number identification and the detection of
product assembly errors, all simultaneously and autonomously. Furthermore, despite
using a sealed tube, the device is innovative regarding its maintenance as the X-ray
tube filament is exchanged and rebuilt when the filament is broken.

Meanwhile, Fig. 6.23 shows an X-ray CT scanner that is built for imaging with
standard X-ray tomography. Its specifications are listed in Table 6.1. This device
uses a high-output X-ray tube and is used for the complete part-by-part inspection
of products like aluminum alloy components. Despite conducting standard X-ray
tomography, it is capable of conducting fast imaging at speeds of 1 min/scan, which
correspond to the production lines of automobile components. Figure 6.24 shows
an observation example where this device was used to observe internal defects (e.g.
cavities) in the interior of an aluminum die-casting product. This device can be
set up even in harsh usage environments that would be harsh for precision instru-
ments due to temperature or dust, like in aluminum die-casting lines. Inspections are
conducted from when the casting product enters the inside of the device until the
product quality is determined, as this is synchronized with the production cycle of
die-cast machines. In addition to manual inspections by staff members, there are also
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(c) X-ray radiographs obtained simultaneously with the
optical inspection

(b) High-speed optical microscope image obtained
simultaneously with X-ray tomography images

(a) High-speed sliced surface inspection using X-ray
tomography

(d) Laser height position measurement

Fig. 6.22 Inspection example of an electric circuit using a commercially available in-line
inspection-type X-ray CT scanner (Yamaha Motor Company Ysi-X model) described in Table 6.1.
X-ray tomography, X-ray transmission, optical microscopy observations, infrared light observa-
tions, and laser inspections can be conducted simultaneously (courtesy of Akira Kakuta of Yamaha
Motor Company)

Fig. 6.23 Photograph of a commercially available in-line inspection-type X-ray CT scanner
described in Table 6.1; JED CTH200FPD model (courtesy of Osamu Kinoshita of JED, Co., Ltd.)



360 6 X-Ray CT Scanners and Application Examples

(c) 3D rendered blow holes

(b) Inspection of blow holes using a 3D image
and virtual cross sections

(a) Test piece for inspection

Fig. 6.24 Inspection example of an aluminum die-cast component using a commercially available
in-line inspection-typeX-rayCTscanner (JEDCTH200FPDmodel) described inTable 6.1 (courtesy
of Osamu Kinoshita of JED, Co., Ltd.)

completely automated inspections conducted in coordination with industrial robots.
Product inspections can immediately and automatically determine the quality of all
products while automatically saving and recording various numerical data, which
can be used for subsequent defect dimension measurements.

6.6 X-Ray Tomography Using Synchrotron Radiation

The current state of the technology used at the imaging beamlines in SPring-8 and
the Photon Factory, as well as recent application examples, is introduced here.
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6.6.1 Projection-Type X-Ray Tomography

Projection-typeX-ray tomography canbe implemented at SPring-8 primarily through
the two beamlines of BL20XU and BL20B2. The former is a beamline that uses an
undulator and is suited for high-resolution work, whereas the latter is a beamline
that uses bending magnets and is suited for imaging with a wide field of view.
Both beamlines primarily use a 2048 × 2048-pixel Hamamatsu Photonics sCMOS
camera measuring 6.5 μm × 6.5 μm. The former is often combined with a BM-3
beam monitor that combines a scintillator with a visible-light lens and mirror. The
latter frequently uses a BM-2. Combinations of different beam monitors allow for
changes in the effective pixel size. As can be observed later in Fig. 7.15, the effective
spatial resolution for both cases is exactly double that of the pixel size (approximately
0.5 μm for projection-type X-ray tomography in BL20XU) [23]. In other words, the
spatial resolution is limited by the Nyquist frequency, which is based on the sampling
theorem (discussed in Sect. 7.5.1 (2)).

Figure 6.25 shows an imaging example using BL20B2 [4]. Beamlines that use
bending magnets are more suited for metals even if they are porous with over 90%
porosity. The effective pixel size, in this case, is 2.7 μm, the spatial resolution is
5.4μm, and both the field of view width and height are 5.4 mm. Clean visualizations
of not only the complex and irregular structure of the porous metal cell wall but
also of the interior micropores and precipitated hydrogen was obtained. With the
support of the 3D image-based simulations (discussed in Sect. 8.6), this research has
elucidated the deformation/fracture behavior of porous metals.

BL20XU is used when further spatial resolution is required. Figure 6.26 shows a
visualization of creep fracture behavior in steel materials at high temperatures. The
effective pixel size, in this case, was 0.5μm, the spatial resolutionwas approximately
1.0 μm, and both the field of view width and height were approximately 1 mm.
Exposure to high temperature after heat-resistant steel with 9% chrome was welded
created defects referred to as type IV voids in the heat-affected zone. This was
observed at 650 °C under a load of 70 MPa after 17,220 h. Defects (creep voids)
occurred at the specified grain boundary of the prior austenite and the formation of
voids,which hadnot been recognized until now,were observed in the crystallographic
grains. Micro-scale voids were extremely clearly captured and the various 3D/4D
analysis methods in Chaps. 8 and 9 can be used.

Figure 6.27 shows the observations of the inner pyramidal layer in the cortex of
the frontal lobe of the human brain using BL20XU [5]. Absorption contrast with an
X-ray energy of 12 keV was used for observation. The effective pixel size, in this
case, was 0.51 μm and the effective spatial resolution was 1.2 μm. The top area
of Fig. 6.27 corresponds to the brain surface. These observations clearly show the
pyramidal neuron, which is the primary excitatory neuron that exists in the cerebral
cortex and hippocampus [5].
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(a) (b)

(c) (d)

3.6

(mm)

5.4

Fig. 6.25 Observation example using BL20B2 in SPring-8. The X-ray energy at BL20B2 was set
at 20 keV and 3D imaging was conducted at experimental hutch 1 with an effective pixel size of
2.73 μm [4]. The observation subject was porous aluminum; a and c show the porous metal cell
wall and the interior pores; b and d show the surface extractions for image-based simulations (STL
files)

6.6.2 Imaging-Type X-Ray Tomography

Experimental devices for imaging-type X-ray tomography have been made avail-
able to users since the mid-2000s at a number of imaging beamlines in SPring-8.
Throughout the 10 years following this period, imaging with relatively low X-ray
energies of 8–10 keV has been conducted for various applications. Figure 6.28 shows
the observation results of precipitates in aluminum conducted during this early stage
[6]. Precipitates in Al–Ag alloys have been observed at high spatial resolution in this
research. Imaging-type X-ray tomography experiments were exclusively conducted
at BL47XU at the time, with the illumination system comprising a parallel beam
passing through a diffusion plate; Köhler illumination had not yet been used. The
effective pixel size, in this case, was 88 nm and an effective spatial resolution approx-
imately double this was obtained. However, the sample size was 56.8 μm (H) ×
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Weld metal

Heat-affected zone
Creep voids

Prior austenite 
grain boundaries

Fig. 6.26 Observation example using BL20XU at SPring-8. The X-ray energy was set at 37.7
keV and 3D imaging was conducted at experimental hutch 1 with an effective pixel size of 0.5
μm. The observation subjects are the type IV voids formed by creep of the welded material of the
high-chrome heat-resistant steel

35.3 μm (V) and thinner than the width of a hair due to the X-ray energy limitations
of 9.8 keV, as there was considerable difficulty in sample preparation and handling.

Subsequent research and development on imaging-type X-ray tomography at
SPring-8 has continued in earnest, with 3D imaging that uses 20-keV and 30-keV
X-ray energies achieved in 2017 and 2018, respectively. Currently, imaging-type
X-ray tomography can be conducted at BL47XU and BL37XU, with BL20XU at
the center. The mainstream setup is as shown in Fig. 5.25, which is phase-contrast
imaging-type X-ray tomography that combines Köhler illumination, a Fresnel zone
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Fig. 6.27 Observation of the
inner pyramidal layer of the
cortex of the frontal lobe in
the human brain using
BL20XU at SPring-8 [5].
The X-ray energy was set at
12 keV (courtesy of Ryuta
Mizutani of Tokai
University)

100 µm

plate, and a Zernike phase plate. SPring-8 is equipped with a condenser plate, Fresnel
zone plate, and phase plate, all of which are suited to high-energy usage but are diffi-
cult tomicromachine. The realization of the apodizationFresnel zone plate (discussed
in Sect. 5.1.1 (3)) in particular is key to achieving high-energy imaging-type X-ray
tomography. BL20XU can now switch between projection and imaging modes at a
touch. It may appear like there are no major differences between this facility and
the imaging-type X-ray tomography of other facilities with regard to spatial reso-
lution. However, as discussed in Sect. 7.5.3 (1), other reports on spatial resolution
measurements have not frequently accurately identified and measured single cycles
in the periodic structure of the test object from the image data and instead displayed
half of this as the spatial resolution. Sufficient care must be taken when comparing
performance based on reports from different institutions.

Figure 6.29 shows an observation example of nanovoids that formed during
hydrogen embrittlement in an aluminum alloy. Combinations of imaging-type X-ray
tomography, projection-type X-ray tomography, and HAADF-STEM have enabled
observations of the formation of high-density nanovoids across multiple scales, from
several nm to 10 μm [7]. In addition to these types of direct observations, nanovoid
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61.2 µm 

35.3 µm
 

Fig. 6.28 Observation example usingBL47XUat SPring-8 [6]. TheX-ray energywas set at 9.8 keV
and 3D imaging was conducted with an effective pixel size of 88 nm. Observation subjects are aging
precipitates in over-aged Al-Ag alloy material

Fig. 6.29 Observation of
nanovoids formed during
hydrogen embrittlement of
A7150 aluminum alloys
using BL20XU at SPring-8.
The X-ray energy was set at
20 keV and 3D imaging was
conducted with an effective
pixel size of approximately
60 nm

1 m

Nano voids

formation and growth can be perceived as the generation of tensile strains under
hydrostatic pressure, as shown later in Fig. 9.13 [7].

Figure 6.30 shows imaging-type X-ray tomography-based observations of the
cortex of the frontal lobe in a human brain, observed in Fig. 6.27 with projection-type
X-ray tomography (separate sample). The experiment, in this case, was conducted
using BL37XU, the X-ray energy was 8 keV, and the effective spatial resolution was
100 nm.Absorption contrast was used in the imagingmethod. The pyramidal neurons
in the cortex of the frontal lobe in the human brain and the surrounding neurites can
be clearly observed. Furthermore, the spinous process can be observed in the neurite.
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Fig. 6.30 Imaging X-ray tomography observations at BL37XU at SPring-8 of the inner pyramidal
layer in the cortex of the front lobe in the human brain, which was observed with projection X-ray
tomography in Fig. 6.27 [5]. The X-ray energy was set at 8 keV (courtesy of Ryuta Mizutani of
Tokai University)

The spinous process is formed or destroyed depending on neural activity in the brain
and the observations of its number and morphology are important for understanding
the mechanisms of neural pathway formation.

6.6.3 Phase-Contrast Tomography

Imaging beamlines at SPring-8 currently requires either a combination of projection-
type X-ray tomography and the single-distance phase retrieval method (discussed in
Sect. 5.2.1 (2)) or imaging-type X-ray tomography that uses a Zernike phase-contrast
microscope (discussed in Sect. 6.6.2). First, Fig. 6.31 shows an observation example
of the formerwithDP steel usingmethods employed byPaganin [8]. This is aDP steel
that comprises a dual-phase structure of martensite and ferrite, where observations
of deformation, damage, and fracture behavior under tensile loads are observed in
a material where the martensite has a volume fraction, which barely forms a 3D
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Fig. 6.31 In-situ
observation example of
martensite phase damaging
behavior in DP steel using
BL20XU at SPring-8 [8].
The X-ray energy was set at
37.7 keV and 3D imaging
was conducted with an
effective pixel size of
0.5 μm. The gray areas in
the figure are the martensite
phases and the black areas
are crack-like voids where
the martensite phase was
fractured. The original figure
is in color; please refer to the
original publication for
details

network. The carbon concentration in the martensite phase is approximately 0.33%,
whereas the carbon concentration in ferrite is low at approximately 0.001%. As
such, the martensite and ferrite phases have densities of 7.87 and 7.76 g/cm3, with a
difference of approximately 1.4% between them. The imaging in Fig. 6.31 uses this
density difference. Discrimination between the two phases in ferrite-pearlite steel,
which has a density difference of approximately 0.4%, is possible with this method
[9].

Figure 6.32 shows a visualization of a retained austenite phase in TRIP steel
using a Zernike phase-contrast microscope. In Fig. 6.32a, where phase retrieval of
the projection-type X-ray tomography was conducted using Paganin’s methods, the
presence of the austenite phase could be visualized; however, its morphology was
unclear.Meanwhile, imaging-type X-ray tomography using a Zernike phase-contrast
microscope enabled the visualization of the morphology of the austenite phase with
sufficient spatial resolution and contrast. This research captured the gradual changes
in the austenite phase. It is anticipated that findings valuable for microstructural
design will be obtained in the future.
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10 μm

(b) Sample in (a) observed using imaging-type X-ray
microtomography technique combined with Zernike
phase-contrast optics

(a) Projection-type X-ray tomography image that has
been phase-retrieved by means of Paganin’s method

Fig. 6.32 Observation example of the austenite phase in TRIP steel using BL20XU at SPring-8
[8]. The X-ray energy is set at 20 keV and in-situ observations of the deformation-induced austenite
transformation while the specimen is under tension are shown. The effective pixel size in b is 60 nm.
Phase retrieval with Paganin’s method after projection X-ray tomography imaging with an effective
pixel size of 0.5 μm is shown for comparison in a. Both are shown with the same magnification

6.6.4 Fast Tomography

Examples conducted by the author at ESRF using white X-rays will be introduced
here for fast tomography. Figure 6.33 shows in situ observations of fracture toughness
tests conducted on an A2024 aluminum alloy [10]. Changes in the distribution of the
driving force for crack propagation can be observed. Fixing the displacement each
time X-ray tomography imaging is conducted results in unloading during in situ
observations of metal material fracture due to relaxation phenomena. Elasto-plastic
analysis applications for the obtained 3D images cannot be validated for experiments,
which experience unloading. This research took single scans every 22.5 s, whichwas,
at the time, an extremely accelerated setup, through the combination of white light,
a camera capable of high-speed readout, and an imaging process that minimized
time loss. The research conducted in situ observations of crack propagation during
fracture toughness experiments conducted at a fixed cross-head speed without any
interruptions and analyzed the strain field of the crack tip. These methods were used
to reduce imaging time for a single 3D image by 1/50th of the original duration
while maintaining superior spatial resolution when a monochromatic X-ray was
used. The obtained images visualized not only cracks but also microstructures such
as particles. As shown in Fig. 6.33, this enabled the clear visualization of crack tip
morphology corresponding to stress-field singularities of the crack tip (i.e. crack-
tip blunting/sharpening), as well as the transitions and spatial spread of stress-field
singularities accompanying crack propagation.
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(a) Cross-sections at x = 59 µm (An example of remarkable crack-tip blunting)

(b) Cross-sections at x = 577 µm (An example of sharp crack-tip during propagation)

Fig. 6.33 In-situ observations of fracture toughness experiments of a fatigue pre-cracked A2024
aluminum alloy using the ID15Abeamline at ESRF [10]. Blunting (top row) and sharpening (bottom
row) of the propagating crack tip can be observed by continuously conducting fast tomography
observations while applying tensile loads without any unloading

6.6.5 Tomography of Elemental Concentrations

Figure 6.34 shows the application of absorption-edge subtraction imaging intro-
duced in Sect. 5.4.1 on an Al–Si–Cu ternary alloy after a high-temperature solution-
treatment, as well as the quantification of the spatial distribution of copper concen-
trations in the microstructure and its relationship with fracture [11]. A 3D image was
obtained at the X-ray energies above and below the K-absorption edge of copper
(upper side: 9.038 keV, lower side: 8.938 keV), on which pixel subtraction was
conducted. The Al–Si–Cu ternary alloy exhibited the highest strength at 807 K as a
solution-treated sample when the solution treatment temperature was varied between
773 and 824 K and both a tensile strength improvement of over 12% and reduction in
solution treatment time of approximately 1/5thwere achieved relative to the standard-
ized heat treatment conditions (T6 treatment) [11]. This temperature corresponds to
a range above the ternary eutectic point and significant increases in copper concen-
tration, pore formation/growth, and matrix copper concentration were observed due
to local melting such as in Fig. 6.34. This research shows that pores formed from
eutectic melting deteriorate material characteristics and act as preferential pathways
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(a) As-cast (b) After exposure for
0.9 ks

(c) After exposure for
1.8 ks

(e) After exposure for
7.2 ks

(f) After exposure for
10.8 ks

(d) After exposure for
3.6 ks

Fig. 6.34 Changes in the microstructure during solution treatment at a temperature of 807 K,
where the pure ternary system Al–Si–Cu alloy has the highest strength when solution treatment
temperatures varied between 773 and 824 K. Absorption-edge subtraction imaging was used for
3D mapping of copper concentration distributions [11]. The original figure is in color; please refer
to the figure of the original publication for details

for crack propagation [11]. However, it was also demonstrated that the beneficial
effects of increased precipitate due to increased copper concentration outweigh the
negative effects of local melting when heat treatment is applied for a short period
even if above the ternary eutectic point and that this results in the improvement of
the material characteristics [11].

Other applications of absorption-edge subtraction imaging involve the visualiza-
tion of alloy element distributions in the cell walls of cast porous metals [12] and the
mapping of tungsten concentration distributions in steels [13].

An imaging-type XAFS tomography setup can be utilized at the PF-AR NW2A
beamline in the Photon Factory; Fig. 6.35 shows this setup. A Carl Zeiss X-ray
microscope Xradia Ultra was introduced in this beamline and X-ray energies of 5–
11 keV can be used. Figure 6.36 shows observations of Yb–Si–O particles prepared
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Fig. 6.35 Imaging XAFS tomography setup, which can be used at the Photon Factory (PF-AR
NW2A beamline) (courtesy of Masao Kimura of KEK)

(a) (b)

Fig. 6.36 X-ray microscopy observation results where an Yb2Si2O7 oxidized plate was heated at
high temperatures. a 3D image at an X-ray energy of 8.98 keV. bResults where the chemical condi-
tions of Yb were differentiated using measurements that combine X-ray CT and X-ray absorption
spectroscopy (XAFS-CT) (corresponds to the cross-section of the dotted lines in a). The reference
has a color figure; please refer to this figure for details (courtesy of Masao Kimura of KEK) [14]
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by pulverizing that measure 10–20 μm in diameter [14]. X-ray tomography imaging
was conducted at 36X-ray energy levels near theLIII absorption ofYb (8.9–9.06 keV)
and a 3D image with a pixel size of 48.8 nm was obtained. This research succeeded
in cleanly distinguishing the chemical states of Yb in the sample interior [14].

6.6.6 Tomography for Polycrystalline Structures

Figure 6.37 shows an example of the X-ray diffraction-amalgamated grain-boundary
tracking (DAGT) introduced in Sect. 5.5.4 being applied to the crystallographic
analysis of fatigue crack propagation in aluminum alloys for airplanes [15]. Fatigue
crack propagation is heavily influenced by crystal structure even in stage IIb of
fatigue crack propagation, which is generally considered insensitive to microstruc-
ture; cracks were shown to have deflections or to be twisted in the grain boundaries
where large differences in crystallographic orientation were observed. Furthermore,
acceleration and deceleration due to the crack closure patches at the crystallographic
grain boundary or crack tip vicinity were microscopically observed. A particularly

Fig. 6.37 Relationship between fatigue crack propagation and crystallographic structure in an
A7075 aluminum alloy [15]; research example that combines 3D imaging of a crystallographic
structure using DAGT and continuous observations of crack propagation behavior. The influence
of crystallographic structure can be seen in regions where stable crack growth is observed. The
original figure is in color; please refer to the figure in the original publication for details
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Quadruple junction 
point

Fig. 6.38 Visualization example of crystallographic grains during tensile deformation usingDAGT
[16]; 3D display of the four crystallographic grains that surround the grain boundary quadruple point
within an Al-3% Cu alloy (left) and a 3D strain mapping shown with a virtual cross-section (see
Sect. 9.2.3 for reference). Right: four unit boxes selected from the crystallographic grain where the
strains measured by DAGT are applied and where the displacements are emphasized by a factor
of 5. The formation of voids due to hydrostatic tension near the grain boundary quadruple point is
simulated. The original figure is in color; please refer to the figure in the original publication for
details

high crack propagation rate was observed when propagating along a specified crystal
orientation.

Figure 6.38 shows an example of DAGT applied to the analysis of damage
during tensile deformation [16]. Hydrostatic strain distribution was measured at the
quadruple junction point of the grain boundaries. The deformation in the vicinity
of the grain boundary was substituted with unit boxes for higher visibility, demon-
strating that therewas particularly large shear deformation present at crystallographic
grain 9 (G9) and the deformations of the other three crystallographic grainswere rela-
tively coordinated [15]. The hydrostatic tension generated by this mismatch accel-
erates void formation and propagation and acts as the cause of macro-scale fracture
[15].
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6.7 Selection of Devices and Conditions

6.7.1 Device Selection

As observed until now, the spatial resolution of X-ray tomography devices is a little
<1 μm at most with projection-type X-ray tomography and is equivalent to a high-
spatial-resolution optical microscope. Furthermore, imaging-typeX-ray tomography
has a spatial resolution that is worse than the scanning electron microscopes, which
arewidely used for surface observations, by two orders ofmagnitude. For this reason,
it is sometimes the case that internal structures or microstructures close to the effec-
tive spatial resolution are observed with X-ray tomography. Furthermore, scanning
electron microscopes, optical microscopes, and stereoscopic microscopes have the
characteristic of easily being able to change their magnification during observation.
Meanwhile, X-ray tomography cannot change its magnification or has serious limi-
tations in doing so. For example, it may appear at first glance that the magnification
in a cone-beam CT can be freely changed. However, increasing the magnification
and attempting to observe a smaller structure results in the sample protruding out of
the field-of-view. In these cases, image quality deterioration is inevitable, unless the
specialized image reconstruction techniques as in Sect. 3.3.5 (2) are used. A factor
that must be controlled in these instances is the trade-off between spatial resolution
and the field-of-view. For example, the various X-ray CT scanners summarized in
Table 6.1 frequently have a two-dimensional detector with 1000–4000 pixels. As
shown with the solid line in Fig. 6.39, the spatial resolution is stipulated by the
sample size divided by the pixel number, multiplying this by two, when a device
that assures high spatial resolution is used and when the Nyquist frequency based
on the sampling theorem discussed in Sect. 7.5.1 (2) constrains the spatial resolu-
tion. When the sample size doubles, in this case, the spatial resolution worsens by a
factor of two. However, the spatial resolution levels off, as shown in the dotted line
in Fig. 6.39 when there are some influences from the X-ray source, sample rotation
stage, or detector.

Figure 6.40 shows a schematic of these types of X-ray tomography constraints.
Scanning electron microscopes and optical microscopes have a wide range of visual-
ization, so they have many opportunities to favorably conduct observations without
any particular considerations. Meanwhile, the chemical composition, density, and
size of internal structures/microstructures, which can be visualized, vary according to
the performance of the X-ray CT scanner itself, as well as various imaging conditions
such as X-ray energy, sample size, and X-ray brilliance.

For these reasons, X-ray tomography does not show much promise as a versatile
observation method. First, one must abandon the notion of “the greater also serves
for the lesser,” instead narrowing down the method to the most important observation
subject, determining the optimal X-ray energy, spatial resolution, and imaging tech-
niques based on the fundamental knowledge provided in this book, as well as closely
examining the devices, imaging conditions, and samples to be used. Figure 6.41
shows an overview of this process. Conventional surface observation devices were
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Fig. 6.39 Trade-off between spatial resolution and sample size. Two cases where the spatial reso-
lution is constrained across the entire sample size range due to the Nyquist frequency based on
the sampling theorem and where spatial resolution limitations exist due to the device are shown
schematically. A detector pixel number of 2000 pixels and a rotation step in the sample rotation
stage whose angular increments correspond to this are assumed

(a) Scanning electron microscope, optical microscope… (b) X-ray tomography

Conditions for contrastConditions for spatial resolution 

Small sample

Medium 
sample

Large sample

Visualizable region
Visual-
izable
region

Conditions for contrast
(Chemical composition, E…)

Conditions for spatial resolution
(Sampling, source, detector…) 

Fig. 6.40 Comparisons between the conventional scientific/engineering observation method of
scanning electron microscopy or optical microscopy, as well as X-ray tomography. The rectangular
outer frame stipulates the whole. Furthermore, the figures in the frame are constrained by spatial
resolution and contrast. The ability to visualize (inside the diagrams) or not visualize (outside the
diagrams) is determined based on these conditions. Areaswhere the diagrams overlap are the regions
where the samples are observed in terms of both spatial resolution and contrast. In the case of X-ray
tomography in (b), the sample size plays a large role in the visualizable range (internal structures,
microstructures and their size)
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Fig. 6.41 Schematic showing necessary information (black box-gray box) for conventional scien-
tific/engineering observation methods and X-ray tomography prior to observation, and observation
results (black box-white box)

expected to transform a black box object into a white box object; in other words, the
expectation is that at least somekind of information can be obtained even if the sample
is unknown by some form of observation. However, what is actually obtained is only
superficial information and assessments are conducted by averaging the observable
information as individual structures cannot be assessed. In this sense, the endpoint
in Fig. 6.41a is set as a gray box because an accurate determination/understanding
of the internal structure or phenomenon cannot be made. By contrast, X-ray tomog-
raphy is thought to take a gray box sample, where the interior is known to some
degree and convert it completely into a white box. Researchers occasionally state,
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“there was a sample (black box) that I wanted to observe but couldn’t effectively do
so.” This is oftentimes the case when visualization is technically possible but where
results yield no significant findings due to insufficient advance considerations on the
sample, actual device, or imaging conditions.

However, discoveries have been made in samples such as in Fig. 6.41a, where
the internal structure was previously unknown, leading to significant findings. A
representative example of this is the discovery of high-density pores in aluminum
reported in Ref. [17]. This occurred when high-density hydrogen micropores with
diameters less than 10 μm were coincidentally discovered during synchrotron radi-
ation experiments conducted in 2001 to observe fatigue cracks in aluminum [18].
These types of pores could not be observed with conventional cross-section observa-
tions as they were filled with abrasive powder during sample preparation processes
like cutting and polishing. There have been many subsequent reports indicating that
aluminum alloy strength, fatigue, and high-temperature defects are controlled by
these micropores [19], resulting in contributions not only to metal damage/fracture
but also to hydrogen embrittlement and stress-corrosion cracking research, as well
as new material development.

Until now, the key to observation success in X-ray tomography has been in
selecting the “right tool” for the job. However, as presented in this chapter, the
functionality of industrial X-ray CT scanners is consistently increasing. Some scan-
ners are equipped with multiple X-ray sources or detectors and devices that can
significantly change X-ray energies. That being said, there are limits to the range
over, which a single device can cover. Furthermore, industrial X-ray CT scanners
are expensive, and it is prohibitively difficult to prepare different devices for each
observation subject. We anticipate further active approaches in these cases, such as
applications in coordination with the various X-ray CT scanners, which are being
introduced among industrial technology centers throughout the country and the usage
of synchrotron radiation facility setups. There may be a high barrier to entry with
regards to synchrotron radiation facilities for those who have no experience using
them. However, many of these facilities can be used for virtually no cost and high-
quality and rich information can be obtained with a few hours’ worth of experiments,
which could otherwise never be obtained with industrial X-ray CT scanners. As the
structure and size of the obtained data are the same, there is no need for concern on
how to handle the data. Industrial X-ray CT scanner users have experience with 3D
imaging and are versed to some extent with 3D image assessment and processing.
As such, the barrier to entry for synchrotron radiation facilities is rather low, once
accustomed to their particularities.

6.7.2 Realities of 3D Imaging

The discussion below focuses on projection-type X-ray tomography and considers
actualX-ray tomographymeasurements. The factors to first keep inmindwith regards
to visualizations are as follows:
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(1) Is the sample, component, or product observable from a size standpoint?
(2) Can X-rays sufficiently transmit through the sample size?
(3) Is the spatial resolution sufficient for observing the internal structure and

microstructure of interest?
(4) Can a sufficient contrast be obtained for observing the internal structure and

microstructure of interest?

Spatial resolution is first constrained due to the trade-offs between spatial reso-
lution and the field-of-view (discussed in Sect. 6.7.1) if condition (1) among these
is prioritized. However, the possibility exists that condition (3) may not be satis-
fied due to this aspect. Thus, the first step is to somewhat characterize the internal
structure or texture and identify the X-ray CT scanners and imaging conditions (e.g.
number of projections) that can satisfy condition (3). This requires a more or less a
priori approach , such as using stereoscopic microscopes, optical microscopes, or
scanning electron microscopes in a supplemental manner, using reference or bibli-
ographic information. Next, assessments using the information learned in Chaps. 2
and 5 and discussed in Chap. 7 are to be conducted to determine whether conditions
(2) and (4) can be satisfied. Except for in-line inspections, observations after cutting
the sample should be considered a possibility for satisfying condition (1). One of the
greatest benefits of X-ray tomography is its ability to conduct internal or external
observations without any chemical or physical pre-processing (e.g. sample cutting or
polishing). However, instead of unilaterally insisting on this, efforts should be made
to cut the sample and stitch a 3D image after multiple scans of each component,
accurately determining its internal structure in this manner.

6.7.3 Sample Size and X-Ray Energy Selection

According to Grodzins, the incident X-ray intensity I0 necessary for transmission
image projection when photon noise is predominant is expressed as follows [20]:

I0wLt <
DBeμD

w(wμ)2
(

σ
μ

)2 (6.1)

Here, the left-hand side of the equation represents the incident photon number,
which is obtained by the cross-sectional area wL (w is the pixel size and L is the
beam transmission length) of the beam that penetrates the sample multiplied by the
exposure time t.

Furthermore, D is the diameter of the cylindrical sample, μ the average linear
absorption coefficient, B a constant that depends on the reconstruction algorithm
(approximately 2) [20], and σ is the standard deviation of the image signal (i.e.
photon noise).
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Assuming that the linear absorption coefficient distribution within the sample is
homogeneous, the above-mentioned equation has a minimum value when μD = 2
[20] or μ D = 2.22 [21]. Under these conditions, a constant S/N ratio results in
minimal exposure time and a constant exposure time results in a maximal S/N ratio.
According to Eq. (6.1), this corresponds to a transmissivity I/I0 of 11–14%.As shown
in Eq. (2.10), μ is dependent on λ, so the X-ray energy should be adjusted so that
the transmissivity is at this level. For example, X-ray energy of 14–16 keV corre-
sponds to a transmissivity of 11–14% for a pure aluminum sample with a diameter
of around 1 mm. Elements like copper, zinc, and iron, which have atomic numbers
considerably larger than aluminum, typically comprise several to 10% of aluminum
alloys. For this reason, the author typically uses an X-ray energy of 20 keV for
imaging aluminum alloys. Furthermore, the optimal μD becomes rather small for
cases where detector-based noise has a large influence, requiring a larger transmis-
sivity of approximately 20–30%. Recent simple analyses by Vopálenský have indi-
cated optimal values ofμD= 1 and transmissivity of I/I0= 37% [22].Although these
analyses have been conducted under bold assumptions, we believe they approximate
experimental realities.
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Chapter 7
Fundamentals of 3D Images

Until now,we have covered the fundamentals ofX-rays and then, sequentially learned
about image reconstruction, various component devices, various applied technolo-
gies, and the realities of 3D imaging. Now, we finally envision the actual process
of conducting 3D imaging. Applying what we have learned until now, we select a
suitable device in the case of an industrial X-ray CT and set up suitable component
devices in the case of synchrotron radiation X-ray tomography. Imaging conditions
should be firmly established based on solid foundational knowledge and guidelines.
If the device used is one of the latest industrial X-ray CT scanners, then user-friendly
software may automatically determine imaging conditions to some extent. However,
the ability to independently determine imaging success by looking at the obtained
3D image and pursuing more favorable conditions can make a significant difference
in whether the imaging in X-ray tomography was successful.

X-ray tomography has been the traditional choice for imaging complex internal or
external structures, items with parts having varying degrees of X-ray absorption, or
items with complex regions or microstructures. It is difficult in such cases to obtain
images with optimal image quality using imaging conditions that are consistently
the same, pre-determined, or completely automatic. Furthermore, X-ray tomography
generates unique artifacts in the obtained 3D image. Understanding this is also an
essential component. Furthermore, it is often the case with industrial X-ray CT
scanners or synchrotron radiation X-ray tomography that various material or sample
sizes must be handled with a single device. In contrast, the subjects of medical X-
ray CT scanners are restricted to human bodies and all hospitals seek to diagnose
illnesses in the same organ with the same image quality standard. For this reason,
image quality assessments that are unique to the device are important for medical X-
ray CT scanners. However, the image quality assessments of each 3D image obtained
when various material and sample sizes are used are essential with industrial X-
ray CT scanners or synchrotron radiation X-ray tomography. It is through suitable
image quality assessments that researchers and engineers can determine whether
the 3D image sufficiently reflects the internal structure to be observed or where the
observable limits apply to the size and contrast.
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The objective of this chapter is to develop a deeper understanding of 3D imaging,
conducting a simple examination of the images obtained to gain a general under-
standing of the advantages and disadvantages of the approach and of the defects that
can occur during the process. We will also devote space in this chapter to a more
detailed analysis of 3D imaging, as well as a quantitative understanding of its pros
and cons.

7.1 3D Image Structure

The 3D picture element that corresponds to the pixel that comprises a 2D image is
referred to as a voxel. A voxel is not necessarily a cube. Until the miniaturization of
line sensor camera elements, it was typical for medical X-ray CT scanners to have
anisotropic voxels (Fig. 7.1b for reference) whose measurement pitch in the human
body axis direction (i.e. slice thickness) was long. Industrial X-ray CT scanners and
synchrotron radiation X-ray tomography typically generate 3D images comprising
cubic isotropic voxels (Fig. 7.1a for reference) using 2D detectors. In this case, the
voxel size of the 3D image is stipulated by the effective pixel size (so-called pixel size)
determined by the vertical/horizontal pixel size of the detector and the magnification
before and after visible light conversion. Cross-sections that are orthogonal to the
human body axis are often used for diagnosis in medical X-ray CT scanners, but the
cross-sections for the three intersecting directions are inmost cases equally important

(a) 3D image that consists of isotropic voxels (b) 3D image that consists of anisotropic voxels

Fig. 7.1 Schematic showing the structure of a 3D image; a and b have an equivalent field of view
for the image and horizontal/vertical voxel size in the front side with only the back-facing voxel
length varying between the two
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in industrial X-ray scanners and synchrotron radiation X-ray tomography. For these
reasons, isotropic voxels have become necessary. The areas shown by images in all
directions are assessed using multi-planar reconstructions (MPR) shown in Fig. 7.2.

Image file formats include stacks of 2D images in general formats, like TIFF,
BMP, or JPEG, or DICOM, which is a standard format used in medical imaging.

Images obtained by X-ray tomography primarily use 16-bit (216 = 65,536 grada-
tions), 12-bit (212 = 4,096 gradations), and 8-bit (28 = 256 gradations) bit-depth
parameters. For example, the reconstructed linear absorption coefficient distribu-
tions in absorption contrast tomography are expressed in a grayscale such as 8-bit.

(a) (b)

(c) (d)

Fig. 7.2 Example of an MPR display of a 3D image of a battery; a x–z cross section,
b y–z cross section, c x–y cross section, and d 3D image
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Furthermore, distributions of the amounts measured by methods like phase-contrast
tomography and various applied imaging methods are displayed. Figure 7.3 images
a sample whose linear absorption coefficient gradually changes with distance from
the center and which is shown with an 8-bit grayscale ranging from white (gray
value of 255) to black (gray value of 0). Furthermore, Fig. 7.3d shows a binarization
where a given gray value was set as a threshold value. This is, so to speak, a 1-bit
black and white image that is used for structure size and morphology assessments.
A decreased bit count of a 3D image reduces the amount of information but also
reduces the amount of data, making handling easier. For example, an 8-bit 2,048 ×
2,048-pixel image requires 4 MB of data but this doubled to 8 MB with a 16-bit

234 215 205 192 192 205 215 234

215 187 168 143 143 168 187 215

205 168 80 35 35 80 168 205

192 143 35 10 10 35 143 192

192 143 35 10 10 35 143 192

205 168 80 35 35 80 168 205

215 187 168 143 143 168 187 215

234 199 215 192 192 205 215 234

(a) Distribution of linear absorption coefficient
in a substance

(b) 8-bit digital image that has been converted
from (a)

(c) Grey value distribution for (b) (d) Image obtained by binarizing (b) with a
threshold value of 150

Fig. 7.3 Pixel display of a sample with a linear absorption coefficient gradient and schematics,
which show its gray value distribution a is the distribution of linear absorption coefficient in a
substance; b is an 8-bit digital image that has been converted from a; c is grey value distribution
for b; and d is an image obtained by binarizing b with a threshold value of 150
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image. Sufficient results can be obtained with an 8-bit depth if the imaging objec-
tive is only to display the distributions of numerous structures. Meanwhile, images
with a larger bit depth (e.g. 16-bit) should be used when it is necessary to express
differences in pixel values over 100 times larger, when there are many structures to
be distinguished, or when a given structure has a gray value distribution and needs to
be visualized. Thus, this should be determined on a case-by-case basis. In addition to
these black-and-white or binary images, 3D images can also display multiple scalar
quantities or vector values. For example, color images with intensities for the three
RGB (red, green, blue) components can be displayed as well.

Chapter 4 discussed various types of noise such as photon noise that is unavoidable
with X-ray tomography. Many artifacts are also unavoidable (discussed later). For
these reasons, the grayscale range of 3D images as captured often has default settings
in image reconstruction software that cover an unnecessarily-wide range of linear
absorption coefficients, such as setting the maximum and minimum values of the
linear absorption coefficients as the upper and lower edges, respectively. With this
in mind, this must be changed to a grayscale range that corresponds to the linear
absorption coefficients of multiple internal structures to be observed, as shown in
Fig. 7.4. Furthermore, the bit count should be simultaneously reduced as necessary,
as shown in Fig. 7.4. For example, a clear 3D image can be obtained when there are
multiple structures present in a sample by setting the structure Awith the lowest gray
value as black (0 for an 8-bit gray value) and structure Bwith the highest gray value as
white (255 for an 8-bit gray value). However, visualizing the gray value distributions
of structures A or B requires having the observed gray value distribution fit inside
an 8-bit gray value range. For this reason, it is not uncommon to use different gray
value ranges for each structure to be analyzed. In either case, the basic principle is
to look at the 3D image and assess it while constantly checking which gray values
correspond with each of the internal structures that can be determined.

Minimum linear absorption 
coefficient in a sample

Maximum linear absorption 
coefficient in a sample

Grey scale (8-bit) 
0                                     50                                   100                                  150 200                                        255

0                          10,000                     20,000                     30,000                   40,000 50,000                     60,000     65,536
Grey scale (16-bit) 

0                             10                            20                            30                           40 50                            60
Linear absorption coefficient distribution in a substance (cm-1)

8 bit  

16 bit  

Fig. 7.4 Transformation from a 16-bit to 8-bit image, and the simultaneous change in gray-scale
range
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Fig. 7.5 Gray-level transformation function used for the gamma correction. Gray-level transfor-
mations for three different gamma values are shown

Incidentally, the transformation of the grayscale range usually follows a linear
relationship. However, non-linear gray-level transformation functions such as those
shown in Figs. 7.5 and 7.6 can also be used as necessary. Representative examples
include the gamma correction shown below. The relationship between the input gray
value gn and output gray value gout is as follows:

gout = gmax

(
gin

gmax

) 1
γ

(7.1)

Here, gmax is the maximum gray value. The gray-level transformation function
becomes concave in the upward direction as shown in Fig. 7.5 when γ is greater
than 1. In this case, the output image becomes brighter overall, with the gray value
differences in the brighter areas becoming smaller, and the gray value differences in
the darker areas becoming greater. The gray-level transformation function becomes
concave in the downward direction when γ is less than 1 and the gray value differ-
ences in the brighter areas become highlighted. Furthermore, an S-shape gray-level
transformation function shown in Fig. 7.6a increases the contrast of low-contrast
structures in the intermediate gray areas, making them easier to see, as shown in
Fig. 7.6c.

Figure 7.7a shows a cross-sectional visualization of aluminum cast alloy
microstructures using X-ray tomography. This figure is an 8-bit image that has been
converted from a 16-bit image. Furthermore, Fig. 7.7b is the gray value histogram
after 8-bit conversion. This sample includes gray-colored pores dispersed in the
aluminum matrix (hydrogen interior: gray value of 0), intermetallic compounds that
include iron (gray value of 255), and silicon particles whose gray values are close to
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Fig. 7.6 Transformation of the image shown in Fig. 7.3. a using a non-linear gray-level
transformation function; b is the original image and c is the image after transformation

aluminum. The pores can be clearly distinguished in the gray value histogram, but
the other phases are not visible as peaks in the gray value histogram. It is extremely
important to look at the obtained imaged in conjunction with the histogram, identify
where the structures of interest fall on the gray value histogram, and pre-emptively
investigate how to express those structures within the 3D image.

Changing the linear absorption coefficient range covered in a 3D image obtained
by X-ray tomography and performing filtering operations on it are conducted
routinely. Care must also be taken when handling these types of images. Careful
consideration must be afforded to the cutting/pasting of images and processing only
one section of an image, as well as to comprehensive secondary processing proce-
dures such as nonlinear gray-level transformations. For example, if conducting a
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(a) Cross-section (b) Histogram of pixel value for the whole
3D image
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Fig. 7.7 a Cross-section image of Al-7% Si aluminum cast alloy using X-ray tomography. The
imaging beamline BL20XU at SPring-8 was used and imaging was conducted with an X-ray energy
of 20 keV; b histogram of gray value following 8bit conversion

gray-level transformation, the function used should be clearly stated, and the purpose
and procedures used in this processing should be verifiable by a third party. The
reason for this is that unexpected data processing may be perceived as a breach of
research ethics by a researcher and of data manipulation by an engineer. Processing
which changes the results derived from an image is not in the least acceptable. This
strikes at the core of the trust and reliability that form the basis of science and tech-
nology. Scientists should apply the foundational knowledge learned from this book
and proceed carefully and humbly with the analysis of 3D images, so that they may
not, in their haste, whether intentionally or otherwise, swear black is white in the
interpretation of the data.

7.2 Examination of 3D Images

The quality of 3D images is discussed before delving into image examination
methods. The term “image quality” is not defined even in standards such as the
Japanese Industrial Standards (JISB7442: 2013), which stipulate the specialist termi-
nology relating to industrial X-ray CT scanners [1]. Definitions relating to this term
are also not included in the medical radiation terminology list (updated edition in
2012) relating to medical X-ray tomography; the first edition was published far
earlier in 1991 in Japan [2]. The medical image engineering handbook issued in
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2012 states, “the definition of image quality is ambiguous, and has been an ongoing
issue of investigation.” [3] The perspective of some is that “image quality = resolu-
tion” but this is not entirely correct. Themost general understanding of image quality
is one that involves considerations of spatial resolution, detectability, noise, contrast,
and artifacts. Each of these individual factors should be quantitatively assessed with
methods that can be reproduced using objective measures. This chapter will look at
these factors in order. Using the term “image quality” to express these elements, these
individual factors will be comprehensively assessedwith some degree of subjectivity,
considering the objectives and significance of the 3D images used in research and
development.

After measuring with X-ray tomography, image reconstruction of either a single
cross-section or the entire data is conducted using one of the image reconstruction
methods discussed in Chap. 3. The first step is to visually examine the quality of
the 3D image, checking whether it requires re-measurement or whether there are
any artifact-related issues (discussed later in Sect. 7.6). If the imaging is deemed to
have been unsuccessful due to some unexpected reason, this is investigated and the
measurement must be repeated. As detailed in Sect. 3.2.1, either investigating the
sinogram or re-confirming the obtained transmission image stack as a fast-forwarded
video is effective at this stage. The latter can likely be completed with built-in soft-
ware in the device if it is an industrial X-ray CT scanner. Furthermore, if imaging
was conducted using X-ray tomography at a synchrotron radiation facility, it can be
completed via the image-processing features of the software that controls the CCD
or sCMOS camera and acquires the images [4] or via software released by the beam-
line in the synchrotron radiation facility [5]. Similar assessments can be conducted
with general image processing software when these cannot be used. For example,
the image processing software ImageJ can easily conduct the confirmation of trans-
mission images if the images are imported in the form of a TIFF-image stack [6].
Figure 7.8 shows an example of this confirmation process.

Other simple methods for checking for image quality deterioration involve
comparisons between 0° and 180° transmission images. The 0° and 180° images will
be the samewhen the range for transmission image acquisition is 0° to 180º. The only
differences are that the image is flipped horizontally with regard to the rotational axis
and the imaged time is shifted by almost exactly a single X-ray tomography imaging
duration. The former can be used for the assessment of system alignment, such as
the inclination between the rotation and detector axes and the horizontal shift in the
rotation axis from the center of the detector. The latter can also be used to determine
the amount of sample drift and deformation that occurred during an imaging period.
A schematic of this is shown in Fig. 7.9. Slow sample movements due to factors such
as the thermal expansion, plastic deformation, and creep deformation of the sample
or sample holder are difficult to detect from visual inspections of the sinogram or
transmission image video. However, this can be clearly yet simply determined with
comparisons between the 0° and 180° transmission images.

A summary of the representative issues that occur during imaging is shown in
Table 7.1. The primary methods, which can investigate the causes of these issues are
also shown in Table 7.1. These methods should be used to troubleshoot these issues.
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(a) Checking a transmission image using ImageJ (b) Confirmation of transmission images in a
synchrotron radiation facility

Fig. 7.8 a Screenshot of a display where transmission images are confirmed using a fast-forward
video in ImageJ; b Shows an experiment image at the beamline BL20XU in SPring-8. Comparisons
between 0° and 180° transmission images are conducted using the Hamamatsu Photonics software
HiPic following measurements with X-ray tomography

7.3 Noise

As detailed in Sect. 4.4.1, noise is caused by various factors during X-ray imaging.
Noise is unavoidable with 3D images measured by X-rays. The quantitative determi-
nation of noise is first necessary for its effective handling during X-ray tomography
measurements, image processing, and image analysis.

7.3.1 Standard Deviation

The simplest way to assess noise is to calculate the standard deviation of the gray
values in the 3D image. This is also referred to as RMS granularity. The standard
deviation SD in a 3D image with n pixels is expressed as follows:

SD =
√
1

n

∑n

i=1
(gi − ḡ)2 (7.2)

Here, gi is the gray value of the ith pixel and ḡ is the average gray value of
all pixels. The normalized version of this, referred to as the normalized standard
deviation NSD, is also used for noise assessment.

NSD = 1

ḡ

√
1

n

∑n

i=1
(gi − ḡ)2 (7.3)
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(b) Specimen drift (Vertical motion or deformation)

(c) Misalignment

0º image 180º image

Rotation axis

(a) Specimen drift (Inclining motion)

Rotation axis

Rotation axis

Rotation axis

Rotation axis

Rotation axis

0º image

0º image

180º image

180º image

Fig. 7.9 Schematic showing the determination of the causes for decreased image quality using
comparisons of 0º and 180º transmission images; a and b show deformation or vertical/horizontal
movement of the sample or its supporting holder; c shows a case of misalignment between the
rotation axis of the sample rotation stage and the detector. Normal conditions are when the rotation
angle is vertical and when the same structures in the 0° and 180° images are symmetrical with
respect to the rotation axis
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Table 7.1 Representative issues that occur during imaging, their types, and methods for
investigating its causes. Issues that arise in both industrial-use X-ray CT (ICT) and synchrotron
radiation X-ray tomography (SRCT) are summarized. SRCT and ICT in the table each refer to
synchrotron radiation X-ray tomography and industrial-use X-ray CT, respectively

Trouble Type Confirmation method Associated technique

Shortage of spatial
resolution

Image quality Spatial resolution
measurement in a 3D
image

All

High noise level Image quality S/N ratio
measurement in a 3D
image

All

Shortage in flux Image quality S/N ratio
measurement in a 3D
image

All

Poor contrast Image quality Contrast measurement
in a 3D image

All

Eccentricity and
surface runout of a
rotation stage

Image quality Spatial resolution
measurement in a 3D
image

Mainly SRCT

Intensity fluctuation
of an Xray beam

Image quality Sinogram, movie of
transmission images,
etc.

Mainly SRCT

Nonuniformity and
speckle noise of an
X-ray beam

Image quality Transmission image Mainly SRCT

Misalignment Artifact Transmission image
(Comparison of 0° and
180° images)

SRCT

Missing wedge of
information (Angular
limitation)

Artifact Sinogram, movie of
transmission images,
etc.

Mainly SRCT

Sample drift Artifact Transmission image
(Comparison of 0° and
180° images)

All

Sample
deformation/change

Artifact Transmission image
(Comparison of 0° and
180° images)

All

Protrusion of a
sample from a field
of view

Artifact 3D reconstructed
image

All

Beam hardening Artifact Reconstructed image
(Virtual cross section)

Mainly ICT

Ring artifact Artifact Reconstructed image
(Virtual cross section)

All

Metal artifact Artifact Reconstructed image
(Virtual cross section)

All

(continued)
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Table 7.1 (continued)

Trouble Type Confirmation method Associated technique

Scattering artifact Artifact/image quality S/N ratio
measurement in a 3D
image, etc.

All

Undersampling Artifact Reconstructed image
(Virtual cross section)

All

Corn beam artifact Artifact Reconstructed image
(Virtual cross section)

ICT

Deviation of a
rotation axis

Artifact Reconstructed image
(Virtual cross section)

All

Deflection artifact Artifact Reconstructed image
(Virtual cross section)

Mainly SRCT

The standard deviations of multiple 3D images with variable exposure times
are measured as an example. Images that have too short of an exposure time will
inevitably have a large amount of noise. The standard deviations of the images
in Fig. 7.10a–d are written in the figures. The amount of noise can be effectively
expressed by using the standard deviation. However, we can also easily imagine that
assessments with only standard deviation would not be possible if the gray value
distributions in areas other than the noise are different. Considering the two types of
samples shown in Fig. 7.11, the 3D image of sample A has lower noise but larger
fluctuations in the gray value of the internal structure, while the structure of sample
B is relatively homogeneous but has a poor image S/N ratio. The standard deviations
of the gray values in both cases are 13. As the average gray values for each are
also 48.5, the normalized standard deviations are both the same (i.e., 0.27). In these
cases, assessments using the noise power spectrum discussed in the next section are
necessary.

7.3.2 Noise Power Spectrum

The noise power spectrum (NPS) was previously referred to as the Weiner spec-
trum (WS) but has been currently standardized to the former by International
Electrotechnical Commission (IEC) stipulations [7].

A 2D Fourier transform F (u, v) of the image g (x, y) whose noise is to be assessed
is defined by Eq. (3.5). Themathematical definition of the noise power spectrumNPS
shown in two dimensions is set as the square of the absolute value of the Fourier
transform, as shown in the following equation [8].

NPS(u, v) = lim
X ,Y→∞

1

XY

〈∣∣∣∣
∫ X /2

−X /2

∫ Y /2

−Y /2
g(x, y)e−2π i(xu+yv)dxdy

∣∣∣∣
2
〉

(7.4)
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(a) 380 ms (b) 190 ms

(c) 80 ms

500 μm

(d) 20 ms

SD = 48.1 SD = 52.9

SD = 54.8 SD = 53.3

Fig. 7.10 Measurement results of noise due to standard deviation values produced when the expo-
sure time in 3D imaging of the same sample was changed to induce different noise levels. Imaging
conducted with the same device and imaging conditions are described in Sect. 7.6. a, b, c and d are
380, 190, 80 and 20 ms in exposure time, respectively

Here,X andY are the sample sizes in the x and y directions. As such, the pixel sizes
in the x and y directions are set as�x and�y and the pixel numbers are set as Nx and
Ny, which yield X = �x Nx and Y = �y Ny. The angle brackets in Eq. (7.4) signify
the average of the infinite set of images. Furthermore, the noise power spectrum is
a Fourier transform of an auto-correlation function. Equation (7.4) is effective only
for cases of a Gaussian distribution where the average is 0; there are no images with
an infinitely large size in reality [8]. As such, calculating the noise power spectrum
in the region of interest within an actual image for a two-dimensional case yields the
following expression:
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Fig. 7.11 Gray value distributions of two samples whose internal structure and microstructure are
entirely different. A line segment is drawn across a given cross-section in a 3D image and the gray
value histogram along that line segment is plotted. Sample A has large changes in X-ray absorption
of the internal structure, but the image S/N ratio is favorable. Meanwhile, sample B has a relatively
homogeneous internal structure, but the image has high amounts of noise

NPS2D(u, v) = �x�y

NxNy

〈∣∣DFT2D
{
g(x, y) − g(x, y)

}∣∣2〉 (7.5)

Here,DFT refers to the discrete Fourier transform,which also appeared inChap. 3.
The above-mentioned equation applies not only to the (x, y) cross-section but the (y,
z) and (z, x) cross-sections as well. Furthermore, the 3D noise power spectrum of a
given region of interest is as follows:

NPS3D(u, v, w) = �x�y�z

N ′
xN ′

yN ′
z

〈∣∣DFT3D
{
g(x, y, z) − g(x, y, z)

}∣∣2〉 (7.6)

Here, g(x, y) and g(x, y, z) are the average values and are subtracted in both
equations for image trend elimination. Furthermore, Nx’, Ny’, and Nz’ are the sizes
of the region of interest (pixel number). The 1D noise power spectrum typically takes
the average of NPS in the same spatial frequency (circumference of each concentric
circle) of the 2D noise power spectrum to determine the spatial frequency distribution
of the NPS.

NPS1D(ω) =
2π∫
0

NPS2D(ω, θ)dθ (7.7)

Here, the angular wave frequency is set as ω, and the Cartesian coordinates were
transformed to polar coordinates (ω, θ ).
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Measurement examples of noise power spectra with different dimensions are
shown inFig. 7.12. The intuitive 1Dnoise power spectrum is frequently used.Regard-
less of the dimension inwhich assessments are conducted,multiple regions of interest
must be taken and assessed by taking their averages. The measurement error eNPS
when taking the average NPS in an m number of regions is as follows [9].
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(a) Display in 3D (b) Display in 2D

(c) Display in 1D

Fig. 7.12 Noise power spectrum of the 3D image shown in Fig. 7.10 a depicted in 1, 2, and 3
dimensions. a and b are displays in 3D and 2D, respectively. The 1D data in c (1D) is the data in
b averaged in the circumferential direction
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(a) Raw data (b) After applying moving average
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Fig. 7.13 The 1D noise power spectrum in Fig. 7.12 where measurements were made with varying
sampling region numbers; a is the raw data and b is the data after a 5-section moving average was
applied

eNPS =
√

1

m
NPS (7.8)

Thus, a considerably large amount of sampling must be conducted to minimize
errors. For example, the error drops to 1/10 after taking the averages of 100 regions
of data. Figure 7.13 shows a 1D noise power spectrum with changes to the sampling
number. Multiple regions of interest in a single image, must be measured, and several
image sets must be prepared for a single sample to minimize error. Figure 7.13
shows the result of applying a 5-section moving average on data. These types of data
processing are occasionally conducted to capture overall trends. Even measurements
in a single region are capable of giving a picture of overall trends using the moving
average, but they are inaccurate compared with measurements using 100 regions.

Figure 7.14 shows a 1D noise power spectrum of an image that was reconstructed
withfiltered backprojection following the application of various reconstructionfilters
on projection data of aluminum-copper alloys in Figs. 3.27 and 3.28. The vertical
and horizontal axes of Fig. 7.13 each show the extent of noise and spatial frequency.
Although this image was measured using synchrotron radiation, noise ranging from
coarse noise with low spatial frequency to fine noise with high spatial frequency is
distributed in the image. Among these, filters with high spatial resolution capabilities
like the Ram-Lak filter and the Shepp-Logan filter result in increased noise across a
wide-ranging spatial frequency range. Meanwhile, filters with relatively low spatial
resolution functionality such as the Hamming filter, Hann filter, and Parzen filter
show considerably low noise.

The above-mentioned NPS calculations are relatively straightforward when using
package software such as ImageJ or MATLAB. ImageJ also has a plug-in for NPS
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Fig. 7.14 1D noise power
spectrum of a 2D image used
for reconstruction filter
assessments in Figs. 3.27 and
3.28 in Chap. 3. The noise
differences due to the
reconstruction filter can be
compared. Measurements
were conducted in the
white-framed region shown
in the photograph
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calculations [10]. Simple calculations can still be conducted even if one does not have
much experience using this type of analysis software if existing software such as CT
image calculation programs released by the Japanese Society for CT Technology
is used [10]. Software from the Japanese Society for CT Technology also includes
MTF calculation functionalities (discussed later). These include trial versions for
non-members mentioned in the reference, which allow for manymore functionalities
once becoming a member of the society [11].

7.4 Contrast

7.4.1 Basic Concepts

As mentioned in the introduction, device characteristics must be assessed in medical
X-ray CT scanners through the image quality of 3D images. A standardized reference
referred to as a phantom is used in these cases [12]. Measuring these allows for the
assessment of image quality (including contrast) to determine performance changes
in the device over time, daily. With regard to contrast, a term referred to as contrast
resolution is stipulated in the Japanese Industrial Standards, which includes a list of
terms for industrial X-ray CT devices. According to this, contrast resolution refers
to the following: “the difference in industrial CT values (average) between a given
section and its background which are at the limit of detection, taking into account
the noise in a concentration resolution image” [1]. Noise has a large influence when
the contrast between the background and observation subject is low. This is because
the X-ray sources, detectors, and reconstruction functions appear similar in all the
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hospitals, particularly in medical X-ray CT scanners. Specifically, assessments are
conducted using the standard deviation and noise power spectrum discussed in the
previous section, as well as the contrast-to-noise ratio. In this manner, contrast is
assessed as an index that quantitatively describes the visual impressionswhen looking
at the same section of a human body. There are multiple definitions for the contrast-
to-noise ratio; please refer to the works cited for further information [13].

In contrast, it is important to conduct image quality assessments on all 3D images
obtained using a diverse set of materials and sample sizes with industrial X-ray CT
scanners and synchrotron radiationX-ray tomography. Suitable image quality assess-
ments allow researchers to determine whether the internal structure to be observed
is sufficiently reflected in the obtained 3D image and where the observable limits are
in terms of size or contrast.

Image quality assessments handle images that vary greatly by X-ray source,
detector, reconstruction method, and their various associated conditions. The basic
principles for obtaining contrast in these cases not only involve differences in
linear absorption coefficients obtained during absorption contrast tomography but
the various methods discussed in Sect. 2.2 or Chap. 5. With this in mind, it has been
the author’s experience that assessments of noise, artifacts, and contrast should be
conducted independently for industrial X-ray CT scanners and synchrotron radia-
tion X-ray tomography. Furthermore, unlike with medical X-ray CT scanners, where
visual assessments are the fundamental component, industrial X-ray CT scanners
and synchrotron radiation X-ray tomography often seek volume rendering based on
segmentation (discussed in Chap. 8) and quantitative assessment and measurement
on morphology and size. Thus, the ultimate measure for contrast quality following
the application of suitable filters (discussed in Chap. 8) involves whether the various
phases and regions in the sample interior canbe accurately segmentedwhile removing
noise and artifact effects. It is vital when applying industrial X-ray CT scanners and
synchrotron radiation X-ray tomography for cutting and polishing samples to first
conduct two-dimensional observations; these observations can be obtained using
devices capable of easily acquiring a wealth of information on factors such as chem-
ical composition at a higher spatial resolution (such as scanning electron micro-
scopes). The existence and details of the structure to be observed should be under-
stood as thoroughly as possible beforehand, as diverse samples will be observed with
the limited spatial resolution and contrast of X-ray tomography.

7.4.2 Quantitative Assessment

There are several standard measures of contrast. One of these, referred to as the
Weber contrast CW, is as shown below:

CW = gf − gm

gm
(7.9)



400 7 Fundamentals of 3D Images

Here, gf and gm refer to the gray values for the region/phase and the background,
respectively, of the observation subject. The Weber contrast is suitable when a small
region is dispersed in a homogeneous background. Furthermore, the Michelson
contrast CM is as shown below:

CM = gh − gl

gh + gl
(7.10)

Here, gh and gl refer to the two regions of the observation subject, with the former
having the highgrayvalue and the latter having a lower grayvalue.Michelson contrast
is suitable for cases where there are dark and light phases. Furthermore, Eq. (7.2)
is used as RMS contrast when the image patterns are random and granular. Care
must be taken in each case so that the gray value of the observation subject structure,
rather than the noise, is used. The contrast measurement that is most suitable for
the characteristics of the spatial distribution of the structure of interest in the sample
should be selected among the many measurement methods available.

The Japanese Industrial Standards that define the terminology for industrial X-
ray CT device state that Michelson contrast should be calculated based on the CT
value of air (according to JIS, this refers to a gray value of an arbitrary scale) [1].
Care must be taken in these cases as this is not accurately calculated when the air
or observation subject structure is set outside of the scale during the grayscale or bit
depth conversions shown in Fig. 7.4.

7.5 Spatial Resolution

7.5.1 Fundamental Aspects

(1) Spatial Resolution as a Device and 3D Image Spatial Resolution

Spatial resolution is an index that relates whether two points in proximity to one
another can be distinguished as two different points; it is stipulated as the minimal
distance in which this distinction occurs [1]. Often, the spatial resolution of X-ray
tomography devices is inferior to two-dimensional visualization devices commonly
used in laboratories (e.g. scanning electron microscopes or transmission electron
microscopes). For this reason, sometimes sample sizes and internal structures that
are close to the effective spatial resolution are assessed in X-ray tomography. Thus, it
is essential that the effective spatial resolutions obtained in the 3D imaging conducted
by the reader are correctly determined.

As summarized in Table 7.2, the factor with the lowest accuracy among the diverse
set of factors in X-ray tomography (e.g. X-ray source, sample rotation stage, X-ray
focusing element in the case of the imaging optical system, and detector) acts as
the rate-limiting element that dictates the maximum spatial resolution achievable by
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Table 7.2 Major elements
that can potentially constrain
the spatial resolution in
industrial-use X-ray CT
scanners and synchrotron
radiation X-ray tomography.
The *sign refers to factors
relating to the Nyquist
frequency based on the
sampling theorem

Elements Factors

X-ray tube, etc. Effective focal spot size

Transmissivity (X-ray energy)

Imaging optical system
Enlarged projection

Spatial resolution of an X-ray
focusing device

Magnification

Illumination system

Sample rotation stage Eccentricity and surface runout of a
rotation stage

Sample drift

Detector
Fiber optics
Optical lens

Effective pixel size*

Various noise

Scintillator thickness

Scintillator stopping power

Diffraction limit of visible light

Sample Drift due to insufficient sample
fixing

Material deformation/transformation

Imaging condition Flux (Exposure time)

Rotation step*

Reconstruction Reconstruction filter

Incomplete dataset in cone beam
reconstruction

Filtering effects during phase
retrieval process

Others Various artifact

Blurring due to Fresnel diffraction

an X-ray CT scanner. Additionally, this can be confirmed in Eq. (5.29) and (7.30).
The spatial resolution is also greatly affected by the sample, imaging conditions,
and various types of noise and artifacts. Intrinsically, the spatial resolution, which
expresses performance as a system, should be assessed independently of the noise,
artifacts, and imaging conditions, whose magnitude and type vary with different
conditions. However, noise and artifacts can be said to be unavoidable with X-ray
tomography. Furthermore, these can have an influence not only on image quality but
also visualization success depending on the sample or imaging conditions. For these
reasons, the spatial resolution should be calculated using the 3D images obtained
under the imaging conditions and environment that can realistically be achieved;
moreover, a device-/sample-/imaging condition-specific local spatial resolution in a
given region of interest in the sample interior should be assessed.
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There are multiple measures relating to spatial resolution in medical and indus-
trial X-ray tomography and there may be some variation or even at times confusion
in their definitions as in, for example, terms such as resolution, resolving power,
spatial resolution, sharpness, or detectability. Some expressions specify the resolu-
tion and resolving power for images and spatial resolution for device specifications.
However, for the previously mentioned reasons, this book systematically defines
spatial resolution as the spatial resolution that can be measured for 3D images, which
is the outcome of X-ray tomography. Furthermore, the term “detectability” must be
accurately defined as a separate measure from spatial resolution.

Of the various conditions in Table 7.2, multiple factors relating to the devices
have been discussed up until now in Chaps. 4 and 5. Unfortunately, however, the
spatial resolution of industrial X-ray CT scanners is frequently not presented as the
maximum spatial resolution in catalogs, etc. as part of comprehensive specifications
based on the factors listed in Table 7.2. Often, the focal point size of the X-ray tube
or the effective pixel size is shown instead of the spatial resolution or sometimes as
the spatial resolution itself. As can be observed in the examples shown below, these
often produce significant errors.

Figure 7.15 shows valuable data where the sample size varied in a Russian
matryoshka-doll-like pattern, as shown in Fig. 7.15a, b, and where the sample was
scanned at the same position and compared among two types of industrial X-ray
CT scanners and Synchrotron radiation X-ray tomography (high-resolution imaging
beamline BL20XU at SPring-8) [14]. The dashed line in Fig. 7.15c is the relation-
ship between the pixel size and the spatial resolution, which is based on the sampling
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(a) A nest of test jigs for spatial resolution
measurement. The right cylinder was used for the
measurement.

(b) After assembling three jigs shown in (a) (c) Spatial resolution values of three X-ray CT scanners
measured using the jigs shown in (a)

Fig. 7.15 The relationships between 3D pixel size and effective spatial resolution were measured
and compared in nested test pieces shown in a and b using two types of industrial X-ray CT scanners
(devices A and B) and the synchrotron radiation tomography instrument BL20XU at SPring-8
(device C) [14]. c shows the spatial resolution values of three X-ray CT scanners measured using
the jigs shown in a. The dashed line in the figure expresses the sampling theorem
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theorem discussed in the following section. Changing the pixel size in industrial X-
ray CT scanners A and B changes the spatial resolution for each device in which
the focal spot size of the X-ray tube does not constrain the spatial resolution. The
measurement points for both industrialX-rayCT scannerAand synchrotron radiation
X-ray tomography are mostly above the dashed line. This indicates that the spatial
resolution is constrained by the Nyquist frequency based on the sampling theorem
discussed in the following section. Meanwhile, the spatial resolution of industrial
X-ray CT scanner B is lower than the level stipulated by the sampling theorem
by a factor of 1.5–2.5. This signifies that a factor other than those marked with *
in Table 7.2 controls the effective spatial resolution. Identifying the factor which
constrains the spatial resolution in these cases and implementing suitable measures
can result in considerable improvements to spatial resolution, which correspond to
this difference.

Figure 7.16 uses the three types of devices in Fig. 7.15 and shows observa-
tions/comparisons of the same sample at the same positions while changing the pixel
size. A more detailed structure is visualized as devices with higher spatial resolution
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Fig. 7.16 Nested test pieces shown in the left side of Fig. 7.15 scanned at the same positions and
with different voxel sizes using the two types of industrial X-ray CT scanners (devices A and B)
and the synchrotron radiation tomography instrument BL20XU at SPring-8 (device C), referred to
in Fig. 7.15 [14]. Device C was used for the pixel size of 0.5 μm in a; device B for 2.3, 5.5, and
10.9 μm in b, c and d, respectively; and device A for 25 μm in e. The a and b in the figure refer to
the acicular Al3Ti particles in the aluminum, and c refer to the TiB2 particles. The dashed circles
in (c–e) designate the same region in the sample shown in (b). Only (a) shows imaging of a region
of interest in a portion of the sample shown in (b)
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capabilities are used and when the pixel size becomes smaller in the same device
(Fig. 7.16b–d). Structures that were clearly visible in Fig. 7.16b cannot be visualized
at all in Fig. 7.16d, where the pixel size has increased by a factor of approximately 5.
It is apparent that the sample size must be minimized to the extent possible and the
sample must be placed as close to the X-ray tube as possible to acquire a sufficient
spatial resolution. This is a frequently overlooked fact among industrial X-ray CT
users.

The Fresnel diffraction of the X-ray and the Rayleigh diffraction limit, after the
X-raywas converted to visible light, act as the bottlenecks for spatial resolutionwhen
improving the various conditions in Table 7.2 for projection-type X-ray tomography
using a parallel beam. These stipulate the physical limits of spatial resolution, there-
fore, projection X-ray tomography cannot exceed a maximum spatial resolution of
slightly less than 1μm.Evenwith the example of synchrotron radiationX-ray tomog-
raphy in Fig. 7.15, the effective spatial resolution is approximately 1 μm when the
pixel size is approximately 0.5 μm; it is clear that the physical limits of spatial
resolution have been reached.

(2) Sampling Theorem

Sampling in a 3D space in all x-, y-, and z-directions at a short periodicity is necessary
for X-ray tomography to achieve a sufficiently small spatial resolution relative to the
structure size to be observed in the sample. First, we consider this with a 1D image
for simplicity. A 1D image is shown in Fig. 7.17a. The actual physical object is
continuous even with observations with magnifications at the atomic level. Digital
images are considered discrete expressions of continuous physical objects. Mapping
a continuous function with a discrete function is referred to as sampling. The process
of obtaining a digital image from a detector is multiplying a sampling function s (x)
by a primitive function f (x), as shown in the following equation:

fs(x) = f (x)s(x) (7.11)

Here, f s (x) is the sampled image and is as shown in Fig. 7.17e. The sampling
function is also referred to as the comb function, taking the form of delta functions
regularly spaced at a periodicity � x, as shown in Fig. 7.17c.

s(x) =
∞∑

n=−∞
δ(x − n�x) (7.12)

The pitch of this sequence of functions stipulates the spatial resolution. As shown
in Fig. 7.17b, the Fourier transform of the primitive function f (x) either has the
spatial frequency components included in the original image below νc or is bandwidth
limited. This νc is referred to as the cutoff frequency. Furthermore, the comb function
is used for theFourier transformof the sampling functionS (x), as shown inFig. 7.17d:
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Fig. 7.17 Schematic of spectra in real space and frequency space when imaging a 1D image with
a detector. The sampling function is an example of a delta function stipulated by the sampling pitch
�x determined by the pixel size of the detector; �x < 1

2vc
(over-sampling) is satisfied in this case

and the original image can be accurately reconstructed. a an original image; b Fourier transform of
a; c sampling function; d Fourier transform of c; e sampled image function; and f Fourier transform
of e (�x < 1/2νc)

S(x) = 1

�x

∞∑
n=−∞

δ
(

u − n

�x

)
(7.13)

The multiplication operation on the sampling function in Eq. (7.11) is equivalent
to convoluting the sampling function in the frequency space.

Fs(u) = F(u) ∗ S(u) = 1

�x

∞∑
n=−∞

F
(

u − n

�x

)
(7.14)

In other words, F (u), obtained by applying a Fourier transform on the primitive
function as shown in Fig. 7.17f, can be periodically repeated by sampling it. The
following rectangular function is used to extract the spectra of the original image
from this.
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H (u) = rect(u�x) (7.15)

A filtering process using this function in the frequency space produces an accurate
Fourier transform of the original image.

F(u) = H (u)Fs(u) (7.16)

Finally, an inverse Fourier transform of the equation shown above results in the
following expression:

f (x) =
∞∑

n=−∞
f (n�x)sinc

{ π

�x
(x − n�x)

}
(7.17)

In other words, multiplying a sinc function to the images sampled at a period
�x and adding these reproduces the primitive function. This is referred to as the
sampling theorem.

The primitive function cannot be successfully reproduced in Fig. 7.18b due to
overlapping adjacent spectra even if filtering is conducted as shown in Eq. (7.16).
This phenomenon is referred to as aliasing. Conditions where the sampling number
is insufficient are referred to as undersampling. Aliasing artifacts (discussed later)
appear on the image in these cases. Meanwhile, the spectra in Fig. 7.18c are suffi-
ciently spaced apart; these conditions are referred to as oversampling. Figure 7.18a,
where the Nyquist frequency f N is half of the sampling frequency 1/�x and f N
= νc is satisfied, presents the optimal conditions for accurately conducting image
reconstruction while controlling the amount of data.

fN = 1

2�x
(7.18)

Therefore, the original image can be accurately restored when the maximum
frequency component νc of the original image is known by sampling at an interval
finer than double this value (i.e., 2νc). There are usually detailedmultiscale structures
(e.g. material microstructures) in a sample. As such, Eq. (7.16) can be stated in real
terms as follows: “the spatial resolution necessary for imaging the internal structure
to be observed should be recognized and measurements should be taken at a pitch
that is half this value.”

Figure 7.19 shows a 2D case. The concepts here are the same for this 2D case. In
other words, the measurement pitches � x and � y for the two x- and y- directions
are determined by the pixel size of the detector. In this case, Eq. (7.17) is expressed
as follows:

f (x, y) =
∞∑

n=−∞

∞∑
m=−∞

f (n�x, m�y)sinc
{ π

�x
(x − n�x)

}
sinc

{
π

�y
(y − m�y)

}

(7.19)
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Fig. 7.18 A 1D image
obtained from a detector and
normalized, after which a
Fourier transform was
applied; the schematic shows
three cases with different
sampling frequencies. a is
sampling at a Nyquist
frequency; b is
undersampling; and c is
oversampling

u

u

Fs (u)

(a) Sampling at a Nyquist frequency

(c) Oversampling

(b) Undersampling

Fs (u)

u

Fs (u)

0

0

0

As shown in Fig. 3.42a in Chap. 3, the rotation axis of the sample rotation stage
is placed during actual X-ray tomography measurements so that it is perpendicular
to the incident direction of the X-ray. The 2D detector is used to conduct continuous
imaging of transmission images multiple times while rotating the sample by 180°,
with this rotation axis at the center. Thus, with regard to the cylindrical coordinates
(r, ϕ, z) corresponding to the rotation axis of the sample rotation stage, the effective
pixel size of the detectormust exceed theNyquist frequency in the r- and z-directions,
as well as the rotation step (interval expressed as distance) of the sample rotation
stage in the ϕ direction. For example, the ideal spatial resolution in the ϕ direction at
the edge of the field-of-view when conducting imaging of a total of M transmission
images during 180° rotation with a field-of-view width and height of D are πD/M.
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(a) Fourier transform of an original function

(b) Fourier transform of a sampling function

(c) Fourier transform of a sampled 2D image ( x, y <
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νc

νc

Fig. 7.19 Schematic of spectra in frequency space when imaging was conducted using a 2D
detector. The sampling function is a sequence of delta functions stipulated by the sampling pitches
�x and �y, which are determined by the detector and pixel size; �x, �y < 1

2νc
(oversampling)

is satisfied in this case and the original image can be accurately reconstructed. a is the Fourier
transform of an original function; b is the Fourier transform of a sampling function; and c is the
Fourier transform of a sampled 2D image (�x, �y < 1/2νc)
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The maximum spatial resolution value in the r- and z-directions when a detector
with a pixel number of N in both the horizontal and vertical directions is used
for measurement is 2D/N. The selection of the number of pixels in a detector is
not flexible in many cases. Thus, the number of projections becomes πN/2 if an
isotropic spatial resolution is desired. However, the fact that various factors from the
light source to the detector overlap and determine the effective spatial resolution has
previously been discussed. Furthermore, the sample size is often smaller, to some
extent, than the field-of-view size, therefore, the sampling pitch in the r-direction can
be coarser than this based on the ratio between sample size and field-of-view size.

(3) Detectability

Spatial resolution and detectability are two completely different indices. Although
detectability cannot be inferior to spatial resolution, the opposite is possible. In other
words, detectability can be a value that is several times smaller than the pixel size,
depending on the conditions. Detectability is largely influenced by spatial resolution,
imaging methods and conditions, sample structure, and noise.

A schematic of this is shown in Fig. 7.20. Here, we consider the case of the
3D imaging of a material that includes 0.3–0.6-μm diameter particles and pores, as
shown inFig. 7.20a,with a 1-μmspatial resolution device/conditions.When the noise
or artifact effects are low, the gray value of the pixels, in which such microstructures
are embedded, changes, facilitating the discrimination and binarization of the pixels
by employing the binarization shown in Fig. 7.20c. The noise/artifacts cannot be
distinguished from the microstructure at this stage. However, as shown in Fig. 7.20d,
the capability of detectingmicrostructures below the spatial resolution can be verified
by repeating observations in the same location while growing this structure or by
supplementing these with other observations/analysis methods. The detectability,
in this case, is 0.27 μm when the maximum threshold was set as an 8-bit gray
value of 240. This is 1/3 that of the spatial resolution. Thus, detectability is not
only influenced by the structure size but also the microstructure to be detected and
the linear absorption coefficient of the matrix. Positioning also plays a role in this
as microstructures that are located between pixels are more difficult to detect than
structures that are not; in other words, detectability is not homogeneous in a 3D
image.

Improvements in microstructure detectability are considered achievable when
black and white fringes, generated with refraction contrast imaging (discussed in
Sect. 2.2.2 (2)), are utilized as the interfaces can be emphasized and the gray value
of the microstructure can be significantly increased or decreased.

Detectability is difficult to directly measure experimentally unless special model
samples are prepared. However, as mentioned above, researchers should investigate
and be cognizant of the appropriate detectability level at each step of 3D image
handling by attaining a deep understanding of the sample, basic imaging principles,
internal andmicrostructure of the sample to be observed, imaging conditions, and the
supplemental usage of confirmatory methods. This can minimize the erroneous loss
of valuable information that may appear like noise at first glance through processes
like filtering.



410 7 Fundamentals of 3D Images

255 255 255 255 255 255 255 255

255 255 255 89 255 255 237 255

255 237 255 255 255 255 255 255

255 255 255 182 255 255 255 255

255 255 255 255 255 255 255 255

255 255 255 255 255

255 255 255 165 255

255 0 255 255 255 255 255 255

Noise Parti-
cle B

Parti-
cle A

Parti-
cle C

Parti-
cle D

Parti-
cle E

Noise

(a) Distribution in linear absorption coefficient
at time, t = t1

(b) 8-bit digital image of (a)

(c) After binarizing (b) with a threshold value of 240

Noise

Particle A
Particle B

Particle C

Noise

Particle D

Particle E

(d) Segmented 2D image at time, t = t2 (t2 > t1)

1m (= Spatial resolution)

Particles, pores, etc.

255 255255 255
Noise

Noise

0.5 m

237 255 255

255

Fig. 7.20 Schematic where 3D imaging was conducted on a material (gray value of 255) with
microscale particles A–E (gray values of 165 to 237 in image b) show in a using a 1-μm spatial
resolution (effective pixel size of 0.5 μm) setup; b is the obtained image, c is the binarized image,
and d is a re-observation of the particles, which grew after a given period. Image b includes two
points of noise, fivemicrostructures, and its aggregates. Image d does not show noise in the positions
in b and the microstructure has grown. For this reason, both structures exceed the spatial resolution
and can be clearly identified

7.5.2 Spatial Resolution Assessment

(1) PSF, LSF, and ESF

A mathematical expression of the blur in an image taken by an X-ray CT scanner
is the convolution of a non-blurred original image with an impulse response. The
impulse response for an image is referred to as the point spread function (PSF). The
spatial resolution takes some finite value by adding all of the information relating
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to spatial resolution, such as the X-ray CT scanner and image reconstruction. Based
on this, the PSF indicates how the spread of an infinitesimally small point in the
sample is imaged. Thus, the PSF is mathematically expressed as the imaging of a
delta function, as shown below:

PSF(x, y)R{δ(ξ, η)} (7.20)

Here, the function R (ξ, η) is the system response and coordinates (x, y) and (ξ,
η) are for the detector and sample, respectively. As shown above, the image g (x, y)
is expressed with the following convolution integration [15]:

g(x, y)
∫ ∞∫

−∞
f (ξ, η)PSF(x − ξ, y − η)dξdη (7.21)

Figure 7.21a shows a schematic of the PSF. Furthermore, Fig. 7.22a shows the
original image with the point-like structure and the image after this that was imaged
[16]. A narrower spreading width of the PSF results in less image blur and a superior
spatial resolution.

Imaging point structures, which are smaller than the pixel size, are possible, for
example, with medical CT scanners by using a phantom where a 0.1-mm diameter
metal wire is floated in the air. However, this is not practical for industrial X-ray CT
scanners, particularly those that use a microfocus tube with a small effective pixel
size. For example, the QRM GmbH sells test objects that float 3-, 10-, and 25-μm
diameter tungsten wires in the air for micro-tomography use [17]. However, this can
be used for assessments with a spatial resolution of several dozen μm at most.

The PSF could be expressed in 1D if it were isotropic, as shown in Fig. 7.21. This
is referred to as the line spread function (LSF). Figure 7.21b shows a schematic of
the LSF and Fig. 7.22b shows an image for this case as well [16]. As was also the

x
c

y

Spot-like region

PSF (x, y) of the spot-like region
x0

y
LSF (x)

(a) A spot-like region in a sample and its PSF (b) LSF calculated from the left PSF

Fig. 7.21 Schematic showing the relationship between the spot-like region in a sample and its PSF
and the LSF, which corresponds to its 1D profile. a is a spot-like region in a sample and its PSF;
and b is LSF calculated from the PSF
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Fig. 7.22 Schematic showing the original image expressed with PSF, LSF, and ESF; the original
image blur; and the shapes of each function. a is point spread function; b is line spread function;
and c is edge spread function

case in Eq. (7.21), the image can be shown as a 1D convolution of the original image
and the LSF [15].

g(x)

∞∫
−∞

f (ξ)LSF(x − ξ)dξ (7.22)

A slit with a narrow width can be used for LSF measurements. The following
relationship is present between PSF and LSF [15].

LSF(x)

∞∫
−∞

PSF(x, y)dy (7.23)
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As such, the LSF value at a given position x is equal to the cross-sectional area
of PSF in the plane parallel to the y-axis for the same x-coordinates. Furthermore,
the relationship between the width of LSF spread and spatial resolution is the same
for PSF, which is often two-dimensionally isotropic; the LSF also exhibits bilateral
symmetry in this case.

Similarly, the effect where blurring occurs between the interface of the two phases
canbe assessedusing the edge spread function (ESF). This is shown inFig. 7.22c [16].
This is mathematically expressed as a step function response where LSF becomes
the derivative of ESF [15]:

d

dx
ESF(x) = LSF(x) (7.24)

As shown in Fig. 7.22, the ESF becomes a measure for 1D spatial resolution
similar to the LSF. Focusing on practical applications, as some edges are always
embedded in the sample, ESF measurements could be termed more versatile than
LSF measurements, which require the preparation of a narrow slit.

The PSF, LSF, and ESR are all functions that describe spatial resolution in real
space. In terms of practical use, the full widths at half maximum (FWHM) of the PSF
and LSF can be used as indices for spatial resolution. Figure 7.23 shows a schematic
of this. When the distance between two characteristic points approaches the FWHM,
a locally stacked profile comprising the PSF or LSF profiles of the two characteristic
points is measured, as shown in Fig. 7.23b. There is still a depression in the center of
the curve in Fig. 7.23b, so the two characteristic points can still be distinguished. The
two points cannot be distinguished if the distance between these two points is smaller
(Fig. 7.23c). As previously mentioned, LSF is determined from the differentiation of
ESF, so ESF can also be used for spatial resolution assessments based on FWHM.

(2) MTF

Another standard practice is to convert the PSF, LSF, and ESF discussed in the
previous section into the frequency space, assessing spatial resolution with the
modulation transfer function (MTF). An overview of this is provided in this section.

As shown in the following equation, an optical transfer function (OTF), which is a
spatial resolution assessment index in frequency space, can be obtained by applying
a 2D Fourier transform on the PSF as shown in Eq. (3.5).

OTF(u, v) = F{PSF(x, y)} (7.25)

Conversely, the PSF is obtained by applying an inverse Fourier transform on the
OTF. The OTF is a complex number, and its absolute value is equal toMTF as shown
in the following equation. Meanwhile, the phase component of OTF is referred to as
the phase transfer function (PTF).

OTF(u, v) = MTF(u, v)e−iPTF(u,v) (7.26)
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Fig. 7.23 Schematic showing the validity of spatial resolution assessments based on PSF, LSF, and
ESF. Three PSF cases are shown where the distance between the two points relative to the FWHM
of PSF is significantly larger, equal, or narrower. a the distance between two points larger than the
FWHM of a PSF; b the distance between two points comparable to the FWHM of a PSF; and c the
distance between two points smaller than the FWHM of a PSF

The PSF generally has an isotropic form, so the phase component PTF becomes
0. The MTF is then related to PSF as shown in the following equation:

MTF(u, v) = |OTF(u, v)| = |F{PSF(x, y)}| (7.27)

In this manner, the MTF is a 2D function. However, considering the general ease
of visual assessments, this is frequently assessed as a 1D profile that follows a given
axis that passes through the origin of the frequency space. The MTF, in this case, is
related to LSF and ESF as shown in the following equation:

MTF(u) = F{LSF(x)} = F

{
d

dx
ESF(x)

}
(7.28)

MTF assessment is enabled by measuring the LSF and ESF. The MTF generally
uses the value at the origin of the frequency space LSF (0) and is expressed by
normalizing MTF (u) in the range of 0–1.

Figure 7.24 shows an example of an assessment using the MTF. The horizontal
axis of Fig. 7.24 is spatial frequency. Changes in the resolution characteristics can
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Fig. 7.24 Schematic
showing examples of spatial
resolution assessments using
the MTF. Two analysis
examples where the cutoff
frequency was changed are
shown
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be assessed as a function of the spatial frequency using the MTF, which is a function
of spatial frequency. In other words, superior resolution characteristics are obtained
when these values are closer to MTF (u) = 1 for a given spatial frequency. As shown
in Fig. 7.24, the spatial resolution is often stipulated by the spatial frequency values
when the MTF (u) value is 0.05, 0.10, or 0.20. These are expressed as 5%MTF, 10%
MTF, etc.

The relationship between the ultimate spatial resolution calculated in a 3D image
and the various factors that constrain it, which are listed in Table 7.2, was previously
discussed in Sect. 7.5.1 (1). Expressing this with MTF yields the following equation
[18]:

MTFtotal(u) = MTF1(u) · MTF2(u) · · · · MTFk(u) · · · · (7.29)

Here, MTF total is the total MTF, k is the kth factor out of the various factors
listed in Table 7.2, and MTFk (u) is the corresponding MTF. However, there is a
relationship between MTF and spatial frequency such as that shown in Fig. 7.24 for
each factor (e.g. detector, X-ray source). In these cases, MTF total (u) � MTFk (u) is
satisfied for all u and v values. Furthermore, the following relationship between the
various factors in Table 7.2 and the total FWHM of the LSF is obtained when the
spatial resolution is expressed in terms of the FWHM of the LSF [18]:

FW HMtotal =
√

FW HM 2
1 + FW HM 2

2 + · · · · +FW HM 2
k + · · · · (7.30)

Thus, for an FWHM relating to a factor A, which constrains the final spatial
resolution (FWHMA), when the FWHM for a given factor B (FWHMB) is such that
FWHMB/FWHMA = 0.1, the influence of FWHMB on the total FWHM is at most
0.5%. In other words, improvements in spatial resolution require the specification of
factors that constrain the spatial resolution and the implementation of countermea-
sures for improving the spatial resolution with those factors. Equation (5.29) should
be referenced in conjunction with this.
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7.5.3 Spatial Resolution Measurement

Representative examples of spatial resolution measurement methods are outlined
below. There are a number of methods besides these and their variations are
numerous. This is not a problem when using the same method to assess 3D images
obtained with similar materials/measurement methods, but sufficient care must be
taken when comparing spatial resolution values obtained with different spatial reso-
lution measurement methods. For this reason, publications and reports must detail
the spatial resolution measurement methods and their associated conditions.

(1) 3D Test Object

A 2D test chart is created by placing a series of parallel line regions on a substrate
with considerably different absorption coefficients. This is used for the adjustment
of the focal point of the microfocus tubes via transmission images and the main-
tenance/management of industrial X-ray CT scanners. Spatial resolution measure-
ment test specimens (a.k.a. “3D testing charts”) are also commercially available.
Figure 7.25a shows a test object (corresponding to a phantom in medical terms) for
spatial resolution measurement use, produced by the Japan Inspection Instruments
Manufacturers’ Association (JIMA) [19]. Three grooves are created for each of the
vertical and horizontal directions on a silicon chip using micromachining techniques
for semi-conductors, gold is embedded in these etched grooves, and the silicon chip
itself is embedded into a 2-mm diameter acrylic stick. The line widths and line
spacing are 3, 4, 5, 6, and 7 μm. Some 3D test objects are produced in Germany;
those with a line width of 1μmcome in two variations: one with 10 spatial resolution
levels between 1–10 μm, and one with 9 spatial resolution levels at 5, 10, 15, 20,
25, 30, 50, 100, and 150 μm [20]. As these are simply grooves placed in silicon, the
JIMA-produced test objects are widely used internationally.

Figure 7.25b shows a test object used by the author for the 3D imaging of steel.
Grooves are placed in a 0.5-mm diameter stainless steel wire with focused ion beam
(FIB) fabrication and a spatial resolution measurement across 28 levels with line
widths ranging from 0.5 to 5.9 μm can be conducted. Figure 7.26 shows the spatial
resolution when the test object in Fig. 7.25b is used to visualize steel materials with
synchrotron radiation X-ray tomography [21]. In these cases, spatial resolution is
assessed in 3D by measuring it in two directions with the test object, as shown in
Fig. 7.25b, and in one directionwith the edge spread function shown in Sect. 7.5.2 (1).
Decreases in spatial resolution appear due to the forward scattering of X-rays when
the camera length is short and, particularly, when high-energy X-rays are present.
Furthermore, the spatial resolution in the vertical direction is superiorwhen compared
to that in the horizontal direction. This is because the front end slit stipulates that the
beam sizes in the horizontal and vertical directions are 400 and 15 μm, respectively;
therefore, blurring in the horizontal direction cannot be avoided due to the penumbra
[21].
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(a) Test chart for X-ray CT provided by JIMA

(b) Self-made 3D test chart prepared by the author using FIB
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Fig. 7.25 Example of a 3D test object for X-ray CT; a is the test object used for spatial resolu-
tion measurements produced by the Japanese Inspection Instruments Manufacturers’ Association
(JIMA) (from the JIMA catalog) with approval from JIMA for publication [19] and b is a device
made by the author where FIB was used to create grooves on a stainless steel wire surface. The
right-hand side shows a magnification of a selected part (3D image from X-ray CT) [21]

The simplest method for measuring spatial resolution while using the test object
is to objectively determine the limit at which a contrasted pattern can be identified
in a virtual cross-section of a 3D image. However, this can introduce ambiguity
due to individual decision standards. For this reason, the spatial resolution is often
determined based on the spatial frequency reaching a given MTF value, as discussed
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Fig. 7.26 Example where 3D imaging of steel was conducted using X-ray tomography at BL20XU
in SPring-8 andwhere the spatial resolutionwasmeasured at two different X-ray energy levels while
changing the distance from the sample and detector [21]. The 3D test object of Fig. 7.25 (b) was used
for the z- and -directions (a and b, respectively). The edge spread function discussed in Sect. 7.5.2
(1) was used for the r-direction (c) in cylindrical coordinates (r, ϕ, z) corresponding to the rotation
axis of the sample rotation stage

in Sect. 7.5.2 (2). This procedure determines the contrast between the groove and
space sections of the test object and determines the input/output contrast ratio [18],
as shown in the following equation.

MTF(u) =
gmax(x)−gmin(x)
gmax(x)+gmin(x)
fmax(x)−fmin(x)
fmax(x)+fmin(x)

(7.31)

Here, f max (x) and f min (x) refer to the maximum andminimum values of the prim-
itive function f (x), respectively, whereas gmax (x) and gmin (x) refer to the maximum
and minimum values of the image g (x), respectively. Comparisons between two
different devices can be conductedwith sufficient reproducibility if the test objects are
accurately fabricated. Another advantage is that the spatial resolution measurement
can be easily verified from an objective standpointwith regards to the obtained image.
Meanwhile, only specified spatial frequencies held by the test object can bemeasured,
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so the accuracy of spatial resolution measurements becomes a problem if the device
cannot perform in the vicinity of that specified spatial frequency. Furthermore, a
single period of the periodic structure of the test object must be accurately identi-
fied from the image data and a length that is its integer multiple must be accurately
measured [22]. For these reasons, this must be measured by a sampling frequency
that satisfies the sampling theorem as shown in Eq. (7.18) [22]. However, it is often
the casewith spatial frequency near the spatial resolution that theremay only be a few
pixels’ worth of sampling points for each period of the periodic structure of the test
object. There have been several reports on methods that increase the measurement
accuracy in these cases. Please refer to these as required [22].

(2) Edge Response

Methods discussed in Sect. 7.5.2 (1) for analyzing the edge spread function have
the advantage of directly measuring spatial resolution from 3D images of samples to
be observed without using specialized devices. These methods are widely used and
measure the edge sections of sample surfaces or sample interiors: in other words, the
pixel transitions (i.e., edge responses) in the boundary sections, such as between the
sample and air. After determining the ESF in this manner, the ESF is differentiated
to calculate the LSF, and either its FWHM is determined or a Fourier transform is
applied on the LSF to determine theMTF. This MTF-based method is recommended
in ASTM E1570-11. The ESF is determined by approximating the pixel value tran-
sitions in the obtained image with a sigmoid function as shown in the following
equation:

ESF(x) = a

1 + e(−bx+c)
+ f (7.32)

Here, a, b, c, and f are coefficients that determine the translation, amplification,
and width of the transition zone in the S curve. Figure 7.27 shows a schematic of
the ESF where three different spatial resolution levels were obtained by varying the
coefficients in the sigmoid function. The differences in spatial resolution expressed
as the width of the transition zone can be clearly expressed by the differences in the
coefficients of Eq. (7.32). Previous reports, which measured the spatial resolution
by using the edge response, have used polynomial approximations, error functions,
[23] or the sum of Gaussian functions and exponential functions [24]. The accuracy
of the approximations directly influences MTF measurement accuracy, therefore, an
optimal function must be selected.

Pixel value transitions, which span the edge, must be measured at a sampling
frequency that satisfies the sampling theorem in Eq. (7.18) similar to the test object
case when assessing the edge response. However, it is often the case that there is
only a few pixels’ worth of sampling points (pixels) in the pixel value transition zone
across the edge when using high-spatial-resolution devices whose spatial resolutions
are stipulated by the sampling pitch based on the sampling theorem. There have
been reports of accuracy increases in these cases. A representative example is the
inclined edge method. This method is also standardized by ISO12233 [25]. The
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Fig. 7.27 Sigmoid function
types. From Eq. (7.32), a =
1 and c = f = 0, and a
normalized ESF was
displayed by varying b to
reflect high, medium, and
low spatial resolutions
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inclined edge method measures an edge response on straight edges or two-phase
boundaries/surfaces that are inclined only slightly from the pixels of the 2D detector
by approximately 1.5–3°. The alignment is slightly shifted for each pixel along the
boundary due to this inclination. This is shown schematically in Fig. 7.28. Integrating
the data in the direction along the boundary at a sampling pitch considerably smaller
than the pixel size of the 3D image along the boundary allows for a high-density
measurement of the pixel value profile across the edge and the determination of
a synthesized LSF. As mentioned previously, the ESF is often approximated by
fitting it to a function whose shape is similar to the edge response. Meanwhile, with
ISO12233, space is divided by 1/4 of the pixel size, and discrete data are obtained
by averaging the values inside these subpixels.

A smooth surface or interface in the sample interior, which is sufficiently below
the spatial resolution,must be used to apply the inclined edgemethod. If this is not the
case, then a test object must be prepared to conduct spatial resolution measurements
of physical objects that have a similar smooth edge.

Figure 7.29 shows a 3D image of a high-purity aluminum alloy obtained using
SPring-8. The sample-detector distance in Fig. 7.29b was intentionally set as long
and the interface between the sample and air (sample surface) was highlighted by the
black-and-white fringes created using the refraction contrast imaging. The voxel size
of the 3D image in this was 0.5 μm and the effective spatial resolution was approx-
imately 1 μm. Figure 7.30 shows the ESF obtained using Eq. (7.32) to approximate
the pixel value transitions at the interface of the image shown in Fig. 7.29; this was
then differentiated to calculate the LSF. The center of the figure also shows the
LSF calculated by directly differentiating the measured ESF data. The LSF directly
determined from the ESF is not bilaterally symmetric. This was primarily thought
to be due to the X-ray refraction between the aluminum-air interface. Additionally,
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Fig. 7.28 Schematic showing the 2D measurement of pixel values along an interface, which has
a slight inclination relative to the high-density and low-density phase edge orientation in terms of
the coordinates of the detector. Points A–D in the figure are measurement points, which lie on the
x-axis of the same y-coordinate (y1) (x1 < x2 < x3 < x4). The pixel value gradually decreases from
Point A to Point D as this becomes further and further away from the interface; i.e. the edge of the
high-density phase, which has a large pixel value with a pitch that is considerably lower than the
pixel size

100 m

(a) (b)

Aluminum

Air

Fig. 7.29 Cross-section image (raw data) of pure aluminum (99.999%) imaged with synchrotron
radiation X-ray tomography at the BL20XU beamline in SPring-8. Images were takenwith anX-ray
energy of 20 keV and reconstruction was based on filtered back projection using the Hann filter;
a is when the sample-detector distance is 3 mm and b is when the distance is 55 mm (courtesy of
Kazuyuki Shimizu of Kyushu University)
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Fig. 7.30 Pixel value transitions were measured in the aluminum-air interface of the 3D images in
Fig. 7.29 (left), whichwere either directly differentiated to obtain the LSF (middle) or the pixel value
transitions at the interface were fitted with a sigmoid function, which was then differentiated (right).
a sample-to-detector distance of 3 mm; and b sample-to-detector distance of 55 mm. (courtesy of
Kazuyuki Shimizu of Kyushu University)

a similarly asymmetric LSF is generated with beam hardening, which is a repre-
sentative artifact present in industrial X-ray CT scanners. The asymmetry of LSF
is more prominent when the sample-detector distance in Fig. 7.30 is long. Conse-
quently, sufficient care must be taken when measuring different spatial resolution
values between the interfaces between dissimilar phases in the sample interior and
sample surface, in cases where refraction or artifacts at the matrix–air interface of
the sample surface are prominent.

Figure 7.31 shows theMTFs obtained by applying a Fourier transform on the LSF
calculated by directly differentiating the ESF and on the LSF obtained by differen-
tiating an approximation curve for the ESF. Figure 7.30 shows an undershoot (i.e.,
the skirts of the peak have negative peaks on both sides) for the LSF. This results in
an overshoot of the MTF in values above 1 in Fig. 7.31. The LSF undershoot is due
to the enhancement of the edges; the usage of filter functions during reconstructions,
which can produce artifacts near the edges; X-ray refraction at the interface; and
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Fig. 7.31 MTF obtained by applying a Fourier transform on the LSF in Fig. 7.30. Comparison
between the MTF obtained from the LSF after fitting the pixel value transitions in the interface with
a sigmoid function and differentiating it in a, and the MTF obtained from the LSF after directly
differentiating the pixel value transitions in the interface in b. (courtesy of Kazuyuki Shimizu of
Kyushu University)

beam hardening artifact generation. Furthermore, the fluctuations in the skirts of the
LSF appear as sharp peaks in the MTF curve. Furthermore, the skirt range is smooth
when fitted with a sigmoid function, so no fluctuations in the curve are observed.

Comparisons of the spatial resolutions determined in this way are shown in
Table 7.3. When using the FWHM of the LSF to measure the spatial resolution,
a likely spatial resolution is obtained for cases where an approximative curve was
obtained with a sigmoid function. Measurements with the MTF yield virtually the
same values independent of the large curve fluctuations in the low spatial frequency
domains shown in Fig. 7.31, regardless of whether an approximative curve was used,

Table 7.3 Spatial resolutions measured using the data from Fig. 7.30 obtained from the image in
Fig. 7.29; Comparisons of spatial resolutions determined from the LSF FWHM for the two sample-
detector distance levels and the spatial resolutions stipulated by the spatial frequency value when
the MTF (u) value was 0.05, 0.10, or 0.20 (courtesy of Kazuyuki Shimizu of Kyushu University)
(μm)

ESF measurement
method

Sample-to detector
distance

FWHM MTF

5% MTF 10% MTF 20% MTF

Fitting with a sigmoid
function

3 mm 1.1 1.2 1.3 1.5

55 mm 1.0 1.1 1.1 1.3

Measured value 3 mm 1.2 1.2 1.3 1.3

55 mm 1.4 1.2 1.3 1.4
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or the measured data was used directly. The 5% MTF value is close to the FWHM-
based measured values in this case and a probable spatial resolution can be obtained.
In either case, there is an error of approximately 50% according to measurement
methods, therefore, it is important to compare the spatial resolutions with the same
measurement method/measurement conditions.

7.6 Artifacts

This section provides a comprehensive introduction of artifacts, which are unavoid-
able in X-ray tomography, encountered often in industrial X-ray CT scanners and
synchrotron radiation X-ray tomography. Here, the industrial X-ray CT scanner for
micro-tomography (Skyscan 1072: X-ray tube voltage of 20–100 kV, spot size of
<5 μm, 14-bit cooled CCD detector), which can be freely used by the author, was
used to for imaging and reconstruction under conditions that intentionally generated
artifacts, as shown in the corresponding figures. Artifacts encountered during exper-
iments at SPring-8 are also included here. These aspects should be kept in mind as
unavoidable artifacts are handled during X-ray tomography.

7.6.1 Artifacts Due to Interactions Between X-Rays
and Objects

(1) Beam Hardening

Figure 7.32 shows an image of aluminumwith a thickness of several mm scanned at a
tube voltage of 80 kV using the industrial X-ray CT scanner. Figure 7.32a is an image
taken without filtering. The voxel value is large in the vicinity of the sample surface,
particularly in the corners, where the X-ray path becomes longer. The aluminum
structure is completely homogeneous in the cross-section and the changes in color
are due to artifacts referred to as beam hardening, which occur when the X-ray is
not monochromatic. According to Fig. 7.10, beam hardening is significant when the
exposure time is decreased from a suitable value (380 ms).

The generated X-ray energywhen using anX-ray tube has a distribution like those
seen in Figs. 4.18 and 4.55. X-ray energies can be distributed across a wide range—
up to 80 keV, in the case of the X-ray CT scanner used. Furthermore, as shown in
Fig. 2.4 and Figs. 2.10, 2.11, 2.12, 2.13 and 2.14, the linear absorption coefficient
has a strong X-ray energy dependency. X-rays with low X-ray energy are absorbed
immediately below the surface; only those with relatively high energy transmit to
the material interior, resulting in changes to the spectrum of the transmission X-ray.
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(a) Without a filter (b) With a filter

500 μm

Fig. 7.32 Cross-section images of aluminum specimens scanned with a Skyscan 1072 and subse-
quently reconstructed in a. The number of projections was 1800 images/180o, the exposure time
was 380 ms, and the voxel size was 4.6 μm. A 0.5-mm thick aluminum filter was used in b

Equation (2.5) shows the transmission X-ray intensity when the incident X-ray
intensity and linear absorption coefficients are expressed as a function of X-ray
energy. The projection data p, in this case, are as follows:

p = log

(
I

I0

)
= −log

⎛
⎝∫

E

I0(E)e− ∫ L
0 μ(z,E)dzdE

⎞
⎠ (7.33)

In this manner, projections show a nonlinear relationship to transmission length
when the X-ray is not monochromatic.

Beam hardening can be prevented by correcting the projection data with theoreti-
cally or experimentally derived correction curves [26] or by placing a filter between
the sample and X-ray source. Figure 7.32b shows imaging with a 0.5-mm thick
aluminum filter. The placement of the filter shows a considerable reduction in beam
hardening. In some devices, the filter is automatically selected, like those in Fig. 4.53.
The reduction in flux and worsening S/N ratio must also be considered when a filter
is applied.

Even when an X-ray tube is used, a suitable combination of the target material of
the X-ray tube and filter material can prevent beam hardening by obtaining quasi-
monochromatic light. For example, Jenneson et al. obtained quasi-monochromatic
light near theKαX-ray ofmolybdenum (17.4 keV) by combiningwith amolybdenum
target, a tube voltage of 50 kV, and a 100-μm thick molybdenum filter [27].
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(2) X-Ray Scattering Effects

As shown in Fig. 2.10 through 2.13, the Compton effect is predominant at high X-ray
energies, where forward scattering tendencies increase. This has an adverse effect on
image quality during X-ray imaging. As detailed in Sect. 6.1, this is also the reason
why line sensor cameras can achieve a higher image quality than flat panel detectors
in industrial X-ray CT scanners when X-ray tube voltages are high.

As previously shown in Fig. 7.26, the spatial resolution decreases significantly,
when the sample-detector distance is small and theX-ray energy is high. Figure 7.33a
shows a 3D image in this case. The S/N ratio significantly decreased due to the effects
of forward scattering. This not only reduces spatial resolution but also affects linear
absorption coefficient measurements. In the author’s experience, this effect is promi-
nent when the X-ray energy is over 40 keVwhen imaging steels with monochromatic
X-ray. This can be avoided by setting an appropriate distance between the sample

(a) L = 0.008 m (b) L = 0.3 m

(c) L = 0.8 m

50 m

Fig. 7.33 Example where 3D imaging of steel was conducted using X-ray tomography at BL20XU
in SPring-8 and where the sample-detector distance L varied during measurement [21]. a, b and
c are 0.008, 0.3 and 0.8 m in L, respectively. The sample was a two-phase stainless steel and the
X-ray energy used was 37.7 keV
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and detector, as shown in Fig. 7.33b, c. However, care must be taken as excessive
distances can result in gradually decreasing spatial resolution as shown in Fig. 7.26.

(3) X-Ray Refraction Effects

Section 2.2.2 (2) introduced refraction contrast imaging as an imaging method that
utilized the geometric optics phenomenon ofX-ray refraction. Refraction phenomena
not only have positive effects such as emphasizing the contours of the interface
or surface but also the negative effect of generating artifacts. These artifacts are
particularly evident during synchrotron radiation X-ray tomography.

Figure 7.34 shows representative examples of this. Figure 7.34a shows artifacts
that occur in the vicinity and in front of a crack when the X-ray beam is parallel to
the crack surface. The aluminum matrix in the vicinity of the crack varies widely
in voxel values and it is difficult to accurately segment the crack and specify the
coordinates of the crack tip position. Furthermore, the contours of the crack surface
are excessively emphasized due to refraction contrast, as shown in section A. This is
a major barrier in studying the fatigue crack closure phenomenon. Similar artifacts
can be observed in Fig. 8.25a.

Meanwhile, Fig. 7.34b shows artifacts that occur due to the refraction of X-rays
from a flat sample side. The right figure shows white lines that do not exist in
reality on the extended lines of the surface. These artifacts are not visible in the left
figure, where the sample was placed immediately adjacent to the detector. Fringes
that were effectively used for emphasizing contours in refraction contrast imaging
are excessively generated in the right figure, where the sample-detector distance is
longer. In these cases, the fringes conversely act to inhibit the accurate determination
of the sample surface position/shape.

(4) Metal Artifacts

Figure 7.35 shows a cross-section with excessive gallium present on an aluminum
surface following a liquid gallium coating applied in the liquid metal wetting tech-
nique (discussed in Sect. 5.5.1). As shown in Fig. 2.4, the linear absorption coeffi-
cients of gallium and aluminum vary by a factor of several dozen at X-ray energies of
over 10 keV. Streaks extend radiatively in the vicinity of the highly-X-ray-absorbing
gallium with it at the center. These are also referred to as streak artifacts. However,
many other elements cause streaks, so the term metal artifact, which occurs with
human body/metal implant combinations in medical X-ray CT scanners, is used
here.

The mechanism by which metal artifacts occur is not straightforward. In other
words, various factors such as artifacts due to beam hardening or photon depletion,
scattering, refraction effects, detector characteristics, etc. overlap with the presence
of high X-ray absorption phases.
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(a) Artifacts observed in the vicinity of a crack propagating in parallel to an X-ray beam

100m

m

(b) Artifacts stemming from flat sample surface

L = 55 mm
50

L = 3 mm

Artifact

Artifact (White band 
along the surface)

Band of artifacts

A

Fatigue crack

Air

Aluminum

Crack propagation direction

Fig. 7.34 Examples of artifacts due to X-ray refraction; a is the vicinity of a fatigue crack tip in
A7075 aluminum alloy and its magnification and b is an Al–Cu alloy. Experiments were conducted
at BL20XU in SPring-8 and the sample-detector distance was set as 55mm, except for the left figure
in b. The X-ray energies were all 20 keV (courtesy of Shohei Yamamoto, who was a graduate of
the author‘s laboratory (currently at NTN Co.); and Kazuyuki Shimizu of Kyushu University)

7.6.2 Artifacts Due to Device

(1) Ring Artifacts

Ring-like artifactswere observed in the cross-section images of Figs. 5.23, 7.10, 7.16,
7.32, 7.33, etc., in the x–y plane, where the orthogonal coordinate system was set
such that the z-direction was parallel to the sample rotation axis. These are referred
to as ring artifacts. The center of the ring artifact is the center of rotation. These
are popular artifacts in X-ray tomography and occur due to nonlinear responses of
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(a) Whole image

100 m

(b) Magnified view of the region
highlighted with a white rectangle in (a)

Air

Aluminum

Gallium

Gallium penetrated 
into grain boundaries

Fig. 7.35 Example of metal artifacts. The high X-ray absorbing gallium was affixed to the surface
of the aluminum alloy and artifacts were produced near the vicinity of the gallium. Experiments
were conducted at BL20XU in SPring-8, the sample-detector distance was 55 mm, and the X-ray
energy was set at 20 keV. a the whole cross section; and b amagnified view of the region highlighted
with a white rectangle in a

part of the pixels in a detector. These appear even more emphatically when there
is electrical/thermal instability in the detector, variation in the X-ray beam, and
insufficient exposure time. If the ring artifact occurs near the center of rotation, the
sample or the important observation regions in the sample should be offset in the
field-of-view if possible.

The standard filtering processes discussed in Sect. 8.1 are not suitable for the
removal of ring artifacts. There have been numerous reports since the 2000s on
filters designed to remove ring artifacts and these should be used instead. ImageJ
also allows for ring artifact removal filters through its Xlib plug-in [28].

(2) Artifacts Due to Misalignment

Figure 7.36 shows misalignment between the rotation axis of the sample rotation
stage and the detector axis. For example, insufficient adjustment of the tilt angle in
detectors may result in the inclination between the axes of the sample rotation stage
and the detector during synchrotron radiation experiments. Furthermore, insufficient
stiffness of the sample rotation stage and its vicinity may cause inclinations as it
sinks even if the sample weight is below the load capacity of the sample rotation
stage. Figure 7.37 shows an image where misalignment occurred. A relatively large
misalignment of 9 pixels (0.258°) was present in the top edge of the detector surface
between the rotation and detector axes. In these cases, even the form of the sample



430 7 Fundamentals of 3D Images

Fig. 7.36 Explanatory
figure of when the detector
and sample rotation stage
axis are misaligned

Rotation axis

Sample rotation stage

Projection of the 
rotation axis

Detector axis

surface and internal structure could not be accurately measured. Furthermore, the
image quality greatly decreased. Quantitative image analysis is difficult in these
conditions. If the axis inclination were in the direction shown in Fig. 7.36, this can
be corrected at the transmission image stage by rotating the image by an amount
equal to the inclination. Corrections are difficult if the inclination is in a parallel
direction to the X-ray beam.

(3) Sample Rotation Stage Eccentricity Effects

The positional accuracy of the sample rotation stage (discussed in Sect. 4.3.1) is an
important factor that can lead toworsened image quality. Clear artifacts are not gener-
ated, creating a further hindrance. An analysis of sample rotation stage eccentricity
conducted by the author in the early stages of imaging tomography is introduced
in Fig. 7.38 [29]. First, a portion of an aluminum microstructure due to imaging
tomography taken with an effective pixel size of 88 nm is shown in Fig. 7.38a. Fine
particles with a high X-ray absorption are affixed on the specimen surface and the
eccentricity of the sample rotation stage is measured by calculating its trajectory. The
eccentricity based on this when the sample was rotated 180° was a maximum of 0.4
pixels with an average of 0.15 pixels. This extent of eccentricity does not influence
spatial resolution. The particle image, in this case, is shown in Fig. 7.38a. As shown
on the right side of the figures, Fig. 7.38b, c show cases where the eccentricity of the
rotation stage was gradual (periodicity of 22.5°) or choppy (periodicity of 0.6°). The
transmission images were rotated/translated based on the eccentric trajectory and
the reconstructed images obtained for each case were calculated. The eccentricity in
each case was±3 pixels. As can be observed from the figure, the high-frequency case
was minimally affected even with the same eccentricity and the particle morphology
varied considerably when the eccentric motion was gradual.

(4) Sample Drift

Artifacts can occur during scanning when the sample itself experiences time-
dependent deformation or changes. Oftentimes, however, it is due to the sample
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Good alignment Inclined rotation axis

25 μm

 

25 μm

10 m 10 m

(a) Sample surface

(b) Internal pore

Air

Aluminum

Pore

Good alignment Inclined rotation axis

Fig. 7.37 Artifacts when the detector and sample rotation stage axis are misaligned. The detector
axis ismisaligned by 0.258º (9 pixel) in this case. The sample is an aluminumalloy. a sample surface;
and b an internal pore. Experiments were conducted at BL20XU in SPring-8, the sample-detector
distance was 25 mm, and the X-ray energy was 20 keV

being insufficiently fixed. Figure 7.39 shows samples that were intentionally moved
vertically or horizontally (i.e., within the detector plane). Examining the directions in
which the sample drifted using cross-section images reveals a significant elongation
of the poremorphology. Consequently, pores are difficult to confirmon the right-hand
side of Fig. 7.39a. Pores can be somewhat identified in cross-section layers that were
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Fig. 7.38 Simulation of the effects of sample rotation stage eccentricity on the reconstructed image
[29]. The sample is an aluminum alloy and the figure in a shows a magnified image of a particle
inside that alloy. Experiments were conducted at BL47XU in SPring-8, the sample-detector distance
was 25 mm, and the X-ray energy was 20 keV. The eccentricity patterns are shown in the right-hand
sides of b and c

orthogonal to the sample drift direction like those on the right-hand side of Fig. 7.39b,
regardless ofwhether the sample driftwas significant.Comparisons of the 0° and180°
images in the manner described in Sect. 7.2 should be conducted if sample drift is
suspected in images. Observations with high spatial resolution require sample fixing
methods and sample drift countermeasures that correspond to that spatial resolution.
Sufficient consideration must be given to thermal and mechanical stability (creep
deformation, stress-relaxation phenomena, etc.) of the sample, particularly with the
imaging-type tomography. Furthermore, the reduction of imaging time using fast
tomography can be effective in these cases as well.
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Fig. 7.39 Influence of sample movement on image quality. Reconstructed cross-section images of
aluminum specimens scanned with a Skyscan 1072. The exposure time was 380 ms and the voxel
size was 4.6 μm. a comparison in x-y plae; and b comparison in y-z plane. The specimen was
fixed with scotch tape and left to drift with its own weight in either the vertical (z) or horizontal
(x) directions. The movement amounts written in the figures are the total movement when imaged
from 0 to 180o

(5) Cone Beam Artifacts

As discussed in Sect. 3.3.4, cone beam-based imaging exhibits shadows for which
data are unobtainable with further distance from the origin in the z-axis direction.
The image reconstruction accuracy decreases due to this missing data. This influence
is more pronounced in industrial X-ray CT scanners as the cone angle increases
(i.e. larger magnification) and as the cross-sections are vertically distanced from the
center.
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7.6.3 Artifacts Due to Imaging Conditions

(1) Exposure Time, Projection Number, and Missing Wedge Influences

Similar to Fig. 7.32, Figs. 7.40 and 7.41 show aluminum alloys imaged using indus-
trial X-ray CT scanners, where both the exposure time and projection number were
changed to an extreme. The magnification is considerable in these images and the
appropriate values for both are an exposure time of 380 ms and a projection number
of approximately 1800 projections based on the sampling theorem. Although not in
the form of artifacts, large effects are observed in the image quality of both images.
Decreasing projection number and exposure time result in large decreases in S/N
ratio, spatial resolution, and contrast. The internal structure morphologies in these
cases also change when they drop below half of the optimal values. Although not
observed in the experiments of Fig. 7.41, artifacts referred to as aliasing artifacts
occur when the projection number is decreased. All cross-sections of the sample
or under-sampled regions show a sequence of streaks that expand outward starting
from regions with high absorption coefficients. These can be resolved by simply

(a) 380 ms (b) 190 ms

(c) 80 ms (d) 20 ms

50 μm

Aluminum

Air

Pore

Fig. 7.40 Influence of exposure time on image quality. Reconstructed cross section images where
aluminum specimens were scanned with a Skyscan 1072. The number of projections was 1800
images/180o and the voxel size was 4.6 μm. Exposure time is 380, 190, 80 and 20 ms in a, b, c and
d, respectively
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(a) 1800 projections (b) 900 projections (c) 360 projections

50 m

Aluminum

Pore

Fig. 7.41 Influence of the number of projections on image quality. Reconstructed cross section
images where aluminum specimens were scanned with a Skyscan 1072; The exposure time was
380 ms and voxel size 4.6 μm. The number of projections is 1800, 900 and 360 in a, b and c,
respectively

increasing the number of projections to the optimal value; these artifacts are not a
major problem with standard X-ray tomography.

Next, Fig. 7.42 shows a reconstructed image where a certain range of projections
could not be obtained with a 180° rotation angle (the “missing wedge” defect). This
corresponds to when the sample size is extremely large in a given direction or when
devices for in situ observations create a shadow over a certain portion. The data in

(b) Missing angle range of 1o(a) Missing angle range of 0o (d) Missing angle range of 10o(c) Missing angle range of 5o

(f) Missing angle range of 30o(e) Missing angle range of 20o (h) Missing angle range of 120o(g) Missing angle range of 60o

500 m

Air

Graphite

Fig. 7.42 Influence of missing angle on image quality. Sample is a spherical graphite cast iron.
Experiments were conducted at BL20XU in SPring-8; the sample-detector distance was 120 mm,
X-ray energy 37.7 keV, and voxel size 1.4 μm. Missing angle range is 0, 1, 5, 10, 20, 30, 60 and
120 in a, b, c, d, e, f, g and h, respectively
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Fig. 7.42 are reconstructed by substituting the data from 1 to 120° with I0 images.
Structural observations can be conducted visually when the missing angle is 30°
or less. Microstructure shapes like that of graphite do not change considerably if
below 10°. However, further inspection shows a decrease in image quality even with
slight angle defects. These effects are evident when the microstructure is barely at
the spatial resolution or when observing structures with weak contrast.

(2) X-Ray Beam Diameter Influences

The image reconstruction method of a region of interest from incomplete projec-
tion data obtained by irradiating a narrow X-ray on a sample with a large diameter
was explained in the discussion of specialized image reconstruction methods in
Sect. 3.3.5. Artifacts appear when standard reconstruction methods are applied to
samples with a large diameter that unintentionally protrude out of the field-of-view.
Figure 7.43 is an example of this. A white fringe can be seen on the edges of the
field-of-view. If these have large effects on image assessment, measures such as the
application of a specialized reconstruction method, expansion of the field-of-view,
or reduction in sample size are necessary. However, the locations at which the arti-
facts appear are limited, hence, frequently; this may not have adverse effects on
assessment.

100 m

Aluminum

Air

Pore

Cell of a metallic foam

Artifact
(White fringe)

Fig. 7.43 Artifacts appearing in an image reconstructed with standard reconstruction methods
when a specimen that is considerably larger than the field of view size is used. The sample was a
porous aluminum alloy with a diameter of 7 mm, using a beam width of 1 mm. Experiments were
conducted at BL47XU in SPring-8, the sample-detector distance was 55 mm, and the X-ray energy
was 20 keV
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(c) Accurate rotation center(b) +5 voxel

(e) -10 voxel

(a) +10 voxel

(d) -5 voxel

25 μm

Aluminum

Air

Pore (Black)

Particle (White)

Fig. 7.44 Artifacts due to misalignment of the reconstruction center. Reconstructed cross section
image where an aluminum specimen was imaged with a Skyscan 1072. Exposure time was 380 ms
and the voxel size was 4.6 μm. The reconstruction center was accurately aligned in c and other
figures were reconstructed with a misalignment specified in each figure. Misalignment value is +
10, +5, -5 and -10 in a, b, d and e, respectively

7.6.4 Artifacts Due to Reconstruction

Figure 7.43 shows artifacts formed when the reconstruction center was misaligned.
Focusing on particles, pores, and protrusions on the surface generates artifacts in the
shape of a tuning fork when the center of rotation is misaligned. The size of these
artifacts increases with larger misalignment. The direction of this tuning fork inverts
when misaligned in the reverse direction; therefore, this can be used to determine the
direction towardswhich the center of rotation ismisaligned. In either case, specifying
the approximate coordinate of the center of rotation and conducting reconstruction,
regardless of image quality, is the most fundamental element of X-ray tomography.
Cross-sections, where structures such as particles or pores can serve as a reference
point, should be sought when conducting an accurate reconstruction (Fig. 7.44).
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Chapter 8
3D Image Processing and 3D Image
Analysis

Let us assume that the latest hardware was suitably selected based on a deep founda-
tional knowledge of X-rays and a 2D transmission image set was obtained as required
using the ground-breaking applied imaging methods we have previously examined.
Furthermore, assuming ahigh-quality 3D image,where the optimal spatial resolution,
detectability, noise, contrast, and artifacts were obtained, while image reconstruction
was conducted with fine attention to detail; if there is an insufficient understanding
regarding image processing and the 3D images were haphazardly processed using
the software packaged with the industrial X-ray CT scanner or specialized software
that is commercially available, all of this accumulated knowledge, preparation, and
consideration of the latest software and hardware technology is wasted. For example,
if a faintly imaged microstructure is deemed noise and unintentionally filtered or
segmented out of the image, then two structures with slight differences in contrast
would be processed as identical. Countless pitfalls like this can be encountered. The
author has, unfortunately, seen these kinds of examples numerous times both inside
and outside of the laboratory.

The various image processing and analysis techniques available are never a
universal magic wand and it is extremely rare to use these to stumble upon an entirely
novel discovery. Researchers should carefully inspect raw images with their own
eyes and determine beforehand what may be shown in the image. Further confirming
these visual inspections, quantitatively assessing them, and effectively expressing
them with figures are supplemental methods that comprise the bulk of image anal-
ysis and image processing techniques. Even at this stage, the researcher should be
firmly cognizant of the five factors of spatial resolution, detectability, noise, contrast,
and artifacts.

© Springer Nature Singapore Pte Ltd. 2021, corrected publication 2021
H. Toda, X-Ray CT,
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8.1 Filtering

Noise and artifacts are unavoidable components in images obtained by X-ray tomog-
raphy. Such problems also include realistic issues such as insufficient contrast or
spatial resolution. Removing the noise, etc. from an image whose quality is worse
than expected, identifying specific structures and facilitating their qualitative evalu-
ation, enabling segmentation (to be explained later), and prompting qualitative eval-
uation is the process known as “applying a filter” or “filtering.” Filtering involves
3D images or 2D images as subjects. Furthermore, there are two types of spatial
filtering and frequency filtering. Applying some type of operation on an aggregation
of pixels in an image and re-distributing the pixel or voxel values based on the oper-
ation results is referred to as spatial filtering. Meanwhile, conducting filtering in the
frequency space after applying a Fourier transform to eliminate specified frequency
components or noise with a certain periodicity, obtaining the output image after
applying an inverse Fourier transform is referred to as frequency filtering.

Representative filter types and overviews are provided in Table 8.1. This section
will provide the basic algorithms of representative filters and their effects according
to the filtering objective. As filtering a 3D image is fundamentally the same process
as that of a 2D image, this section will introduce examples of 2D filtering that are
easier to formulate and whose application examples are easier to see.

8.1.1 Averaging Filter

In contrast to the gray-level transformation (detailed in Sect. 7.1) that examines
the pixel values of the pixels to be processed only and changes their degree of
contrast, theaveraging filter calculates a newpixel value by including the information
surrounding the subject pixel and assigns it to the pixel value of the subject. As shown
inTable 8.1, averaging filters include linear filters such as amoving-average filter and
weighted-average filter, as well as nonlinear filters such as a median filter orbilateral
filter.

As shown in the following equation, linear filters apply a weighted coefficient
matrix (also referred to as a kernel) h(m, n) with a size (2w + 1) × (2w + 1) on the
original image f (x, y) to obtain a filtered image g (x, y):

g(x, y) =
w∑

m=−w

w∑

n=−w

f (x, y)h(m, n) (8.1)

Mathematically, this corresponds to convoluting a mask function to the original
image. The filtering of the entire image is conducted by applying this operation to
convert all pixel values through a raster scan. As shown in the following equation,
the moving average filter indicates a case among linear filters where the weighting
coefficients of the filter are all identical. The brightness after filtering, in this
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Table 8.1 Overview of primary spatial/frequency filters and their functions

Type Designation Major functions

Averaging filter Moving average filter Replacement to an average value
in a certain region

Weighted average filter Suppression of blurring using a
weighted coefficient for gray
value in the voxel of interest

Gaussian filter Weighting to follow the Gaussian
distribution with the voxel of
interest as its center

Median filter Replacement to a median in a
certain region preserving edges
to some extent

Bilateral filter Averaging filter that places an
importance in edge preservation

Edge detection/enhancement
filter

Differential filter First differential affected by edge
detection and noise

Prewitt filter Combination of the first
differential and averaging
treatment to extract the edges
that align in a specific direction

Sobel filter Combination of the first
differential and weighted
averaging treatment to extract the
edges that align in a specific
direction

Laplacian filter Secondary differential to extract
edges independently of direction

Laplacian of Gaussian filter Combination of the Gaussian and
Laplacian filters

Sharpening filter Enhancement of high-frequency
components by subtracting
averaged data from raw data

Frequency filter Low-pass filter High attenuation for
high-frequency component
allowing low-frequency
component to pass through

High-pass filter High attenuation for
low-frequency component
allowing high-frequency
component to pass through

Band-pass filter Removal of the frequency
components above or below a
specific range
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case, is preserved, so the image can be normalized by making the sum of coefficients
equal to 1.

hm.a. = 1

9

⎡

⎣
1 1 1
1 1 1
1 1 1

⎤

⎦ (8.2)

This processing is equivalent to taking the average of the local region where
the pixel value changes in the overall image become smoother. Furthermore, any
noise included in the image is effectively reduced. However, the filtering process
also results in the blurring of the image. Furthermore, a larger mask size results in
significant blurring of the image. Image deterioration can also occur, such as the
elimination of point or line structures or the reduced sharpness of an edge.

As shown in the following equation, theweighted-average filter exhibits a stronger
tendency for preserving the original information than the moving-average filter as it
increases the coefficients of weighting coefficient matrix multiplied on the central
pixel to be processed. This controls the blurring tendency to some extent as well.

hw.a. = 1

16

⎡

⎣
1 2 1
2 4 2
1 2 1

⎤

⎦ (8.3)

Furthermore, among the weighted-average filters in Table 8.1, the Gaussian filter
assigns the coefficients in the weighting coefficient matrix so that their values follow
a bell-shaped Gaussian function, with the middle pixel at the center. The filter-
coefficient weights follow a Gaussian function with an average of 0 and a variation
of σ 2. A 2D Gaussian function is shown in the following equation.

hGauss(x, y) = 1

2πσ 2
exp

(−x2 + y2

2σ 2

)
(8.4)

The shape of the Gaussian function can be changed as shown in Fig. 8.1 by
changing the variation σ 2. Furthermore, Eq. (8.3) takes the form of a Gaussian filter.
Figure 8.2 shows the reduced-noise image when a Gaussian filter is applied to a high-
noise image and its pixel value histogram.Both the salt-and-pepper noise,which takes
values of 0 and 255 when pixel values are 8-bit, and noise with intermediate pixel
values were reduced, and the peak for air, which was not visible before the filter
application, appear alongside the peak for the sample metal. Furthermore, Fig. 8.3
shows changes in the image when Gaussian filters with kernels of various sizes were
applied once or twice. Strong filter applications eliminate considerable amounts of
noise, but at the same time makes spot-like microstructures and sharp edges difficult
to maintain.

Linear filters can significantly eliminate microstructures and can be considered
low-pass filters in this sense. The usage of nonlinear filters should be considered
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Fig. 8.1 Shape of a 2D Gaussian function. Comparisons of function shapes when three different
standard deviation values were used

when the negative effects of linear filters may be problematic. Of these, the median
filter outputs the median value of the pixel value distribution in the local region.
This can remove spike-like noise with sharp pixel value changes effectively without
significantly changing structures such as edges. However, narrow line structures or
corners are difficult to preserve.

Meanwhile, bilateral filters can effectively prevent the blurring of edges. This is
expressed with the following equation:

hBL (x, y) =
∑w

m=−w
∑w

n=−w f (x + m, y + n)exp
(−m2+n2

2σ12

)
exp

(−{ f (x,y)− f (x+m,y+n)}2
2σ22

)

∑w
m=−w

∑w
n=−wexp

(−m2+n2

2σ12

)
exp

(−{ f (x,y)− f (x+m,y+n)}2
2σ22

)

(8.5)

The term σ 1 is the same as the coefficient of the Gaussian filter and σ 2 is the
standard deviation, which expresses the difference from the central pixel value. Both
are changed to control the filtering results. Thus, the first exponential function in the
numerator of Eq. (8.5) reflects the distance between pixels in the Gaussian function
weight. Meanwhile, the second exponential function similarly reflects the difference
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Fig. 8.2 Differences in a cross-section image obtained with X-ray tomography when various aver-
aging filters were applied. The air peak appearedwith filtering and a general segmentation procedure
can be conducted

from the central pixel value to be processed in the Gaussian function. The former
approaches 0 as the absolute value of the brightness difference |f (x, y) − f (x + m, y
+ n)| is larger; the weight conversely becomes larger as the pixel values are similar.
In other words, the weight stipulated by the pixel value difference becomes smaller
at the edge even if the spatial weight stipulated by the first Gaussian function is
large, reducing the likelihood of blurring. Furthermore, the denominator of Eq. (8.5)
is included so that the sum of coefficients equals 1. Recently, although the bilateral
filter has beenwidely used, it is problematic in that it requires a lengthy computational
time.
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Fig. 8.3 Differences in cross-section images obtained with X-ray tomography when Gaussian
filters with kernels of various sizes were applied. The bottom row shows images when each filter
was applied twice

Finally, the results of applying various averaging filters introduced in this chapter
to actual X-ray tomography images are shown in Fig. 8.4. The noise removal and
edge preservation characteristics of each filter can be compared in actual images.
Changing the filter parameters results in different effects, therefore, these should be
viewed only as a reference. The structure (dual-phase) can be faintly observed in the

Original image Moving average filter Gaussian filter Median filter Bilateral filter

(a) Noisy images with shorter exposure time

(b) Less noisy images with longer exposure time

Titanium

Air

β phase (whitish regions)

Fig. 8.4 Differences in cross-section images obtained with X-ray tomography when various
averaging filters were applied
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metal when the exposure time is long. Not only does the blurring of the air–titanium
interface change, but the visualization of the dual-phase structure also changes.

8.1.2 Edge Detection/Enhancing Filter

As shown in Fig. 8.5, taking the first derivative of a pixel value distribution when
regions with different linear absorption coefficients are present in the matrix can
result in an image whose boundaries (edges) are enhanced. This is the differential
filter referred to in Table 8.1. Digital images are composed of discrete data, so this
is approximated in practice by taking finite differences. These finite differences are
separately taken in the two x- and y- directions, where the edges of these directions are
detected. The first-order linear forward difference approximation for a first derivative
is expressed as follows:
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Fig. 8.5 a Structure (black section) in an image, b profile of the pixel values, and c schematic of
its first derivative. The edge can be detected by taking the first derivative
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∂ f

∂x
(x, y) ≈ f (x + 1, y) − f (x, y) (x-direction) (8.6)

∂ f

∂y
(x, y) ≈ f (x, y + 1) − f (x, y) (y-direction) (8.7)

These can be simply calculated by applying the linear filters hx
diff and hy

diff as
follows:

hx
di f f =

⎡

⎣
0 0 0
0 −1 1
0 0 0

⎤

⎦ (x-direction) (8.8)

hy
di f f =

⎡

⎣
0 1 0
0 −1 0
0 0 0

⎤

⎦ (y-direction) (8.9)

However, it can be easily considered that the first derivativeswould enhance noise-
filled sections where the pixel values rapidly change simultaneously with the edge
sections. The addition of an averaging process to suppress noise effects is referred
to as the Prewitt filter in Table 8.1. Its linear filters hx

Prwt and hy
Prwt are expressed as

follows:

hx
Prwt =

⎡

⎣
−1 0 1
−1 0 1
−1 0 1

⎤

⎦ (x - direction) (8.10)

hy
Prwt =

⎡

⎣
−1 −1 −1
0 0 0
1 1 1

⎤

⎦ (y - direction) (8.11)

The application of a weighted average to the pixel for this averaging process is
referred to as the Sobel filter in Table 8.1. The hx

Sobel in the x-direction is as follows:

hx
Sobel =

⎡

⎣
−1 0 1
−2 0 2
−1 0 1

⎤

⎦ (x - direction) (8.12)

The edge detection sensitivity of the Sobel filter is higher than that of the Prewitt
filter, but the former is more likely to experience noise issues.

Furthermore, the Laplacian filter in Table 8.1 uses a second derivative. A second-
order forward difference approximation is then used for this.
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∂2 f

∂x2
(x, y) ≈ f (x + 1, y) − f (x, y) − { f (x, y) − f (x − 1, y)} (x direction)

(8.13)

∂2 f

∂y2
(x, y) ≈ f (x, y + 1) − f (x, y) − { f (x, y) − f (x, y − 1)} (y direction)

(8.14)

Taking the second derivative shows pairings of an upward convex peak and a
downward convex peak on either side of the edge, as shown in Fig. 8.6. The edge
positions correspond to the points where the values become 0 at the boundaries of
both peaks (zero-crossing points). The edge can be detected using these evenwhen the
pixel transition is gradual. The Laplacian s expressed as follows in two-dimensional
orthogonal coordinates:

∇2 f (x, y) ≈ f (x − 1, y) + f (x, y − 1) − 4 f (x, y) + f (x + 1, y) + f (x, y + 1)
(8.15)

The linear filter h2∇2, in this case, is expressed as follows:

Fig. 8.6 a Pixel value
profile in the edge section,
and b schematic of its
second derivative. The edge
can be detected by taking the
second derivative
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h2
∇2 =

⎡

⎣
0 1 0
1 −4 1
0 1 0

⎤

⎦ (8.16)

This is a 4-neighbor filter that calculates the second derivative of the pixel to be
processed relative to the four pixels in the vertical and horizontal directions for a
2D image. This equation is as shown below when the four pixels in the diagonal
directions are considered (8-neighbor filter):

h4
∇2 =

⎡

⎣
1 1 1
1 −8 1
1 1 1

⎤

⎦ (8.17)

However, it is frequently the case that the outer contour of noise is recognized
as an edge when simply applying a Laplacian filter to an X-ray tomography image,
resulting in the insufficient detection of the interface. A Laplacian of Gaussian (LoG)
filter, which is mentioned in Table 8.1 and applies a Laplacian filter after reducing
noise with a Gaussian filter, is used with this potential issue in mind.

An image where the pixel value changes in the edge of the original image are
enhanced can be obtained as shown in the following equation by subtracting the
second-derivative image, determined by applying the Laplacian filter on the image,
from the original image:

g(x, y) = f (x, y) − ∇2 f (x, y) (8.18)

This is the sharpening filter in Table 8.1. The 8-neighbor sharpening filter is as
follows:

h8
Sharpng =

⎡

⎣
−1 −1 −1
−1 9 −1
−1 −1 −1

⎤

⎦ (8.19)

The application of the sharpening filter results in the undershoot and overshoot
of the pixel values in the interface area occurring in pairs as shown in Fig. 8.7; the
inclination angle of the edge also becomes larger. Figure 8.8 shows the application of
the 8-neighbor sharpening filter on a cross-section image from Fig. 3.18d, which was
considerably blurred due to deliberate reconstruction without any filter correction.
Internal structures, which were difficult to confirm in the original image, were thus
somewhat confirmed.
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Fig. 8.7 Pixel value profile in an edge-enhanced imageobtainedby subtracting the secondderivative
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Fig. 8.8 Changes in the cross-section image in Fig. 3.18d after applying a sharpening filter. The
sample is aluminum with dispersed particles in it. a Blurred original image in Fig.3.18d, b After
applying the sharpening filter

8.1.3 Frequency Filter

Figure 8.9 shows a low-pass filter, where an inverse Fourier transform is applied after
shielding all frequencies above a specified level in the frequency space. Filters that
shield all frequencies below a specified level are referred to as high-pass filters; those
that only allow a certain frequency range to transmit are referred to as band-path
filters. Furthermore, the simple multiplication of F (u,v) after the Fourier transform
to the Fourier transform of the filter function H (u, v) enables the creation of various
filters, such as high-pass enhancement filters, which emphasize the high-frequency
range.

G(u, v) = F(u, v)H(u, v) (8.20)
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Fig. 8.9 Schematic of a
low-pass filter in a frequency
space where all the
frequencies above a given
value are blocked
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v

ωω

θ

ωc

Blocking

Pass

Figure 8.10 shows the application of a low pass filter in a 3D image of an
aluminum material microstructure after salt-and-pepper noise was deliberately
added. Only the noise components were effectively removed without largely altering
the microstructure. The matrix section was also smoothed out to some extent.

Other filters, based on optimal filtering theory, which seek to restore a deterio-
rated image, include the Wiener filter. Restoring an original image based on blur
retrieval is possible by convoluting a so-called reverse filter. However, this tends to
simultaneously create wave-like artifacts referred to as ringing and emphasize noise.
On a fundamental level, it is paramount to take the various devices that compose
the X-ray CT scanner into consideration and gain an understanding of the level of
spatial resolution that can reasonably be obtained at the raw-data stage. However,
these filters can be used if blur cannot be avoided for a given reason. Please refer to
technical books for further investigation [1].

8.2 Segmentation

Segmentation is the first fundamental step in image processing when qualitatively
assessing the morphology of the internal structure in 3D images and when quantita-
tively handling image data through image analysis. This refers to imaging operations
that distinguish different structures or tissues into separate regions. The simplest
segmentation is assigning an appropriate threshold value and separating multiple
regions, structures, tissues, etc. A number of methods can be selected if this does
not work. In either case, it is important not to be distracted by just the segmentation
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(c) After Fourier transform of (a)    (d) After applying a low-pass filter to (c)

(a)  Noisy original image (b) After applying a low-pass filter

20 μm

Fig. 8.10 Cross-section image obtained byX-ray tomography (aluminum—silicon alloy, Fig. 2.22)
with salt-and-pepper noise deliberately added and where a low-pass filter was applied

results and to be cognizant of the segmentation validity by gaining an understanding
of the pixel value distributions in the original image.

Many of the methods shown here can be easily conducted with software such
as ImageJ. Users can test them with 2D images to determine which processing
method is the most suited for their images. Furthermore, the image processing
library “scikit-image” is available for the programming language Python, which
can conduct not only the segmentations here but also the filtering, mentioned in the
previous section, the coordinate transformation in Chap. 9, and the image analysis
detailed in Sect. 8.5 [2].
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8.2.1 Simple Threshold-Based Segmentation

The selection of an optimal threshold is key to segmentation using a threshold for
distinguishing interfaces in internal structures. This point is discussed below.

Figure 8.11 shows a simple example where a 3D image of a sample with two
internal structures was represented using an 8-bit grayscale image. Figure 8.12 shows
a schematic of the pixel value distributions and segmentation results in these cases.
The pixel value distributionswere assumed as normal distributions for each phase and
randomly distributed in the image. Figure 8.11a shows that the pixel value distribution
curves of the two structures were separate from one another and that segmentation
could be easily conducted by applying threshold 1 at the location indicated by the
arrow. Figure 8.11b shows some overlap in the curves for the pixel value distributions
of the two structures; however, applying threshold 2 corresponding to the valley of
the histogram can enable a segmentation with a high degree of accuracy. In this case,
only 0.5% of the pixels in structure 2 are included among those below threshold
2. Meanwhile, Fig. 8.11c shows a large overlap between the curves of the pixel
value distributions of the two structures. Although the valley of the histogram can be
identified, the two structures cannot be effectively distinguished even if threshold 3
was applied at the pixel value corresponding to that valley for segmentation. In this
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Fig. 8.11 Pixel value histogram in a sample. Each case comprises a structure 1 and structure 2,
with schematics showing cases where the pixel values of the two structures are a far, b relatively
close, and c close
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(a) (b)

Structure 1

Structure 2

(d)(c)

Fig. 8.12 Schematic showing the 3D image pixel value distributions corresponding to the
histograms in Fig. 8.11, and the actual spatial distributions of structures 1 and 2 in the sample.
The thick lines in (b)–(d) indicate the segmentation result when the threshold value in Fig. 8.11 is
applied. c shows that the distribution of structure 2 in the original image is effectively achieved,
but (d) shows large differences with (a). a Distributions of structures 1 and 2 in a sample. b Image
segmented using a threshold value shown in Fig. 8.11a. c Image segmented using a threshold value
shown in Fig. 8.11b. d Image segmented using a threshold value shown in Fig. 8.11c

case, approximately 10% of structure 1 is classified as structure 2 and vice versa.
Looking at Fig. 8.12d, where this condition was simulated, we can observe that the
shape of structure 1 was considerably altered after segmentation.

Figure 8.13 shows several examples where the pixel value distributions of two
structures overlap. The pixel values of each structure were set as normal distributions
and only the standard deviation of the pixel value distribution of structure 1 changed.
As shown in Fig. 8.13a, the positions of both the valley of the pixel value distribution
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Fig. 8.13 Pixel value histograms in a sample. Each case comprises a structure 1 and structure 2
and the pixel value distributions of each structure are overlapping. Schematics of cases where the
pixel value distribution variation of structure 1 is a small, b somewhat large, and c large are shown

and the midpoint between the peaks of structures 1 and 2 are virtually the same
when the spread and height of the pixel value distributions are nearly identical.
Meanwhile, as the pixel value distribution of structure 1 has a larger spread from
Fig. 8.13b through c, a significant portion of structure 1 is classified as structure 2
when the valley position is used for segmentation. Moreover, many of the pixels in
structure 1 would not be classified as structure 1. Curve fitting should be conducted
to determine the pixel value distributions of the two structures (dotted lines) from
the pixel value distribution of the 3D image (solid line). Using that intersection point
(dashed line in the vertical direction) would yield a better segmentation. If fitting is
difficult, the intersection point between the two peaks should be used instead of the
histogram valley, as shown in Fig. 8.13c. However, care must be taken in selecting
the optimal threshold depending on the segmentation objective, for example, when
it is necessary to classify without excessively changing the fraction of each structure
from reality or prioritizing the correct extraction of one structure over another.

The percentile method uses information on the fractions of specified phase or
structure to estimate a threshold. Structures 1 and 2 in Fig. 8.14a considerably overlap
as each has pixel value distributions with wide ranges to some extent. The fraction
of structure 1 is measured using either the same sample or a different sample of
the same material or component using an optical microscope or scanning electron
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Fig. 8.14 Schematic showing percentile method-based segmentation effects with pixel value
histograms; examples where there is a second phase with a wide range in the background (structure
1 in this case), a case where the pixel value distributions of structures 1 and 2 are both symmetric,
and b case where the pixel value distribution of structure 1 is asymmetric

microscope in advance; the threshold is determined so that structure 1 has the same
fraction. Information from X-ray diffraction can also be used if structure 1 is the
microstructure of the material. However, as shown in Fig. 8.14a, this is influenced
by the threshold determined by the percentile method (solid line arrow in the figure),
which only ensures that the areas of erroneously segmented portions are equal for
each structure and hasminimal benefits. The percentilemethod ismost effectivewhen
curve fitting the pixel value distributions of the two structures from the pixel value
distribution of the 3D image is difficult for any given reason. Meanwhile, an asym-
metric pixel value distribution of structure 1 is considered, as shown in Fig. 8.14b.
This corresponds to the case where there are noise, heterogeneous element distribu-
tions, and microstructure distributions below the spatial resolution (particles, pores,
etc.) that predominantly influence only the upper end of the pixel value distribution
of structure 1. The percentile method is somewhat effective in removing the factors
that make the pixel value distribution of one structure asymmetric. Furthermore, this
method could be deemed particularly effective when correcting for the X-ray refrac-
tion and divergence (discussed in Sect. 2.2.2 (2)) and magnification projection due
to the cone beam, all of which can result in a loss of quantitative dimensions.

TheOtsu method, which considers the variation of pixel values, is also often used.
The threshold in this method is selected so that, for multiple regions separated when
using a given threshold, the pixel variation σ i

2 in region i are minimized and the pixel
variation σ ij

2 between regions i and j (variation of the average pixel value determined
for each separated region) is maximized [3]. Here, the pixel value variation σ t

2 of
the total image is set as σ 2

t = σ 2
i + σ 2

i j . The degree of separation S is defined as
follows for this assessment:

S = σ 2
i j

σ 2
i

= σ 2
i j

σ 2
t −σ 2

i j

(8.21)
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Here, σ t
2 is fixed and the threshold should be determined so that σ i j

2 is maxi-
mized; σ i j

2 is expressed using the number of pixels Ni in region i and average
pixel value gm

i [3]. This is expressed as follows when considering division into two
regions:

σ 2
i j = N1N2

(
gm
1 − gm

2

)2

(N1 + N2)
2 (8.22)

Care must be taken so that this method is based on the assumption that the pixel
value distributions are normal.

Single-threshold methods do not yield favorable results when there is a gradient
in image brightness. Numerous methods, which use variable thresholds depending
on the location, have been proposed for these cases. Progress has been made in the
field of machine vision—used in applications such as automatic inspection during
the industrial product manufacturing process—for this type of processing. Some
examples include methods that calculate the average pixel value in a small region
several pixels wide and then in turn use that value to calculate the local threshold
value [4, 5], or those that make the pixel value in adjacent pixels and the threshold
value linearly proportional to one another [6–8]. Among these, Niblack used the
average and standard deviation of pixel values in adjacent regions to determine a
threshold t as shown below:

t = kσi + gm
i (8.23)

Here, k is a constant, for which Niblack assigns a value of 0.18 [5]. Methods,
which use a different threshold value depending on the location, are based on the
assumption that the brightness gradient within the small region can be ignored.
Numerous references where these have been applied to actual 3D images in X-ray
tomography are listed; please refer to them as necessary [9–12].

8.2.2 Edge Detection Filter Usage

Instead of segmenting based on pixel value, it is possible to apply the edge detec-
tion filters introduced in Sect. 8.1.2 to conduct segmentations by specifying the
interfaces of multiple structures. Segmentation can be conducted by applying hole-
filling processing methods (discussed later) if the edge detection is perfect. Mean-
while, watershed processing (also discussed later) can be applied when the edges are
discontinuous.

This method is suitable when there is a clear contrast in the internal structure.
However, accuracy cannot be assured when there are a large number of edges, such
as with microscopic structures.
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8.2.3 Region Growing Technique

The region growing technique is a processing method that manually or automatically
selects a given reference pixel (seed), applies a growth standard (e.g. based on pixel
value differences between adjacent pixels and the reference pixel), and extracts an
internal structure, which belongs only to the reference pixel, by sequentially growing
the region from that reference pixel. The upper/lower limit of the pixel value can be
set in these cases, and only one side can be selected as the standard. The latter
case is substantially equivalent to the simple threshold-based segmentation from
Sect. 8.2.1. However, the extracted regions vary as shown schematically in Fig. 8.15
due to differences in the threshold application method. As shown in Fig. 8.15, the

Seed Seed

(a) Distributions of structures 1, 2, and 3 in a sample (b) Image simply segmented using a threshold value

Structure 1

Structure 2

Structure 3
Struc-
ture 3

(c) Image segmented using the region growing
technique (Under processing)

(d) Image segmented using the region growing
technique (After processing)

Fig. 8.15 Diagrams of the pixel value distributions in 3D images corresponding to the histogram
in Fig. 8.11a and the spatial distribution of the internal structure of the sample. The heavy lines in
b denote the results of simple segmentation using the thresholds in Fig. 8.11. c and d show results
before and after processing using the region growing technique
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simple threshold application results in the extraction of all four internal structures,
whereas the region growing technique only results in the extraction of structure 2,
which enclosed the specified pixel as a seed. The selection of the pixel to be used
as the seed and growth standards are linked and the segmentation result naturally
changes when a pixel with a different pixel value is selected. Furthermore, noise
located in the extracted region having a pixel value that does not satisfy the threshold
criterionwill be removed from the extracted region. Hole-filling techniques will need
to be used when this is an issue.

8.2.4 Watershed Method

As shown in the 1D example in Fig. 8.16, the watershed method views the center
of an extracted region as the valley of an undulating landscape and the boundaries
between regions as ridges, similar to when precipitation in a mountainous region is
divided into two regions with the watershed as the boundary, using these edges to
separate regions.

An application of the watershed method is shown in Fig. 8.17. This is the gallium
decoration applied on crystallographic grain boundaries of an aluminum alloy using
the liquid–metal wetting technique introduced in Sect. 5.5.1, visualized using projec-
tion X-ray tomography at SPring-8. The binarized image in Fig. 8.17 shows white
points due to noise or dispersion particles in the crystallographic grains and discon-
tinuous crystallographic grain boundaries due to insufficient gallium penetration.
Applying the watershed method to these images as-is will not result in the accu-
rate extraction of the crystallographic grains. Appropriate pre-processing and post-
processing are, therefore, required. Generally, pre-processing is first conducted. For
example, noise and particles were removed, as shown in Fig. 8.17b, by using the dila-
tion/erosion processing discussed in the next section. Various filters are used with
the same objective in mind. Afterward, the distance transform shown in Fig. 8.17c
is applied. This converts the pixel values to the minimum distance from that pixel to
the background pixel. As shown in Fig. 8.17c, there is an excessive amount of gray
value valleys forming in the elongated crystallographic grains at this stage such as
in crystallographic grain A, as shown with the four arrows for that crystallographic
grain. Applying an H-minima transform on this, as shown in Fig. 8.17d, can reduce
the pixel value valleys, which have a value less than the assigned H-value. This can
ultimately allow the polycrystalline structure to be accurately separated by each crys-
tallographic grain, as shown in Fig. 8.17e. Figure 8.17f shows an example where an
inappropriate value was deliberately set for the H-minima transform, which resulted
in the over-segmentation of crystallographic grain A. Verifications by comparing
with the original image should be conducted to check for over-segmentation.

The watershedmethod is particularly effective when the edge extraction is incom-
plete as shown in Fig. 8.17 or as shown schematically in Fig. 8.18, where internal
structures comprising similar materials are adjacent or nearby each other and where
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Fig. 8.16 Schematic of the watershed method; a During processing with the watershed method
and b after processing with the watershed method

their interfaces cannot be visualized with X-ray tomography (see Fig. 8.22 in the
next section for reference).

Note that the distance transform is an image processing step that is applied to
a binarized image. The distance transform is also used for measuring dimensions
such as the thickness of a 3D structure, and a pre-processing step for the watershed
method mentioned above and skeleton transformation. Figure 8.19 shows the appli-
cation of the distance transform in a branching structure and Fig. 8.19c shows the
skeletonization of this structure; Fig. 8.19c is a thin line with a thickness of a single
pixel. This can be combined with the distance values of that structure to retrieve
the original structure from inverse distance transforms. The distance transform is
resistant to noise and can be effective when its effects need to be avoided.
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(a) Segmented image (b) After applying noise removal
processing to (a)

25 μm

Grain 
boundary

Noise or particles

Over segmentation

Grain boundary A

Ill-segmented 
grain boundary

(c) After applying distance transform
to (b)

(d) After applying H-minima
transform to (c)

(e) After applying the watershed
method to (d)

(f) Over segmentation observed after
applying the watershed method to (d)
with inappropriate conditions

Fig. 8.17 Exampleswhere 3D images of crystallographic grain boundaries in aluminumalloyswere
obtained and segmentation was conducted according to each crystallographic grain by processing
discontinuous grain boundaries and noise, applying the watershed method; f shows an example of
the over-segmentation of crystallographic grains when the processing conditions were not suitable

(a) (b) 

Fig. 8.18 Exampleswhere the application of thewatershedmethod is effective;a prior to processing
with the watershed method and b after processing with the watershed method
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(a) 

(b) 

(c) 

Fig. 8.19 a Branching model and b shows the case where a distance transform was applied to it.
Here, darker pixels indicate larger distances from the closest 255-value pixel in an 8-bit image;
c shows a skeletonization of this structure

8.2.5 Segmentation Using Machine Learning

Segmentation based onmachine learning has been increasingly used in X-ray tomog-
raphy in recent years as segmentation based on the use of higher-grade informa-
tion. This is a method that effectively applies the amount of information provided
in X-ray tomography. Although details are omitted here, the WEKA segmentation
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developed by researchers at the University of the Basque Country in 2017 is a well-
known ImageJ plug-in capable of analyzing both 2D and 3D data [13]. For example,
conducting segmentation in complex imageswith a large amount of noise and artifacts
after learning with data based on scanning electron microscopy, optical microscopy,
or EBSD can increase the reliability of that segmentation process.

8.3 Various Types of Image Processing

Representative examples of image processing that can be applied to binarized images
are introduced here.

8.3.1 Dilation and Erosion

Dilation and erosion processing are mathematically based on Minkowski sums and
Minkowski differences.We consider a set of pixels A, which correspond to an internal
structure in an image, and a set of pixels B, which correspond to a structural element
with a simple shape (e.g., symmetrical figure). The Minkowski sum and Minkowski
difference for the elements a and b of the former and latter, respectively, are expressed
as follows:

A ⊕ B = {a + b : a ∈ A, b ∈ B} (8.24)

A � B = {a − b : a ∈ A, b ∈ B} (8.25)

Here, ⊕ and � indicate the Minkowski sum and Minkowski difference, respec-
tively. These correspond to the union and intersection, respectively, of setA translated
in all directions by the length of element b. Holes and gaps between internal struc-
tures that are smaller than the structural element are filled in with theMinkowski sum
and elements smaller in diameter or width than the structural element are removed
in the Minkowski difference.

Figure 8.20 shows a schematic of the dilation and erosion effects in 2D. In this
case, 4-neighbor dilation/erosion was conducted in the vertical and horizontal direc-
tions in 2D. However, the 8-neighbor method, which includes diagonal directions,
is more generally used. Figure 8.21 shows 4-neighbor and 8-neighbor structural
elements. The original image in Fig. 8.20a shows complex particles with holes and
noise. First applying a dilation to this results in the internal holes being filled in, as
shown in Fig. 8.20b, and the adjacent particles and noise being connected. Applying
erosion to this as shown in Fig. 8.20c fills the holes and leaves the associated noise
in place. This is expressed as (A⊕B)�B in operational terms. Figure 8.20d shows
that, where erosion was first applied, the closed particles opened up and the noise
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Fig. 8.20 a Original image, b dilation processing of the original image, c erosion processing of
the image in b, d erosion processing of the original image, and e dilation processing of the image
in d; the gray pixels indicate those which newly became a part of the internal structure as a result
of dilation processing

(a) (b) 

Fig. 8.21 a 4-neighbor and b 8-neighbor structuring elements used in dilation and erosion
processing

was removed. This is expressed by (A�B)⊕B . Next, in Fig. 8.20e, which shows the
subsequent application of dilation, the noise and complex structures like protrusions
in the original image have been removed. Furthermore, Fig. 8.22 shows the applica-
tion of the operation (A�B) ⊕ B on an image with only slightly connected internal
structures. The combination of dilation and erosion resulted in the clean separation
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(a) (b)
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(c)

Connected

Fine particles

Con

Fig. 8.22 a Original image with fine particles and coarse particles mixed; b shows the application
of erosion to remove the connected sections and fine particles and c is the application of dilation
on image (b)

of the internal structure. The separation of the internal structure enables measure-
ments of the true size and shape of coarse particles that were difficult to measure in
Fig. 8.22a.

Noise removal, opening, hole-filling, and internal structure separation can be
conducted by applying multiple dilation and erosion steps for the same number
of repetitions in this manner. Furthermore, taking the differences between images
in Fig. 8.20 allows for the detection of noise or holes. However, the sizes of the
examples in Fig. 8.20 vary significantly, with the particle area being 57 pixels in
the original image, 65 pixels when dilation followed by erosion was applied, and
47 pixels when erosion followed by dilation was applied. Results can be completely
different in this way depending on the order of dilation and erosion, and sufficient
care must be taken with regard to the change in morphology or size.

8.3.2 Differences Between Dilation/Erosion-Processed
Images

The outer shell of an internal structure can be expressed by taking the pixel difference
of an erosion-processed image from a dilation-processed image. Furthermore, taking
the pixel difference of an image, which has undergone erosion after dilation ((A ⊕
B)�B) , or an image, which has undergone dilation after erosion ((A�B) ⊕ B)
from the original image, enables the extraction of detailed internal structures such
as defects or cracks. The former is referred to as a bottom-hat transformation and is
expressed as (A ⊕ B)�B − A. The latter is referred to as a top-hat transformation
and expressed as A − (A�B) ⊕ B .

Figure 8.23a shows an image that is primarily composed of spherical particles and
includes elongated particles and crackswithin the spherical particles. Applying a top-
hat transformation allows for the extraction of only the elongated particles.Moreover,
applying a bottom-hat transformation extracts only the cracks within the particle
interior. Furthermore, the perimeters of the elongated particles, spherical particles,
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Fig. 8.23 a shows the original image with elongated particles and spherical particles mixed; c is
the result of the application of erosion and then dilation to the original image (b), which is then
subtracted from the original image in (a) (top-hat transformation); e is the result of the application
of dilation and then erosion to the original image (d), which is then subtracted from the original
image in (a) (bottom-hat transformation); and f shows the pixel subtraction of the erosion image
from the dilation image

and cracks are all extracted when taking the pixel difference of the erosion-processed
image from the dilation-processed image in Fig. 8.23f.

8.3.3 Thinning Processing

There are numerous thinning/skeletonization algorithms other than distance trans-
forms that have been proposed; Hilditch thinning is a representative example [14].
This successively determines whether the pixels at the interfaces between the internal
structure and the matrix satisfy a number of conditions and ultimately creates a struc-
ture with a line-width of a single pixel by converting the gray values of pixels, which
satisfy the conditions from 1 to the background value of 0. Other references are listed
here; please refer to them as needed [15, 16].

8.3.4 Spatial Tessellation

As shown in Fig. 8.24a, a Voronoi tessellation is when isolated characteristic points
(e.g. particles) in a given space are used for spatial tessellation. Convex polygons and
polyhedrons are generated in 2D and 3D, respectively, without overlap or gaps in a
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Fig. 8.24 a Original image with fine particles dispersed in space, b shows the application of a
Voronoi tessellation to divide the space, and c shows the application of a Delaunay tessellation

given space, as shown inFig. 8.24b.Convexpolygons refer to thosewhere all diagonal
lines exist completely in the interior of that polygon. Furthermore, convex polyhe-
drons refer to thosewith no self-intersection,where any two face angles across a given
section are less than π. The number of generated figures in a Voronoi tessellation
is equivalent to the number of characteristic points, and labeling is conducted based
on the original characteristic points. Furthermore, each of the separated domains
become convex domains. Another particular characteristic is that when three adja-
cent characteristic points are selected, as shown in Fig. 8.24b, the triple junction
point of the polygon that fits those points is equidistant to each characteristic point.

There have been numerous reports on algorithms for Voronoi tessellation, for
example, where a line is drawn from each point to every other point and planes are
drawn to bisect these lines. AVoronoi tessellation can bemade by dividing the spaces
so that the smallest figure enclosed by the planes is set as the cell, which corresponds
to that characteristic point [17]. There have also been reports on simple algorithms
with applied dilation processing [18].
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Spatial tessellation can also be conducted by connecting the adjacent characteristic
points in Fig. 8.24a. This can be created by connecting the characteristic points
enclosed in two adjacent cells in the figure generated by the Voronoi tessellation as
shown in Fig. 8.24bwith a line segment, as shown in Fig. 8.24c. This creates triangles
and tetrahedrons in 2D and 3D, respectively, as the separation units. This type of
spatial separation is referred to as Delaunay tessellation or Delaunay triangulation.
The connectionmethod of characteristic points in Fig. 8.24a is not necessarily limited
to those in Fig. 8.24c. However, among all the possible spatial separation patterns,
the Delaunay tessellation in Fig. 8.24c is the one that can completely exclude thin
triangles and maximize the minimum internal angle among the 3 internal angles in
the triangle formed. Here, if we consider a circle that sits on the three characteristic
points, which comprise the vertices of a given triangle in Fig. 8.24c, we can see
that there are no other characteristic points inside that circle. Furthermore, the line
segments generated by the Voronoi tessellation act as the perpendicular bisectors of
the sides of the triangle generated by the Delaunay tessellation. A unique Delaunay
tessellation is formed when four adjacent characteristic points are not located on the
same circle, forming a convex tetrahedron. Conversely, it can be easily seen that two
types of Delaunay tessellations can form for the four vertices of a square.

ManyDelaunay tessellation algorithmshave beenpreviously reported [19]. Exam-
ples include the random incremental method, which adds new characteristic points in
domains that have already undergoneDelaunay tessellation and are then re-separated;
divide-and-conquer algorithms, which create 2D convex hulls; and the gift-wrapping
method, which forms each figure in sequence [19]. Delaunay tessellations are used
for the creation of models for finite element analysis, as well as for the creation of
tetrahedrons used for the calculation of strains in 3D strain mapping introduced in
the next chapter. As shown in Fig. 8.24, the outer edges of the spatially separated
domains in the Voronoi tessellation are equivalent to the outer edges of the sample,
whereas the outer edges become the sides or planes of the outermost characteristic
points; additionally, there are unseparated domains in the outer edge. This signifies
that there are strain values that cannot be obtained in areas up to a given thickness
from the surface when conducting 3D strain mapping; care should be taken with this
aspect.

8.4 3D Rendering

Readers are likely to use 3D rendering software affiliated with their X-ray CT device
or those that are commercially available rather than develop home-made software
to do so. Furthermore, the 3D rendering functionalities of numerical analysis soft-
ware like Mathematica or MATLAB can be used. References are provided for those
who would like to learn 3D rendering in earnest [20] but the focus here is on 3D
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rendering algorithms that are important for X-ray tomography. Maximum-intensity
or average-intensity projection methods used for the display of 3D images obtained
from medical-use X-ray CT scanners are omitted from this book.

8.4.1 Virtual Cross Section Display

As shown in Fig. 8.25, the more secure way to confirm images from X-ray tomog-
raphy is to assess a virtual cross-section of an image whose grayscale range has
been suitably modified and where the bit count has been reduced. Aside from the
x–y, y–z, and z–x planes based on the coordinates of the detector plane, the virtual
cross-section can be used for an arbitrary plane and curved surfaces. Images that have
undergone various filtering, segmentation, and image processing steps may poten-
tially have lost important structures, particularly internal structures with fine detail
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Fig. 8.25 3D image of in situ observations of tensile cracks in A7075 aluminum alloy. Images of
the virtual a x–y, b y–z, and c z–x cross-sections, as well as (d) the display of the 3D image with 3D
rendering software. Other than the cracks, the arrangement of white and dark-gray particles can be
seen on the crystallographic grain boundary. The artifacts in the x–y cross-section are due to X-ray
refraction (courtesy of Kazuyuki Shimizu of Kyushu University)
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or low contrast. Instead of merely conducting 3D rendering from the start, a virtual
cross-section with a physically meaningful direction should be selected, after which
all cross-sections should be observed continuously in that given direction, providing
a complete view of the internal structure. Close examinations of images using MPR
would enable the rough visualization of the 3D image in the mind of the observer.
Particularly for 3D images being viewed for the first time, 3D rendering should be
used as a supplement, an aid in representing the object effectively.

8.4.2 Surface Rendering

Surface rendering refers to when the surface of the sample or the interface between
internal structures in the sample interior of a 3D image are extracted, polygonized,
and rendered in 3D. Surface rendering is effective for 3D images whose surface or
interface contours are clear. Surface rendering is also used for many of the 3D images
used in applied examples introduced in Chap. 6. Segmentation techniques are used
for the extraction of surfaces or interfaces. The surfaces of the extracted sample of
the internal structure are converted to polygons. Triangles are primarily used in these
cases to express curved surfaces. Surface rendering involves the determination of the
intersection points where light from a hypothetical light source first interacts with the
surface of a sample or an internal structure and displays the surface of the object by
using the morphology of the pixels at the intersection point. Furthermore, the spatial
sense of the 3D structure is displayed by adding shadows induced by the light from
the specified direction.

The marching cubes algorithm published by Lorensen and Cline in 1987 is a
well-known algorithm for converting 3D images comprising isotropic voxels into
polygonal data [21]. The marching cubes algorithm sets adjacent voxels numbering
2 × 2 × 2 as shown in Fig. 8.26 as a single unit sets a cubic structure with the
center of each voxel as vertices. Next, the threshold to be set as the surface/interface
extraction standard and magnitude correlations of the pixel values of the 8 voxels are
investigated, with a value of 1 (internal) or 0 (external) assigned to the vertex when
the pixel value is larger or smaller than the threshold, respectively. It may appear as
if there are 256 combinations of 0s and 1s for the eight vertices, but these are reduced
to 15 after considering inversion or rotational symmetry, as shown in Fig. 8.27. Type
0 is when all vertex values are 0 and where the surface/interface does not intersect
with that cube. The display of a sample or internal structure using the isosurface of
the pixel values can be easily conducted by using the library of 15 standard patterns
in Fig. 8.27. However, care must be taken with the marching cubes algorithm as
the structure may not be entirely closed and holes may remain in the interior, as
understood from Fig. 8.27.

The standard marching cubes algorithm is widely used even today but there have
been various proposed surface rendering methods that are faster and more accu-
rate. However, computational times rapidly increase as the 3D rendering technique
becomes more advanced.
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8 voxels

Cube

Fig. 8.26 Eight voxels (dotted lines) comprising the cube, which is the basis for surface determina-
tion in the marching cubes algorithm (gray). The center of the eight voxels corresponds to the eight
vertices of the cube. The basic pattern for determining the polygon is based on the pixel values of
the eight voxels
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Fig. 8.27 Fifteen basic patterns for determining the surface shape with the marching cubes algo-
rithm. The black circles indicate the interior side and the verticeswithout circles indicate the external
side
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8.4.3 Volume Rendering

(1) Ray Casting

Volume rendering refers to a method that visualizes the information in the interior of
an object by transforming the image data distributed in a 3D space as a perspective
image. The positional relationships between an internal structure and its surroundings
or the sample surface become intuitively easier to understand if the regionof interest is
emphasized while rendering its surrounding domains in a semi-transparent manner.
For this reason, light is traced while considering X-ray absorption when the light
beam transmits through the sample.

Figure 8.28 shows an overview of ray casting. The light beam from the observer
transmits through a given pixel on a screen, incident to the object at position s0 and
continues by exiting at position s. The pixel value and opacity are designated for the
voxel, expressing the object; both the pixel value and opacity are integrated along the
light beam. The integration, in this case, is conducted at sampling points arranged
at fixed intervals along the light beam. The pixel value and opacity at the sampling
points can be determined with linear interpolation methods from the voxel data.

Observer

Voxel

Sample

Sampling point (sk)

x
y

z

i

j
k

s0

s

Fig. 8.28 Explanation of ray casting. The light beam is projected from the pixel (i, j) on the screen
to the sample stipulated by sample coordinates (x, y, z). The brightness arriving at the viewpoint is
determined by sequentially accumulating the brightness at the discretely arranged sampling points
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The following differential equation is used to express the equation of radiative
transfer when an X-ray with intensity I is emitted from a light source with flux q,
transmitted through a sample with true absorption κ, and when X-ray scattering is
ignored [22].

∂

∂s
I = −κ I + q (8.26)

This can be analytically solved as follows [22]:

I (s) = I (s0)e
−τ(s0,s) +

s∫

s0

q
(
s ′)e−τ(s ′,s)ds ′ (8.27)

Here, s ′ is on the light beam within the sample interior and τ is the optical depth,
which is expressed as follows using positions s1 and s2 within the sample [22]:

τ(s1, s2) =
s2∫

s1

κ(s)d (8.28)

Discretizing Eq. (8.27) with the sampling points arranged at equal intervals as
shown in Fig. 8.28 results in the following equation[22]:

I (sk) = I (sk−1)e
−τ(sk−1,sk ) +

sk∫

sk−1

q(s)e−τ(s,sk )ds (8.29)

Here, e−τ(sk−1,sk ) is the transparency and 1−e−τ(sk−1,sk ) is the opacity. Generally, the
first term in the right-hand side of the above equation is the transparencymultiplied by
the light coming from the light source; the second term indicates theX-ray absorption
of the sample. This equation serves as the basis of volume rendering.

Bartz et al. reported on direct comparisons between the ray casting method and
marching cubes algorithm [23]. This report indicated that the ray casting method
effectively brought out a depth feeling and allowed for easier understanding of the
shape but the marching cubes algorithm was more capable of retaining microscale
morphologies. Themicroscale morphologies tend to be lost with standard ray casting
methods and must be supplemented with oversampling.

(2) Texture-Based Volume Rendering

The recent use of GPUs in high-speed image reconstruction was introduced in
Sect. 3.4. The use of GPUs in various image processing/display functionalities for
graphics displays is extremely effective in 3D rendering. Texture-based methods are
used for GPU-based volume rendering. Texture-based methods first convert a 3D
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3D image Observer

Sample

Fig. 8.29 Explanation of 2D texture-based volume rendering. Slices perpendicular to the line of
sight are prepared and 3D rendering is conducted by adding the pixel values in order once the 3D
image is reconstructed as a stack of slices

image into a texture and read this into GPU video memory. Next, as shown schemat-
ically in Fig. 8.29, the texture is mapped onto slices, which are polygons that are
perpendicular to the line of sight. The 3D images are newly reconstructed as stacks
of slices, after which the 3D rendering is conducted by adding the pixel values in
order of the slices furthest from the line of sight. This enables a 3D rendering based
on high-speed image processing using a GPU. There are 2D or 3D variations for
texture-based volume rendering. Several relevant references are listed here; please
refer to them as required [24].

8.5 Quantitative Geometric Analyses

Isaac Newton once said, “God created everything by number, weight, and measure.”
Being able to conduct image processing on not just 3D images but various image data
to numerically express themandassess the results is a fundamental goal of science and
technology. As shown in Fig. 8.30a, sampling-based measurement and assessments
have been standard academic approaches for surfaces, cross-sections, and thin films.
Furthermore, analyzing the internal structure or microstructure by simplifying and
abstracting them using the obtained average values has also been standard practice.
However, there are many examples of applying conventional 2D-based analyses
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Sampling

Evaluation based on averagingAnalyses based on 
simplification and abstraction Image-based analysis Extraction of the weakest point

(a) Conventional approach (b) 3D/4D image-based approach

Properties Measured 
values (Mean)

Diameter = 2.5 m

Aspect ratio = 1.3

…

Observation over the whole volume/time history

l/d

Fig. 8.30 Schematic showing the differences between an a assessment analysis based on conven-
tional 2D cross-section/surface observations and b academic approach involving 3D images and its
continuous scanning (4D observation). The conventional approach cannot assess the relationship
between internal tissue/structure and macroscale characteristics particularly in cases where rela-
tively large microstructures (black: particles, manufacturing defects, etc.), seen in the left-hand side
of the top figure in a, dominate the macroscale characteristics of the material

while still obtaining 3D images from X-ray tomography; this is a waste of valuable
information and is highly unfortunate. For example, Fig. 8.31 shows comparisons of
2D and 3D shape/morphology measurements between relatively spherical graphite
nodules in a ductile cast iron and extremely elongated silicon particles in a cast
aluminum alloy. Measuring the virtual 3D cross-sections of the elongated eutectic
silicon particles in the aluminum in 2D results in a dramatically higher number of
particles assessed as simple circular morphologies, which do not exist. Furthermore,
the graphite size is measured considerably smaller in the spherical graphite nodules.
These tendencies become more pronounced as the 3D morphology of the internal
structure becomes more complex.

As shown in Fig. 8.30b, the merits of 3D observations are (1) being able to assess
complex structures and heterogeneous distributions that exist in reality, (2) deter-
mining the total number of internal structures or microstructures, and (3) grasping
how changes occur under external disturbances over time. Merit (1) can be thought
of as the polar opposite of the “simplification,” “abstraction,” and “averaging” in
Fig. 8.30a, which is based on 2D observations; whereas (2) and (3) are the opposites
of “sampling.” Sampling-based approaches are not effective when a limited number
of internal structures or microstructures affect the overall system or in extreme cases,
when a single structure/microstructure stipulates the behavior and characteristics of
the entire system. An example of this includes fatigue cracking, which propagates



478 8 3D Image Processing and 3D Image Analysis

Fig. 8.31 Differences when conducting analysis of a 3D image in 3D and when applying conven-
tional 2D analyses to virtual cross-sections of 3D images; a and b show the virtual cross-section
and 3D image (same sample, same image data), respectively, of the Al-7% Si alloy; d and e show
the virtual cross-section and 3D image (same sample, same image data), respectively, of the spher-
ical graphite cast iron; c shows a comparison of the shape (sphericity, circularity) of the former;
and f shows a comparison of the size (sphere, circle equivalent diameter) of the latter (courtesy of
Kazuyuki Shimizu of Kyushu University)

as a result of the cracks that form from a single source (e.g. microscale defect in the
surface or interior). There are also no effective approaches other than the visualiza-
tion/assessment of the total number/volume in cases where the internal defect size
has a normal distribution and where products with defects of a given size need to be
detected and removed as defective products.

Polygonization techniques such as the marching cubes algorithm introduced in
Sect. 8.4.2 serve as the basis of 3D image analysis. Volume, surface area, and length
measurements can be accurately conducted once the surface morphology has been
determined. Recently, 3D image analysis has been included in 3D rendering software;
the Image Processing Toolbox in MATLAB and the various plug-in libraries in
ImageJ can be used to conduct them as well.

Table 8.2 lists microstructure parameters that can be analyzed with MATLAB-
based home-made software used by the author. These include various parameters
relating to the size, shape, and spatial distribution of microstructures dispersed in a
material interior. These exclude various parameters (several dozen in total) relating
to crystallographic orientation such as the Schmid factor due to their special nature.
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Table 8.2 List of categories that can be analyzed with MATLAB-based home-made software used
by the author

Category Microstructural parameter Remark

Category I
size
(9 parameters in
total)

D; V; S Equivalent diameter,
volume, and surface area of
a particle, respectively

B; L; W; T Minimum volume bounding
box; length of a particle
(measured along x
axial-direction); width of a
particle (measured along y
axial-direction); thickness
of a particle (measured
along z axial-direction)

O = O1+O2+O3
3 Average length of three

principal axes

G Geodesic distance

Category II
shape
(24 parameters in
total)

O4 = O3
O1

; O5 = O2
O1

; O6 = O3
O2

Aspect ratio of length of
principal axes

θ Angle that is according to
the first principal axes

f1 = L
W ; f2 = L

T ; f3 = W
T Aspect ratio of Bounding

box

f 4, f 5, f 6 Deviations from spherical
shape

f 7, f 8, f 9 Deviations from cubic
shape

f10 = πG3

216V Elongation index

p2, p3, p4 First moment invariant of a
particle. This defines the
center of objects

p5, p6, p7 Second moment invariant of
a particle. This represents
the deviation from the
center of object

p8 Third moment invariant of a
particle

p9 Forth moment invariant of a
particle

C Mean Curvature of a
particle

E Euler Number of a particle.
It describes the connectivity
of a particle

(continued)
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Table 8.2 (continued)

Category Microstructural parameter Remark

Category III
distribution
(16 parameters in
total)

d2, d3, d5 Average distance within
each k-nearest
neighborhood (k = 2, 3, 5)

De = N
V Density

K (t) = |B|
N2

N∑
i=1

∑
i �= j

w(i, j)−1 I
(
xi − x j ≤ t

) K-function: average number
of cells within distance t
with the univariate
K-function defined in 3D;

for example, w(i, j) =
exp

(−‖xi − x j ‖2
)

G(t) = 1
N

N∑
i=1

I (yi ≤ t)
G-function: cumulative
nearest neighbor function,
measuring the fraction of
nearest-neighboring
distances that are less than
or equal to t

F(t) = 1
g

g∑
i=1

I (yi ≤ t)
F-function: the distance
from each grid point to its
nearest neighboring cell is
measured. g grid points
placed at regular intervals

I =
N∑

i=1

N∑
j=1

ai j (xi − x)
(
x j − x

)
/

(
S2

N∑
i=1

N∑
j=1

ai j

) Global spatial
auto-correlation:

S2 = 1
N

∑N
i=1 (xi − −

x)
2
, xi

is the ith pore,
−
x= 1

N

∑N
i=1 xi is the

average of the xi . ai j is the
adjacency criterion

I = N
2

∑N
i=1

∑N
j=1 ai j

∑N
i=1

∑N
j=1 ai j (xi −−

x )(x j −−
x )

∑N
i=1 (xi −−

x )
2

Moran’s I statistics

C = N
2

∑N
i=1

∑N
j=1 ai j

∑N
i=1

∑N
j=1 ai j (xi −x j )

2

∑N
i=1 (xi −−

x )
2

Geary’s C statistics: based
on the weighted sum of
square difference between
observations, which is
defined by:

G(t) =
N∑

i=1

N∑
j=1

ai j (t)xi x j /
N∑

i=1

N∑
j=1

xi x j
Getis’s global statistics

l2, l3, l5 Local volume fraction

dm Average distance within
each cluster

lm Local volume fraction
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(a) Voxel size: 0.5 m

VBB = 2.26 106 m3

VVoxel = 18.4 103 m3

10
6

m

(b) Voxel size: 1.0 m

VBB = 2.25 106 m3

VVoxel = 15.8 103 m3

(c) Voxel size: 2.0 m

VBB = 2.19 106 m3

VVoxel = 15.1 103 m3

Fig. 8.32 Imaging of particles in an aluminum alloy during synchrotron radiation X-ray tomog-
raphy experiments. The same particle in the same material was imaged at three different spatial
resolutions to simulate the visualization of smaller particles. The two measurement method types
of the precision volume measurement (VVoxel) and the substitution with the volume of a rectangular
box (bounding box), which exactly encloses the particle (VBB), are compared

Table 8.2 includesmultiple parameters used formeasuring the size, shape, and spatial
distribution. As reiterated throughout this book, this is because X-ray tomography
involves the visualization of internal structures that are close to its effective spatial
resolution due to limitations from the spatial resolution capacity of the devices used,
whether from industrial-use scanners or synchrotron radiation X-ray tomography.

Figure 8.32 shows the quantitative analysis of size when visualizing the same
structure in the same material as the spatial resolution of the 3D image is reduced.
The size of the microstructure shown in these images in the longitudinal and width
directions greatly exceeds the spatial resolution of the 3D image but has a minimal
thickness. For this reason, a low spatial resolution relative to themicrostructure thick-
ness results in significant decreases in the value calculated by volume and converted
to diameter and decreasing measurement accuracy. However, although applying a
bounding box that barely encloses the microstructure and setting its long sides as
the microstructure size may result in inaccurate measurements at first glance, this
also shows that the decrease in measurement accuracy is effectively controlled even
whenmeasuringunder lowspatial resolution.The relationshipbetween internal struc-
ture and macroscale characteristics can be clarified in this manner by brainstorming
parameters, from which significantly correlated ones are selected statistically.

An overview of the foundational knowledge relating to modern geometry (e.g.
classic geometry, differential geometry, and topology) is omitted here due to space
limitations. Please refer to specialized sources as required [25–27].
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8.6 3D Image-Based Simulations

Observing the relationships between microstructures/internal structures and
macroscale characteristics/behavior is an important academic approach in deter-
mining the basic principles of that phenomenon and controlling those character-
istics. An ideal scenario is to directly measure a given physical quantity relating
to macroscale characteristics and behavior at the microstructures/internal structure
level. For example, various applied imaging/image processing techniques affiliated
with 3D imaging, such as the 3D strain mapping introduced in the next chapter or
the 3D mapping of elemental concentrations introduced in Sect. 5.4, correspond to
this. However, combining 3D imaging and various numerical simulations to calcu-
lated local physical quantities is also extremely effective when this is not possible.
This is referred to as a 3D image-based simulation. Various calculation subjects
can be considered in addition to structural analysis of deformation or fracture,
including casting/solidification analysis, fluids, heat transfer, electromagnetic fields,
and elemental diffusion.

Figure 8.33 shows the process for creating an analysis model where 3D image-
based simulations of elastoplastic finite element analysis were conducted to observe
the interactions between cracks and silicon particles in 3D images obtained by scan-
ning aluminum–silicon alloys at BL47XU in SPring-8 [28]. There was only a single
crack in this case, but there are several tens of thousands of particles for a single
3D image. This is far too many for the element number in the model, so the model
was created by restricting this to approximately 100 particles in a given domain to
observe the damage at the crack tip. First, the internal structure, which is the subject
of numerical analysis, was extracted, after which its surface shape was approximated
as an aggregate of triangular meshes. The file format for this is referred to as stan-
dard triangulated language (STL). STL files comprise the coordinates and normal
vectors of all the triangular mesh vertices. There has been a steadily increasing need
for image data obtained by X-ray tomography to be converted into STL formats
with the recent widespread use of 3D printers. For these reasons, a wide range of
commercially sold and free software can be used in addition to various 3D rendering
software or MATLAB/ImageJ for converting from 3D images to STL files. Further-
more, various pre-processors for numerical analysis can be used to create a 3Dmodel
for numerical analysis from STL files for example. The sample in Fig. 8.33 is sepa-
ratedwith 126,000 tetrahedral elements, but numerical analyses have been conducted
with approximately 1 million elements.

The size and shape of the surface mesh play a significant role in achieving numer-
ical analysis accuracy. A high-quality and defect-free surface mesh is required to
produce a 3D mesh for numerical analysis from a surface mesh [29]. Furthermore,
themesh resolutionmust befine enough so that sufficient numerical analysis accuracy
can be obtained and coarse enough so that the computational time can be reasonably
shortened. The most laborious and time-consuming processes, in particular, involve
correcting triangular mesh connectivity [30] or distorted element shapes [31], as
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(a) 3D image (Surface rendering of internal 
structures)

(d) 3D model for numerical simulation
(c) Surface meshing

ParticlesCrack

Region of interest 
(ROI)

Crack

(b) Extraction of the internal structures of
interest (The crack and particles in this case)

Fig. 8.33 a Imaging of the particles and cracks in an aluminum alloy during synchrotron radiation
X-ray tomography experiments. From this, a process for creating 3D models for numerical analysis
is shown, where b the internal structures of interest to be used for numerical analysis were extracted,
c their surface shapes were approximated with triangular meshes, and d the internal structure was
also separated using 3D elements [28]. The original figure is in color; please refer to the figure in
the original publication for details

well as controlling the number of elements. Commercially available software for
correcting mesh shapes has recently been developed.

Apart from this, there have been methods developed for directly using voxels as
elements for numerical analysis [32]. Though this has the disadvantages of retaining
a rough surface shape or lack of ability to control analysis accuracy with mesh
resolution such as with the triangular meshes, this does not require mesh correction
and its model can be easily created. Figure 8.34 shows an example of research
comparing the particle stress and fracture behavior in a material similar to Fig. 8.33
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Fig. 8.34 Example of image-based finite element analysis where voxels are directly used as
elements for numerical analysis. The relationships between the stress and fracture of silicon and
intermetallic compounds in AC4CH aluminum were analyzed (courtesy of Osamu Kuwazuru and
Masaki Teranishi of Fukui University)
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[32]. Images in Fig. 8.34b and d show that particles with a size of several to 10 μm
are expressed by 0.5-μmvoxels. Effective numerical analyses are possible with these
types of methods as the voxel size, in this case, is considerably smaller than a particle
and the curvature of the particle surface is relatively low.

Finally, several implementation examples of 3D image-based simulations are
introduced here. Figure 8.35 shows representative analysis models and the calcu-
lation results of various 3D image-based simulations conducted using 3D images
from industrial-use X-ray CT scanners and synchrotron radiation X-ray tomography
conducted at the author’s laboratory [28, 33–37]. These are all structural analyses,
with Fig. 8.35b being a viscoplastic analysis and all others being elastoplastic anal-
yses. Figure 8.35a and f shows calculations of local stress/strain distributions, which
cannot be directly measured at the microscale (cell walls with porous metal thickness
less than 10 μm) and macroscale (external shape of the sample) level, respectively;
the former has been useful as analysis data to elucidate complex fracture behavior
in porous metal, and the latter for verifying nanovoid formation due to hydrogen.
Figure 8.35b shows the use of inverse analysis to determine gas pressures, which
can explain the blister (production defect) growth behavior observed with X-ray
tomography by varying gas pressure in a blister interior and conducting multiple
calculations as a parametric study. These results not only clarified the contribution of
hydrogen but also that of pressurized carbon dioxide or nitrogen gas dissolved during
the casting process. Figure 8.35c assesses heterogeneous crack tip deformation due
to both cracks and the microstructure by simplifying the modeling of the crack shape
without considering themicrostructures. Figure 8.35d assesses themixed-mode crack
propagation driving force of opening—in-plane shear—out-of-plane shear caused by
complex crack shapes. In each case, this has contributed to our current understanding
of complex fracture behavior in structural materials. Figure 8.35d separates only the
central section (region A in the figure) near the crack tip with fine meshes and sets
the rest with gradually coarsening meshes to increase analysis accuracy and strike
a balance between analysis accuracy and computational cost. Finally, Fig. 8.35e is
slightly different in that local damage indicators, which cannot bemeasured/assessed
with X-ray tomography (e.g. triaxiality of stress–strain or intraparticle elastic stress),
are calculated and where original data, which assist the microstructure optimization
of structural material, are obtained. This achieves the optimization of microstructure
in structural materials due to reverse 4D material engineering introduced in the next
chapter.

X-ray tomography-based observations and assessments can be supplemented
effectively using 3D image-based simulations, and high-level analyses,which acutely
arrive at the fundamental principles of various physical phenomena, suggesting that
guiding principles are possible.
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Fig. 8.35 Numerous application examples of 3D image-based simulations and examples of struc-
tural analysis, such as material deformation/fracture and manufacturing defect growth [28, 33–37].
The original figure is in color; please refer to the figure in the original publication for details.
a Deformation behavior of cell walls in an aluminum foam [33]. b Inverse analysis of blistering in
an aluminum alloy [34]. c Plastic zone shape at a crack-tip [28]. d Mixed-mode (M-M) deforma-
tion behavior of a crack-tip region [35]. e Damage behavior of particles and pores in metals [36].
f Inhomogeneous strain distribution due to macroscopic shape of a specimen [37]



8.7 3D Expression 487

8.7 3D Expression

Devices like 3D printers or 3D displays are also effective for assessing 3D images
obtained with X-ray tomography. As this discipline has significantly developed in
recent years, this section, indicating its importance due to concerns provided here,
will likely become obsolete.

There are a several 3D models in the author’s office (Fig. 8.36), but unlike
observing normal displays, the ability to sense microstructures or complex 3D struc-
tures in a tactile manner greatly aids in visually grasping the structure. It is important
to have a firm grasp of the relationship between the spatial resolution of lamina-
tion intervals in a 3D printer and the spatial resolution of the 3D images during
3D printing. There is a wide range of materials that can currently be used in this
application as well, including ABS resin, polypropylene, nylon, acrylic, epoxy resin,
plaster, and metal. Some of these include transparent materials for easily observing
the interior or others that can be dyed and enable a wide range of assessments.
Furthermore, complex curved surfaces created by clay are used not only for visual
appreciation but are scanned with X-ray tomography as image data from which an
STL file is produced and then used to fabricate this shape in a 3D printer. This digital
manufacturing method has been widely anticipated as a new manufacturing process
for complex shape/small-quantity production. Furthermore, the ongoing relationship
with 3D printers and X-ray tomography, for example, using high-resolution X-ray
CT scanners to assess the fabrication accuracy of products made with a 3D printer,
is expected to become increasingly important in the future.

The use of 3D displays has become widespread in standard TVs as well, by
combining active 3D glasses with liquid crystal shutters and passive polarizing 3D
glasses. However, this has slowed down with regard to private use. Like with 3D
printers, this has large effects in supplementing the visual understanding of complex
3D structures, and its effective use is anticipated. Figure 8.37 shows the observation
of high-accuracy 3D images from X-ray tomography using a proper high-resolution
3D display, which connects two LCDs with a half-mirror system.

8.8 Effective Presentation Applications

The importance of 3D displays was briefly discussed in the previous section. The
continuous display of 2D cross-section images in order and the use of continuous
animations, which rotate, translate, magnify, and shrink 3D images, are effective
methods to assess and demonstrate complex internal structures.Notebook computers,
which have high-performance graphic boards have recently been commercially avail-
able and effective presentations, which use these types of 3D image displays, can be
easily conducted. For researchers, as academic journals become increasingly digital,
many academic papers include supplemental materials such as animation files in
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(a) 3D model of a crack (c) Fracture surface and internal void
distribution after a tensile test in a DP
steel

(b) Fatigue crack initiation from surface defects in a cast aluminum

Fig. 8.36 Example of a 3D-printed sample of a 3D image obtained from X-ray tomography; a and
c are models made from plaster, whereas b is made from transparent resin

addition to the article figures, which are displayed alongside the article. In addi-
tion, researchers who handle 3D images should actively take advantage of these
opportunities.
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Fig. 8.37 Assessing 3D
images obtained from X-ray
tomography with
high-resolution 3D displays
using a halfmirror system, as
conducted in the author’s
laboratory
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Chapter 9
4D Image Analysis

The 2Dvisualization devices that we have grown accustomed to using in laboratories,
such as scanning electron microscopes and transmission electron microscopes, have
constraints of only being able to use thin-films that are considerably less than the
deep sub-micron scale or only being able to assess material surfaces. Thin-films and
surfaces occasionally have behaved completely differently from that of the bulkmate-
rial. These differences can be explained mechanically through terms like plane stress
conditions or stress singularities, which are at the intersection of different phase inter-
faces and the surface. Meanwhile, X-ray tomography can use the hardware discussed
in Sect. 4.5.1 such as various material testing machines, heating/cooling devices, and
imaging techniques including fast tomography, as described in Sect. 5.3, to record
how the interior of samples with sufficient size change with external disturbances
or over time in the form of multiple sets of 3D images. This is referred to as 4D
observation. The fourth dimension (4D) in this case refers to adding the time axis to
3D. As the term 3D has become increasingly well-known among the general popu-
lation, so has the term 4D become steadily familiar among gynecology departments
in hospitals, as well as a projection method for fanciful films. Industrial X-ray CT
scanners are capable of 4D observations, and synchrotron radiation X-ray tomog-
raphy which uses high-brilliance X-rays even more so. The obtained 4D images can
be viewed as often as required when using the 3D rendering methods in Sect. 8.4.
Furthermore, applying pixel subtraction to 3D images of the same samples can reveal
subtle changes in the internal structures and enable the quantitative assessment of
time evolution behavior and various behaviors that evolve with time via 4D image
analysis.

The first step for this type of 4D image use is to align (register) the 3D images
of the same samples taken consecutively to enable its assessment and analysis. This
chapter will discuss the basics of registration, after which particle tracking and 4D
techniques formappingmechanical strain and various fracturemechanics parameters
will be discussed. Finally, applications of machine learning techniques referred to
as reverse 4D material engineering by the author to 4D images will be discussed.
These may be somewhat tedious for researchers and technicians who are in fields
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that are different from thematerial engineering ormechanical engineering disciplines
engaged by the author. However, it is the author’s hope that these techniques will be
learned and serve as a reference for applications to the readers’ respective disciplines.

9.1 Registration

The registration described here can be applied to not only the registration of 3D
images that have been consecutively captured by X-ray tomography, but also to the
registration between different analysis models used for 3D image-based simulations
(discussed in Sect. 8.6), between an analysis model and a 3D image, or between
discrete 3D images obtained from various applied methods discussed in Chap. 8.
Coordinate transforms serve as their basis for this, with linear and nonlinear varia-
tions. This section will introduce these methods. The accuracy of this registration is
key to the success of 4D image analysis. For these reasons, it should be clear that
this must be completed as carefully and optimally as possible, however, it is also
important in assessing registration results and improving registration based on these
assessments.

9.1.1 Affine Transformation

When registering two images, one of them is set as the fixed image and the other as the
moving image; the moving image can be translated, rotated, magnified/minimized,
and shear-deformed to ensure an accurate registration with the fixed image. An affine
transformation refers to a linear transformationwhere a given point P (x, y) ismapped
to a point P’ (X, Y ) by multiplying it with a matrix A and adding a vector t. The
physical object is translated, rotated, magnified/minimized, sheared, and otherwise
deformed as a combination of these processes through the affine transformation. A
2D affine transformation can be expressed using the six parameters shown in the
equation below:

(
X
Y

)
=
(
a11 a12
a21 a22

)(
x
y

)
+
(
bx
by

)
(9.1)

Here, the matrix A is

(
a11 0
0 a22

)
when applying a magnification/minimization.

The matrix is

(
1 a12
0 1

)
,

(
1 0
a21 1

)
, or

(
1 a12
a21 1

)
when shearing, depending on the

direction. Shear deformation refers to deformationwhen an angular change is induced

as shown in Fig. 9.1. Furthermore, the rotation matrix is

(
cosθ −sinθ

sinθ cosθ

)
when the



9.1 Registration 493

Fig. 9.1 Schematic
explaining shear
deformation. What was
originally a square was
assumed to have undergone
shear deformation into a
rhomboid (AB’C’D’). The
distortion of the shape in this
case is expressed by angles
γ 1 and γ 2 on both sides, and
the shear strain is expressed
as γ = γ 1 + γ 2

Point A Point B

Point D

Point C

Point B’

Point D’

Point C’

1

2

rotation angle is θ. Basic deformations should be multiplied to create a composite
mapping when combining these deformations.

The point can be expressed as a product of the deformation matrix R as shown in
the following equation by introducing the homogeneous coordinates from Eq. (9.1).

⎛
⎝ X
Y
1

⎞
⎠ =

⎛
⎝a11 a12 bx
a21 a22 by
0 0 1

⎞
⎠
⎛
⎝ x

y
1

⎞
⎠ (9.2)

Furthermore, expressions based on homogeneous coordinates for 3D cases can
be expressed with 12 parameters, as shown in the following equation:

⎛
⎜⎜⎝

X
Y
Z
1

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

a11 a12
a21 a22

a13 bx
a23 by

a31 a32
0 0

a33 bz
0 1

⎞
⎟⎟⎠
⎛
⎜⎜⎝

x
y
z
1

⎞
⎟⎟⎠ (9.3)

Registration can be accomplished using rigid-body transformations for both trans-
lations in three directions and rotations on three axeswhen the sample does not deform
in the 3D image based on X-ray tomography. The transformation matrix R, in this
case, when rotating in the x, y, and z-axes is as follows:
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⎛
⎜⎜⎝

1 0
0 cosθ

0 0
−sinθ 0

0 sinθ

0 0
cosθ 0
0 1

⎞
⎟⎟⎠,

⎛
⎜⎜⎝

cosθ 0
0 1

sinθ 0
0 0

−sinθ 0
0 0

cosθ 0
0 1

⎞
⎟⎟⎠,

⎛
⎜⎜⎝

cosθ −sinθ

sinθ cosθ
0 0
0 0

0 0
0 0

1 0
0 1

⎞
⎟⎟⎠ (9.4)

The commutative law does not apply for the products of matrices; therefore, care
must be taken as the transformation resultwill vary depending on the order of rotation.

Meanwhile, nonlinear transformation algorithms such as the B-spline method are
necessary when deformations are heterogeneous [1]. However, the author’s research
discipline does not require nonlinear transformations with consecutive 3D images in
X-ray tomography, barring pre- and post-deformation registration between images of
objects that are severely deformed. The reason for this is because extreme deforma-
tions can be handled by increasing the number of 3D image projections and reducing
the difference between images. Furthermore, the objective of registration is not the
qualitative assessment of images but oftentimes extracting the identical microstruc-
tural features in a consecutive series of images. In other words, once the characteristic
features in the registered images are determined, the mechanical analysis of local
deformation in a sample would be conducted in the image before the application of
transformations such as magnification or minimization. For this reason, dividing the
overall 3D images into sub-regions, registering each sub-region with linear trans-
formations, and extracting the characteristic features from them is considered more
efficient than applying a nonlinear transformation algorithm to the entire 3D image.

9.1.2 Various Registration Methods

Various registration methods are first shown in Table 9.1. These assume scenarios
where the same device is used to image the same sample consecutively. In other
words, registration of the absorption contrast and phase-contrast images of the same
sample, or those of different samples, needs to be considered separately.

The most basic registration method of 3D images obtained with synchrotron radi-
ation X-ray tomography or industrial X-ray CT scanners is to identify the centroid
of regions that are closed within a sample, with clear boundaries (e.g. particles,
embedded components, holes like pores), and to register them using them as land-
marks.Metals, ceramics, and polymers, aswell as components, substrates, and indus-
trial products, which combine those materials, often have several to several dozen
characteristic features with clear corresponding relationships that can be used as
landmarks. The centroid positions of the characteristic features can be easily calcu-
lated using the quantitative geometric analysis from Sect. 8.5. As such, registration
can be conducted by simply minimizing the misalignment in their positions, so long
as the local deformation is not too large. Thirion defined line segments referred to as
crest lines that are like mountain ridges in the undulations of the internal structure
surface, as well as characteristic points referred to as extreme value points, and used
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Table 9.1 Overview of methods for registering 3D images successively scanned with X-ray
tomography

Type Obvious
landmarks

Usage of image
information

Remarks Characteristics

Use of
landmarks

Used Characteristic
features only

Registration using
landmarks

– Accurate and
rapid

– Easy
verification

– Careful
attention
required when
features change
or deform

Not used
(Extraction of
characteristic
lines or dots by
analyzing
internal
structures)

Characteristic
features only

Registration by
defining and
extracting
landmarks

– Relatively
accurate and
rapid

– Unavailable
when shape
changes

Disuse of
landmarks

Not used Only the surface
of a sample or
internal
structures

Usage of a sample
itself and/or the
shape of internal
structures

– Relatively rapid
– Careful
attention
required when
shape changes

Not used
(*Used)

Entire image Registration on
the basis of the
similarity
functions of grey
value distribution
(Mutual
information, etc.)

– Unavailable
when internal
structures
drastically
change

– Occasionally
long
computation
time

– Effective for
inhomogeneous
deformation
even when
landmarks are
available*

Combination of
the above two
types

Used It depends Preliminary
registration using
landmarks
followed by the
usage of similarity
functions

– Reduction of
computation
time possible

– Unnecessary
when landmarks
do not exhibit
position change
nor deformation
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these to conduct registration between 3D images [3]. The authors have defined the
valleys and peaks of the concave and convex portions, respectively, of surface undu-
lations in the internal structures as changes in the Gaussian curvature and used them
for registration and 3D strain mapping [4]. These can also be said to be variations of
registration using landmarks. A commonly used method when an appropriate land-
mark cannot be used is to attach particles on the external surface and use this for
registration.

On the other hand, there have been numerous methods proposed for when the
boundary between the internal structure and background is unclear and landmark
identification cannot be reproduced, as represented by medical images. A superior
handbook, which provides a comprehensive discussion of registration methods for
images obtained bymedical-use CT scanners, is cited here [2]. The surface or internal
structure can be segmented when landmarks cannot be used. These can be used for
registration after being elastically deformed as necessary. Furthermore, registration
can be conducted by determining a principal axis and using that alongside the centroid
if the sample or internal structure has clear directionality (e.g. a thin elongated shape).

The mainstream registration method when landmarks cannot be used is to define
some type of similarity function and use the gray values of all the pixels in the two
3D images to calculate this similarity function while conducting the registration.
Examples include calculating the variation of the pixel value ratios in corresponding
positions of two 3D images, the entropy of the pixel value histograms, or iteratively
minimizing the absolute value or sum of squares of residuals [2]. Registration based
on mutual information is what is important for practical use here. As defined by
information theory, if the probability of a given event i (i = 1 − n) occurring was
set as pi, then the expected value of the amount of information gained from a given
information source (average information amount) is referred to as the entropy H,
which is defined as follows:

H = −
n∑

i = 1

pi logpi (9.5)

In the case of images, the pixel value of the pixel is the information, the pixel size is
the amount of information, and the pixel value histogram pi is used for the probability
of a pixel with a given pixel value. Furthermore, n = 256 for an 8-bit image. Here, we
define a joint entropyH (X, Y ) when two events occur simultaneously. This is defined
as follows, where the probability that the pixel value combination in two images
(information source X, Y ) becomes (x, y) or, in other words, the joint probability p
(x, y).

H(X,Y ) = −
∑
x,y

p(x, y)logp(x, y) (9.6)

Furthermore, defining themutual information I (X, Y ) makes this an index for the
overlap extent of information source X, Y.
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(a) Original image (b) Inclined by 1º (c) Inclined by 2º (d) Inclined by 3º
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Fig. 9.2 Relationships between the pixel values of the original image and rotated image are assessed
to visualize the effects of successful registration by deliberately rotating the 3D image obtained by
X-ray tomography in one direction overlapping this directly with the original image. The top row
shows the images used and the bottom row shows the 2D histograms

I (X,Y ) = H(X) + H(Y ) − H(X,Y ) (9.7)

Here, I (X, Y ) = 0 when X and Y are independent. The statistical dependency
of two images can be quantitatively expressed in the registration of 3D images by
calculating the mutual information.

Figure 9.2b shows a 2D histogram of the relationship between the original image
in Fig. 9.2a and an image where the original is combined with a deliberately inclined
version of that image. Accurate registrations (i.e., without rotation) result in a
histogram alignment on a single line. Meanwhile, slight inclinations in both images
result in large changes in the 2D histogram and fine changes in mutual information
values. Methods that use mutual information can be used not only for registration
but also for assessing the accuracy of other registration methods that use landmarks.

9.2 Particle Tracking

As shown schematically in Fig. 9.3, identifying the same characteristic features
in consecutive 3D images and matching them after conducting the quantitative
geometric analyses in Sect. 8.5 and the registration in Sect. 9.1 allows for the calcu-
lation of a variety of mechanical information. This type of extracting and mapping of
the same characteristic feature is referred to as tracking and often involves tracking
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Fig. 9.3 Schematic explaining 4D image analysis conducted by finding an identical characteristic
point in continuous 3D images, conducting particle tracking for all particles, and using these results
to conduct 3D mapping of various mechanical quantities [7]

independent internal structures that exhibit a certain particle shape, which is referred
to as particle tracking.

Incidentally, an extremely large number of internal structures can be observed in
structural metals with high-spatial-resolution X-ray CT scanners like synchrotron
radiation X-ray tomography. A number of microstructures (e.g. particles, pores)
with a volume larger than 9 voxels in various aluminum alloys is shown in Table
9.2. Several thousand micropores can be observed in the field of view of a single 3D
image even in 99.999% pure aluminum. This increases up to several hundred thou-
sand in high-strength aluminum alloys with high alloying element concentrations.
Conducting particle tracking of these types of microstructural features—or, in the
case of industrial products, the many small components that comprise them—facil-
itates the individual identification of changes due to various external disturbances,
such as high-temperature exposure, deformation or fracture, and change over time.
The fracture of materials and the failure of industrial products are dominated not
by the simultaneous fracture or functional cessation of several tens of thousands of
internal structures but rather the weakest few, or in some extreme cases, a single
internal structure and its effects on the overall characteristics or functionalities.
Particle tracking is thus extremely effective in extracting truths from a series of
3D images, which have phenomena dominated by local events like this. Further-
more, analyzing particle tracking data and conducting 3D mapping by calculating
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Table. 9.2 Number density ofmetalmicrostructures obtained from3D imageswhen observingwith
X-ray microtomography at SPring-8. The materials used were aluminum alloys, which have many
micropores with precipitated hydrogen and intermetallic compound particles due to their chemical
activity and supersaturated hydrogen relative to other metals. A wide range of materials, from
high-purity aluminum to various alloys for industrial use, was listed. The right column shows the
number density of internal structures that are visible in a standard-sized field of view in synchrotron
radiation X-ray tomography

Material Microstructural feature Number density per 1 mm3

Pure aluminum (99.999%) Pore 3,036

Commercial pure aluminum (A1050) Pore 10,375

Al–Cu–Mg alloy (A2024) Particle 150,185

Pore 63,111

Al–Mg alloy (A5XXX) Pore 20,160

Al–Mg-Si alloy (A6061) Pore 21,184

Al–Zn–Mg–Cu alloy (A7075) Pore 28,852

mechanical quantities would enable the quantitative comprehension of these types
of local phenomena. Methods and application examples for this are introduced from
this section onward.

The various patterns of change in particles considered necessary for particle
tracking are shown in Table 9.3. Depending on conditions, particle tracking can
be conducted in chronological order, in reverse chronological order, or using the
procedure for the cases when particles cannot be observed.

9.2.1 Particle Tracking Between Two Frames

(1) Basic Methods

First, themicrostructures of structural and functionalmaterials (such as those listed in
Table 9.2) or the structural components of industrial products are analyzed based on
the quantitative geometric analyses from Sect. 8.5, and various parameters based on
classical geometry, differential geometry, and modern geometries such as topology
are calculated as necessary. Although these can be classified between size, shape,
and spatial distribution, the parameters associated with size and shape are used here.
Methods by Nielsen et al. use the center of gravity and volume [5]. The author’s
group uses the center of gravity, volume, and surface area due to the consideration of
shape effects [6]. Furthermore, the internal structure is assumed to have either size
distributions, shape distributions, both, or neither, due to characteristics of the sample
conducting tracking. For these reasons, the authors defined the matching probability
parameter mentioned below, determined the optimal values of the interior parameters
α, β, γ (α + β + γ = 1) for each sample and image pair, and assured the accuracy
of particle tracking [6].
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Table. 9.3 Summary of growth and annihilation patterns, applications, and actual examples of
internal structures (e.g., particles, pores, or regions when particle tracking is needed). The black
arrows in the rightward direction indicate particle tracking that should be conducted in the forward
direction of time and the black arrows in the leftward direction indicate particle tracking that should
be conducted back in time. The methods in Sect. 9.2.1 (1) are used for both cases. The large gray
arrows refer to steps where particle tracking methods for “non-visible particles” (Sect. 9.2.1 (5))
need to be conducted

Pattern

Imaging steps for obtaining 3D images (Time series)

Examples
Step n - 2 Step n - 1 Step n Step n + 1 Step n + 2

A: Growth or 
expansion

- Growth/expansion of particles
- Migration of particles

B: Nucleation and 
growth

- Precipitation of particles
- Initiation of damage or cracking
- Assembly of micro parts

C: Annihilation
- Pore collapse or particle dissolution
- Crack closure
- Falling-off of a part

D: Growth and
coalescence

- Coalescence of particles due to growth
- Particle coalescence due to migration
- Imaging of neighboring parts

E: Division
- Fracture of particles or parts

F: Renucleation after 
annihilation

- Precipitation after particle dissolution
- Collapse of pores and subsequent

renucleation

G: Observation 
before nucleation or 

invisible

- Prediction of fracture path before
fracture using subsequently formed
fracture surface

- Invisible nucleation process

Particle, pore, etc.

Nucleation

Annihilation

Coalescence

Division

Annihilation Renucleation

VisibleInvisible or nonexistent

Mi, j
P = αMi, j

L + βMi, j
S + γ Mi, j

V (9.8)

Here, MP
i,j is set as the matching probability parameter between the particle

labeled i in the 3D image at the mth stage and the particle labeled j in the 3D image
at the (m + 1)th stage. Furthermore, the parameters relating to the center of gravity,
surface area, and volume are set as ML

i,j, MS
i,j, and MV

i,j, respectively. MS
i,j and

MV
i,j are normalized by taking the surface area and volume ratios, respectively, of

particles i and j.ML
i,j is defined as follows [6]:

Mi, j
L =

{(
rs − di, j

)
/rs

(
di, j ≤ rs

)
0
(
di, j > rs

) (9.9)

Here, di, j is the distance between particles i and j after registration, rs is the search
range for particle tracking, using optimal values determined in advance based on the
given sample [6].
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(2) Cluster Matching

Without exceptions, particle tracking accuracy must be as close to 100% as possible
for the 3D mapping of mechanical quantities. The reason for this is clear with
3D strain mapping as an example; here scenarios of two different particles in two
consecutive images erroneously identified as the same would result in calculations
of massive strain at these locations, which would then be assessed as the weakest
spots. Particle trackingmust be conducted without error even in areas where particles
are densely packed together to avoid this issue. The authors use cluster-matching to
achieve these objectives [6].

Themodified spring model, which is a type of cluster matching, uses a total ofN sp

hypothetical springs that connect a large cluster of particles, as shown in Fig. 9.4. The
sum of elastic energyEsp of all the hypothetical springs is calculated from the relative
vectors determined from the positions of particles in the anterior and posterior 3D
images (bk and bk ′, respectively).

Esp = 1

Nsp

∑Nsp

k = 1

∣∣b′
k − bk

∣∣
|bk | (9.10)

Esp is then calculated by sequentially changing the correspondence relation of parti-
cles between 3D images before and after deformation with data suspected to be
matched in error due to relatively close values ofMP

i,j. The particle mapping is ulti-
mately determined so that Esp is minimized. This enables the mapping of the same
particle between two consecutive 3D images even if local heterogeneous deformation
occurred in locations where the particles are clustered.

Pended particle
Pended particles

Tracked particle

Before deformation After deformation

Fig. 9.4 Schematic of a modified spring model that is locally applied to regions where particles are
clustered. Adjacent particles are connected with a hypothetical spring and are mapped to minimize
the total elastic energy before and after the deformation of the sample in this region [6]
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(3) Particle Tracking Prediction

Particle tracking can be difficult in the presence of large and heterogeneous sample
deformation represented by necking deformation of plastically deforming metals.
In these cases, conducting particle tracking prediction, in addition to the methods
mentioned in the previous section, is effective [7]. The simplest tracking prediction is
to apply the deformation experienced at the macroscale by the sample (e.g. tension,
shearing, or torsion) in the moving image. Other reports have indicated methods
that predict particle deformation using the elastic and plastic stress field solutions
of the crack tip [7], as well as particle tracking methods not constrained by micro-
/macroscale sample deformation systems, individually formulating the trajectories
of each particle in a nonlinear manner [7].

(4) Application Examples

A schematic of an experiment where in situ observations of expanded graphite were
conducted after compression is shown in Fig. 9.5 [8]. Expanded graphite derives
its name from how sulfuric acid penetrates between the layers of graphite, causing
the interlamellar spaces to expand in the c-axis direction to form worm-like shapes.

Fig. 9.5 Experimental overview of in-situ observations of the expanded graphite solidification,
compression, and restoration process. The mold and punch are made of a polymer. Successive
in-situ observations of the process were taken with projection-type X-ray tomography at SPring-
8. There are no structures/microstructures that can be identified in the expanded graphite interior
or surface with X-ray tomography, so the deformation behavior was quantitatively determined by
attaching marker particles to the expanded graphite surface (A in the top figure) [8]
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The elastic repulsion when this material is compressed is widely used as a sealant in
various industrial fields. However, its shape repulsion mechanism has not clarified
until now, as the internal structure of the material is complex and in situ observations
of its deformation processes could not be conducted. With this in mind, the authors
created a mold and punch with polymers that have high X-ray transmissivity. In situ
observations of a series of processes comprising solidification, compression, and
recovery of the expanded graphite packed inside were conducted with projection-
type X-ray tomography at SPring-8 [8]. This corresponds to Pattern A in Table
9.3. As there are no structures/microstructures that can be identified with X-ray
tomography on the interior or surface of the expanded graphite, not only can the
deformation be quantified but the shape of the expanded graphite particles cannot be
visualized, particularly after solidification. As shown in Fig. 9.6a, b, marker particles
were artificially affixed beforehand on the expanded graphite surface, its deformation
behavior visualized as shown in Fig. 9.6c, d, and quantitatively determined as shown
in Fig. 9.6e [8].

As shown in Fig. 9.6a, the shapes of expanded graphite particles after solidification
do not have aworm-like shape as reported up until nowbut rather in the shape of finely
divided sheets. The expanded graphite sheets curved significantly during the solidifi-
cation process due to adjacent worms, after which it deformed to recover the curved
section during compression. Simple compression and recovery in the c-axis direction
are conventionally considered to be the expanded graphite particle recovery mech-
anism; however, strains formed in a complex manner within the expanded graphite
particles due to 3D deformation and strain distributions, showing that interactions
such as the expansion, curving deformation, and friction acting between the expanded
graphite particles combined to bring about its recovery properties [8].

Next, let us consider the analysis ofmaterial fracture. There are indications present
before the formation of macroscale fractures in the material, as well as slight signs
before this. The signs during the initial stage are nomore than slight changes generally
difficult to detect or assess. However, it should be possible to qualitatively determine
the signs in the initial stage in a set of 3D images, which accurately record this sign
by repeatedly reviewing these images. Taking this a step further, tracking microscale
cracks and damage back in time to the stage immediately before those fractures were
clearly observed allows for the specification of cracking and damage initiation points
and the correct assessment of coalescence. This corresponds to Patterns B and D in
Table 9.3.

Figure 9.7 shows the damage visible when Al–Mg alloys were tensioned at rela-
tively high speeds and temperatures, as well as their development [9]. An extremely
large number of defects can be observed immediately before fracture but the coarse
defects, which dominated sample fracture, occurred in the initial stage. Tracking
damage back in time enables the accurate specification of determining when all
defects occurred. Figure 9.8 shows a summary of these types of analysis results. In
this case, the liquid–metal wetting technique introduced in Sect. 5.5.1 was applied
immediately before fracture and a 3D image of a crystallographic grain boundary,
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(e)

Upward displacement
Downward displacement

Compression direction

Fig. 9.6 a A single expanded graphite particle and the b marker particles affixed on its surface
(center of gravity locations indicated with black circles) with the expanded graphite particle shape
reconstructed by enclosing these dots with surfaces, shown in c and d; e shows the vectors indicating
the displacement of each marker point following compaction, compression, and recovery. The
original figure is in color, so please refer to the figure of the original publication for details. Bending
deformation exceeded the recovery (expansion) in the plane-normal direction and the deformation
during the recovery of the expanded graphite particles is shown to be highly complex [8]

as shown in Fig. 9.7b, was obtained. This is used to investigate all voids, specifi-
cally to check whether the damage initiation point was at the crystallographic grain
boundary or within the grains, and whether they were caused by dispersed particles.
The behavior of actual materials is extremely complex, observing a 3D image. It
is often the case that the predominant factor cannot be determined. However, these
analyses showed that voids initiated due to the presence of dispersed particles on the
crystallographic grain boundaries expanded significantly and were directly linked
to the ultimate fracture of the material. The validity of these types of results can be
easily verified by reviewing 3D images as shown in Fig. 9.7b. This can be considered
the main strength of image-based analysis.
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(a) Voids and particles observed during deformation (b) Grain boundary image superposed on (a)

Fig. 9.7 Observation results of damage nucleation and growth behavior duringAl–Mg alloy tension
tests at temperatures of 500 °C and a strain rate of 10–2 s−1[9]; a shows the voids and particles at
a given observed region during deformation. The right-hand figure showed the superposition of a
3D image of crystallographic grain boundaries obtained from the liquid–metal wetting technique.
The original figure is in color; please refer to the figure in the original publication for details

(a) Growth behavior of voids nucleated at each

loading step

(b) Histograms of void diameter at an applied strain

of 13%, which have been classified according to its

nucleation sites (grain boundary or grain interior) and

modes (heterogeneous nucleation (i.e. nucleation on

particles) or homogeneous nucleation independent of

particles).

Fig. 9.8 Analysis results of the 3D image sets in Fig. 9.7 [9]. In a, all observed voids were tracked
back through time, the initiation stage was specified and the growth behavior through each initiation
stage was summarized; b shows whether the initiation points were due to crystallographic grain
boundaries or the particles, in the form of histograms. Voids on crystallographic grain boundaries,
which were generated due to particles, have coarse growth
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(5) Non-visible Particle Tracking Methods and Application Examples

Detailed methods among those corresponding to “(3) Particle Tracking Prediction”
can continuously track the position of particles to where they should be, even if
they are no longer visible. This corresponds to Patterns B, C, F, and G in Table 9.3.
Examples of these types of methods are introduced here [7]. These are generally
referred to as 3D scattered data interpolation.

ui =
N∑

j = 1

c j g
(‖pi − p j‖

)
(9.11)

Here, ui is the particle displacement; N the number of particles; ‖·‖ the Euclidean
distance between particles; g (‖·‖) the radial basis function; p i and p j are the
positions of particles i and j, respectively; and cj is the complement coefficient to be
determined.The radial basis functionhas a formsimilar to that inFig. 9.9, is a function
of distance r from the center, and is dependent on the coefficient k. The displacement
field is generally expressed for all particles using the radial basis function, where
each particle is at the center.

⎛
⎝ u1x · · · uN

x

u1y · · · uN
y

u1z · · · uN
z

⎞
⎠ =

⎛
⎝ c1x · · · cNx
c1y · · · cNy
c1z · · · cNz

⎞
⎠
⎛
⎜⎝

g(‖p1 − p1‖) · · · g(‖p1 − pN‖)
...

. . .
...

g(‖pN − p1‖) · · · g(‖pN − pN‖)

⎞
⎟⎠ (9.12)

Equation (9.12) is always a positive constant using an appropriate radial basis
function (e.g. Gaussian function) and the complement coefficient cj can be deter-
mined by solving the equation. The displacement u of the invisible particles can be
assumed to follow a local displacement field if cj can be determined; this is calculated
with the following equation:

Fig. 9.9 Radial basis
function shape. This shape
varies widely depending on
the coefficient k
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u =
N∑

i = 1

ci g(‖P − pi‖) (9.13)

Here, P is the initial position of the non-visible particles. This method has been
used for assessments on whether hydrogen micropores temporarily eliminated from
shot peening [10] or hot rolling [11] re-precipitate as hydrogen gas, as well as in
research specifying the fracture initiation points in 3D images before loading using
fracture surface trajectory predictions back in time [12]. Figure 9.10 shows pores
that were temporarily eliminated due to hot rolling and regenerated as a result of
hydrogen gas precipitation in the same location with re-heating (pore C in the figure)
[11]. Equation (9.13) can be used to identify whether the pores prior to annihilation
and after regeneration are identical.

Figure 9.11 is a research example specifying microstructures that became fracture
initiation points in a high-strength aluminum alloy [12]. The fracture surface first
appears only after fracture and does not exist in the material prior to this event. Weak
microstructures steadily receive damage during plastic deformation of the material
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After 38% reduction

Pore A

Pore B

Pore D

Pore C
Particles (Lead)

Pore

20 m

After 60% reduction

After 46% reduction After 52% reduction

After heating at 540 C for 4 h 

after 60% reduction

Fig. 9.10 Annihilation, remaining, and regeneration behavior of internal pores when an Al-4 Mg-
0.05Pb alloy was rolled up to a maximum reduction rate of 60% at room temperature and then
subsequently held at high temperature [11]. Pore A was eliminated through rolling and did not
regenerate even with heat treatment. Pore B was not annihilated even with rolling and remained
throughout the experiment. Pore C was temporarily annihilated through rolling and later reinitiated
in the same position with heat treatment. Pore Dwas newly formed after heat treatment. The original
reference has the figure in color; please refer to this for details
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Before loading
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After 9th loading step
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Fig. 9.11 Results of trajectory prediction by following the fracture surface coordinates back in time
to the pre-load images.Thiswasdonebyusing3Dscattereddata interpolation after the coordinates of
the fracture surface (crack) from ductile fracture in the high-strength aluminum alloy were recorded
as high-density coordinate points. The microstructure of the fracture plane could be matched with
that of the pre-loading image and the fracture initiation point could be specified. The original figure
is in color; please refer to the original reference for details [12]

and eventually result in fracture. It is extremely important to specify these weak
initial microstructures. Figure 9.11 shows that hydrogen pores in regions where the
terminals of elongated pancake-like grains in the initial microstructure happen to be
arranged in the horizontal direction ultimately dominate fracture behavior. Matching
the specified fracture initiation points with the individual dimple patterns on the
fracture plane can enable the quantitative assessment of the extent to which the
fracture mechanism is predominant.

9.2.2 Hierarchical Tracking Methods

Aoki and Nakazawa have used approximately 1% of all particles as landmarks to
conduct matching between 3D images using relaxation matching [7, 13]. Further-
more, they referred to the remaining particles as non-landmarks, the landmark
matching results are used for matching the remaining particles from the estima-
tion of mobile vectors using radial basis functions. This enables 3D imaging and
particle tracking to be conducted simultaneously [7, 13].
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The landmark particles in the image before and after the present time are set as
A ={a1, a2, . . . , aN } and B ={b1, b2, . . . , bM}, respectively. The probability vector
of the particles ai in A and B is expressed as pi = [

pi(1), pi(2), . . . , pi(M)

]T
ÎR

M
.

Here,
∑

k ′ pi(k ′) = 1. The probability vector is initialized as followswhen the volume
of particle ai and particle bk (Vi and Vk , respectively) are under the allowable value
RC [7]:

p0
′

i(k) =
{
1 if

∣∣∣ Vk−Vi
Vi

∣∣∣ ≤ RC

0 otherwise
p0i(k) = p0

′
i(k)∑
p0

′
i(k ′)

(9.14)

Next, the probability matrix at time t is updated with the updating coefficient qi
(k) [7]:

pt+1
i(k) = qi(k) pti(k)∑

qi(k ′) pti(k ′)
, qi(k) =

∑
j∈ζi

max
(
γij(k, l)p

t
j (l)

)
(9.15)

Here, γ ij (k, l) is the assessment function that determines matching success; eij
(k, l) is expressed as follows by setting the distance between two landmark particles
as d [7]:

γij(k, l) = max
(
1 − 1

W eij(k, l), 0
)

eij(k, l) = ‖dkl−dij‖
‖dij‖ (9.16)

As shown in Eq. (9.15), the most certain match between particles A and B is the
combination where the probability vector at the current time multiplied by γ ij (k, l)
is maximized; γ ij (k, l) = 1 if eij (k, l) = 0, and γ ij (k, l) = 0 if eij (k, l) is above its
critical value W.

The non-landmark matching method conducted afterwards is the same as that in
Sect. 9.2.1 (5) [7].

9.2.3 3D Strain Mapping

(1) Method

Several dozen to a hundred thousandparticles can typically be tracked in an aluminum
alloy for a single field of view in a single 3D image using methods from Sects. 9.2.1
and 9.2.2. Next, the sample interior can be divided into multiple tetrahedrons with
the tracked particles as vertices by using the Delaunay tessellation introduced in
Sect. 8.3.4. Assuming the deformation is small, the vertical strain (εx, εy, εz) and
shear strain (γ xy, γ yz, γ zx) in a single tetrahedron can be calculated from the particle
deformation (ui, vi, wi), (uj, vj, wj), ( uk , vk , wk), and ( ul, vl, wl) at four vertices i, j,
k, and l [6, 7].
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{
εx εy εz γxy γyz γzx

}t = [
Bi B j Bk Bl

]{
ui vi wi u j v j w j uk vk wk ul vl wl

}t
(9.17)

Here, [Bi] from Eq. (9.17) is defined as follows:

[Bi ] = 1

6V

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

oi 0 0
0 pi 0
0 0 qi
pi oi 0
0 qi pi
qi 0 oi

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(9.18)

Here, V is the volume of the tetrahedron and oi, pi, and qi are as follows:

oi = ykz j + yl zk + y j zl − ykzl − y j zk − yl z j (9.19)

pi = xl z j + x j zk + xkzl − x j zl − xl zk − xkz j (9.20)

qi = xl yk + x j yl + xk y j − x j yk − xk y j − xl yk (9.21)

Here, xj, yj, zj, xk , yk , zk , xl, yl, and zl are the coordinates of the tetrahedron vertices
j, k, and l. [Bj], [Bk], and [Bl] can be similarly determined by substituting i → j, j
→ k, k → l, and l → i, respectively.

Furthermore, digital volume correlation can also be used for 3D strain mapping.
Commercially available software is also sold for this. Details can be found in the
referenced article [7].

(2) Application Examples

There are virtually nomethods that visualize plastic strains in 3D, therefore, it is often
the case that applications of 3D strain mapping enable the observation of specific
behaviors in the material interior that have not been identified until now. Figure 9.12
shows ex-situ observations of the aluminumalloy hot-rolling process [11]. Compared
to adding external disturbances on a sample rotation stage during the in-situ observa-
tions introduced in Sect. 4.5.1, ex-situ observations involve the application of external
disturbances after the sample is removed from the sample rotation stage and then
returning it to that stage, after which observations are repeated. Absorption contrast
tomography is used in this case, but there are not many particles with which particle
tracking can be conducted in these materials. For these reasons, fine and soft lead
particles, which do not influence the compression deformation that occurs during
rolling in the material preparation process, are artificially added and dispersed at a
microscale and high-density level. This enables 3D strain mapping. The aluminum
alloy is not homogeneously compressed during rolling and instead has the shear
band run centrally through the alloy, which induces local tension; a representative
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(a) Strain range of 0~6% (b) Strain range of 28~38%

(c) Strain range of 46~52% (d) Strain range of 52~60%
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Fig. 9.12 Application of 3D strain mapping to assess the annihilation, remaining, and recovery
behavior of internal pores when an Al-4 Mg-0.05 Pb alloy was rolled to a maximum reduction
ratio of 60% at room temperature; it was then held at high temperatures. Normal strains in the
compression direction due to rolling are shown. The reference has a color figure for the same
observation; please refer to this for details [11]

example is shown in Fig. 9.12b [11]. This causes manufacturing defects to remain
in the material without collapsing, regardless of whether the material is sufficiently
rolled.

Strain mapping has a variety of uses that are not merely limited to the visualiza-
tion of plastic deformation. Figure 9.13 is an example of 3D strain mapping during
tensile experiments of Al–Zn–Mg alloys with a high Zn content (approximately
10%), which are likely to exhibit hydrogen embrittlement [14]. The localization of
plastic strains in a gauge section can be clearly observed from the early stages of
tension through this 3D mapping. Furthermore, high-density nanovoids with diam-
eters of several nm to approximately 10 μm are present in the material. This is
clarified with multi-scale observations that combined the three techniques of trans-
mission electronmicroscopy observations, imagingX-ray nanotomography using the
Fresnel zone plate introduced in Sect. 5.1.1 and standard X-ray microtomography
[14]. The material should undergo slight expansion with the formation of nanovoids.
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Fig. 9.13 Hydrostatic strain distribution when Al–Zn–Mg alloys with high Zn content are
hydrogen-charged with electric discharge machining during tensile tests; a shows when the load
strains are between 2.1–6.8% (holding time of 0.53 ks) and b shows when the load strains are
between 1.1–5.5% (holding time of 3.34 ks). Both show hydrostatic tensile strain with a maximum
of over 1% and an average of around 0.2%. These are due to nanovoids with a diameter of several
nm to μm that are generated at a high density in the material interior. The original figure is in color;
please refer to the figure in the original publication for details [14]

Figure 9.13 shows the spatial distribution of this expansion in the form of hydrostatic
strains using 3D strain mapping.

Finally, dislocation density measurements using 3D strain mapping are intro-
duced. Plastic strains occur due to dislocation activity and are distinct only in their
nano- or micro-scale perspectives. Figure 9.14 shows the calculations of statistically
stored dislocation (SSD) and geometrically necessary dislocation (GND) using 3D
strain mapping [15]. For example, the SSD density ρSSD is calculated as follows
from the equivalent plastic strain εp [16]:

ρSSD =
√
3εp

bl
(9.22)

Here, l is the mean free path of the dislocation and b is the Burgers vector. The
GND density ρGND is as follows [17]:

ρGND = r
ηp

b
(9.23)

Here, r is the Nye coefficient (1.9) and ηp is the plastic strain gradient. Figure 9.14
shows the increases in atomic vacancy concentrations due to the motion of screw
dislocation, including jogs. As dislocation density in thematerial can be calculated in
the form of 3D maps, assessments of how the hydrogen is being trapped in hydrogen
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Fig. 9.14 Calculations of dislocation density and atomic vacancy concentration distribution using
the data for 3D strain mapping when the Al–Zn–Mg alloys with high Zn content were hydrogen-
charged with electric discharge machining during tensile experiments. The load strain is 4.4%. The
densities of screw dislocation and edge dislocations in both SS and GN dislocations were assumed
to be equivalent for calculations. The original figure is in color; please see the original reference
for details [15]

trap sites (e.g. dislocations, crystallographic grain boundaries, precipitates, atomic
vacancies, and pores) can be conducted at the local region level, such as at the crack
tip [15].

9.2.3.1 Local Fracture Resistance Mapping

(1) Particle Tracking-Based Methods

If the particle tracking in Sect. 9.2 is achieved, then this can be applied to other
methods besides 3D strain mapping. One example of this is the direct measurement
of fracture mechanics parameters such as the stress intensity factor and the J-integral.
To the best of the authors’ knowledge, no methods exist that directly measure local
fracture resistance along the crack front or driving forces of crack propagation, other
than those that combine X-ray tomography and particle tracking. Figure 9.15 shows
the distribution of fatigue cracks andmicropores near the crack front [18]. The authors
sought to conduct high-densitymapping of the stress intensity factor by tracking these
pores during early synchrotron radiation X-ray tomography experiments [18]. Part
of these results is shown in Fig. 9.16 [18]. This is the mapping of the driving force
of mode I (opening) crack propagation. Elastic fracture mechanics generally relates
modes’ I, II, and III stress intensity factors kI, kII, and kIII with the displacements ux,
uy, and uz in the x, y, and z directions, respectively, as follows:
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Crack front

Fig. 9.15 Magnification of the crack tip section when a fatigue crack was induced in an A2024
aluminum alloy [18]. The black dots are pores, the average diameter 3.6 μm, and there are 805
pores total in the above enclosure. These are the earliest experiments where the fracture mechanics
parameters were determined with particle tracking
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Fig. 9.16 Determination of the fracture mechanics parameters through inverse analysis, using the
physical displacements obtained by tracking the pores near the crack tip seen in Fig. 9.15 [18].
This is the first research of its kind conducting high-density 3D mapping of fracture mechanics
parameters like the stress intensity factor along the crack front
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Fig. 9.17 Results of preparing fatigue pre-cracked A2024 aluminum alloy materials, where the J
integral distribution along the crack front was mapped in 3D using in-situ observations during frac-
ture toughness experiments [19]. Changes in the distribution of driving force for crack propagation
can be seen as the crack propagated

ux = 1 + ν

E

√
2r

π

{
kI cos

θ

2

[
1 − 2ν + sin2

(
θ

2

)]
+ kIIsin

θ

2

[
2(1 − ν) + cos2

(
θ

2

)]}
+
(
1 − ν2

)Trcosθ
E

(9.24)
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uz = 2
1 + ν

E

√
2r

π
kIIIsin

θ

2
(9.26)

Here, r and θ are the distance and angle from the crack tip to the particle, E
is Young’s modulus, ν is Poisson’s ratio, and T is the T stress. A single pair of
local stress intensity factors can be calculated from the displacement of a single
particle. The driving force for crack propagation along the crack front is extremely
heterogeneous; this results in areas where crack propagation is greatly advanced or
has outpaced other areas, becoming more intricate and yielding complex crack front
morphologies. Furthermore, mapping of the driving force of crack propagation was
conducted for mode II (in-plane shear) and mode III (antiplane shear) in reference
[18]. This research visualized the local behavior of the crack closure processes, which
are extremely important to the understanding of fatigue cracks. This research also
directly linked the generation of the roughness-induced crack closure with the source
of this phenomenon, i.e., the changes in the local driving force of crack propagation
in both modes II and III [18].
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Figure 9.17 shows these analyses in the range of elastic fracture mechanics [19].
The equations used for these calculations are omitted here, but the principles of
derivation for the J-integral are the same as in Fig. 9.16.

(2) Analyses Based on the Crack Opening Profile

The crack-tip opening displacement (CTOD) is a parameter that assesses the extent
of plastic deformation by using the opening amount of the crack tip, whose crack
opening occurs due to plastic deformation near the tip. As is the case with the stress
intensity factor and J-integral, theCTOD is used as a fracture criterion by determining
its critical value. However, there are no experimental measurement techniques for
directly measuring the CTOD aside from the specimen surface, therefore, this must
be estimated from the opening amount of the crack mouth, which can be measured.
However, CTOD distributions near the crack front can be directly and accurately
measured if X-ray microtomography is used and the spatial resolution of the 3D
image is sufficiently smaller than the opening amount.

Figure 9.18 shows examples ofCTODmeasurements in fracture toughness experi-
ments of aluminum alloys [20]. Considering crack deflection, a linear segment close
to the crack tip is detected and an algorithm that measures CTOD is prepared by
specifying the crack tip based on this detection. Figure 9.19 shows the driving force
for crack propagation along the crack front determined in this manner. This material
comprises a dual-phase microstructure, where the eutectic structure in the right half
of the figure has a low fracture resistance that allows for cracks to progress ahead
of others, while the α - aluminum phase in the center has an extremely high frac-
ture resistance that arrests cracks. CTOD measurements showed that the fracture
resistance in the two phases varied by a factor of 10 in practice.

Fig. 9.18 Example of
measuring the crack-tip
opening displacement
(CTOD) in a cross-section
when conducting in-situ
observations of the fatigue
pre-cracked Al-6.7%
Si-0.31% Mg aluminum
alloy during fracture
toughness experiments [20]
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Fig. 9.19 Results of 3D mapping the distribution of CTOD along the crack front when conducting
in-situ observations of fatigue pre-cracked Al-6.7% Si-0.31% Mg aluminum alloy during fracture
toughness experiments [20]. Changes in the distribution of the driving force for crack propagation
can be seen as the crack propagates. The original figure is in color; please refer to the reference
publication for details
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9.3 Reverse 4D Materials Engineering

Finally, we introduce an X-ray tomography-based development method [21] for
materials design that combines the quantitative assessment of internal microstruc-
tures, image-based simulations, and 4D image analyses obtained in Chap. 8 and this
chapter. The main prerequisite for applying this method is that the microstructures or
internal structures that stipulate the various behaviors of the materials or industrial
products of interest are properly recorded in 3D images. Both synchrotron radiation
and industrial X-ray CT scanners can be used if this prerequisite is met. Once the
complex 3D microstructure was expressed with multiple parameters from the quan-
titative geometric analysis in Sect. 8.5, this can be expressed by a limited number of
parameters through coarsening. This becomes the design variable of the material’s
design. Next, the material characteristic to be optimized is selected as a target vari-
able, after which predictions of the optimal value, worst value, and characteristic
value for a given microstructure morphology are made. This is shown schemati-
cally in the bottom row of Fig. 9.20. Changes in the target variable when the design
variable is varied are determined not through experimental trial and error but the
3D image-based simulations discussed in Sect. 8.6. It is currently possible to obtain
high-accuracy 3D images, however, there are high computational costs and work
required for image-based simulations that use these images as is, particularly for
modeling. For these reasons, the number of computational models is limited to some
small numbers and optimization with such limited data points is required. Currently,
these aspects are major technical challenges. In contrast to the standard material
development process shown in the upper row of Fig. 9.20, this material development
process takes a path that is opposite to the standard one that starts from the internal
microstructure of existing materials to material design. This is referred to as reverse
4D materials engineering (R4ME).

Figure 9.21 shows the application of R4ME on ductile fracture due to particle
fracture and hydrogenmicropore growth inA2024 aluminum alloys. After ultimately

Fig. 9.20 Schematic of reverse 4D materials engineering [21]
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Predicted optimum 

microstructure

Predicted weakest 

microstructure

Fig. 9.21 Application of reverse 4D materials engineering with regards to ductile fracture due to
the particle fracture and growth of the internal hydrogen micropores in an A2024 aluminum alloy.
The volume ratio (I2) of areas in the aluminum section, which exceed a total equivalent plastic
strain value of 0.05, was set as an indicator for how easily the material would fracture (objective
function). A total of 45 geometric parameters expressing the particle and pore size, shape, and
spatial distribution were used; ultimately five parameters were selected through statistical analysis

coarsening into a combination of particles and pores comprising five design variables,
the relationship between these variables and target variables, which express the ease
of fracture, are shown with a metamodel. Figure 9.21 shows the selection of two
parameters among thefivedesignvariableswhose correlationswith the target variable
are strongest and where the response surface was drawn as a 3D graph. The fracture
resistance changes significantly with changes in the microstructure; both the optimal
and weakest microstructures can be clearly observed. Utilizing X-ray tomography
during material development to obtain the optimal structures makes it possible to
obtain materials and industrial products with superior performance without relying
on specialized equipment or raw materials.

The 3D/4D images obtained from X-ray tomography can solidly reflect
the microstructures and internal structures of material and industrial products;
phenomena can also be accurately understood through 4D observations and its
various accompanying analyses. However, materials, industrial products, and phys-
ical phenomena are in reality highly complex, and their true natures tend to be
difficult to understand by using the 3D/4D observations. As shown in Fig. 9.21, the
relationships between various phenomena and materials or industrial products can
be accurately assessed and more easily understood using methods such as R4ME.
Furthermore, material design guidelines with higher accuracy can be achieved and
their performance increased in this manner.
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Chapter 10
Dimensional and Morphological
Measurements

Industrial X-ray CT scanners have been increasingly used to measure the internal
and external dimensions and shapes of various industrial products and components,
being used as coordinate measuring machines (CMM). There are currently products
referred to as dimensional X-ray CT scanners, which are commercially available.
Moreover, accuracy assessment methods have also been standardized.

Incidentally, modern industrial products have external shapes whose complexity
cannot be fully expressed with a drawing alone and have fine internal structures,
which can be controlled to a high degree of precision. As such, there is an increasing
requirement for measuring and managing the dimensions and shape of end products,
assuring product quality by determining its internal defects. Being able to conduct
dimension and shape measurements of products in 3D enables a clear assessment of
whether a product was created as designed and whether it conforms to standards. The
internal structure of products and components, which otherwise have no means of
measurement, are primarily assessed through cutting; however, a proper assessment
is difficult to conduct for its required cost and effort. The role of X-ray tomography in
this context is extremely significant. X-ray tomography also has the benefit of being
able to assess external shapes accurately without being affected by various factors,
which would otherwise be affected by conventional contact-based or optical-based
dimensional/morphological measurement methods (e.g. light reflection from glossy
surfaces, overhanging structures, surface roughness). Meanwhile, one cannot ignore
the presence of various issues unique to X-ray tomography, such as the trade-off
between sample size and spatial resolution, which was not an issue with conventional
measurement methods (Sect. 7.5.1), as well as various noise unique to X-rays and
artifacts. The various issues presented in this book should be duly considered while
conducting 3D imaging to prevent them from becoming actual weaknesses of the
X-ray tomography—a lesson that holds true for dimensional and morphological
measurements as well.

© Springer Nature Singapore Pte Ltd. 2021, corrected publication 2021
H. Toda, X-Ray CT,
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(a) Shape designed by means of the

3D CAD

(b) Polygon data of a casting

obtained from the X-ray

tomography

(c) Contour map representing shape

error between the designed shape and a

real product

(d) Appearance of analysis in (c) using a software for the reverse engineering (Computer screen)

Fig. 10.1 Example of reverse engineering using an X-ray CT scanner; analysis example using a
Nihon Visual Science PointMaster V5.5 (courtesy of Katsuhiko Taki of Nihon Visual Science)

The representative application example of dimensional and morphological
measurements is probably the measurement of the wall thickness and bore diam-
eter of hollow components. The registration of 3D images of the obtained compo-
nents and products and 3D CAD models using the methods discussed in Sect. 9.1
allows for the quantitative assessment of how much both components vary and in
which locations. Figure 10.1 shows an implementation example of this. The product
is a bell housing casting in an automobile. This type of assessment is particularly
important during the trial manufacturing stage of the component or product, also
when transitioning from trial production to mass production. Furthermore, the types
of assessments mentioned above can be conducted when several components are
assembled, as shown in Fig. 6.13, using X-ray tomography. Furthermore, the rela-
tionship between the performance and actual shape/productionmethod of the product
can be clarified by conducting various simulations using the measured 3D compo-
nent morphology, which can, in turn, be used to optimize themorphology and control
performance variability. In this manner, the 3D data provided by X-ray tomography
matches extremely well with the design, analysis, and manufacturing process of
industrial products based on current computer-aided design (CAD), computer-aided
manufacturing (CAM), and computer-aided engineering (CAE).
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A representative example, which requires internal defect measurements, is the
detection of packing deficiencies, shrinkage cavities, porosity, and cracks in cast
materials such as aluminum and injection-molding plastic materials. This enables
efficient determinations, which not only eject components with the above-mentioned
properties from the production line but also leave products with harmless defects in
the production line. X-ray tomography-based dimensional/morphological measure-
ments are also important in the configuration of new manufacturing processes, such
as the production of components from 3D printers.

Industrial products with high accuracy and reliability have been pursued in the
various fields of manufacturing industry. The active and efficient use of X-ray
tomography should be promoted to ensure that these properties are maintained and
developed in the future.

10.1 Device Technology

Figure 10.2 shows the characteristics of dimensional X-ray CT scanner device tech-
nology. Temperature control in the device (20 ± 0.5 °C [1]), vibration control, and
positional stability due to a high-stiffness/low-thermal expansion stage [1] can be
thought of as considerations unique to dimensional X-ray CT scanners. Temperature
control is operated continuously over 24 h to regulate sample drift during startup.
Furthermore, vibration control is included not only as control of the housing inte-
rior and exterior but at times in the assessment of the installation environment and
its control. Next, the use of high-spatial-resolution detectors, microfocus radiation
sources, and high-accuracy positioning stages is standard practice in obtaining high
spatial resolution. As detailed in Sect. 7.5µ, the maximum spatial resolution of an
X-ray CT scanner is constrained by the lowest accuracy among the various factors in
X-ray tomography including the X-ray source, sample rotation stage, X-ray focusing
elements in the case of an imaging optical system, and detectors. However, accuracy
and traceability are more important than spatial resolution for the X-ray CT scanners
as coordinate-measuring machines. In these cases, there are two factors associated
with measurement accuracy: the deviation from the true value and the extent of
data variation for each measurement. The positional stability of the focal spot and
attachment of 2D measurement devices for correction and confirmation (e.g. laser
interferometer) are important to ensure traceability. The voxel sizemust be accurately
corrected for these cases. There are commercially available devices that automatically
correct values and reflect this in the measured parameters. Some devices control the
focal spot position in real-time so that it has no variation. High-energy X-ray sources
and large-scale, high-accuracy, high-load-capacity positioning stages must be used
particularly when large products or components are to be measured.

Two situations must be considered with regard to dimensional/morphological
measurement: when relatively high-energy X-ray sources are used to measure large-
scale components and products and when small-scale components and products must
be measured with microtomography. As shown in Fig. 10.2, the device technology,
in either case, is based on that described in Chap. 4, with no special cases in the basic
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Fig. 10.2 Summary of the important elements regarding the device technologies in a dimensional
X-ray CT scanner according to component machine (ten categories in the balloons)

principles and rules of X-ray tomography or its various component devices. In other
words, dimensional and morphological measurements according to the performance
of each X-ray CT scanner can be conducted without necessarily using a machine
referred to as a dimensional X-ray CT scanner if the relationships between the
methods (i.e., various constitutive devices, reconstructions, various image processing
techniques) and the image quality of 3D images (i.e., spatial resolution, noise, and
contrast) are sufficiently understood through this book and if some additional consid-
erations are made with regard to the heat drift and vibrations of the sample. In addi-
tion to the aforementioned consideration of the hardware, a major point of difference
between dimensional and imaging X-ray CT scanners is perhaps the support from
various user-friendly software and the assurance of accuracy. The former refers to
support when simultaneously and rapidly assessing large numbers of measurement
points, or when creating assessment reports. Furthermore, fast imaging and imaging
analysis are necessary to support high throughput and the handling of samples by
industrial robots when setting up production lines for in-line inspection to conduct
a total inspection of products and components. The latter is discussed in the next
section.
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10.2 Measurement Accuracy

10.2.1 Standardization

International testing standards are present when using X-ray CT scanners for
measurements. The reliability of an X-ray CT scanner as a coordinate measuring
machine can be increased with the listing of the characteristics of the scanner as per
international testing standards or with the regular maintenance and correction of the
X-ray CT scanner. At present, we are still in a transitional stage concerning these
types of viewpoints.

First, with regard to the testing standards of X-ray tomography itself, ISO
15,708–1:2017 provides a definition of the terminology used [2]; ISO 15,708–
2:2017 provides general principles, devices, and samples [3]; ISO 15,708–3:2017
provides the operation of industrial X-ray CT scanners and the interpretation of the
obtained images [4]; and ISO 15,708–4:2017 provides inspections of X-ray tomog-
raphy including dimensional/morphological measurements and assessments of the
device [5]. ISO 15,708–4:2017, in particular, also has descriptions relating to the
accuracy of dimensional/morphological measurements [5].

Meanwhile, VDI/VDE 2617–13 [6] and VDI/VDE 2630–1.3 [7], which are the
German test standards relating to dimensional/morphological measurements as of
2018, have also been applied to X-ray CT scanners outside of Germany. These are
used as guidelines for applying ISO10360, which are the ISO standard for accu-
racy assessments of coordinate measuring machines, to dimensional X-ray CT scan-
ners. Furthermore, VDI/VDE 2630–1.1:2016–05 [8] includes entries on basic items
and definitions, and VDI/VDE 2630–1.2:2016–07 [9] includes entries on influen-
tial quantities relating to the morphological measurements conducted with X-ray
CT scanners. Using these standards enables the comparison of different X-ray CT
scanners based on the definitions in performance assessments of dimensional X-ray
CT scanners and standard devices. According to Matsuzaki, the issue of whether
there are any problems with the application of these standards has been a subject of
international debate [1].

Length measurement errors and probing errors representing local measure-
ment errors are the subjects of the ISO (international standardization) relating
to performance assessments of dimensional X-ray CT scanners [10]. The latest
standardization trends should be studied and used.

10.2.2 Uncertainty in Measurement Accuracy

The assessment of uncertainty in measurement accuracy relating to the various
above-mentioned component devices, post-measurement reconstruction, and 3D
image handling is discussed here. In addition, standard devices for the assessment of
dimensional and shape measurement characteristics in X-ray CT scanners are briefly
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discussed. Various factors relating to imaging hardware, measurement environment,
sample, measurement conditions, reconstruction, and various image processing that
may influence measurement accuracy are comprehensively listed in Table 10.1. It
is important to consider in advance, what the major influences are and what can be
ignored in measurements conducted by the researcher.

Traceability can be guaranteed if there is a standard device whose shape and size
are known in advance and its measurements periodically conducted and reflected in
the dimensional/morphological measurements. This refers to whether the measure-
ment results can be verified to be the same each time and whether the X-ray CT
scanner accurately revises based on measurement results or corrects the measure-
ment data. This requires that the shape and size of the standard device are measured
and confirmed using another coordinate measuring machine or another X-ray CT
scanner with an effective spatial resolution and accuracy that is considerably higher
than theX-rayCT scanner being used for dimensional/morphologicalmeasurements.
Furthermore,measurementsmust be repeatedly conducted and the variation in results
must be statistically assessed to assure reproducibility.

Standard devices of various forms are used. Representative examples, shown in
Fig. 10.3, include the forest gage, where multiple spheres are supported by stays and
standing close together, and step cylinder, which is a hollow cylinder with multiple
steps.The spheres cangenerally bemeasured to assess probing error. Thedimensional
error canbe assessedbymeasuringbetween the twopointswhosedistances are known
in advance. The forest gage is designed so that multiple data can be simultaneously
obtained. Furthermore, the step cylinder considers how changes inmaterial thickness
influence measurements, as well as the verification of internal structure assessment
by measuring the opened holes in the interior.

The difference between themaximum radiusRmax andminimum radiusRmin when
the sphere diameters are measured are assessed as a form probing error in VDI/VDE
2630–1.3. Furthermore, the deviation from the true diameter value determined in
advance is assessed as the size probing error. Sphere size andmeasurement methods,
as well as error calculation specifications, are stipulated here. A standard device in
which four spheres are arranged and attached to a cylinder is used to measure the
distance between spheres with regard to distance error.

VDI/VDE2630–2.1 describes amethod for assessing errorU duringmeasurement
using the corrected standard device. Here,U is expressed as follows, based on various
causes of error [11]:

U = k
√
ucal2 + u p

2 + uw2 + ub2 (10.1)

Here, ucal is the uncertainty when calibrating the standard device using the 3D
measurementmethod, up the uncertainty related to the reproducibility of themeasure-
ment method, uw the uncertainty caused by the sample and the variation in its produc-
tion process, and ub the uncertainty due to the measurement method procedure.
Furthermore, k is a coefficient that varies with the confidence interval, with k = 2 at
a 95.45% confidence interval.
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Table 10.1 Various factors which can influence the measurement accuracy of dimensional X-ray
CT scanners and their classifications

Category Sub-category Cause

Apparatus X-ray source Drift

Ageing

Poor fixation

Beam hardening

Tube voltage

Positioning stage Alignment of a rotation axis

Shortage of load bearing capacity

Eccentricity

Surface runout

Cyclic positioning accuracy

Detector Alignment in beam direction

Angular alignment

Planarity

Sensitivity/Dynamic range

Spatial resolution

Noise characteristic

Pixel size (Poor calibration)

Environment Housing/surface plate Temperature

Stiffness

Installation environment Vibration

Observation object Sample Chemical composition

Size

Deformation

Drift

Surface roughness

Poor fixing

Beam hardening

Condition Measuring condition Number of projections/exposure time

Magnification and its calibration

Selection of a filter

Post processing Reconstruction Cone beam artifact

Reconstruction filter

Image processing Filtering

Various image processing
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(a) 

(b) (c) 

Fig. 10.3 Standard devices used for measurement accuracy assessments of the dimensional X-ray
CT scanner: a step gage, b forest gage, and c is a device made independently by Mr. Takahashi
(courtesy of Yuichi Takahashi of the Gunma Industrial Technology Center)

Table 10.1 does not include ucal. Meanwhile, other factors cover a lot of ground in
actual practice, as shown inTable 10.1, and the substantialmeaning of Eq. (10.1)must
be sufficiently understood by carefully examining the X-ray CT scanner, measure-
ment conditions, sample, and data processing methods. For example, Jiménez et al.
applied the method in Eq. (10.1) on microtomography devices [12]. They expressed
uw and ub as follows [12]:

uw =
√
uw1

2 + uw2
2 (10.2)

ub =
√
ub1 2 + ub2 2 (10.3)
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Here, uw1 is the uncertainty related to the variation in the mechanical properties
of the sample and uw2 is the uncertainty related to the variation in the thermal expan-
sion coefficients of the sample [12]. Furthermore, ub1 is the uncertainty related to
temperature fluctuations during measurement and ub2 is the uncertainty related to
surface position specification [12]. According to them, ucal is equal to approximately
2.5–2.7 µm when an optical coordinate measuring machine is used, accounting
for the largest share of U. This is followed by up, which is measured 10 times
and is approximately 0.5–1.8 µm. Meanwhile, Kraemer et al. similarly investigated
measurement uncertainty using a microtomography device with a focal spot size of
8 µm [13]. These results showed that a result similar to Jiménez was obtained when
distances between spheres with a diameter of 2 mmwere measured; however, ub was
considerably larger at 8.2–13.2 µm when the sphere diameters were measured.

Finally, we summarized this from the viewpoint of the relationship between uncer-
tainty and spatial resolution of the 3D image. The effective pixel size of the 3D image
in the case of Jiménez was 8 µm and the spatial resolution of the 3D image was esti-
mated to be atmost 16µmbased on the sampling theorem. In contrast, the uncertainty
was 5.6–7.0 µm, which is less than half of the spatial resolution. The effective pixel
size in the case of Kraemer et al. was 13 µm and the maximum spatial resolution
value was 26 µm. The uncertainty at this point was 2–5 µm for the distance between
the spheres, which is 10–20% of the spatial resolution but 16–26 µm for the sphere
diameter, which is at a level similar to the spatial resolution. In this manner, it should
be noted that the uncertainty could vary by a factor of 10 even with the identical
sample by changing the measurement location.

These studies show that the standard device must first be calibrated to a high level
of precision. Next, it must be understood that the factors, which dominate uncertainty
vary for each case, and the physical elements, which bring about these factors, should
be understood at the level shown in Table 10.1. Finally, the uncertainty level brought
about by these factors should be understood if possible. Care must also be taken as
this uncertainty can vary considerably from the effective spatial resolution of the
X-ray CT scanner or 3D image, which is relatively easy to determine.

10.3 Reverse Engineering

Reverse engineering is a productionmethod that involves decomposing and analyzing
industrial products including software; understanding the material and thermome-
chanical heat treatment of that product, the shape and functionality of constituent
components, and the materials specifications; and actively applying these aspects for
production. For example, a business can purchase a product from another company,
decompose it and thoroughly analyze it to create a similar product. Alternatively, it
can use the product’s technology to design or develop an original product. However,
this chapter focuses on reverse engineering in the narrow sense of conducting the
3D imaging of industrial products with X-ray tomography, applying the obtained
digital data to production. For example, the outer shells of automobiles are created
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with multiple complex curved surfaces, unlike those from several decades ago. Even
if these are rendered with CAD, humans cannot completely capture this shape in
a monitor. With this in mind, the external appearance of the automobile is created
using a clay model and once the designer corrects this with human perception, this
is measured to create 3D data, from which a metal mold is created. Production is
enabled if this metal mold is used, and CAE-based analysis is enabled if 3D data are
used.

Figure 10.4 shows aflowchart of reverse engineering and the necessary elements in
X-ray tomography for conducting reverse engineering; Fig. 10.5 shows application
examples. Among these, CAE can conduct a variety of measurements, including
structural analysis, solidification analysis, fluids, heat transfer, electromagnetic fields,
and diffusion of elements. Explanations relating to STL files and structural analyses
were provided in Sect. 8.6; however, further discussions on CAE or CAM are beyond
the scope of this book and are therefore omitted.

The same consideration afforded to the thought processes and points of caution
regarding 3D imaging, which have been discussed up until now mainly in Sect. 6.7,
is necessary for 3D imaging. In other words, the size of the industrial products and
components to be examined, and their average atomic numbers (taking voids into
account) must be considered when selecting the necessary X-ray CT scanner and
X-ray energy to be used during imaging, taking field of view and transmissivity
into account. X-ray CT scanners equipped with the compact electron accelerators

X-ray 
tomography

3D reconstruction
→

Surface extraction
STL

Mold preparation 
for forming

→
Forming or

3D printer, etc.

Preparation of an 
image-based

model

Image-based
simulation

CAD CAM

CAE

Selection of an X-ray CT scanner and
imaging conditions on the basis of
sample size and average atomic number

Effective spatial resolution necessary
to render internal and external shape of
products/components including corners,
local shape, etc.

Countermeasures for the case that the
above two conditions are not satisfied
(eg. Cutting, division, etc.)

Prevention of noise and artifacts

Fig. 10.4 Flowchart of reverse engineering using an X-ray CT scanner and a schematic
summarizing the major points of 3D imaging
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(a) Real object such as
industrial products (In this
case an insect specimen)

(b) Conversion into image data using the X-ray tomography.
MPR (Left) and a 3D image (Right) using a 3D image
rendering software

(c) A solid model based on the 3D
image data that consists of
stacked transparent thin plates

Fig. 10.5 Example of reverse engineering. Here, 3D imaging of an insect specimen instead of an
industrial product or component is conducted and its surface is extracted, after which a 3D model
was created using the 3D image data. Various production processes can be conducted, including
metal forging and casting, plastic injection, and 3D printing (courtesy of Katsuhiko Taki of Nihon
Visual Science)

discussed in Sect. 4.1.3 become necessary when the product or component size is
large or when the material has a large average atomic number (e.g., iron). Next, the
effective spatial resolution necessary for a 3D image is determined by considering
the internal and external shape of the product/component, reproducibility of the pin-
angle section, size and shape of the micro-section with the narrowest width, and the
separability between the micro-sections. When transmissivity and spatial resolution
are incompatible, some type of plan is required prior to 3D imaging such as cutting or
assembly separation, as discussed in Sect. 6.7. Furthermore, as briefly discussed in
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Sect. 8.6, the connectivity of the triangular mesh, the correction of distorted element
shapes, and the control of the number of elements require immense amounts of time
and effort. Other than this, the noise and artifacts that always accompany 3D imaging
should be sufficiently determined in advance and should be eliminated as much as
possible during the 3D image processing or segmentation step.
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