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Abstract. The indigenous part of all living organisms in the world is food. As
the world population increases, the production and consumption of food also
increases. Since the population progresses in a rapid manner, the productivity of
the food materials may not be sufficient for feeding all the people in the world.
There rises the cause of food adulteration and food fraud. Adulteration is the
process of adding a foreign substance to the food material which affects the
natural quality of the food. As the amount of adulterants increases, the toxicity
also increases. Machine learning techniques has been used previously to auto-
mate the prediction of food adulteration under normal scenarios. In this paper,
we use different machine learning technique for finding food adulteration from
milk data sets. This paper surveys the different concepts used in automating the
detection of food adulteration and discusses the experimental results obtained by
applying machine learning algorithms like Naive Bayes, Support Vector
Machine (SVM), K-Nearest Neighbor (KNN), Artificial Neural networks
(ANN), Linear Regression, and Ensemble methods. The accuracy of the models
ranged from 79% to 89%. Ensemble method outperformed other algorithms with
an accuracy of 89% and Linear Regression showed least accuracy of 79%.
Artificial Neural networks showed an accuracy of almost 87%. SVM and Naïve
Bayes showed accuracy 84% and 80% respectively.

Keywords: Machine learning � Food safety � Food fraud � Adulteration �
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1 Introduction

There has been a dramatic change in the food production and consumption worldwide.
According to the High-level Expert forum, the world in the 21st century is not very
capable of mapping the food production to food consumption, as the labor force and
other natural resources are not as adequate. The demand for cereals is expected to grow
by over 3 billion tons in the year 2050 in which the current need is 2.1 billion tons [1].
From these, it is clear that the production cannot meet the requirement. Hence the use
of adulterants is raised significantly over the past few years. Adulteration in food
mostly happens due to the unhygienic or unhealthy treatment of food items during
production, storage or delivery, which is done mainly for financial benefits. Unhealthy
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food consumption results in an unhealthy civilization, which is a main threat in the
current century for the world to face.

There has been a number of studies initiated on food safety through improved
analytic and machine learning tools in detection of adulteration in food materials. There
were several machine learning methods applied in previous studies, including Artificial
Neural Networks (ANN), Time series analysis, SVM, Fuzzy logic etc. [2]. The main
application of Artificial Neural Network was on prediction and fraud detection. It can
be also seen that 90% of the tools were used to build models based on yield, con-
centration and quantity of food safety parameters. The current study uses similar
machine learning tools to predict the presence of foreign substance in milk [3].

Machine learning algorithms like PCA, Naıve Bayes, K-nearest neighbor, Linear
Discriminate Analysis, Decision Tree, ANN and Support vector machines were used
previously for quality control of olive oil [4]. Similar algorithms were used previously
to predict drug likeliness in compounds [5]. In the studies conducted in [4], there were
two methodologies involved in the process and Artificial Neural Network (ANN) had
the highest accuracy of 65.83% for the test data while Naıve Bayes had the lowest
accuracy of 45.83% among the algorithms, using the first method. The test results of
the second method told a different story as Naıve Bayes produced the highest accuracy
with 70.83% and Linear Discriminate Analysis (LDA) had the lowest accuracy with
56.67%. When the prediction of food fraud was done using the Bayesian Network
(BN) modelling approach [2], accuracy of prediction was increased to 91%. A food
fraud early warning system using European Media Monitor (EMM) was used in the
study along with a media monitoring system called MedISys. A similar text classifi-
cation method was used to extract data from Wikipedia texts and articles in another
study [6]. They used natural language processing and recurrent neural networks to
establish an automated system that helped to detect the adulteration in food.

Deep learning and ensemble methods were used previously to find the adulteration
in milk samples [3]. In adulteration, the milk industry tops the market, making milk and
milk products as one of the highly adulterated foods. The study used Fourier Trans-
formed Infrared Spectroscopy (FTIR) for accessing the milk quality by producing the
spectral data on the samples. The compositional information is fed into the machine
learning algorithms-neural networks and decision trees. The goal of the project was to
perform a binary classification of raw milk and adulterated milk, and also a multi class
classification of predicting the ingredient present in the adulterated sample. Using
ensemble machine learning methods and Convolutional Neural Networks (CNN), the
system showed an accuracy of 98.67% which was much higher than the classical
learning methods in the dairy industry. In the current study, we are using six machine
learning algorithms, namely, Naive Bayes, Support Vector Machines (SVM), Artificial
Neural Networks (ANN), K-Nearest Neighbor (KNN), Linear Regression, and
Ensemble methods to predict the presence of adulterants from milk data set.
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2 Machine Learning Algorithms Used

Six different machine learning algorithms, as detailed below (Sect. 2.1 to 2.6), are used
in this study. WEKA tool is used to get the statistical output of the data and helps in
inspecting the data. Initially it is dome in WEKA and later the algorithms are imple-
mented using Python language.

2.1 Naive Bayes

The Bayes classifiers are used widely in the food sectors, food supply chain, food fraud
and in health sectors [7–10]. The Naive Bayes classifier follows probabilistic machine
learning approaches using Bayes theorem, assuming strong, or naive, independence
between the features in the feature vector. The probabilities are estimated as,

P Yð jX1;X2; . . .XnÞ ¼ P X1jYð ÞP X2jYð Þ. . .:P XnjYð ÞPðYÞ
P X1ð Þ:P X2ð Þ. . .:PðXnÞ ð1Þ

P Yð jXiÞ: Posterior Probability
PðYÞ: Prior probability of the class variable
PðXijYÞ: Likelihood
PðXiÞ: Predictor Prior Probability
This type of classifiers are proved to be successful in many real world applications

with lesser training data set, irrespective of the oversimplification and assumptions of
the variables. It is also defined as a classification technique based on Bayes Theo-
rem with the assumption of the independence among the predictors. The Bayes clas-
sifiers assume the presence of a specific feature in a class is unrelated to the presence of
any other feature. This model is actually easy to build and is used mostly in larger
dataset.

2.2 Support Vector Machines

The Support Vector Machines (SVMs) are supervised, non-probabilistic, binary
learning models with related learning algorithms that analyses data for classification
purpose mostly [11, 12]. It is a discriminative classifier formally defined by a sepa-
rating hyperplane. There are different hyperplanes that can classify the data, choosing
the best hyperplane is the one that can distinguish the two classes with a wide sepa-
ration. These created hyperplanes are used for the classification and regression. Linear
and non-linear classifiers are used for transforming the feature space. The SVMs are
used to solve some real-world problems like text categorization, classification of
images and it is being applied in the biological and other sciences. SVMs are also used
in rice yield predictions in India [13]. The machine learning technique is now widely
used for the prediction of crop yield under different climate scenarios. SVM uses
classification algorithm for two-group classification problems. After giving the SVM
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model sets of the labelled training data for reach category, they will be able to cate-
gorize new text.

2.3 Artificial Neural Network

Artificial Neural Networks are an advanced machine learning technique that works on
the principle of neurons of the brain [14]. A neuron gets its input from other neurons
through the synapses and dendrites and the processed information is transmitted from
the soma to the next level of neurons through axons [15]. Analogues to that, there are
three different layers in a simple neural network: the input layer, hidden layers and the
output layer. The perceptron in the neural network receives multiple input values, say
feature values of the dataset. The weighted sum of all inputs after processed by an
activation function, is fed to the output layer of the neural network. Given a unit j in a
hidden or output layer, the net input, Ij, to unit hj is

Ij ¼ wijOj þ hj ð2Þ

where, wij = weight of connection from unit i in the previous layer to unit j in the
hidden layer, Oj = ith output from previous layer and hj = bias of unit.

ANN is the foundation of artificial intelligence which solves the problems which
prove to be difficult for human or statistical standards. It also has the self-learning
capabilities which allows them to get better result as more data becomes available.
An ANN has a number of artificial neurons called the processing unit, which are
interconnected by the nodes and these processing units are made up of input and output
units.

2.4 K-Nearest Neighbor

K-Nearest neighbor algorithm is a powerful machine learning technique that is used in
pattern recognition for classification and regression. It is a non-parametric method [16].
In both cases of classification and regression the input set contains K closest training
examples which is placed in the feature space with the basic assumption that similar
data points in the feature space are close to each other. The value of K is initialized to
the chosen number of neighbors and the distance between the test data and each row of
training data, is calculated. From the ordered and sorted collection of K such distances,
the most frequent class is estimated as the resulting class in the algorithm. This
supervised, non-parametric machine learning technique, irrespective of its simplicity,
finds wide applications in the field of machine learning. Even though KNN can be used
for both classification and regression predictive problems, it is more widely used in the
classification problem in the industry. This algorithm fairs around all parameters of
consideration and it is commonly used for its ease of interpretation and low calculation
time.
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2.5 Linear Regression

Regression is a term used for describing the models that examines the variable’s inter-
relationship. This model learns one-to-one relationships among dependent variables
and one or more independent variables. If one independent variable is present, it is
called simple linear regression and if more than one independent variables are present,
it is referred to as multiple linear regression [17]. The main purpose of the linear
regression is to predict the relationship between input variables (X) and output vari-
ables (Y).

The simple linear regression model is represented as:

Y ¼ b0 þ b1X þ 2 ð3Þ

where b values are the bias coefficients and 2 represents the error term in the model. In
a linear regression model for classification, the values of the coefficients are estimated
from data. Then the learned model is used for predictions.

2.6 Ensemble Learning

We have discussed several machine learning methods that are used to build and predict
the models. Apart from that learning model’s discussed above, Ensemble method is a
technique which combines multiple base models which can produce an optimal single
predictive model [18]. The advantage of the ensemble learning mechanism is that the
resultant classifier produces more accurate predictions than any of the single classifier
used in the ensemble learning. Bagging and Bboosting methods are the two latest and
most commonly used ensemble methods [19]. Bagging (Bootstrap Aggregating) works
on the principle of attaining a number of base learners from bootstrap sample and trains
that base learners. The bootstrap sample is generated from the training data set by sub
sampling them with replacement. Boosting deals with the utilization of set of algo-
rithms with each of its weighted average for making the weak learners stronger. Unlike
the bagging mechanism, boosting builds the model with further combination of fea-
tures: like after running a model it finds out what feature needs to be run next for better
classification.

2.7 Dataset

This study used machine learning techniques on spectral data of milk samples,
downloaded from public repository [3]. The data set contained milk samples of 1000
instances with information on different properties of milk such as whether it is raw
milk, whether it contains lactose, milk urea, fat, protein, free fatty acid, solid content in
the milk, somatic cell counting, casein content; freezing point of the milk, and Qvalue
which shows the quality of milk. The data set is split into two parts in which the
training set contained 66% of the original data and the rest is used for testing the
algorithms. The dataset was carefully examined and arranged in a manner that it
contains 14 parameters and these are the key factors in classifying the milk sample as
raw or contaminated. The algorithms we prescribed correlates these values form the
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dataset and perform the analysis through training and testing the data. After the dataset
is trained with parameters it then tests the data and produces the final result which
shows the instances having contaminants.

3 Results and Discussion

3.1 Result Evaluation

The possible classifications of the instances were converted into 4 categories:

TP (True Positive): Both condition and prediction are true.
TN (True Negative): Both condition and prediction are false.
FP (False Positive): Here the condition is false but the prediction is true.
FN (False Negative): Here the condition is true but prediction is false.

These values are represented as a confusion matrix to compare the actual observed
value to the predicted value. The true positive and true negative fields, placed on the
diagonal of the table showed the correct predictions that the algorithm had made.
Accuracy is the most common metric used in the result and it is formulated as:

Accuracy ¼ TPþTNð Þ= TPþ FPþ FNþTNð Þ ð4Þ

Sensitivity and specificity are the other two metrics used here. Sensitivity is also
called recall and specificity is also known as precision. Sensitivity deals with the
percentage of correctly classified instances and specificity is the percentage of incor-
rectly classified instances. Sensitivity measures the proportion of actual positives
correctly classified as positive. Specificity measures the exactness of the models and
measures the proportion of actual negatives correctly classified as negatives.

Sensitivity or Recall ¼ TP= TPþ FNð Þ ð5Þ

Specificity or Precision ¼ TP= TPþ FPð Þ ð6Þ

3.2 Accuracy Estimates of the Algorithms

The accuracy of the models ranged from 79% to 89% (Fig. 1). Ensemble method
outperformed other algorithms with an accuracy of 89% and Linear Regression with
least accuracy of 79%. Artificial Neural networks showed an accuracy of almost 87%.
SVM and Naïve Bayes showed accuracy 84% and 80% respectively. Thus it has been
concluded that ensemble methods performed better than other classification methods
used.
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3.3 Sensitivity and Specificity

Since accuracy of a machine learning algorithm shows the number of correctly pre-
dicted instances from all the predictions made, and is not the only measure to evaluate
the performance of algorithms, two other measures like sensitivity (recall) and speci-
ficity (precision) were also estimated from the data set and plotted (Fig. 2). Sensitivity
was calculated to be maximum for ANN (84.14%) and minimum for KNN (81.37%)
Specificity was calculated to the maximum for Naïve Bayes model (88.57%) and
minimum for linear regression (83.81%).

Fig. 1. Accuracy of prediction of different algorithms. Among all methods used, the Ensemble
method showed highest accuracy of prediction (89%) and Linear regression showed the lowest
(79%).

Fig. 2. Sensitivity and specificity scores
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4 Conclusion

In this paper, we used different machine learning algorithms to classify the adulterated
milk data set. The Classification accuracies of the algorithms ranged from 79% to 89%,
the highest being reported in the Ensemble method. The current Ensemble methods can
be further improved using Random Forest and Gradient boosting regressing trees. Only
binary classification is used in the models and an extended study can be used to predict
the adulterant present in the milk sample [20]. Also less attention was given in this
study to capture the actual data set from a region of interest or subject of interest. Future
studies should also focus on how automated techniques can be used for optimal uti-
lization of resources, in food industry. Safety can be monitored more rigorously using
automated techniques such as machine learning combined with data analytics in cloud
computing and block chain technologies.
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