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Foreword

Climate change is one of the most critical global challenges likely to cause consid-
erable changes in the spatial and temporal distribution of water resources in the
coming decades. Unfortunately, these changes are likely to be unfavorable in many
countries which already suffer from pressures on water resources and water scarcity.
This may prove to be the case in India which is still largely dependent upon rain-fed
agriculture. In the context of anticipated global warming due to increasing atmo-
spheric greenhouse gases, it is necessary to evaluate the possible impact on fresh-
water resources of the country as climate change can have important implications
for freshwater supply for drinking water, rain-fed agriculture, groundwater supply,
forestry, biodiversity, and sea level. Climate change affects the hydrologic cycle by
directly increasing the evaporation of available surface water and vegetation tran-
spiration and snow and glacier melts. Consequently, these changes can influence
precipitation amounts, timings, and intensity rates and indirectly impact the flux
and storage of water in surface and subsurface reservoirs (i.e., lakes, soil moisture,
and groundwater). In addition, there may be other associated impacts, such as sea
water intrusion, water quality deterioration, and potable water shortage. The impact
of future climatic change is expected to be more severe in developing countries such
as India whose majority of the rural population is dependent on agriculture. Water
sector in India is under stress due to many reasons including population increase and
rising demands for energy, fresh water, and food.

In order to minimize the adverse impacts of climate change on country’s water
resources and attaining its sustainable development and management, there is a
need for developing the rational adaptation strategies and enhancing the capacity
to adapt those strategies after carrying out the risk, reliability, and uncertainty anal-
ysis. Accordingly, the present practices being followed in the water resources sector
are required to be reviewed and revised considering climate change, which would
provide the means for alleviating the negative impacts of climate change.

The Roorkee Water Conclave 2020, broadly focusing on “Hydrological Aspects
of Climate Change,” provided an opportunity to policy-makers, academicians,
researchers, students, and practitioners to share their experiences and knowledge
by presenting the fundamental/applied scientific advancements made in the field of
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water resources development and management under changing climate for sustain-
able development. This volume includes full-length papers of 19 keynote papers
from India and abroad.

I hope that this book will become useful to researchers and practitioners.

Roorkee, India Ajit K. Chaturvedi
Director, IIT Roorkee



Preface

This book comprises 16 chapters focusing on the hydrological aspects of climate
change. It includes climate change and water—food security and policy issues within
water—energy—food nexus and climate risks to water security in Canada’s western
interior. Moreover, forcing global hydrological changes in the twentieth and twenty-
first centuries, Indian summer monsoon system, observed climate change over
India and its impact on hydrological sectors, the importance of data in mitigating
climate change and real-time monitoring of small reservoir hydrology using ICT and
application of deep learning for prediction of water level have been demonstrated.

The book has covered the hydrology problems, challenges and opportunities to
provide timeline of significant hydrology developments over the past century and
a half; flood modelling, mapping and monitoring of sparsely gauged catchments
using remote sensing product study have been presented. A chapter on “Ground
and Satellite Observations to Predict Flooding Phenomena” focuses on some crucial
questions that may be considered a challenge for the scientific community, Indices
for Meteorological and Hydrological Drought.

It broadens an Indian perspective to highlight the various initiatives/steps taken
by the Government of India to efficiently manage water to reduce the country’s agri-
cultural water footprint, an overview highlighting the importance of water resources
management in the Indian context. Adaptation to Climate Change in Agriculture,
Improved Agricultural Water Management and Protected Cultivation Technologies
and Use of Oxygen-18 and Deuterium to Delineate Groundwater Recharge have also
been included.

This book is useful for academicians, water practitioners, scientists, water
managers, environmentalists, administrators, NGOs, researchers and students
involved in hydrological studies focusing on climate change, etc.

Roorkee, India Ashish Pandey

Sanjay Kumar
Arun Kumar
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Chapter 1 )
Climate Change, and Water and Food e
Security: Policies Within

Water-Food-Energy Nexus

R. S. Kanwar, S. S. Kukal, and P. Kanwar

1.1 Introduction

Climate change is one of the most important challenges facing humanity on the
planet, especially water and food security which is affecting almost all continents
of the world. Industrialization and population growth in twenty-first century are
considered to be the primary reasons for increased annual air temperatures, and highly
variable and intense rainstorms around the globe. As a result, enhanced greenhouse
effect has exposed us to the adverse effects of global warming (Haris et al. 2013;
Hundal and Kaur 2007). The mean surface temperature on the planet has increased
by 0.85 °C since 1880 and is likely to increase by another 3.7—4.8 °C by 2100 (IPCC
2014). Climatic change is causing global warming which is affecting every aspect of
life. Tropical and sub-tropical regions of the world are facing high temperatures at
abnormal scales resulting in huge impacts on agricultural productivity. Some studies
have reported that 10-40% loss in Indian food grain production could occur due to
increase in temperature by 2080-2100 (Parry et al. 2004; IPCC 2007).

In order to achieve UN’s Sustainable Development Goals for 2030 to make
the world free of hunger and malnutrition, we must take actions now to develop,
strengthen and sustain resilience in water and food production and distribution
systems to meet the future demand that will increase demands on water for irrigation,
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particularly in water scarcity areas of the world. An increase in water scarcity under
changing climate presents its own challenges, including cross-border water conflicts
as well as competing demands for water for agriculture, industry and domestic use.

Groundwater is the primary source of irrigation and drinking water for about
2 billion people in the world, and the impact of climate change on the quantity
and quality of groundwater resources is huge. Groundwater has been withdrawn at
unsustainable rates in almost every country in the world to meet the drinking water
needs of growing population and irrigation demands to grow more food in arid and
semi-arid climates of the world.

At the same time, little research has been done to determine the impact of climate
change on groundwater recharge rates and quality. Changing weather patterns and
more frequent intense rain storms, observed within last 10-15 years, are causing
flooding, soil erosion and water pollution. Unless we develop science-driven manage-
ment systems and incentive-based policies, water quality could become one of the
major challenges for the society. Everts and Kanwar (1993) installed 50 piezometers
(vertical and angled) at depths of 3—120 m in glacial till shallow and artesian aquifers
of Central Iowa and measured groundwater recharge rates. Ella et al. (2002) used the
field data on hydraulic conductivities for different soil and aquitard layers to develop
hydrologic models to determine groundwater recharge rates to artesian, glacial till
aquifers in Iowa. Rekha et al. (2011) and Olson et al (1997) reported that macropore
flow was primarily responsible for carrying nitrate from manure and agricultural
fertilizers to shallow and deeper groundwater systems in Iowa. Several other studies
have been conducted to investigate the long-term effects of climate and agricultural
production practices on the leaching of nitrate, phosphorus, bacteria, and pesticides
to shallow and deeper groundwater systems (Hruby et al. 2016, 2018; Hoover et al.
2015; Huy et al. 2013; Pappas et al. 2008; Kalita et al. 1997; Kanwar et al. 2005,
1997; and Karlen et al. 1998). These studies have shown clearly that land-applied
chemicals and animal waste can pollute groundwater systems of the Midwest in the
USA but farmers and producers have become willing partners to adopt innovative
best chemical and crop production practices to minimize impacts on water quality,
improve soil health and helping mitigate climate change impacts on agriculture.

In certain parts of the world, the availability of good quality groundwater for
drinking and irrigation is going to be the greatest threat to humanity in twenty-first
century. Therefore, we must invent new governance using innovative incentive-based
policies and technological innovations to mitigate the threat of climate change on
water and food security for the growing population. For example, 85% of ground-
water is used for irrigation in India and farmers have been pumping groundwater at
unsustainable rates since the green revolution started in 1960s, resulting in lowering
of groundwater tables in many aquifers from about 6 m in 1970 to more than 100 m
in 2019 in less than 50 years. In USA, compared to an average year, only 55% of
Colorado River water is flowing to Lake Powell due to below-average rainfall and
runoff. Reservoirs in the Colorado River Basin are 12% more likely to fall to below
the critical low levels by 2025.

The impact of climate change on the faster depletion of groundwater for irrigation
and its impact on declining agricultural production in certain parts of the world
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has escalated food inflation. Also, acute food shortages in many African and Asian
countries, where people cannot afford expensive food, are dying of starvation (Misra
2014). There are water crises all over the world including western USA, India, Africa
and Middle East due to depletion of surface and groundwater resources.

The earlier described studies/panel reports are clear evidence that climate change
is making huge impact on accelerated loss of biodiversity with major long-
term consequences on the global economy. In order to ensure an environmentally
and economically sound sustainable future for the growing population of the world,
we as a global society must recognize that the climate change is real; and environ-
mental quality and economic development are not mutually exclusive. Therefore, the
key question for the global society is “what can be done to reduce the emission of
greenhouse gases (carbon dioxide, nitrous oxide and methane)? Greenhouse gases
trap heat in the atmosphere and make the planet warmer. To be very honest, the major
cause of increased greenhouse gas emissions to atmosphere is the human activities
for the past 150 years (IPCC 2007). The largest source of greenhouse gas emissions
in the USA is from burning fossil fuels for electricity, residential and commercial
buildings, industry and transportation (Fig. 1.1).

Fossil Fuels and Climate Change: Developed countries are the largest consumers
of fossil fuels and producing larger share of greenhouse gas emissions. The USA,
for example, is just 5% of world population, but contributes 25% of total CO, output
in the world. Currently, a child born in the USA is likely to produce seven times the
carbon emissions of a child born in China and 168 times the child born in Bangladesh.
The USA has the largest population in the developed world, and its population may
double before the end of the century. Currently, US’s 350 M people produce more
than double the greenhouse gases than that of Europe, five times the global average

Fig. 1.1 Sources of

areenhouse gas emissions in Total U.S. Greenhouse Gas Emissions
the USA as affected by by Economic Sectorin 2018
population growth
Agriculture
10%
N

Commercial & ;
Residential y
12%

Transportation
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and more than 10 times the average of developing nations. The increased greenhouse
gas emissions are the result of massive consumption of natural resources and fossil
fuels to maintain higher standard of living and lack of political will to end fossil
fuel economy. Transportation sector accounts for 28% of all US carbon emissions
(Fig. 1.1). About 12% of US carbon emissions come from the residential sector.
Due to a dramatic decrease in household size, from 3.1 persons per home in 1970 to
2.6 in 2000, homebuilding is outpacing the population growth. More Americans are
driving farther to reach bigger homes with higher heating and cooling bills. These
trends are carbon footprint inherent of a burgeoning US population.

Population Growth and Climate Change: Whether we agree or not, there is a
direct relationship between population growth and climate change which is one of
the focus areas of this chapter. Climate change is affecting the entire world, and
different regions are experiencing varying degrees of effects due to faster population
growth. Some researchers in the world are making it very clear that one of the best
options for the world is to consider controlling population to reduce the burden on
earth. The largest single threat to the ecology and biodiversity of the planet is the
climate change due to the build-up of human-generated greenhouse gases in the
atmosphere.

In just 50 years (1970-2020), the world’s population has more than doubled to
over 7.5 billion people. That means more than 7.5B bodies that need to be fed, clothed
and kept warm, all requiring a large amount of energy, which is largely coming from
fossil fuels. Along with this consumption, these 7.5B people are also producing large
quantities of waste requiring more energy to treat the waste to keep soil, water and
air clean. The demand for energy and the production of waste are among significant
producers of greenhouse gas emissions that contribute to climate change.

At the 2015 UN Climate Change Conference in Paris, 196 counties have agreed
to limit global warming to 1.5 °C. Several countries around the world are beginning
to address the problem by reducing their carbon footprint through less consumption
of natural resources and use of better technologies. But unsustainable population
growth can overwhelm these efforts, leading us to conclude that we not only need
smaller footprints, but fewer feet on the planet. A successful example is from the
city of Portland, Oregon, in the USA where city decreased its combined per-capita
residential energy and car driving carbon footprint by 5% between 2000 and 2005.
During this period, however, its population grew by 8%. Second successful example
is from the city of Stockholm in Sweden which has become the first fossil-fuel free
city in the world. Stockholm uses nearly 100% energy from clean energy sources such
as biofuels produced from city’s food waste and municipality wastewater. Sweden
has also decided to become the world’s first fossil-fuel free nation as part of their
commitment under Roadmap 2050. To do this, Sweden must reduce greenhouse gas
emissions by 40% by the year 2020 compared with 1990 levels, and completely rid
of vehicles using fossil fuels by 2030.

Global human population is growing by 83 million or 1.1% annually, although
growth rates among countries vary from 0.1% to more than 3%. The global population
has grown from one billion in 1800 to 7.8 billion in 2020. It is expected to keep
growing, and estimates have put the total population at 8.6 billion by mid-2030,
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Poputaion 10
2050 A&E — Malthus 0.9

1800 1

1900 1.6

2000 6

2010 6.9

2020 7.5

2030 8.2

2050 9.2

2100 11.2

9.8 billion by mid-2050 and 11.2 billion by 2100 (Table 1.1). Many nations with
rapid population growth have low standards of living, whereas many nations with
low population growth rates have higher standards of living. Table 1.1 gives data on
population growth in the world in recent history (1800-2020) and projected growth
in 2030, 2050 and 2100. Table 1.1 shows that population grew from 1 billion to
1.6 billion (1.6 times) in 100 years from 1800 to 1900, whereas population grew
from 1.6 billion to 6 billion (3.75 times) in next 100 years. Other way to look at
the population data in Table 1.1 is that in 100 years between 1800 and 1900, world
population grew by only 600 million, whereas in next 100 years (1900-2000), the
world population grew by 4400 million and the world added another billion people
on earth in just 10 years (from 2000 to 2010) on the planet. Therefore, the question
for the global community would be to see if we can sustain this level of population
growth without deteriorating biodiversity and the environment around us where we
live and our children will thrive for years to come. Haris et al. (2013) have clearly
shown that increased population growth on the planet is resulting in deforestation,
industrialization, urbanization and consumption of natural resources at alarming
rates.

Climate change researchers have warned that we must reduce atmospheric CO,
to 350 ppm in order to avoid global catastrophe (Solomon et al. 2007). A 2009 study
of the relationship between population growth and global warming determined that
the “carbon legacy” of just one child can produce 20 times more greenhouse gas than
a person will save by driving a high-mileage car, recycling, using energy-efficient
appliances and light bulbs, etc. Each child born in the USA will add about 9441
metric tons of carbon dioxide to the carbon legacy of an average parent. The study
concludes that the potential for savings from reduced population growth are huge
compared to the savings that can be achieved by changes in lifestyle.

The year 2020 is likely to be one of the five hottest years in the USA. Climate
disasters are devastating the USA with record forest fires on the Pacific coast and
Brazil with forest fires engulfing the Amazon; repeated floods and storms hitting
the Atlantic and Gulf states in the USA; unknown earlier derecho-type rain storms
with 80 plus miles an hour wind speeds in lowa; frequent tornadoes in Midwest; the
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precipitous decline in Arctic sea ice; and the accelerating threats to Greenland’s and
Antarctica’s ice sheets that could trigger a catastrophic rise in the sea level. Therefore,
countries like USA and Canada and rest of the western world need to do its part to
achieve global climate safety. The entire world needs a massive shift in industry
from fossil fuels to renewable energy; from internal combustion engines to electric
vehicles powered by the renewable energy; and from heating oil and natural gas to
electric heat pumps in homes and commercial buildings. Oil-producing countries
and the vested interests of the fossil-fuel industry will fight these changes but global
society needs to develop legal framework and incentive-based policies to move away
from fossil-fuel economy to bio- and clean energy economy for climate safety and
enhancing biodiversity on the planet.

Other environmental consequences of global warming are the rise in seas water
levels. There is plenty of evidence that the sea water levels are rising with temper-
ature rise, threatening low-lying areas, coastal populations and ecosystems around
the world. With rising sea levels, water is encroaching on agricultural lands resulting
in soil salinity and other environmental hazards by making freshwater polluted that
people may rely on for their drinking purposes. Many plants and animals live in areas
with specific climate conditions, enabling them to survive and flourish. Extreme
weather events, increase in temperature and rising seas are beginning to affect plants
and animals, altering their habitat and bringing life-threatening stresses and diseases.
Temperature increase of 2—-3 °C would increase the number of people living in
malarial climates by 3—-5%, putting hundreds of millions of people at risk. Tremen-
dous progress has been made in eradicating the mosquito and reducing malarial
cases and deaths. Nonetheless, low rates of agricultural productivity growth and
high rates of malaria infection often coincide, particularly in sub-Saharan Africa.
For poor countries with limited resources, treating malaria can seem out of reach
economically, especially in rural areas. Changes in land-use patterns, specifically
the control of water pollution and deforestation can reduce malarial transmission.
Reduction of greenhouse gas emissions to a level that brings atmospheric CO, back
from 386 parts per million to 350 or less, lesser consumption of natural resources
and long-term population reduction to ecologically sustainable levels will help solve
the global warming crisis and move us towards a healthier and sustainable society.

Agriculture and Climate Change: Farmers are impacted by extreme weather
conditions, which include drought, severe heat, flooding and shifting climatic trends.
To meet the food security needs of the global society, we must increase food produc-
tion by about 50% by 2030 and reduce greenhouse gas emissions by 30%. Nitrous
oxide from agriculture is one of the primary source of greenhouse gas emissions
(IPCC 2007). Agriculture has contributed about 70% of gas emissions from 2007 to
2016 from fertilizers in China, India and the USA (IPCC 2007). Agriculture uses
about 100 million tons of nitrogen fertilizers in croplands around the world and about
100 million tons of nitrogen from animal manure cycles through pasturelands. The
highest growth rates in gas emissions are found in emerging economies, particu-
larly Brazil, China and India, where acres under crops and livestock numbers have
increased significantly. Though agriculture is a contributor to climate change, the
industry is playing a positive role in curbing greenhouse gas emissions like carbon
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dioxide, methane and nitrogen oxide. Farmers too are adopting carbon sequestration
farming practices and cutting-edge tools to reduce greenhouse gases to atmosphere.
The development of climate-smart solutions like digital farming, improved plant
breeding technologies, innovative irrigation methods like drip irrigation, reduced
tillage and good nutrient management practices for crop production will reduce agri-
culture’s impact on climate change. Digital tools and new agriculture techniques
have enabled farmers to make on-site decisions to grow more food on less acreage,
offering to feed a growing population. In addition, effective crop protection solutions
are helping farmers to manage their crops in response to threats of weeds, insects or
disease.

Another area where the global agricultural community needs to pay attention is
area of food waste. An estimated 1/3 of all food produced is wasted or damaged in
storage or lack of storage. Food wastage, a food security issue, apart from releasing
about 6% of global greenhouse gas emissions from agriculture is also a serious issue
to address for the agricultural community.

1.2 US Midwest Case Studies on Climate Change Effects
on Water and Food Security

Iowa, USA Case Study: Iowa’s climate is typically cold in winter and hot and
humid in summer. More recently, lowa has been experiencing extreme weather
patterns, more frequent rains and warmer winters. Although several studies have
been conducted in Iowa to observe the long-term effects of climate change on crop
production and water quality, we have decided to include the following study in
this chapter to make a point on how weather patterns are affecting Iowa agricul-
ture. Impacts of agriculture on water quality is the major issue facing lowa’s water
security, and most of the research efforts are designed to develop innovative tech-
nologies, cropping systems and policies to minimize the impact of agriculture on
water quality. Two field hydrology laboratories were established in 1980s to collect
long-term data on Iowa’s tillage and crop rotation systems to investigate the impact of
different farming systems on production, soil health and water quality. This allowed
us to collect weather data on rainfall patterns and its impact on groundwater recharge
rates and chemical leaching into groundwater (Ella et al. 2002; Everts and Kanwar
1993; Rekha et al. 2011; and Olson et al. 1997; Hruby et al. 2016, 2018; Huy et al.
2013; Pappas et al. 2008; Kalita et al. 1997; Kanwar et al. 2005, 1997).
Experiments and Data Analysis: Experiments were collected at the Glacial-Till
Field Hydrology Laboratory near Ames, Iowa. Eleven field plots were used in this
experiment with corn and soybeans on half of each plot (Huy et al. 2013). Data on
weather, crop production, and shallow groundwater quality was collected for 12 years
(1998-2009) using state-of-the-art instrumentation to monitor subsurface drain flows
and collect water samples for water quality analyses. The experimental treatments
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were arranged in a completely randomized design with three replications of each
treatment.

Daily rainfall data was collected at the Iowa State University Agricultural Engi-
neering Farm weather station, and the monthly precipitation values are presented
in Table 1.2. The long-term average precipitation for Ames, Iowa (1961-1990),
was 740 mm during the major rainy season and most of growing season (between
March and October). During the 12-year study period (1998-2009), the average
precipitation at the experimental site was 798 mm, which was about 8% above the
long-term average. For four years (1999, 2007, 2008 and 2009), the average precip-
itation measurements of 949, 915, 1145 and 829 mm, respectively, were higher than
the normal precipitation. Seven of the 12 years had precipitation within 10% of the
normal precipitation. Comparison of monthly average precipitation data revealed
that in the months of April, May and August, the monthly precipitation amounts
were higher than the long-term average. The higher than normal amounts of rainfall
measured in April and May likely resulted in higher tile flow volumes and nitrate
losses with tile drain water, which may require innovative crop and nutrient manage-
ment practices to protect the quality of surface and groundwater resources. In addi-
tion, data in Table 1.2 also indicates that almost every three years, Iowa is facing
either flooding conditions due to more than normal rainfalls or drought conditions
due to less than normal rainfall. This weather phenomenon in Iowa is more recent,
and Iowa is seeing more extreme events of flooding causing several economic losses
in agriculture and other property.

Table 1.2 Precipitation (mm) at Ames, lowa during the study period, 1998-2009 (Huy et al. 2013)

Month Growing Drainage
season season
Year March | April | May | June | July | August | Sept | Oct | (May—Sept) | (March—Oct)
1998 71 81 92 274 | 68 | 94 24 |102 | 552 806
1999 25 207 | 150 |185 |162 | 151 61 9 709 949
2000 11 21 |120 |[104 | 72 | 34 26 | 50 |356 437
2001 28 96 |190 | 50 | 48 | 74 149 | 65511 700
2002 10 95 |130 | 81 |150 |209 38 | 79 | 606 790
2003 29 112|122 | 150 |168 | 25 100 | 24 | 565 730
2004 96 61 |208 | 91 | 50 |132 34 | 451|515 717
2005 35 82 |[111 |124 |104 | 172 111 91622 748
2006 74 109 55 | 21 |141 | 156 191 | 63 |564 811
2007 81 153 169 | 52 | 75 | 200 48 | 137 | 545 915
2008 71 130 | 216 |271 |234 | 53 78 | 921|852 1145
2009 103 116 |102 | 104 | 70 | 123 24 | 186 | 424 829
Average | 53 105 | 139 (125 |112 119 74 | 72 |568 798
Normal | 54 89 [108 |129 | 106 | 102 87 | 651|532 740
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Table 1.3 gives data subsurface drainage volumes from shallow groundwater
from the field plots. As expected, the variation in precipitation patterns consider-
ably affected the variation in subsurface drain flows at both yearly and monthly
levels (Table 1.3). Figure 1.2 presents the effects of precipitation on subsurface drain

Table 1.3 Average monthly and yearly subsurface drainage flow volumes (mm) (Huy et al. 2013)

Year Mar Apr May Jun Jul Aug Sep Oct Total
1998 2 33 31 96 41 0 0 0 203
1999 0 44 46 55 6 3 0 0 154
2000 0 1 4 0 0 0 5
2001 0 3 41 22 2 0 0 0 69
2002 0 46 19 10 6 0 0 81
2003 0 0 84 10 46 0 0 0 141
2004 15 47 39 52 1 0 0 0 153
2005 0 24 42 10 7 9 0 0 93
2006 0 23 52 3 0 72 75 226
2007 0 0 14 59 10 0 0 0 83
2008 0 63 77 167 50 48 0 405
2009 0 51 83 27 3 0 0 10 174
Average 1 24 46 44 15 6 6 7 149
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Fig. 1.2 Subsurface drainage (mm) as response to annual precipitation by different N treatments
and years (Huy et al. 2013)
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flow over the 12-year study period. Subsurface drain flows were lowest in 2000,
the driest rainfall year and highest in 2008, the wettest year. The control treatment
yielded the highest annual average tile flow (13.3 cm year™'), which is likely due
to reduced evapotranspiration caused by reduced crop development and yields from
reduced nutrient application.

High monthly subsurface drain flow variability was observed for all treatments.
Similar spatial variability in subsurface drain flow was observed in previous studies,
with this variability attributed to changes in soil characteristics following long-term
cultivation with different crop rotations and N sources. This study found that there
was no difference in subsurface drain flow volumes between corn and soybean years
during a six-year study period because each year had a different combination of
rainfall timing, intensity and amounts. The timing of precipitation had a larger impact
on subsurface drainage volume and NO3;—N export in subsurface drainage, especially
due to the cycle of wet—dry—normal weather conditions in the Midwestern US. This
study and several other studies conducted at this research site on nitrate leaching
concluded that variation in NO3;—N concentration and losses may not be closely
associated with daily subsurface drain flows but rather with seasonal variation in
rainfall patterns due to climate change. Rainfall patterns during the growing season
were the main factors contributing to NO3;—N export to subsurface drainage and
eventually to Iowa’s rivers and deeper groundwater systems.

Wet and dry cycles of weather conditions, and the seasonal effects of rainfall
distribution during the growing season, resulted in significant effects on subsurface
drain flows, groundwater recharge and the NO3;—N concentration and NO3;—N losses
with subsurface drain water. Currently, approximately 9.5 million ha of Iowa farm-
land were planted to corn and soybean, with 5.7 million ha designated to corn only.
This study results suggest that with nitrogen application at a rate of 168 kg N ha™!
to corn fields, significant amounts of nitrogen could be transported to Iowa’s water
bodies resulting in water quality impairments. Therefore, it can be concluded that
the land application of N-fertilizers may be an environmentally sound option if
timings of fertilizer application in response to weather patterns can be managed well
using concepts of precision farming to maintain NO3;—N concentrations measured in
subsurface drain water not exceeding the EPA standard of 10 mg/1 for safe drinking
water. Additional research on agricultural production systems and climate change
needs to be continued so that farmers can be educated on how to keep their farm
economically viable in meeting food security needs of growing world population.

Minnesota, USA Study: Just like Iowa, Minnesota is accustomed to cold and
snowy winters, along with warm and humid summers. In addition, Minnesota’s agri-
culture is very similar to Iowa growing corn and soybeans as primary two crops. It
is relatively common for any season to be far warmer, colder, wetter or drier than
normal. This variability in climate can make it difficult to notice where, when and how
climatic conditions change in the state; however, over 125 years of consistent climate
data makes it clear that widespread changes outside the normal variations are clearly
underway in Minnesota. Minnesota has experienced wetter and warmer weather in
the past several decades. All but two years since 1970 have been some combination
of wetter and/or warmer than historic averages, and compared to twentieth-century
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Minnesota Getting Much Warmer and Wetter
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Fig. 1.3 Plot of annual temperature and precipitation in Minnesota (Kanwar et al. 2020)

averages, all of the ten wettest and warmest years on record occurred after 1998
(Kanwar et al. 2020), see Fig. 1.3. Just recently, in 2019, Minnesota experienced the
wettest year on record, see Fig. 1.3.

Minnesota’s climate swings naturally from relatively dry to relatively wet periods;
however, the wetter conditions have dominated recent decades. Precipitation above
historical averages have become increasingly frequent, and departures from those
averages have grown as well, leading to sustained precipitation surpluses never before
documented in the state (Kanwar et al. 2020), see Fig. 1.4.

Minnesota is also becoming warmer during nights and winter. Annual tempera-
tures have climbed nearly 3° since 1895, but 80% of that warming has only been since
1970. During those five decades, winters have warmed by 5 °F, winter nights have
warmed by 6 °F, but summers have warmed by just a half a degree F, and summer
daytime high temperatures have decreased slightly in southern Minnesota (Kanwar
et al. 2020), see Fig. 1.5. Water is a defining resource for Minnesota, central to our
economy, communities and identity; and the state will always be sensitive to dry
conditions and drought. While Minnesota continues to experience periodic drought
in specific regions, those periods have not increased in severity or length. Recent
surges in precipitation have meant the state has not seen any increases in drought
severity, duration or areal coverage over the past few decades. However, the extremely
wet cycle the state is in will end eventually. A shift towards a dry regime should be
expected, as climate change will not eliminate wet and dry periods in Minnesota.
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Fig. 1.5 Temperature change by region (Kanwar et al. 2020)

Even with a generally wetter climate, climatologists predict that Minnesota should
expect occasional episodes of severe drought, and these drought events could happen
immediately following, or may even occur in specific areas of the state during, a wet
period affecting agricultural productivity of the state of Minnesota severely (Kanwar
et al. 2020).
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1.3 India Case Study on Climate Change Effects on Food
and Water Security in South Asia

India Case Study at PAU Ludhiana: The state of Punjab in India is the largest
irrigated, wheat and rice growing, area of India. The average crop yields in Punjab
are close to some of the most advanced agricultural economies of the world such as
USA, Canada and Australia. This is due to the contributions of Punjab Agricultural
University at Ludhiana, Punjab (PAU), in educating the farmers of Punjab on the use
of best agricultural and water management practices. This university was established
in 1961 by the Ohio State University on the Land Grant pattern under a USAID grant
of $70 million. The PAU recruited some of the best trained faculty in the world in
1960s who developed new plant varieties and helped Punjab farmers to adopt best
agricultural practices to fully mechanize crop production methods. Climate change
is now affecting India’s agriculture. Therefore, it was decided to include the climate
data collected from a weather station in Ludhiana in this chapter to provide evidence
of climate change in South Asia. The city of Ludhiana in Punjab, India, is situated at
30°54'33” N latitude, 75°48'22" E longitude and 247 m altitude above mean sea level.
This part of South Asia experiences semi-arid type of climatic conditions resulting in
distinct spring, winter and summer seasons. The climatic data on maximum temper-
ature (Tmax), minimum temperature (Tmin), relative humidity (RH), wind speed
(WS), sunshine hours (SSH) and open-pan evaporation (PE) was collected from the
Agrometeorological Center at PAU for 47 years from 1970 to 2016 and are given in
Figs. 1.6, 1.7, 1.8, 1.9, 1.10 and 1.11 (Kingra 2017). Temporal variability depicted
increase in minimum temperature at 0.05 °C analysis using Mann—Kendall and Sen’s
slope per year both during rabi and kharif seasons (Kingra et al. 2017) as well as
annually (Kingra et al. 2018a; b, c). In this chapter, we are using these data to show
the impacts of climatic change on crop yields of Punjab and future directions for
research at PAU to make sure that farming systems in South Asia stay sustainable
and farmers’ incomes are protected.

Climate change is posing a serious threat to the food security for the growing popu-
lation growth of India. This has attracted the attention of scientists and policy-makers
in the recent decades to focus their energies in addressing this serious global issue.
Under the present environmental conditions and circumstances, there is an urgent
need to manage climate variability and its adverse effects to attain food security and
agricultural sustainability in future. Keeping this in view, the climatic records of
central Punjab (Ludhiana) have been analysed to quantify the climatic changes and
their likely impacts on agricultural productivity. Lower minimum temperature, rela-
tive humidity, rainfall and number of rainy days during the reproductive growth period
of wheat covering the months of February and March have been found favourable for
higher grain yield (Kingra 2016a). Minimum temperature explained 44% variability
in wheat yield (Kingra et al. 2018a). Higher daytime temperature, sunshine hours
and lower afternoon relative humidity during vegetative growth and lower daytime
temperature, sunshine hours and higher afternoon relative humidity are favourable
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for obtaining higher rice yields (Kingra 2016b). Spatial variations in yield, rain-
fall and temperature are substantial, and these have important consequences for food
security by indicating the need for region-specific technologies (Kingra et al. 2018b).

Data given in Figs. 1.6 and 1.7 clearly shows that minimum and maximum temper-
atures in Punjab are increasing and effects on climate change on agriculture are
real. Increased temperatures will affect the water requirements of crops and directly
affecting water security needs of India because 85% of India’s water is used for agri-
culture. Significant increase in minimum temperature has been observed on monthly
as well as yearly basis for both growing seasons (rabi and kharif). The rate of increase
in minimum temperature is being highest during the months of February, March,
September and October (0.07 °C) and lowest during the months of January and June
(0.03 °C). As the four months with the highest rate of increase coincide with the
reproductive growth period of rabi (February and March) and kharif (September
and October) crops, climate change poses a serious threat to crop productivity in the
region of Punjab because seasonal minimum temperature variability of 16.7 0.9 °C,
23.4 £ 1.0 °C and 10.0 £ 0.9 °C, respectively, along with year-to-year variations
(Fig. 1.6), puts Punjab in high risk zone for heat stress risks in future. The studies
have shown that higher minimum temperatures during tillering (late November to
early December) and during grain formation stage (late February to early March)
have resulted in reduction in wheat yield to the extent of 3-8% (Dr KK Gill, Personal
Communication).

Mean monthly relative humidity data has also been observed to increase during
different months except March, April, May and August, during which no signifi-
cant trends. The period from April to June has been observed to be the driest with
mean relative humidity ranging from 40.4 to 52.8%, whereas during the period from
July to September during monsoon rains, humid conditions ranged from 73.0 to
78.0%. In addition to this, the cold months of January, February and December also
experienced humid conditions with relative humidity ranging from 72.0 to 75.5 per
cent, whereas the months of March, October and November experienced moderate
humidity ranging from 62.6 to 66.5% (Fig. 1.8). Similarly, trends in wind speed
(Fig. 1.9) were observed. Higher wind speeds were observed in the months of April
to July affecting transmission of plant diseases and water requirements. The data on
wind speed shows a significant decrease in wind speed during all the months except
during the month of March.

Data on sunshine hours and open pan evaporation for the Punjab region is given
in Figs. 1.10 and 1.11, respectively. There is a decreasing trend in sunshine hours.
Sunshine hours have a significant effect on the process of photosynthesis, and the
decreasing daily sunshine hours will have severe impacts on the rate of photosynthesis
and hence crop productivity. This could be one reason that the crop yields have
remained static over the last decade or so despite of better crop cultivars and cultural
practices being recommended by PAU. Data on open pan evaporation (Fig. 1.11)
shows that monthly open pan evaporation at Ludhiana, Punjab, ranged from 46.2 +
9.5 mm in January to 305.6 &£ 51.0 mm in May. Due to hot and dry conditions during
the months of April, May and June, highest rate of evaporation was observed during
these three months. This analysis indicates that the decrease in evaporation at a rate
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of 6.0 mm annually with seasonal decrease of 4.0 mm during kharif and 2.0 mm
during rabi season due to climatic variations might have resulted in increased relative
humidity and decreased wind speed over time.

These climatic shifts in Punjab can have great implications on agricultural produc-
tivity of India. This study clearly indicates that climate change effects in Indian
sub-continent are real, and policy-makers and researchers must prepare themselves
for the future course of action. Minimum temperature during crop reproductive and
maturity period is very critical. Increase in minimum daily temperatures during this
crop-growing period increases the evapotranspiration losses and reduces crop yields
significantly. This can lead to terminal heat stress in both rabi and kharif crops
affecting productivity of these crops.

Table 1.4 gives data on the effect of yearly rainfall amounts and distribution
in rainfall on wheat yields for four years (2009-2013). The year 2012-2013 was
extremely wet, and fields were waterlogged for extended periods of time affecting
crop yields severely. During the years, when rainfall was close to normal, the wheat
yields showed an increasing trend. Again, these data shows that extremely wet years
can significantly decrease crop yields due to excessive wetness in the field. Table
1.5 gives the per cent decrease in crop yields with increase in temperatures. Rising
temperatures could reduce wheat yields by 10-28% because of insect damage or heat
stress.

All these climatic variations are likely to have severe implications on crop
productivity in the region. Improved cultivation systems like zero tillage, bed
planting and conventional tillage with mulch produce higher grain yield and improve
water productivity of wheat than conventional planting. Irrigation management and
retaining crop residue in field are other measures to manage terminal heat stress and

Table 1.4 Effect of rainfall amount and distribution on wheat yield in Punjab

Year Rainfall amount (mm) | Rain distribution Average wheat yield (Mg/ha)
(Number of rainy days) | [ dhiana Punjab
2009-10 | 49.7 4 4.63 4.31
2010-11 74.2 7 4.96 4.69
2011-12 | 65.6 6 5.38 5.10
2012-13 | 157.6 13 4.84 4.53
Table 1.5 Response of different wheat varieties to increase in temperature
Wheat variety | Decrease in yield (%) as a function of temperature increment (°C)
+0.5°C +1.0°C |+1.5°C |+2.0°C |+2.5°C
PBW 343 -3.0 —-8.0 |—-160 |-235 |-23.0
PBW 621 -7.0 —-11.0 |—-155 |—-22.0 |-245
PBW 550 -5.0 -9.0 |—-140 |-23.0 |-27.0
DBW 17 —10.0 —-13.0 | —195 |-265 |-28.0
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improve water productivity in wheat (Kingra et al. 2019a). Kingra and Mahey (2013)
reported higher soil moisture extraction by wheat under flat planting as compared
to bed planting in wheat. Kingra et al. (2011) also observed increase in heat use
efficiency of wheat under adequate water supply indicating irrigation management
as effective strategy to beat water and heat stress in wheat. Similarly, to overcome the
adverse effects of climate change on rice productivity, agronomic management prac-
tices like cultivation system, irrigation management and fertilizer management, etc.,
can play a significant role either by leading to reduction in greenhouse gas (GHG)
emission or by reduction of climate change impact on rice productivity (Kingra et al.
2019b).

1.4 Conclusions

Three examples of fields studies reported in this chapter from three difference regions
of the world clearly indicate that climate change is likely to affect the food and water
security for the growing global population. Therefore, we as a global community
of researchers and policy makers, need to work together to develop innovative tech-
nologies, best management systems, and adaptable policies to mitigate the effects
of climate change by reducing greenhouse gas emmisions to the atmosphere. Since
agriculture is one of the contributors of greenhouse gas emissions to the atmosphere,
agricultural community and food industry need to play a positive and supportive role
in curbing carbon dioxide, methane and nitrogen oxide emissions from animal and
crop production systems in agricultural watersheds. Farmers are already adopting
carbon sequestration farming practices, and cutting-edge and proven technologies
to reduce greenhouse gases to atmosphere. The development and implementation
of climate-smart best agricultural practices including conservation tillage, precision
and digital farming, improved plant breeding technologies, innovative irrigation and
water management methods like drip irrigation, and good manure/nutrient manage-
ment practices will help reduce agriculture’s impact on climate change. Digital tools
and precision agriculture techniques have already enabled farmers to make on-site
decisions to grow more food with less inputs and on less acreage, offering the poten-
tial to reduce the energy use and the number of acres needed to feed a growing global
population.

Another area where the global agricultural community needs to pay attention is
in the area of post-harvest food losses. An estimated 1/3 of all food produced is
more or less wasted or damaged in storage or during transportation. Wet and dry
cycles, and extreme weather events, and the seasonal effects of rainfall distribution
during the growing season on groundwater recharge and water quality need further
studies. In addition, additional research on efficient animal and crop production
systems in response to climate change are needed in different parts of the world
so that farmers can be educated on how to best manage their farming activities in
environmentally sound manner and keeping their farms economically viable to meet
the food security needs. Studies conducted in India on climate change effect on
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crop productivity, and water security indicates that future research need to focus
on optimizing input use efficiency and developing incentive-based adaptive poli-
cies to sustain natural resources for attaining food security. Elevated CO, emission
from agriculture and increasing temperatures should become the focus of future
studies to mitigate climate change. On-farm management systems (timely planting
of crops, reduced dependance on groundwater for irrigation, integrated nutrient and
pest management, minimum tillage and crop rotations practices for carbon seques-
tration and improving soil health) and resource conservation technologies should be
part and parcel of future farming system.
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Chapter 2 ®)
Climate Change Risks to Water Security Gzt
in Canada’s Western Interior

M. Rehan Anis, Yuliya Andreichuk, Samantha A. Kerr,
and David J. Sauchyn

2.1 Introduction

Much of the impact of anthropogenic climate change on social and natural systems
results from changes to regional hydrological regimes including shifts in the seasonal
water balances and increases in the frequency and severity of hydroclimatic extremes
(Abbott et al. 2019; Jiménez Cisneros et al. 2014; Marvel et al. 2019). Climate
change impacts on water resources affect food security and economic prosperity,
especially in dry climates where aridity (a negative water balance in normal years)
and drought are economically and ecological limiting. The semiarid to sub-humid
plains of western Canada have more than 80% of the country’s agricultural land. In
this region, melting snow accounts for most of the runoff and surface water supplies.
A warming climate will result in decreases in the depth of the snowpack, length of
the snow cover season and the proportion of precipitation falling as snow (Mudryk
et al. 2018), with a corresponding reduction in end-of-season snowpack and summer
water levels and streamflow (Bonsal et al. 2019).

The potential impacts of a warming climate on water availability in snow-
dominated mid- and high-latitude river basins are a serious concern given that, over
the past several decades, these regions have experienced some of the most rapid
warming on earth (Bonsal et al. 2019). In western Canada, declining streamflow has
been observed in rivers draining the eastern slopes of the central/southern Rocky
Mountains, (Burn et al. 2004; Rood et al. 2005; Schindler and Donahue 2006; St.
Jacques et al. 2010; Bawden et al. 2015). Snow in the Rocky Mountains is the back-
bone of the industrial water supply, including the source of water for irrigation of
agricultural land. The bank of surplus water from wasting alpine glaciers has been
mostly spent, and mass balance is shrinking quickly (Marshall et al. 2011).
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This paper describes research on the impact of climate change on water security in
western Canada using as a case study the North Saskatchewan River Basin (NSRB).
The tributaries of the Saskatchewan River flow from the Rocky Mountains across
a vast area of interior plains that represents the largest area of drylands in Canada.
We present an analysis of past and future climate and hydrology. We compare pre-
industrial paleohydrology to model simulations of future climate and river flow.
Research on the extent to which anthropogenic climate change departs from natural
variability informs an assessment of the resilience of water resource policy and
infrastructure, which were designed to operate under historical climatic variability.
Human-induced climate trends are superimposed on natural multi-decadal climate
variability, which is more evident and impactful at regional scales. Our case study
of climate change and water security in the NSRB begins with a discussion of the
drivers of hydroclimatic variability in this region.

2.1.1 Natural Variability of the Regional Hydroclimatic

Future projections of regional changes in precipitation and water resources are
constrained by an incomplete understanding and simulation of the climate system,
by making assumptions about anthropogenic forcing, and by a significant compo-
nent of stochastic internal variability (Hawkins and Sutton 2009; Deser et al. 2012).
Natural variability can dampen, mask or enhance human-induced trends with a larger
influence at regional scales and for variables related to the water cycle. Barrow and
Sauchyn (2019) found that in western Canada natural variability is the dominant
source of uncertainty for the projection of future precipitation, accounting for more
uncertainty than discrepancies among climate models and choice of greenhouse
emission scenarios. These findings indicate that any attempts to project the climate
of future decades require an understanding of natural variability in the regional
hydroclimate and how well numerical models simulate this internal variability of the
climate system.

Canada’s western interior has a typical mid-latitude continental climate with large
seasonal and inter-annual variability. Water allocation, and the design of storage
and conveyance structures, is based primarily on average seasonal water levels, but
otherwise water resources are managed to prevent the adverse impacts of flooding and
drought. While these hydrological extremes are difficult to predict, their probability
is strongly linked to periodic fluctuations in sea surface temperatures (Bonsal et al.
2019). Strong teleconnections between the regional hydroclimate and Pacific basin
atmosphere—ocean oscillations drive much of the hydroclimatic variability at annual
to decadal time scales, in some cases obscuring signals of climate change (Fye et al.
2006; Moore et al. 2007). Indices that describe the dynamics of these large-scale
climate systems include the Pacific Decadal Oscillation (PDO), the Pacific North
American (PNA) pattern and the El Nifio Southern Oscillation (ENSO). The extreme
phases of ENSO are inversely related to precipitation during the cold season: El Nifio
(La Nifia) is associated with below (above) average precipitation in our region. There
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is a strong negative relationship between the PDO and streamflow in western Canada;
thus, water levels are higher when the PDO is in its negative phase and drier when
the PDO is positive (St. Jacques et al. 2010). Gurrapu et al. (2016) demonstrated the
strong influence of the PDO on peak river flows in western Canada. They found two
distinct flood frequency curves for the negative and positive phases of the PDO. The
curves diverge at higher return periods, indicating that flood flows are much more
likely during the negative (cool) phase of the PDO.

Recent flooding and drought in the Prairie Provinces have been some of the most
costly natural disasters in Canadian history. Studies of the drought in 2015 (Szeto
et al. 2016) and floods in 2013 and 2014 (Teufel et al. 2017; Pomeroy et al. 2015)
concluded that these naturally occurring events were intensified by human-caused
climate change. One of the most robust climate projections, globally (IPCC 2014),
nationally (Zhang et al. 2019) and regionally (Gizaw and Gan 2015), is an increase
in rainfall intensity. This excess water will occur as the warmer climate converges
with the wet phase of the PDO and ENSO. Similarly, the dry phase also will be
amplified, when there is an absence of rain but also higher temperatures than in the
past (Tam et al. 2018). Climate model projections suggest increasing exposure of the
Prairies to drought, especially in summer and fall (Bonsal et al. 2019). The worst-case
scenario for the Prairie Provinces is the reoccurrence of consecutive years of severe
drought, such as occurred in the 1930s and in preceding centuries (Sauchyn et al.
2015). The warmer climate will amplify the impacts of a future prolonged drought.
Meteorological drought (lack of rain) immediately affects dryland farming, while
hydrological drought (low water levels) impacts irrigation, municipal and industrial
water supplies.

2.2 Climate and Hydrology of the Upper North
Saskatchewan River Basin

The North Saskatchewan River Basin (NSRB) is a headwater sub-basin of the larger
Nelson River Basin, extending from the Rocky Mountains to Hudson Bay. Above
Edmonton, Alberta, the NSRB has a drainage area of 28,100 km? and elevations that
range between 611 and 3543 m above sea level (Fig. 2.1). The North Saskatchewan
River (NSR) begins at the toe of the Saskatchewan Glacier in the Columbia Icefields,
which have experienced dramatic changes, losing 22.5% of their total area between
1919 and 2009 (Tennant and Menounos 2013). The Saskatchewan Glacier and
perpetual snows in the Rocky Mountain maintain river flow through the late spring
and summer months. Land cover in the NSRB ranges from the alpine and montane
ecosystems of the Rocky Mountains, to foothills forest, and the grassland, aspen
parkland and agricultural landscape of the northern Great Plains. Even though the
plains landscape comprises about 60 per cent of the drainage area, it yields a small
proportion of the annual runoff given the sub-humid climate.
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Fig. 2.1 Location, river network and elevations of the drainage basin of the North Saskatchewan
River above Edmonton, Alberta

2.2.1 Climate

Environment and Climate Change Canada (ECCC) and its predecessors have moni-
tored water and weather across a national network of gauges since the 1880s. Histor-
ical water and weather data are readily available from the websites of the Water
Survey of Canada (https://wateroffice.ec.gc.ca) and the Meteorological Service of
Canada (https://climate.weather.gc.ca/historical_data/), respectively. These moni-
toring networks were first installed in western Canada to locate reliable sources
of water for irrigation, transportation and crop production. Thus, the location of the
gauges on local streams, and of weather stations at agricultural research stations
and airports, was initially the most important consideration when establishing these
networks. Fortunately, the continuity of some of these hydrometric and meteorolog-
ical stations has been maintained, because long records are vital for understanding
the variability and change in our hydroclimate.

ECCC'’s database of Adjusted and Homogenized Canadian Climate Data (https://
ec.gc.ca/dccha-ahced/) (AHCCD) was created for use in climate research including
climate change studies (Vincent et al. 2012; AHCCD 2017). It incorporates a number
of adjustments applied to the original weather station data to address shifts due to
changes in instruments and in observing procedures (Vincent et al. 2012; AHCCD
2017). During the period 1979-2016, the average minimum temperature for the
NSRB was —12.3 °C and the average maximum temperature was 13.6 °C. Total
annual precipitation averages 620 mm. The Rocky Mountain ranges of western
Canada block much of the moisture brought by westerly winds from the Pacific.
As a result, the annual precipitation is as high as 2000 mm at high elevations and as
low as 300 mm in the plains (Environment Canada 1995).

Figure 2.2 is a time series of the mean annual temperature recorded at Edmonton
since 1880. The annual average temperatures have ranged between —1 and 5 °C.
Not only are there large differences in temperature between years, but there are also
consecutive years of warmer (e.g. mid 80s to early 90s) and cooler (e.g. mid 60s to


https://wateroffice.ec.gc.ca
https://climate.weather.gc.ca/historical_data/
https://ec.gc.ca/dccha-ahccd/

2 Climate Change Risks to Water Security in Canada’s Western ... 29

Mean temperature (°C)
[\%]

1 1 1 L 1 L 1

1895 1910 1925 1940 1955 1970 1985 2000 2015

Fig. 2.2 Mean annual temperature at Edmonton since 1884 and the linear upward trend in red

mid 70s) weather. This variability from year-to-year and decade-to-decade tends to
obscure a statistically significant upward trend. Nevertheless, the region is getting
warmer; mean annual temperature has risen by more than 2 °C. Similar results were
found by Jiang et al. (2017), when they analysed the seasonal trends in precipita-
tion and temperature across Alberta using the Canadian Gridded Temperature and
Precipitation Anomalies (CANGRD) dataset and found a consistent regional pattern
of increasing temperature over all seasons.

While Fig. 2.2 illustrates a statistically significant (p < 0.001) rise of 2.7 °C in
mean annual temperature, these data averaged for the whole year hide an important
fact; most of the warming is occurring in winter to the lowest temperatures. Thus,
western Canada is not getting hotter; it is getting much less cold. Figure 2.3 is a
plot of mean daily minimum winter (DJF) temperature at Edmonton from 1884 to
2018. The statistically significant (p < 0.001) increase is 6.5 °C. There is large natural
variability around this upward trend. The warmest winter was in 1931 during a very
strong El Nifio. Over the past three decades, the two coldest winters had a mean daily
minimum temperature of approximately —20 °C. These would have been average
winters for most of the twentieth century.

Total annual precipitation at Edmonton since 1884 is plotted in Fig. 2.4. It ranges
from 250 to 800 mm from dry to wet years. The red dashed line indicates a linear
upward trend; however, the increase is small relative to the range of values and large
inter-annual and decadal variability. Even though most of the precipitation occurs
in spring and early summer, winter precipitation (mostly snow) is more effective in
producing soil moisture and runoff, since much of the summer rainfall is lost by
evapotranspiration.
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2.2.2 Hydrology

The climate of the mountainous region of the NSRB (Fig. 2.1) is characterized by
high precipitation and low evapotranspiration, resulting in high water yield. The
mean annual discharge of the NSR at Edmonton is 215 m3/s. In Alberta, the NSRB
drains an area of about 57,000 km? (Fig. 2.5; NSWA 2014). It is sub-divided into
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Brazeau North Saskatchewan River

Watershed in Alberta

Fig. 2.5 Sub-basins of the North Saskatchewan River Basin (NSWA 2012)

12 sub-basins. The Cline, Brazeau, Ram and Clearwater rivers, which are headwater
tributaries in the Rocky Mountains, generate 88% of the total annual runoff (NSWA
2012).

2.2.2.1 Historical Streamflow Records

The streamflow gauge at Edmonton (05DF001) was recording natural flows of the
North Saskatchewan River from 1911 until the mid 1960s when the Brazeau and
Bighorn dams were built. Water is released from these reservoirs throughout the
year for power generation, and there is little capacity to control or mitigate flooding
of the NSR (EPCOR 2017). The River Forecast Centre of Alberta Environment and
Parks has reconstructed naturalized flows by computing unregulated flows at the
reservoir sites and routing these flows to Edmonton. While operation of the dams
has little overall effect on mean annual flows, it increases flows in the cold season
(Oct—Apr) and decreases them in the warm season (May—Sep). This is illustrated
in Fig. 2.6, which is plot of mean monthly flow of the NSR at Edmonton from
1912-1971 prior to the Bighorn Dam, and from 1972-2015, after the construction of
the Dam. The natural flow (the blue bars) is characteristic of mid-latitude mountain
watersheds with a snow-dominated hydrologic regime, where approximately 40% of
the annual discharge occurs in June and July from rainfall and melt of the mountain
snowpack.

Figure 2.6 shows that relatively high flows are maintained throughout the summer
from the melt of snow and glaciers at high elevations. MacDonald et al. (2012)
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Fig. 2.6 Mean monthly flow (m3/s) of the North Saskatchewan River (NSR) at Edmonton from
1912-1971 (blue) and 1972-2015 (orange), before and after construction of the Bighorn Dam

modelled the future snowpack of the NSRB, quantifying potential changes in snow
water equivalent. They found that there may be little change in the annual maximum
snow accumulation; however, spring snow melt likely will occur earlier as the climate
warms and with an increase in the proportion of rain versus snow. The accelerated
retreat of mountain glaciers in recent decades is an indication of repeated years of
negative mass balance, where melt of glacier ice in summer exceeds the contribution
of new ice converted from the winter snowpack. Among the five major rivers that flow
from the eastern slopes of the Rocky Mountains, the North Saskatchewan is fed by the
largest ice volume and area of glaciers (about 1% of the watershed above Edmonton;
Marshall et al. 2011). Recent trends and modelling of glacier mass balance suggest
that glaciers on the eastern slopes of the Rockies will lose 80-90% of their volume by
2100, with a corresponding decline in glacier contributions to streamflow (Marshall
et al. 2011). The contribution of glacier meltwater to the NSR is less than 3% of the
regulated flow at Edmonton during July through September (Comeau et al. 2009).
While the loss of glacier ice has generated extra runoff from the larger glaciers, the
number of glaciers is declining as the smaller ice masses disappear. Figure 2.7, a
time series of annual flow of the NSR at Edmonton, shows a downward trend, but
also considerable interannual and decadal variability reflecting the influence ENSO
and the PDO on the regional hydroclimate (St. Jacques et al. 2010, 2014; Gurrapu
et al. 2016; Sauchyn et al. 2011, 2015). It should be noted that this gauge station is
located downstream of two water treatment plant intakes and does not account for
the portion of withdrawals that are returned to the NSR (EPCOR 2017).

In Fig. 2.8, naturalized streamflow from 1912-2010 is plotted for each season:
winter (DJF), spring (MAM), summer (JJA) and fall (SON). The linear trends (red
lines) are not statistically significant in spring and fall; however, they are significant
(p < 0.05) in winter and summer, with an increase of 8.5 m3/s and a decrease of
113.7 m3/s, respectively. These streamflow trends are consistent with climate changes
over the past century. Warming has led to winter snowmelt, and less snow and ice
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Fig. 2.7 Mean annual flow (m3/s) of the North Saskatchewan River (NSR) at Edmonton, 1912
2015. The red line represents a downward linear trend

remain at high headwater elevations to sustain summer flow. These flow series are
also marked by large differences between years and decades, such that short-term
trends can reflect natural variability rather than climate change.

InFig. 2.9, water-year hydrographs are plotted for three time periods. This compar-
ison of observed natural flows of the North Saskatchewan River at Edmonton shows a
decrease in spring/summer flows in the past 30 years and an increase in winter flows.
This is consistent with the trends in the time series of annual flows by season (Fig. 2.8),
which show an upward trend in winter and a downward trend in summer flows. The
total annual flows increased 3.5% for the period of 1950-1979 and decreased 5.3%
for the period of 1950-1979 compared to the base period of 1912-1941.

Detection and attribution of climate cycles is necessary to distinguish natural
climate variability from trends imposed by global climate change. The wavelet trans-
formation of climate time series assigns power to the spectrum of frequencies across
the time domain. Figure 2.10 is a continuous wavelet plot for natural NSR flow at
Edmonton from 1912-2010. The power at low frequencies corresponds to the decadal
variability of the PDO and, at two to four years, the continuous effect of ENSO.

2.2.2.2 Groundwater

Further growth in Alberta’s population and economy could place increasing demands
on groundwater systems (Grasby et al. 2009; Worley Parsons 2009; Hughes et al.
2017). The Paskapoo Formation in west-central Alberta is an important aquifer and
source of groundwater for industrial use, primarily in the oil and gas industry (Hughes
et al. 2017). Data on groundwater levels is available from the Alberta Groundwater
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Fig. 2.8 Naturalized flow (m3/s) of the North Saskatchewan River (NSR) from 1912 to 2010 at
Edmonton by season
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30-Year Median of Daily NSR Runoff @ Edmonton
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Fig. 2.9 Comparison of median of 30-year daily natural streamflow for North Saskatchewan River
at Edmonton for three different time periods
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Fig. 2.10 Continuous wavelet plot for NSR natural streamflow at Edmonton from 1911-2010

Observation Well Network (https://aep.alberta.ca/water/programs-andservices/gro
undwater/groundwater-observation-well-network/). Data from these observation
wells demonstrates the influence of climatic variability on groundwater table eleva-
tion, but as yet there is no evidence of the impact of a warming climate on ground-
water recharge (Perez-Valdivia and Sauchyn 2012). Research has shown that when
ENSO and PDO are in their respective positive phases, groundwater levels reflect
the resulting warmer and drier winters and reduced groundwater recharge (Hayashi
and Farrow 2014; Perez-Valdivia and Sauchyn 2012).
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2.2.3 The Paleohydrology of the NSRB

Understanding the long-term natural variability of the regional hydroclimate is an
important precursor to research on the impacts of climate change. Natural proxy
records of hydroclimate, such as tree-ring chronologies, provide knowledge of past
climate-driven non-stationarities in hydrologic variables. Ring-width data from long-
lived trees growing at dry sites are a proxy of seasonal and annual water levels.
The growth of these trees is limited by the availability of soil moisture, and the
same weather variables (precipitation, temperature, evapotranspiration) that deter-
mine river flow also control tree growth. As a result, there is a similar integrating
and lagged response of tree growth and streamflow to inputs of precipitation (Kerr
et al. In review; Sauchyn and Ilich 2017).

We reconstructed estimates of warm (May—September) and cool (October—April)
season streamflow for the NSR at Edmonton from multi-species measurements of
annual ring width (RW), earlywood width (EW) and latewood width (LW) using
standard methods in dendrohydrology (Meko et al. 2012). Multiple linear regression
(MLR) using a forward stepwise procedure with a cross-validation stopping rule
(leave n-out) was used to model and reconstruct warm and cool season streamflow
from 1200 to 2015. The tree-ring models were calibrated over the full instrumental
naturalized streamflow record (1912-2010) using a nested approach, where shorter
tree-ring chronologies are dropped from the pool of predictors and the procedure is
repeated using the remaining longer series. No more than five chronologies were used
for each reconstruction nest, in order to avoid multi-collinearity and an over-fit model,
while achieving maximum reduction of the residual variance not accounted for by
predictors already in the model. Predictors included lagged (+two years) chronolo-
gies to account for any differences in the timing of the response of streamflow and
tree growth to inputs of precipitation and snow meltwater.

Following the methods of Kerr et al. (In review), each nest of estimated stream-
flow is a discrete independent reconstruction (i.e. for each season), using tree-ring
chronologies that positively correlate with either warm or cool season streamflow,
or both. None of the same chronologies was used as potential predictors in the other
reconstruction. This procedure was applied to minimize inter-seasonal correlation
in the tree-ring reconstructed estimates of streamflow, which can be seen in sub-
annual chronologies (i.e. EW and LW) from the same tree (Stahle et al. 2020; Kerr
et al. In review). Calibration and verification statistics indicate skilful reconstruc-
tions of warm and cool season streamflow from robust models with considerable
predictive power. The models accounted for up to 65% of the naturalized stream-
flow instrumental variance. As illustrated in Fig. 2.11, the reconstructions replicated
the inter-annual variability in historical streamflow, but are better at capturing low
flows, while underestimating high flows, throughout the calibration period. Under-
estimation of peak flows is a common limitation of dendrohydrology, as there is a
biological limit to the response of tree growth to high precipitation and low evapo-
transpiration during wet years. Nested models were discarded after approximately



2 Climate Change Risks to Water Security in Canada’s Western ... 37
800
—Instrumental —Reconstructed
700
600
500
400
\
300
200
NN BN IR RRATYINALEEEBRRREIBESERRRRSE S
o O 0 0 0 000 00 000D O O
L I B I I I I T I I B I B I I B I I I B I B I I T R B I B o o B o )
Fig. 2.11 NSR at Edmonton instrumental and tree-ring reconstructed warm season streamflow

(m?/s) for the calibration period, 1912-2010

1200, as Rzadj values began to decline to below 35%, and other descriptive statis-
tics indicated the model prediction was declining, due to a lack of sample depth of

statistic

ally significant chronologies.

In Figs. 2.12 and 2.13, the reconstructions (1200-2015) of the warm and cool
seasonal flow of the NSR at Edmonton are shown as anomalies (departure from the
mean). The seasonal paleohydrology reflects the natural variability of the climate
recorded in the tree-rings. The low flow years of the instrumental record (i.e. 1930s,
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Fig. 2.12 Tree-ring reconstructed warm season (May through August) streamflow (m3/s) plotted
as positive (blue) and negative (red) departures from the mean warm season flow for the NSR at
Edmonton, 1200-2015
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Fig. 2.13 Tree-ring reconstructed cool season (December through April) streamflow (m3/s) plotted
as positive (blue) and negative (red) departures from the mean cool season flow for the NSR at
Edmonton, 1200-2015

1980s and early 2000s) are clearly visible. Even more noticeable are periods of low
flow that exceed the historical worst-case scenario in terms of severity and duration
(i.e. fourteenth and fifteenth centuries in the warm season record). Decadal scale
variability is also evident in these plots, in terms of successive years of high and low
flows, which last one to three decades. In both seasons, low- and high-water levels
reoccur at more or less regular intervals.

We further explored the reconstructed time series of warm and cool season
streamflow for a better understanding of the global drivers of the natural variability
in the regional hydroclimate. The long-term seasonal impacts of slowly varying
modes of sea surface temperature (SST) variability are realized in their decadal-to-
multidecadal effects on other teleconnections and large-scale atmospheric circulation
(Howard et al. 2019). We identified the main oscillatory modes of variability in the
NSRB paleohydrology using continuous wavelet transform (Grinsted et al. 2004)
of the reconstructed warm and cool seasonal flows of the NSR at Edmonton. The
wavelet plots in Figs. 2.14 and 2.15 show significant multi-decadal and inter-annual
modes of variability, which can be linked to the influence of the PDO and ENSO on
the hydroclimate of western North America (St. Jacques et al. 2010; Sauchyn et al.
2015; Gurrapu et al. 2016; Sauchyn and Ilich 2017).
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Fig.2.14 Continuous wavelet power spectrum for warm season tree-ring reconstructed streamflow
(1200-2015) of the NSR at Edmonton. Thick black contour lines indicate significance at 95% level
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Fig. 2.15 Continuous wavelet power spectrum for cool season tree-ring reconstructed streamflow
(1200-2015) of the NSR at Edmonton. Thick black contour lines indicate significance at 95% level

2.3 Water Use and Demand

2.3.1 Historical Water Use

The security of water supplies is function of not only supply, but also the demands
placed on these supplies for industrial and residential use. Information on the use and
consumption of water in the Edmonton region is available from the annual reports
compiled by EPCOR Water Canada and from studies for the North Saskatchewan
Watershed Alliance (NWSA) by AMEC (2007) and Thompson (2016). Additional
province-wide data from the Alberta Water Use Reporting System (https://aep.
alberta.ca/water/reports-data/water-use-reporting-system/default.aspx) indicate that
70% of licenced surface water use in the NSRB occurs within the Capital Region
(Strawberry, Sturgeon, Beaverhill sub-basins; Fig. 2.5). This region had a slight
increase in water allocations and use in 2016 compared to 2006, with a large
increase in commercial water use and decrease in industrial water use. About 20%
of the licenced surface water use occurs within the Headwaters Region (Cline,
Brazeau, Ram, Clearwater, Modeste sub-basins). Water allocations and use within
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Fig. 2.16 Total annual demand, from 1971 to 2018, for the Edmonton regional water system.
Source EPCOR Water Canada

the basin had changed slightly by 2016 compared to 2006: 2% increase for licenced
withdrawals and 7% increase for licenced use (Thompson 2016).

Unlike the closed sub-basins (Bow, Oldman and SSR) in southern Alberta, Alberta
Environment and Parks continues to grant water licences in the NSRB. About 20%
of the NSR is allocated, while much less water is extracted. That is, full allocations
are not being used and much of the water that is extracted is returned to the NSR. The
amount of water in the NSR is large relative to the volume of water withdrawn by
the Water Treatment Plants (WTPs) for drinking water purposes, which is less than
3% of the total daily flow (EPCOR 2017). Figure 2.16 is a plot of the total annual
demand, from 1971-2018, for the Edmonton regional water system. There are two
notable inflections in this demand curve. Demand rose through the 1970s and then
levelled off until 2000 when there was another rise in demand to a slightly higher
level. The mean average daily demand for 2001-2018 was 363 ML/d, and mean peak
hour demand was 741 ML/d.

Figure 2.17 of average daily demand from 1971-2018 makes a distinction between
the City of Edmonton, which accounts for most of the demand, and the larger
metropolitan region. Regional water use has increased at a faster rate than in the
city; it was almost 5 times higher in 2018 than in 1971, while in-city water use was
only 1.5 times higher. By 2018, raw water intake increased by 24% compared to 1983.
Data for in-city commercial total water consumption are available for 1991-2018
only; consumption decreased by 31% over this period.

While total consumption (residential, multi-residential, commercial and regional)
in 2018 was 78% higher than in 1971, per capita Edmonton water consumption
decreased. Total per capita water use in 2018 was 42% lower than the 1971-
1980 average (31% lower than 2001), at 289 L/capita/d, while the city’s popula-
tion increased by 2.1 times, from 462,572 (1971-1980 average) to 951,000 (2018).
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Fig. 2.17 Average daily water demand from 1971 to 2018 for the City of Edmonton and the larger
metropolitan region. Source EPCOR Water Canada

Figure 2.18 clearly illustrates the decoupling of water demand from population
growth. Since about 1980, per capita demand has declined at a significant rate while
the population approximately doubled. Programmes and practices for the conserva-
tion and more efficient use of water have obviously been effective. Outdoor water use
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Fig. 2.18 Average daily demand, population and total per capita demand per year for the City of
Edmonton from 1971 to 2018. Source EPCOR Water Canada
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typically accounts for much of the water demand in North American cites. Although
Edmonton has a relatively short summer compared to other cities, climate change
projections of shorter winters and longer warmer summers could increase the demand
for outdoor water use.

2.3.2 Projected Water Demand

Demand for water will grow in coming decades because Alberta’s population is
expected to reach 6.4 million by 2046, an increase of about 2.1 million people from
2017. It also is becoming more concentrated in urban centres; by 2046, almost 8 in 10
Albertans are expected to reside in the Edmonton—Calgary corridor (Treasury Board
and Finance 2018). Based on population growth alone, increased demand for water
is anticipated; however, water use and demand depend on other factors, including
policies, population, infrastructure, technology, human behaviour and climate. While
future water demand has been forecasted for Alberta River Basins, these studies
considered different combinations of the determinants of demand, and some studies
are outdated, for example, the forecasting of demand by 2015 (City of Calgary 2007).

AMEC Earth & Environmental (2007) completed an overview of current and
future water use in Alberta for the Ministry of Environment. They examined licenced
and actual water use to October 2006 for six sectors: municipal and residential,
agricultural, commercial, petroleum, industrial and other. Forecasting was based on
expected changes in population and economic activity. Thus, they were “business-
as-usual” predictions since they did not account for improvements in water use effi-
ciency. A 21% increase from current water use (2005) was the net result for the
entire province; however, most of this increase was attributed to rising water demand
in the irrigation and industrial (petroleum) sectors, and thus concentrated in the
southern and more northerly river basins, respectively. For the NSRB, projections of
the increase in water demand over 20 years (2005-2025) ranged from 15% for a low
growth scenario to 118% for a high growth scenario. The increase in demand for a
medium growth scenario was about 34%.

Accurate prediction of water usage is important for both short-term (operational)
and long-term (planning) aspects of urban water management. Water demand fore-
casting models tend to overestimate long-term demands because they generally do
not account for water conservation practices and reductions in per capita usage,
such as the declining water consumption per customer over the past three decades
at Edmonton (Fig. 2.18). As populations and economies grow, water demand does
not necessarily increase at a proportional rate, given effective conservation and effi-
ciency practices. A major ‘“Residential End Uses of Water Study” (DeOreo et al.
2016) of North American water utilities found a 22% decrease in average annual
indoor household water use from 1999-2016. Edmonton was one of three Canadian
cities included in the study.

To improve the accuracy of demand forecasts for municipal water management,
Liu and Davies (2019) developed a model for Edmonton and applied it to long-term
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water demand forecasting using climate model projections of daily temperature and
precipitation. Their model provides a projection of total demand based on inputs
of daily and weekly water demand and meteorological variables. Their data-driven
forecasting model is run in the framework of a system dynamics model that can be
used to replicate physical structures and processes and explore the future demand for
various water end uses under different scenarios related to policy, climate and popula-
tion changes. The daily and weekly water demand models for Edmonton constructed
by Liu and Davies (2019) reveal that maximum and average temperatures produce
more accurate results than minimum temperature, probably because outdoor watering
in summer relates more strongly to daytime average and high temperatures than to
the daytime low. Furthermore, models using indices of the timing of water demand
(e.g. “day-in-week” and “day-in-month”) produced significantly better results than
those without these indices that capture the periodicity of water demand. Outdoor
water demand in summer is an important component of municipal water demand.

2.4 The Future Climate of the NSRB

Projections of the future climate of the NSRB have been previously derived from
output from Global Climate Models at a relatively course scale (100 s km) with down-
scaling based on the statistical relationship between model and observed weather
data (e.g. Jiang et al. 2017; Vaghefi et al. 2019). We have developed climate projec-
tions for the NSRB above Edmonton using high-resolution (25-50 km) data from
Regional Climate Models (RCMs), which were applied to the dynamical down-
scaling of Earth System Models (ESMs). We accessed output for an ensemble of
10 RCMs from the data repository of the North American domain of the Coordi-
nated Regional Climate Downscaling Experiment (NA-CORDEX). All RCMs were
forced with RCP 8.5, a high emissions pathway. Monthly, seasonal and annual mean
temperature (°C) and total precipitation (mm) were computed by averaging values
for model grid points within the boundary of the NSRB. We determined changes
in 30-year average temperature and precipitation for the near (2021-2050) and mid
(2051-2080) future compared to the climate of the baseline period 1981-2010. Table
2.1 gives the multi-model mean changes. Mean temperature and total precipitation are
projected to increase on seasonal and annual scales, with the greatest changes during
the cool period (fall, winter). Mean summer temperature is expected to increase by
3.5 °C with almost no change in total precipitation.

Whereas Table 2.1 presents the mean multi-model climate changes, the scatterplot
in Fig. 2.19 shows the range of mid-future (2051-2080) projections derived from
the 10 RCMs. Increases in annual precipitation and temperature range from 2 to
18% and 2 to 4.5 °C, respectively. The largest temperature changes highlighted in
Table 2.1 occur in winter. Figure 2.20 presents evidence of a dramatic decline in the
frequency of extreme winter temperatures at Edmonton, as simulated by the Canadian
Regional Climate Model version 5, with boundary conditions from the Community
Earth System Model version 2 (CRCMS5_cesm?2). Since this is a model simulation,
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Table 2.1 Multi-model mean
changes in temperature and
precipitation for near
(2021-2050) and far
(2051-2080) future compared
to baseline (1981-2010)

M. R. Anis et al.

Period Climatic variable |2021-2050 |2051-2080
Annual Mean 1.9 3.7
temperature (°C)
Maximum 1.7 34
temperature (°C)
Minimum 2.1 4.0
temperature (°C)
Total 32,5 54.2
precipitation
(mm)
Total 6.9 11.5
precipitation (%)
Spring (MAM) | Mean 1.8 3.0
temperature (°C)
Maximum 1.6 2.7
temperature (°C)
Minimum 2.1 33
temperature (°C)
Total 9.5 26.9
precipitation
(mm)
Total 10.5 29.4
precipitation (%)
Summer (JJA) | Mean 2.3 3.5
temperature (°C)
Maximum 24 3.6
temperature (°C)
Minimum 2.1 3.6
temperature (°C)
Total 9.0 7.4
precipitation
(mm)
Total 39 33
precipitation (%)
Fall (SON) Mean 1.3 3.7
temperature (°C)
Maximum 1.1 3.5
temperature (°C)
Minimum 1.7 3.8
temperature (°C)
Total 17.2 25.0
precipitation
(mm)

(continued)



Table 2.1 (continued)

2 Climate Change Risks to Water Security in Canada’s Western ... 45

Period Climatic variable |2021-2050 |2051-2080
Total 21.2 30.9
precipitation (%)

Winter (DJF) Mean 2.2 4.9
temperature (°C)
Maximum 1.9 4.1
temperature (°C)
Minimum 2.5 55
temperature (°C)
Total 8.8 15.3
precipitation
(mm)
Total 13.9 24.0

precipitation (%)

The largest increases are highlighted with bold font

NSR: Annual changes (1981-2010 vs 2051-2080)
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Fig. 2.19 Scatterplot of climate change projections derived from 10 RCMs

the sequence of extreme temperatures is arbitrary. A different RCM would produce a
different sequence, although statistically (i.e. the range and trend) the results would

be very similar.

Figures 2.21 and 2.22 are time series of total summer and spring precipitation,
respectively, for the North Saskatchewan River Basin above Edmonton. For the
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Fig. 2.20 Extreme minimum temperatures at Edmonton, 1951-2100, as simulated by
CRCMS5_cesm?2 and RCP 8.5

NSR (CRCMS:est)

600 T T

---- Uncorrected simulated prec
Bias—corrected simulated prec
---- Uncorrected projected prec
500 Bias-corrected projected prec 4
—— Observed prec

+

o

[=]
T

1

300

Total precipitation (mm)
S
(=]

100

L J
1960 1980 2000 2020 2040 2060 2080

Fig. 2.21 Simulated and observed (1951-2015) total summer precipitation, North Saskatchewan
River Basin above Edmonton. The bias corrected data is from CRCM5_cesm2

historical period (1951-2015), both simulated and observed data are shown. The
historical and projected (2021-2080) model output is from CRCMS5_cesm2 and
was bias corrected. These plots illustrate a contrast between the negligible change in
summer versus an upward trend in and spring. They also display the large inter-annual
and decadal variability characteristic of the hydroclimate of the region.
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Fig. 2.22 Simulated and observed (1951-2015) total spring precipitation, North Saskatchewan
River Basin above Edmonton. The bias corrected data is from CRCMS5_cesm2

Figure 2.23 is a plot of the projected maximum daily precipitation changes at
Edmonton from 1950 to 2100 as simulated by the CRCMS5_cesm2 (RCP 8.5).
According to the scatterplot in Fig. 2.16, this RCM/ESM experiment projects the
least change in annual precipitation, plotting at about 2% on the vertical axis. Despite
the negligible change in total annual precipitation, precipitation on one future day far
exceeds prior extreme events. This time series also displays inter-annual and decadal
variability; years with heavy precipitation events tend to cluster in wet decades and
with dry decades in between.

2.5 Hydrological Response to Projected Climate Changes

Previous research on the impact of climate change on the North Saskatchewan River
(NSR) (Golder 2008; Kienzle et al. 2012) found increased flow during winter and
spring, earlier spring melt and decreased flow during the summer and fall. These
shifts in the seasonal distribution of river flow are in response to projected climate
changes: a warmer wetter winter and a warmer and possibility drier summer. Summer
flows are impacted by reductions in the extent of glacier ice and summer snowpack at
high elevations in the headwaters. These prior studies were based on the use of data
from GCMs as inputs to hydrological models to project changes in average seasonal
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Fig. 2.23 Maximum daily precipitation at Edmonton, 1950-2100, as simulated by the
CRCMS5_cesm?2 and RCP 8.5

flows. In contrast, our work is based on the use of high-resolution climate change
projections from RCMs to drive runs of a calibrated distributed hydrological model.

2.5.1 Hydrological Modelling of the NSRB Above Edmonton

We simulated the hydrology of the NSRB above Edmonton using the Modélisa-
tion Environmentale—Surface et Hydrologie (MESH) grid-based modelling system
(Fig. 2.24). MESH is a standalone land surface-hydrology model developed initially
by Environment and Climate Change Canada (Pietroniro et al. 2007). It has been
widely applied to various cold regions of Canada (Davison et al. 2006; Pietroniro
et al. 2007). MESH has three components: (1) the Canadian Land Surface Scheme
(CLASS) (Verseghy 1991; Verseghy et al. 1993) that computes the energy and water
balances using physically based equations for soil, snow and vegetation canopy at
a 30 min time step, (2) lateral movement of soil and surface water to the drainage
system with either of the algorithms called WATROF (Soulis et al. 2000) or PDMROF
(Mekonnen et al. 2014), and (3) hydrological routing using WATFLOOD (Kouwen
et al. 1993) that collects overland flow and interflow from each grid cell at each time
step and routes them through the drainage system. The river routing is based on a
storage routing technique in which the channel roughness and storage characteristics
control the inflows from the local grid and upstream river reach. The land model is
run on each tile independently. The overall fluxes and prognostic variables for each
grid cell are obtained by taking a weighted average of the results from tiles.
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Climate Forcing

Incoming shortwave radiation, Incoming longwave radiation, Precipitation rate,
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Lateral Fluxes, runoff generation (overland flow and interflow)
Grid Routing Model: WATFLOOD (Between Grid)

stream routing algorithms employing continuity equations and Manning's
formula

| Streamflow (30 Min - Daily) |

Fig. 2.24 MESH land-surface and hydrology modelling system schematic diagram

A 0.125° drainage database consisting of 278 grid cells was constructed using the
Green Kenue tool (v3.4.3) as shown in Fig. 2.25. Topographic data was from the Cana-
dian Digital Elevation Model (CDEM 2015) at a scale of 1:250,000. The shape files

MESH_drainage_database_ED

Fig. 2.25 Drainage database of NSR at Edmonton. Each grid represents one Grouped Response
Unit (GRU) with soil, land use, drainage area, elevation, channel length and slope data
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Fig. 2.26 Land-cover classification of Upper North Saskatchewan River Basin generated by the
Canada Centre for Remote Sensing (CCRS)

of the catchment and rivers are available from the National Hydro Network—NHN—
GeoBase Series (https://open.canada.ca/data/). The soil data was acquired from Agri-
culture and Agri-Food Canada. The 30-m land-cover data (Fig. 2.26, Pouliot el al.
2017) was obtained from the Canada Centre for Remote Sensing (CCRS). Twelve
land-cover types were used to define Grouped Response Units (GRUS). For compu-
tational efficiency, a GRU-based approach combines areas of similar hydrological
behaviour to address the complexity and heterogeneity of the drainage basin. Each
model grid cell is represented by a limited number of distinct GRUs (tiles) weighted
by their respective cell fractions. For large basins, this approach has been found
more efficient with its operational simplicity while retaining the basic physics and
behaviour of a distributed model (Pietroniro and Soulis 2003).

2.5.2 Calibration and Validation of the MESH Model

The MESH model was calibrated and validated using the bias-corrected historical
gridded climate data WFDEI-GEM-CaPA (Asong et al. 2018). Future flows were
simulated using bias-corrected data from 15 runs of the Canadian Regional Climate
Model (CanRCM4) based on the RCP8.5 emission scenario (Asong el al. 2020;
Scinocca et al. 2016). Running MESH requires three hourly climate forcing data
for seven variables: shortwave radiation, longwave radiation, precipitation rate, air
temperature, wind speed, barometric pressure and specific humidity.

Figure 2.27 is a plot of observed and simulated daily runoff of the NSR at
Edmonton for the calibration (Feb 1995-Dec 2002) and validation (Jan 2003-Dec
2010) periods. Goodness of fit results for the calibration and validation are given in
Table 2.2. The calibration NSE of 0.69 indicates good agreement between modelled
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Fig. 2.27 Comparison of observed and simulated daily runoff of NSR at Edmonton for calibration
(Feb 1995-Dec 2002) and validation period (Jan 2003—Dec 2010) using MESH hydrological model

and observed flows. The prediction of low flows (InNSE) could be improved further
to reduce bias. However, the overall performance of model dynamics and seasonal
variability is well captured by the MESH model with a KGE value of 0.47 indi-
cating a strong relationship between simulated and observed flows. MESH provides
a close fit to the recorded flows for the calibration period, while for the independent
validation period the performance is somewhat reduced, as expected in validation
mode. The reduction is, however, limited, and the model is able to maintain a very
good representation of the overall water balance and the inter-annual and seasonal
variations. The NSE and KGE values cannot be directly compared and should not
be treated as approximately equivalent (Knoben et al. 2019).

2.5.3 Streamflow Projections

The results of running the calibrated MESH model with 15 ensemble members of
bias-corrected CanRCM4 (RCP 8.5) data from 1950 to 2100 are shown in Fig. 2.28.
This ensemble of time series exhibits large variably around a trend of increasing flow.
These results are for one ESM (CanESM2) and one RCM (CanRCM4). We have
controlled for uncertainty with the use one GCM/RCM pair and one greenhouse gas
emission scenario. Thus, differences among the streamflow projections reflect the
internal variability of the hydroclimate in a warming climate. Figure 2.28 indicates
that the future flow of the NSR will include the annual and decadal variability that
is evident in our 800-year tree-ring reconstruction of the river flow. However, the
range of annual flows will exceed those observed in the recent past. This very likely
represents the amplification of the hydrological cycle in a warmer climate. Low flows,
in particular, frequently reach those in the gauge record, even though a warming
climate will be characterized by more precipitation and rising mean water levels.
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Fig. 2.28 Mean annual runoff of NSR at Edmonton using MESH and a 15-member ensemble of
bias-corrected CanRCM4 data (RCP8.5)

Figure 2.29 is a plot of the annual water-year hydrograph for the baseline (1951—
2010) and future periods (2041-2100). The daily flows were derived from the MESH
model run with the 15-member ensemble of bias-corrected CanRCM4 data and the
high emission scenario RCP 8.5. It clearly shows a shift in the hydrograph towards
peak flows earlier in the year, with higher winter flows, early snowmelt and lower
summer flows. There is a one-month shift towards earlier snowmelt and peak flow.

2.6 Discussion

Changes in the severity of extreme hydrological events, and in the seasonal distribu-
tion of water resources, will have major impacts on terrestrial and aquatic ecosystems
and on the availability of municipal and industrial water supplies (Sturm et al. 2017;
Fyfe et al. 2017). Both incremental long-term changes in water levels and extreme
fluctuations around the changing baseline will have impacts requiring adaptation of
water resource planning and policy. Water allocation and the design of storage and
conveyance structures, such as reservoir and irrigation canals, are based mainly on
average seasonal water levels, but otherwise water resources are managed to prevent
the adverse impacts of flooding and drought. The operation, and possibly struc-
tural integrity, of infrastructure for drainage, water supply and treatment is vulner-
able to climate change. Much of the risk is due to the expectation of more intense
precipitation, prolonged low water levels and more extreme weather events.
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Fig. 2.29 Comparison of median 60-Year of daily NSR runoff at Edmonton for a baseline from
(1951-2010) and future scenarios (2041-2100) derived from the MESH hydrological model run
with the 15-member ensemble of bias-corrected CanRCM4 data and the high emission scenario
RCP8.5

In this paper, we examined the implications of climate change for water security in
western Canada, using the North Saskatchewan River Basin (NSRB) as a case study.
We developed reconstructions of the pre-industrial streamflow and projections of
future climate and hydrology. Most of the climate change in this region has been
an increase in the lowest temperatures; minimum daily winter temperatures have
increased by about 6 °C. There is no significant trend in the instrumental record of
precipitation. Fluctuations in precipitation over the past 120 years are dominated by
large differences between years and decades.

A decrease in the average flow of the North Saskatchewan River (NSR) at
Edmonton since 1911 is consistent with a warming climate and the resulting loss
of glacier ice and summer snowpack at high elevations in the headwaters of the river
basin. However, the decline is relatively small compared to large natural inter-annual
and decadal variability in flow. Natural cycles in water levels are very apparent in
the paleohydrology of the NSR, an 815-year reconstruction of seasonal river flow
from tree rings collected in the upper part of the river basin. The decadal cycle is
particularly evident in the paleohydrology, with long periods of consistently low river
levels and hydrological drought.

Future projections from RCMs suggest warmer and wetter conditions in winter
and spring and, on average, drier conditions in mid to late summer. One of the most
robust climate change projections is an increase in rainfall intensity. A warming
climate will amplify both the wet and dry phases of the natural cycle in the regional
hydroclimate. In response to the projected climate changes, the seasonal pattern of
river flow will shift, with future river levels peaking about one month earlier. Cold
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season (winter and early spring) flows will be significantly higher. River flows in
June to August will be, on average, lower than in the past.

Our approach to research on water security examines the extent to which impacts
of global climate change on water resources exceeds the natural variability in hydro-
climate as captured by our tree-ring records. Proxy records of past climate and
hydrology can be used to constrain future projections of regional hydroclimate
(e.g. Ault et al. 2014; PAGES Hydro2k Consortium 2017; Schmidt et al. 2014;
Smerdon et al. 2015). Historical model simulations and proxy records cannot be
directly compared unless initial conditions are identical. Model simulation of the
unforced (internal) variations, which the proxies depict, will differ among models.
Therefore, the best approach to comparing paleo- and climate model data is based on
their underlying statistical distributions and the full spectrum of variability. Despite
uncorrelated temporal variability, the power spectra of the time series will reflect
similar climate forcings, such as teleconnections between the regional climate and
ocean—atmosphere oscillations. To illustrate these types of proxy-model compar-
isons, Fig. 2.30 is a plot of 200 years of tree-ring inferred annual normalized stream-
flow at Edmonton and output from the MESH hydrological model driven using
precipitation and temperature from a pre-industrial control run of the CMIP6 model
MRI ESM 2.0. The two curves exhibit similar inter-annual variability and range
of streamflow. A wavelet transform of the winter and spring components of these
time series (Fig. 2.31) reveals that they both have significant high-frequency vari-
ability corresponding to the influence of ENSO, although whereas this mode of
variability spans for 2-8 years for the proxy streamflows, it is confined to a more
narrow range (2—4 years) for the modelled river hydrology. Decadal scale variability
is more prominent in the tree-ring record, suggesting that the climate model may not
be fully simulating this significant mode of variability.
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Fig. 2.30 200 years of tree-ring inferred annual normalized streamflow at Edmonton and output
from the MESH hydrological model driven using precipitation and temperature from a pre-industrial
control run of the CMIP6 model MRI ESM 2.0
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Fig. 2.31 Wavelet Transform of winter (top) and spring (bottom) modelled (left) and proxy (right)
streamflow at Edmonton

As a warming climate amplifies the hydrological cycle, the range of river levels
will expand, with larger departures from a shifting baseline of higher winter flows and
lower summer flows. More precipitation falling as rain rather than snow, combined
with earlier spring snow melt, will result in earlier peak streamflows, with subsequent
reduced flows in summer, the season of highest water demand. Data from recent
decades indicates that absolute water use and demand has increased but at a much
lesser rate than the increasing population of the Edmonton region. As a result, there
has been a decoupling of per capita water use from growth in the economy and
population of the region.
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Chapter 3

Forcing of Global Hydrological Changes oo
in the Twentieth and Twenty-First

Centuries

V. Ramaswamy, Y. Ming, and M. D. Schwarzkopf

3.1 Introduction

Climate over the twentieth century has been forced by natural (solar irradiance
changes, aerosols from major volcanic eruptions) and anthropogenic (well-mixed
and short-lived greenhouse gases, short-lived aerosols, land-use change) factors
(Ramanathan et al. 2001; Forster et al. 2007; Myhre et al. 2013; Ramaswamy et al.
2019). The forcings have effected changes in the coupled climate system comprising
the atmosphere, oceans, land and ice, with clear evidence of an anthropogenic finger-
print on changes in several climate variables (IPCC 2007, 2013). In this study, we
discuss the anthropogenic aerosol forcing and its impacts upon the climate system and
contrast the temperature and precipitation changes with that due to the well-mixed
(equivalently, long-lived) greenhouse gases.

We employ the NOAA/OAR/GFDL 3rd generation Climate Model (“CM3”) for
the investigation. We discuss how the aerosols have perturbed the radiative energy
balance of the climate system over the twentieth and twenty-first centuries, and how
the system has responded to the radiative forcings. The thermodynamic and dynamic
responses induce changes in the surface heat and moisture balance, in turn affecting
the hydrologic cycle of precipitation and evaporation.

The CM3 model is based on the finite volume cubed sphere atmospheric dynamical
core, with ocean, land, sea-ice components forming the coupled climate system
(Fig. 3.1). See Donner et al. (2011) and Griffies et al. (2011) for further descriptions
of the atmosphere and coupled climate model, respectively. The forcings considered
in the model include that due to the well-mixed greenhouse gases (WMGG: CO,,
CHy, N,O and CFCs), stratospheric and tropospheric ozone (O3), land-use changes,
volcanic aerosols and solar irradiance changes. The emissions and forcings over
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Fig. 3.1 Schematic of NOAA/GFDL 3rd-generation coupled climate model “CM3”, with Atmo-
spheric Model (AM3), Ocean Model (MOM4 and sea-ice) and Land Model version 3. The other
modules shown are: Atmospheric Dynamics and Physics, and Atmospheric Chemistry. The forc-
ings driving the model’s climate from pre-industrial to present are indicated and include natural
and human-influenced factors (long-lived or equivalently well-mixed, and short-lived species). See
Donner et al. (2011), Griffies et al. (2011), Levy et al. (2013), and Naik et al. (2013)
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Fig. 3.2 Schematic of the aerosol-climate interactions represented in the climate model. The
aerosols undergo micro-physical changes including hygroscopic growth and incorporations in
clouds that can alter cloud properties. The aerosol cycle includes a consistency with the meteorology
as simulated by the model, e.g. advection from source regions

the twentieth and twenty-first centuries are described in Bollasina et al. (2011) and
Levy et al. (2013). The aerosol forcing (see Fig. 3.2) consists of the “direct” aerosol
effect of scattering and absorption of radiation and the interactions of aerosols with
clouds, which enhance the lifetime and albedo of clouds leading to the “indirect”
effect (Forster et al. 2007). Aerosol and cloud water transport is interactive and
therefore self-consistent with the model’s meteorology (Ming et al. 2007). This allows
a self-determination within the model itself of the feedbacks between the aerosol
effects on radiation and circulation and in turn the effects of circulation on aerosol
concentrations in the atmosphere.

3.2 Aerosol Radiative Forcing

The main focus is the aerosol-climate interactions depicted schematically in Fig. 3.2.
Aerosols considered in the model are sulphate, black carbon (BC), organic carbon
(OC), sea-salt, dust and secondary organics (see also Fig. 3.1). Sulphate and organic
aerosols arise from both natural and anthropogenic emissions, while BC is a product
of human influences. Short-lived gases playing a role in tropospheric chemistry
include NOy, CO and volatile organic carbons (VOCs). The prescription of the time-
dependent anthropogenic emissions is described in Levy et al. (2013) and Naik
et al. (2013). Sulphate and sea-salt are assumed to be hygroscopic; other aerosol
species are not. BC and sulphate are assumed to exist as an internal mixture, and
the resultant mixture is, like pure sulfate, considered to be hygroscopic. Aerosol—
cloud interactions involve sulphate, BC and OC. Anthropogenic aerosols’ interaction
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with radiation is primarily in the shortwave spectrum. They reduce the net radiation
entering the climate system at the top-of-the-atmosphere (TOA) and that reaching the
surface (Fig. 3.2). Anthropogenic greenhouse gases, in contrast, reduce the infrared
radiation escaping to space, with the climate system trapping more energy.

Forster et al. (2007) illustrated the significance of the anthropogenic aerosols in
the net radiative forcing between present-day (2000) and pre-industrial times (1860)
at the top-of-the-atmosphere (TOA) and surface. Noteworthy is the large positive
anthropogenic contribution occurring at TOA nearly everywhere around the globe
due to the positive greenhouse gas forcing. However, over regions of the Northern
Hemisphere where the aerosol emissions are large, e.g. Asia, their strong scattering
of insolation renders the net anthropogenic TOA forcing negative. In contrast to the
TOA forcing, the Northern Hemisphere anthropogenic surface forcing has a large
negative value particularly over continents due to the aerosol reduction of shortwave
radiation; the WMGG s on the other hand have a positive forcing at the surface, but
this is less in magnitude than aerosol effects.

The aerosol forcing since preindustrial times includes absorption and scattering
effects, the latter forming a substantial component due to the aerosol interactions
with clouds which enhances their albedo. Figure 3.3 illustrates the pre-industrial to
present-day aerosol TOA forcing in the CM3 model which accounts for the direct and
indirect aerosol effects (Figs. 3.1 and 3.2). The net aerosol effective radiative forcing
(ERF; see Myhre et al. 2013, Ramaswamy et al. 2019) is —1.8 W/m?2. The reduction
in the radiative flux at the surface is greater in magnitude (—3.6 W/m?). Effects are
most pronounced over continental Northern Hemisphere. This highlights one of the
most consequential aspects, viz. the difference in forcing created by the aerosols
between TOA and surface, with atmospheric aerosol-related absorption accounting
for the difference. It should be noted that the forcing by anthropogenic aerosols
has uncertainties owing to gaps in the knowledge about aerosol-cloud interactions
(Seinfeld et al. 2016). The estimate from the model version employed here of the
“indirect” effect lies at the upper tier of values assessed (Myhre et al. 2013; Smith
et al. 2020).

3.3 Twentieth Century Climate Response to Forcings

We conduct model simulations to investigate the response of the climate system in
the twentieth century under the action of all the natural and anthropogenic forcings
depicted in Fig. 3.1 (labelled in this paper as AllForc or AllForcing). The AllForc
simulations are performed with five ensemble members, with each member being
initialized from a different climate state in the year 1860 representing pre-industrial
time. The period 1995-2000 is assumed to represent “present-day” in the simulations.
We also consider how the twentieth century would have responded under the action
of a subset of forcings, in effect asking the question—what if the climate system had
been forced only by specific forcings or forcing combinations? This enables clarifica-
tion of the roles of the different forcing agents. The subsets considered in the present
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Fig. 3.3 Annual mean all-sky anthropogenic aerosol-induced effective radiative forcing (for ERF
definition, see Myhre et al. 2013) between present-day and pre-industrial time (1860) at the top-of-
the-atmosphere (TOA) and surface (W m~2)

study are anthropogenic (Anthro/p viz., WMMG, ozone and tropospheric aerosols)
only; WMGG-only, or WMGG plus ozone (WMGGO?3) with O; effects considerably
smaller than WMGG (factor of 8 less); tropospheric aerosol only (Aerosol), with a
subset being aerosol indirect effect only (Aerosol Ind); and natural (Natural: solar
irradiance changes and stratospheric aerosols from volcanic eruptions) forcing. The
forcing subset simulations are performed with three ensemble members.
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(a) Surface temperature

Figure 3.4 illustrates the effect on the global-mean surface temperature change
over approximately the last fifty years of the twentieth century. The AllForc result
compares reasonably well against the observed temperature change (“CRU”). The
anthropogenic forcing contributes to the AllForc, while the effect of natural forcing
is negligible. The anthropogenic result includes contributions of opposite signs
from WMGGO?3 (essentially WMGG) and aerosols (Mitchell et al. 1995). While
WMGGO3 i.e. anthropogenic greenhouse gases constitute the most dominant forcing
agent, the anthropogenic aerosols offset about a third of the magnitude of the green-
house gas effect. The aerosol indirect (aerosol—cloud interaction) effect has a major
bearing on the total aerosol effect. There is some scatter among the different ensemble
members, underscoring the importance of the initial climate state in governing the
precise evolution of the climate response under the action of the different forc-
ings; however, the reduction of the WMGGO3 effect by anthropogenic aerosols is
markedly evident.

(b) Precipitation

Figure 3.5 illustrates the effect due to the forcings on the change in the annual mean
precipitation between 1990-2000 and 1901-1910. As will be evident later (Fig. 3.8),
there is little variation between 1900 and approximately 1950 such that the prin-
cipal change occurs between approximately 1950 to 2000. Precipitation is a noisier
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Fig.3.4 Global-and-annual-mean surface temperature change (K) in response to radiative forcings,
computed for the period 1996-2000 minus 1951-1955. Shown are the responses to all the known
natural and anthropogenic forcings (AllForc), and for different subsets of forcings, respectively,
anthropogenic forcing only (Anthrop), natural forcing only (Natural), well-mixed greenhouse gases
and ozone only (WMGGO3), tropospheric aerosol only (Aerosol, comprising “direct” and “indirect”
effects) and aerosol “indirect” effect only (Aerosol Ind). Also shown is the estimate of the observed
temperature change (CRU) over the period. The crosses denote the results obtained for the individual
ensemble members, while the coloured bars represent the ensemble mean
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Fig. 3.5 Annual mean precipitation (mm/day) change (1991-2000 minus 1901-1910) in response
to forcings over Global (top left), Asia (top right), Europe (bottom left) and North America (bottom
right). Simulation ensemble mean values shown: all natural and anthropogenic forcings (AllForc),
anthropogenic only (Anthro), well-mixed greenhouse gases only (WMGG) and tropospheric aerosol
only (Aerosol)

field than temperature in both observations and simulations. While there is substan-
tial scatter among the different ensemble members raising the issue of statistical
significance, the aerosol effect compared against WMGG shows a significant, and
almost complete, offset. This offset is much more striking than that arising for surface
temperature change (Fig. 3.4). This is manifested in Fig. 3.5 over all regions shown:
Global, Asia, Europe and N. America.

The anthropogenic signal represents the net resulting from the opposing tenden-
cies due to greenhouse gases and aerosols. For Global and Asia, the change due to
anthropogenic forcing is almost the same as the AllForc. In each region, except for
Europe, the climate response to WMGG-only change is one of clearly causing an
increase in precipitation. This is consistent with well-known theoretical principles
and earlier modelling works (e.g. Manabe and Stouffer 1980; Ramaswamy and Chen
1997; Ming and Ramaswamy 2009). For Global, Asia and N. America, the aerosol
effect is strong enough to negate the WMGG effects, while in Asia, the aerosol
magnitude overwhelms WMGG. In the case of Global and Asia, the precipitation is
reduced in AllForc due to a dominant anthropogenic aerosol effect, skewed towards
an aerosol control of the trend. These results are consistent with Ramanathan et al.
(2001) and Chung and Ramanathan (2006).

The reduction in precipitation arising due to the aerosol effect has other impor-
tant connotations, summarized briefly below. As shown in Ramaswamy and Chen
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(1997), Ming and Ramaswamy (2009), and Ocko et al. (2014), aerosol presence
causes an asymmetric forcing pattern between the Northern and Southern Hemi-
sphere (Fig. 3.3). The aerosol reduction of forcing in the Northern Hemisphere
induces a change in the meridional (Hadley) circulation that is absent for the WMGG
perturbation. The change in circulation causes the Inter-Tropical Convergence Zone
(ITCZ) to shift southward, thus affecting precipitation patterns in the tropical regions
(Chung and Ramanathan 2006; Ming and Ramaswamy 2011), with reduction of
precipitation north of the equator in the tropics and increase in the southern equato-
rial region (Ramaswamy and Chen 1997; Ming and Ramaswamy 2009; Ocko et al.
2014). This is to be contrasted to the effects due to the WMGG which tend to
weaken the Walker (tropical east—west) circulation. Bollasina et al. (2011) demon-
strated that anthropogenic aerosols cause a decrease of monsoon precipitation in the
north-central India over the last half of the twentieth century, an explanatory factor
consistent with observation of decreased rainfall trend. In fact, CM3 simulations
show that the observed decrease of the monsoon over north-central India over the
late twentieth century can be explained only by invoking aerosol forcing; WMGG-
only forcing cannot explain it. A large part of this monsoonal effect is likely due to the
aerosols in the Indian region but remote aerosol effects could also be a contributing
factor (Bollasina et al. 2014). Randles and Ramaswamy (2008) and Ocko et al. (2014)
demonstrate how scattering and absorbing aerosols can play important and distinc-
tive roles on changes in the meridional circulation, ITCZ location, precipitation and
poleward heat transport.

The precipitation reduction in the Northern Hemisphere over the last 30 years of
the twentieth century has been shown to be well correlated with aerosols, particularly
anthropogenic sulphur emissions (Polson et al. 2014). IPCC (2007, 2013) have further
shown the general reduction of precipitation in the observations over the latter part
of the twentieth century. A decrease in precipitation is also evident over land in
observations (IPCC 2007) and over tropical land areas over the period 1960s to
1990s (Chung and Ramanathan 2006; Zhang et al. 2007; Bollasina et al. 2011).
We conclude that the model simulation of aerosol-induced precipitation decrease
(Fig. 3.5) has a fair consistency with analyses of the observed trends.

(¢) Surface heat flux balance

Figure 3.6 illustrates the balance of global-and-annual mean surface heat fluxes in
response to All Forc, anthropogenic, WMGG and aerosol forcings over the same
time period as for precipitation. The solar and longwave components of the radiation
field are considered along with sensible and latent heat flux exchanges. Latent heat
flux is more relevant for this analysis than sensible heat. Consider the WMGG first
(bottom left). The greenhouse gas increase and the atmospheric temperature and
water vapour increase due to feedbacks (Ramanathan 1981) enhance the netlongwave
atthe surface, while the shortwave change is negligible. To balance this effect, there is
increased evaporation and a loss of latent heat from the surface which the atmosphere
gains upon condensation, with consequent increase in precipitation (Fig. 3.5). The
increased vigour of the hydrologic cycle (precipitation) under WMGG increase is
well known (Manabe and Stouffer 1980; IPCC 2001, 2007, 2013).
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Fig. 3.6 Global-and-annual-mean heat balance at the surface for the climate response to forc-
ings (1991-2000 minus 1901-1910) with ensemble mean values shown. AllForc (all natural +
anthropogenic forcings) (top left), anthropogenic only (top right), well-mixed greenhouse gases
only (bottom left) and aerosols only (bottom right). Components of the heat balance are shortwave
(SW), longwave (LW), latent heat (LH), sensible heat (SH) and residual (Net). Positive values
denote heat gain by the surface

For the aerosol case, there is a decrease of solar flux at the surface (Persad et al.
2014) which is not present for WMGG. The longwave radiative component is also
a heat loss at the surface due to cooling of the atmosphere in the lower layers but
is less than the shortwave effect. The surface has to balance by reducing evapora-
tion. Consequently, there is a lessening of the latent heat flux loss, i.e. a heat gain
by the surface unlike the WMGG case. The anthropogenic and AllForc cases are
almost similar owing to negligible influence of natural forcing. Note that the aerosol
effect through the shortwave reduction and the WMGG effect through the longwave
increase are both manifested in the AllForc case. The aerosol influence on the latent
heat though outweighs that due to WMGG. As stated earlier, it must be noted that the
aerosol forcing in this study is likely near the upper limit of the assessed estimated
range due to an overestimate in the representation of the aerosol-cloud interactions.
Nevertheless, the strong effect of aerosols relative to WMGG in affecting the surface
heat balance and skewing precipitation towards the aerosol-dominated solution is a
distinct feature of the surface-atmosphere physical processes. (Preliminary analysis
of results from the next-generation GFDL model, CM4, which has a somewhat lesser
aerosol forcing than in CM3, also indicates a near compensation of the WMGG-only
response).
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Figure 3.7 emphasizes the global-and-annual-mean nature of the contrast in latent
heat flux changes between the anthropogenic WMGG and aerosols. Over most of the
globe, with exceptions in mid-to-high southern latitudes, WMGG tends to increase
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Fig. 3.7 Latitude—longitude change in the annual mean latent heat flux at the surface (in W m~2)
(1996-2000 minus 1951-1955) with ensemble-mean values shown. Top panel: Well-mixed green-
house gas forcing only. Bottom panel: Anthropogenic aerosol forcing only. Positive sign denotes
more latent heat release by the surface due to evaporation in response to the forcing, while negative
sign indicates less latent heat released by the surface
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the evaporation from the surface. In contrast, anthropogenic aerosols reduce evapo-
ration consistent with Fig. 3.6, being dominant in almost the entire Northern Hemi-
sphere where most of the anthropogenic emissions and therefore the aerosol concen-
trations occur, but with the effect spread away from source regions as well (Paynter
and Frohlicher 2015).

Other model results, for example, performed for the World Climate Research
Program’s Coupled Model Intercomparison Project 5 (CMIPS), illustrate (not shown
here) reasonably similar results as shown in Fig. 3.5 for the effects of anthropogenic
forcing in the latter half of the twentieth century viz. a reduction in the global-mean
precipitation. Further, several of these models also show a concomitant decrease of
the shortwave flux at the surface over this period. Whereas, for the WMGG-only simu-
lations, they indicate an increase in the longwave component at the surface; however,
the models’ aerosol shortwave reduction effect outweighs the WMGG effect. The
CMIP5 model results corroborate the present model simulations (Figs. 3.5 and 3.6).
There is thus a reasonable qualitative consistency across models in the fundamental
physics from forcing to processes to precipitation change despite inter-model quan-
titative differences. While the aerosol forcing and effects are more uncertain than
WMGG (IPCC 2007, 2013; Seinfeld et al. 2016), there is a high plausibility of the
physical linkage between forcings and the change in the surface radiative, sensible
and latent heat fluxes and in turn the resultant effects on evaporation and precipitation.

3.4 Twenty-First Century Climate Response to Forcings

Similar to the investigation above for the twentieth century, we perform additional
simulations from present-day (2000) to 2100 under the actions of emissions scenarios
and examine the entire time series from pre-industrial (1860) to 2100. Figure 3.8
illustrates the simulated precipitation change in the global-and-annual-mean relative
to the “control” value in the year 1860. From 1860 to year 1900, both greenhouse
gases (WMGG) and anthropogenic aerosols effects are small (time period “1”).
The aerosol effect becomes increasingly comparable in magnitude to the green-
house gases’ (WMGGQG) effect from ~1900 onwards and indicates a significant offset
by approximately present-day (~1990s; time period “2”). The AllForcings result is
skewed towards the aerosol result as a result of the reduction in the vigour of the
hydrologic cycle (through reduced solar heating at surface, decrease in evapora-
tion and precipitation), outcompeting the increase for WMGG-only (consistent with
Figs. 3.5, 3.6 and 3.7).

Beginning in ~2000 and continuing into the twenty-first century, the emissions
scenarios call for a projected decrease in anthropogenic aerosol emissions and a
continued increase in WMGG emissions (IPCC 2007, 2013; Levy et al. 2013). The
result for AllForcings is shown from year 2000 to 2100 as an ensemble encom-
passing simulations performed for different projected scenarios (IPCC 2013). The
results for all the scenarios are illustrated as a band stretching from 2000 to 2100.
The aerosol influence on precipitation is reduced in the future, and the AllForcings
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Fig. 3.8 Ratio of the global-and-annual-mean precipitation evolution over time relative to the “pre-
industrial” (1860) control. Past to year 2000 results are from a five-member ensemble for historical
(AllForcings), a three-member historical ensemble with anthropogenic greenhouse gases forcing
only, and a three-member historical ensemble with anthropogenic aerosol forcing only. The envelope
around the bold-faced lines indicates the ensemble model deviations. For future projections (beyond
year 2000), the AllForcing results for a three-member ensemble for RCP4.5 and a one-member
simulation each for RCP2.6, RCP6 and RCP8.5 emissions scenarios (IPCC 2013) are shown, with
the blue shading encompassing the range of the results. In terms of influence likely to have been
exerted by the anthropogenic forcings over the different periods, three broadly distinct time periods
as labeled 1, 2, 3 are suggested for comparing the impacts due to greenhouse gases and aerosols
between preindustrial and 2100

result skews increasingly towards a WMGG-like result as the twenty-first century
progresses beyond 2050 (time period “3”), unlike the aerosol-dominant period of
~1980s and 1990s. This suggests an increase in precipitation that is higher in 2100
than in the past, with a much increased vigour of the global hydrologic cycle now
due to the dominance of the WMGG forcing. While the uncertainty of the aerosol
decrease, climate sensitivity and internal variability affects the precise estimate of
the changes (IPCC 2013), the tendency for precipitation to increase relative to the
present, and become more so than in 1860, represents the understanding based on
current knowledge of the physical processes.

In response to continued WMGG increase and aerosol decrease, a reversal from
the results shown in Fig. 3.5 (for pre-industrial to 2000) is to be expected in going
from 2000 to 2100. While Fig. 3.8 is for the global mean, the pattern in trend holds
for most of the Northern Hemisphere continents especially Asia. In fact, simulations
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indicate that Asia region would see a significant reversal in the twenty-first century,
with the contribution in East Asia due to the decrease in aerosols by itself causing
an increase of ~25% in precipitation by 2100 relative to 2000 (Levy et al. 2013).

As is to be expected from the discussions related to Figs. 3.5, 3.6 and 3.7, the
surface heat balance from 2000 to 2100 (Fig. 3.9) also follows an expected reversal.
With the decrease in aerosols, the 2000-2100 surface heat balance shows an increase
in the shortwave radiative flux at the surface. The longwave is also an increase because
of the continued WMGG increase. Thus, the two radiative components now act in
concert, not offsetting each other from 2000 to 2100. The surface latent heat change is
hence more strongly negative than for 1860-2000 (Fig. 3.6), with greater evaporation
and loss of heat from the surface than in 2100. This reinforces the argument for the
increased vigour of the hydrologic cycle and consequently increased precipitation in
2100 compared to present-day.

3.5 Summary and Conclusions

While anthropogenic greenhouse gas emissions have been the principal radiative
drivers of climate change over the twentieth century, aerosol emissions resulting in
sulphate, black carbon and organic carbon aerosols have counteracted to some degree
the radiative forcing due to the greenhouse gases. Climate model simulations indicate
that the net aerosol effect, including their scattering and absorbing effects and their
interactions with clouds, has offset partially the effect of greenhouse gases on surface
temperature. More strongly, however, has been the effect of aerosols on precipitation.
In contrast to the greenhouse gas effects on increasing the vigour of the hydrologic
cycle and increasing global precipitation, aerosols in the net decrease precipitation.
The mechanistic aspects are traced through the effect of aerosol forcing on the surface
heat balance where their shortwave flux reduction at the TOA and surface results in
lessening evaporation and therefore precipitation. This effect is in contrast to that for
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greenhouse gases where there tends to be an increase in latent heat loss from surface
via evaporation with an accompanying increase of precipitation.

The aerosol influences extend further in terms of contrast with greenhouse
gases. Aerosol forcing is hemispherically asymmetric which also makes the net
(WMGG plus aerosol) anthropogenic forcing less positive in the Northern than
in the Southern Hemisphere. This induces a change in the meridional (Hadley)
circulation causing a precipitation anomaly of opposite sign across the equatorial
region (Bollasina et al. 2011). This does not occur for the WMGG-only case as their
forcing is symmetric across the hemispheres (Ramaswamy and Chen 1997; Ming
and Ramaswamy 2009, 2011). The aerosol magnitude is comparable to or even has
the possibility of outweighing completely the greenhouse gas effects on precipita-
tion. The North—South asymmetry in the case of aerosol concentrations also affects
the poleward heat transport differently than for greenhouse gases (Ocko et al. 2014).
Anthropogenic aerosol effects have also caused a reduction of the monsoonal (June—
September) precipitation in north-central India over the last half of the twentieth
century (Bollasina et al. 2011). Aerosol effects in fact need to be invoked to explain
the precipitation reduction anomalies, while greenhouse gases alone cannot explain
the late twentieth century observations. An offshoot of this is the point that anthro-
pogenic aerosols especially over Asia could have masked any potential of finding
signals in precipitation attributable to global warming over the latter half of the
twentieth century.

In the twenty-first century, the emissions scenarios project a continued human-
influenced increase in greenhouse gas emissions and a decrease in aerosol precursor
emissions owing to various concerns including air quality and health (IPCC 2007,
Ramaswamy 2009). While the processes related to greenhouse gas influences in the
twentieth century will continue into the twenty-first century, for the aerosol case
there will be a reversal due to their reduction. Thus, whatever their influence in the
twentieth century, there can be expected to be a reversal of the physics, e.g. lesser
hemispheric asymmetry in radiative forcing in the twenty-first century and relative
strengthening of the South Asian monsoon system. This leads to the expectation that,
with now less surface shortwave reduction by aerosols, the tendency would be for
less reduction in evaporation. For the change from year 2000 through the end of the
twenty-first century, the scenario of emissions leads us to postulate that aerosol and
greenhouse gas scenarios will act in concert to increase precipitation. The changes in
global precipitation, from preindustrial to present, and from present to 2100 is on the
order of 5%. Because the radiative forcing influences the South Asian monsoon low-
pressure systems, the reversal caused in the aerosol forcing becomes consequential
for the occurrence of the monsoon depressions (Dong et al. 2020).

The change in meridional circulation induced by aerosols in the latter part of twen-
tieth century (e.g. poleward heat transport anomalies) can be expected to diminish
in the twenty-first century, and the climatic consequences such as the ITCZ south-
ward shift reversed, as the aerosol emissions decrease. A caveat in the estimates of
the climate effects for the twentieth and twenty-first centuries is the uncertainty
concerning aerosols, extending from emissions of the different aerosol species,
concentrations in the atmosphere, interaction with clouds, space-time forcing and
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the climate sensitivity. Nevertheless, the fundamental awareness of the physical
processes concerning aerosol-climate interactions is growing, with further advances
inknowledge to be expected that bolster the science viaimproved theory, observations
and mathematical modelling.
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Chapter 4 )
Indian Summer Monsoon System: oo
A Holistic Approach for Advancing

Monsoon Understanding in a Warming

World

Raghu Murtugudde

4.1 Introduction

This chapter is focused on the Indian Summer Monsoon (ISM) response to global
warming. A holistic monsoon framework is suggested as necessary for a complete
understanding of the ISM response to global warming. ISM is a multi-scale system
with many components. The global dynamic context for this system is needed to
deliver reliable projections of ISM for the future. This is critical especially since
the state of the art coupled climate models and earth system models of the IPCC
class largely fail to reproduce the observed trend in ISM. Future projections are
also found to be dynamically inconsistent. A similar doubt on the reliability of future
projections of the East African Summer Monsoon (EASM) is also raised. Considering
the intimate interactions between the ISM and EASM, one must wonder about the
global dynamic projections within which these monsoons reside.

Some of the chronic biases in the IPCC class models persist—the cold tongue
bias in the eastern tropical Pacific, the double ITCZ in the Pacific, the reversed
SST gradient in the equatorial Atlantic and the reversed thermocline gradient in the
tropical Indian Ocean are the most glaring biases. These biases have tended to be
diagnosed separately, and a multitude of potential explanations have been offered. But
solutions have evaded the modellers. It is unclear if a different approach that focuses
on the interlinked-processes rather than technical details in terms of local feedbacks
will help. For example, can the monsoon-ENSO-ITCZ system be considered as a
dominant heat source that control the pantropical interactions lead to a different
framework for understanding model process deficiencies and the relation between
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each of these biases? A good start for any holistic framework may be to consider the
ISM itself in a better framework. This is the main goal of this chapter.

India’s water resources are inextricably tied to the ISM and its vagaries. Many
studies now exist that diagnose the groundwater recharge in the context of ground-
water mining for agriculture and other uses. Agriculture remains the most dominant
consumer of freshwater. ISM trends and increasing extremes, and crop choices play
into compounding groundwater depletion. Any future strategies for managing water
resources in India thus require reliable future projections of ISM.

Future projections cannot be trusted unless the models can reproduce the recent
trends in the mean, spatial variability and extremes. Much attention is being paid
to advancing process and predictive understanding of ISM from short (days 1-
3), medium (days 3-10) and extended (weeks 2—4) range to seasonal and longer
timescales. India has produced its first ESM and future projections under the CMIP6
protocol which bring it to the world stage on the upcoming IPCC ARG6.

A holistic framework for ISM then must consider all its components. Among the
components of the ISM, the seasonal mean rainfall is of the biggest concern. The
length of the rainy season (LRS) is determined by the onset and withdrawal, but
rainfall within the season tends to be distributed in wet and dry spells known as
the active and break periods. These active and break events are closely related to
the Monsoon Intraseasonal Oscillations (MISOs) which are northward propagating
systems emanating from the tropics. The ISM system (ISMS) is thus made up of
the seasonal total rainfall, onset, active and break events, Monsoon Intraseasonal
Oscillations (MISOs) and withdrawal. The large-scale dynamic context in which the
ISMS resides must be an integral part of any analysis to advance the understanding
of ISM and its response to global warming.

Monsoon low-pressure systems and depressions or lows are also an integral
component of the ISMS. However, these are a synoptic scale phenomenon and
the fundamental understanding of the generation and propagation of these lows
and depressions are still not complete. The models are also not reliable enough
for advancing the processes understanding of these synoptic disturbances let alone
explore their response to global warming. There is also a debate about whether there
is indeed a trend in the number of depressions in the available data. These low-
pressure systems have a strong synergy with active/break events and we expect that
any advances in active/break mechanisms will likely advance the understanding of
these low-pressure systems as well.

Numerous studies exist on the individual components of the ISMS diagnosing
their variability at various timescales and their responses to global warming. Any
progress on further understanding will likely depend on considering all components
of the ISMS together to elicit any relations that exist between the components that
add up to the ISM and its response to global warming. The most frequently reported
ISMS response to warming has been the increase in monsoon extremes. It is also
evident now that the extremes are becoming more widespread as well. Some studies
are beginning emerge to explain the mechanisms that drive widespread extremes. To
advance that knowledge further to improve the predictions of extremes is a challenge
that awaits us now.
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However, no attempts have been made, the best of our knowledge, to establish
a relation between the response of the onset, withdrawal and the extremes together
in the large-scale dynamic context. Since the LRS is determined by the onset and
withdrawal, it is critical to understand if and how the LRS and the trend in mean
rainfall may combine to deliver the extremes.

It appears that the ISMS response to natural variability at all timescales and to
global warming tends to project onto the duration, frequency and intensity of active
and break periods. Global warming also appears to have slowed down the northward
propagation speed of MISOs. And yet, no credible studies exist to tie these seemingly
disparate responses of the components of ISMS together or even to conjecture the
potential dependence of the components on each other. The impact of global warming
on the dynamic and thermodynamic responses on the ISMS is quite incomplete in
that sense.

To re-emphasize, only a holistic systemic view of ISM may lead to a real under-
standing of its response to global warming. A holistic view of ISMS would then
require that we place ISMS in the context of global circulation and consider the
trend in each feature, i.e. the seasonal mean, the onset, active/break events, MISOs,
extremes and the withdrawal. This framework may also allow us to better identify
the processes that are yet to be fully understood. Fortunately, it appears to first order
that all changes in ISMS in a warming world are indeed manifested in these features.
Hence, a synthesis of the studies focusing on the components of ISMS may be a
good start for identifying knowledge gaps in the ISMS response to global warming.

One additional global context needed for the ISMS is the relation between the
ISM and the pantropical rain-band, viz. the Inter-Tropical Convergence Zone or the
ITCZ. It has been argued that ISM itself is part of the ITCZ; a Tropical Convergence
Zone or a TCZ. It is however unclear if the unique features specific to ISM such as the
dramatic onset and the not-so-dramatic withdrawal with the dominant intraseasonal
timescales of the MISOs and the active/break periods can be explained by the same
physics as the ITCZ. Especially considering the marine ITCZ which persists over
the southern tropical Indian Ocean even during the ISM.

It is also unclear how the topographic bucket created by the African highlands,
the Himalayan and the Burmese mountains influences the nature of the TCZ as such.
For example, the mean rainfall during ISM is characterized by the orographic rainfall
over the West Coast of India, the Himalayan Foothills and the eastern edge of the
Bay of Bengal. This rainfall distribution is quite unlike the distinct rain-band seen
as the ITCZ across entire tropics (see Fig. 4.1). Besides, the zonal mean meridional
location of the ITCZ is related to the southward cross-equatorial energy transport
by the atmosphere. This is a response to compensate for the northward transport
by the ocean which is mechanically forced from the cooler Southern Hemisphere
to the warmer Northern Hemisphere. It is unclear if the ISM as a TCZ is a part of
this energy transport. Regional energy budgets and their impacts on zonal shifts in
rainfall have been proposed, and they may be needed for understanding the ISMS
relation with the ITCZ. This is discussed further in a following section.



80 R. Murtugudde

JJA

80°N

40°N F

Latitude
2

40°8

(b) Longitude

Fig. 4.1 Mean rainfall for June—July—August shows that the Indian Ocean sector is dominated an
oceanic ITCZ and maximum rainfall along the Western Ghats, Himalayan foothills and the Bay of
Bengal. The global ITCZ in the Northern Hemisphere nearly disappears off the Somali coast and
to the east of the Burmese mountains. The critical question is whether the ISMS is governed by
similar dynamics as the ITCZ and if so, can the ISMS response to global warming be understood
with similar mechanisms. Figure reproduced from the Encyclopaedia of Atmospheric Sciences,
Second Edition, 2014

The reader will note our frugality in terms of citations. Following the tradition
of a book chapter, we minimize extensive citations which can reduce readability.
We offer a brief summary of what has been reported thus far on the response of
ISMS components to global warming. We focus on the processes without necessarily
separating them into atmospheric and oceanic components since all the processes
of ISMS are coupled processes to some degree or the other. There are gaps in the
understanding of atmospheric and oceanic processes in each component of ISMS,
and the coupling strength may be seasonally varying as well. Such details of coupling
are beyond the scope of this brief exposé.

For each component, we raise what we deem are important open ques-
tions for advancing the understanding of ISMS in a warming world. The
dynamic/thermodynamic processes behind the spatio-temporal distribution of ISM
are not studied extensively beyond the orographic processes. We thus focus on ISM
as the rainfall averaged over India for simplification.
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4.1.1 ISMS Components and Global Warming: Gaps
in Knowledge

Some components of the ISMS have already responded to global warming. The
seasonal total ISM has reduced by up to 10% over the past century (Roxy et al.
2015). The ISM onset is reported to have shifted to a delay after the mid-1970s
when a well-known climate regime shift was reported. Compared to the long-term
mean onset date of June 01, the onset tended to occur a few days earlier prior to this
regime shift, while it has been occurring later by a few days since the mid-1970s
regime shift (Sahana et al. 2015). The average withdrawal date has been occurring
earlier than the long-term mean date since the same regime shift compared to the
years before (Sabeerali et al. 2012). The propagation speed of MISOs has slowed
down across the regime shift (Sabeerali 2014). Monsoon extremes and the spatial
variability are both reported to have increased (Goswami et al 2006; Ghosh et al.
2012), while the extremes have also been shown to have become widespread (Roxy
et al. 2016). Singh et al. (2014) found that the frequency of the break periods has
increased since the 1950s, while their intensity has weakened, but the intensity of
the wet periods has increased. However, a study by Karmakar et al. (2015) found
that the low-frequency (20-60 days) MISOs have decreased in strength over the past
6 decades but the synoptic scale or the 3-9 day variability has increased. They also
find that the extreme rain events in the active phase have decreased, but they have
increased in the break periods.

The active/break timescales are the intrinsic scale selection to filter all timescales
by the ISMS. This potential interplay between the synoptic (less than 10 days) and
extended range or sub-seasonal-to-seasonal (S2S) timescales implies that all natural
and forced variabilities of ISMS may be cast as a fundamental process of generating
of S2S regimes. In other words, all ISMS variabilities may be better understood
as the probability density function of the S2S timescale ISMS. This concept needs
further development to integrate the various gaps being identified here in the ISMS
components.

With this brief background, we consider each component of the ISMS to identify
our own favourite missing links in the understanding of ISMS response to global
warming. Such an exercise can hardly be comprehensive. We only intend this to be
an exercise in advancing the concept of the ISM as a system.

4.1.1.1 ISMS and ITCZ Responses to Global Warming

The ideas of energy constraints for explaining the zonal mean meridional location of
the ITCZ and its width are fairly recent (Kang et al. 2008; Schneider et al. 2014; Byrne
and Schneider 2016). The idea has been extended to regional energy fluxes in the
zonal and meridional direction to explain zonal shifts of rainfall over the continents
(Boos and Korty 2016). Gadgil (2018) presents some arguments for the ISM being
just the northward migration of the ITCZ (see Fig. 4.2). Considering Fig. 4.1 and the
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Fig. 4.2 Seasonal cycle of pentad rainfall zonally averaged over 70-90 °E. The equatorial crossing
of the ITCZ with the sun begins during March, but the marine ITCZ is retained by the warm Indian
Ocean, and a monsoon trough is established over the Indian subcontinent. The key open question
is whether the ISM is governed by the ITCZ dynamics and whether the ISM response to global
warming can be understood with the ITCZ framework. Figure reproduced from Gadgil (2018)

pre-monsoon movement of the sea level pressure trough marching northwestward
from the western Pacific, it is evident that the ISM is more than just the northward
migration of the ITCZ.

Gadgil (2018) argues that the ISM is not a land—sea breeze. This argument however
may be incomplete since the seasonal variability of the Indian Ocean SSTs and
the reversal of the monsoonal circulation do occur in the presence of the land—sea
contrast. It is evident that once the ISM settles in on the Indian subcontinent, the
monsoonal heating begins to draw in the cross-equatorial southwesterly winds and
the moisture flux to support the massive rainfall during the ISM. It is unclear if the
land—sea breeze versus the ITCZ argument would exist if the Indian Ocean was much
cooler and whether the Indian Ocean would be much cooler if the Indian landmass
was much further north.

Without digressing too far into this debate about whether the ISM is a land—sea
breeze or the ITCZ, one can identify the gaps in understanding of the ISMS. As
Fig. 4.2 shows, the equatorial crossing of the ITCZ begins to occur in March with
the sun’s crossing into the Northern Hemisphere. The ITCZ fails to cross the equator
completely since the warm Indian Ocean retains the marine ITCZ as the continental
monsoon trough gets set up over northern India. The ITCZ crossing and splitting
occurs over the eastern Indian Ocean (see Fig. 4.3) with the western Indian Ocean
being dominated by the strong seasonally persistent southwesterlies and also creates
much colder SSTs because of Somali upwelling.

A critical gap in the understanding is whether there is any relation between the
equatorial crossing of the ITCZ and the monsoon onset. And how the regional ITCZ
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Fig. 4.3 Seasonal mean SSTs (colours), rainfall (10 mm/day contour) and winds (vectors) shown
schematically to illustrate the Indian Summer Monsoon System (ISMS) in the global context. The
intimate relation of ISMS with the global ITCZ and its seasonal progression are evident as well as
the relatively dominant role of the eastern Indian Ocean. The processes of ITCZ equatorial crossing
in the central-eastern tropical Indian Ocean and the likely relation of ISMS with the meridional
migration of the Indo-Pacific warm pool remain a critical knowledge gap

dynamics over the Indian Ocean sector are related to the northwestward migration
of the low-pressure trough and its variability at low-frequencies or in relation to the
tropical climate modes such as ENSO, 10D and the Atlantic Zonal Mode (AZM).
This is especially critical since the ocean warming over the Indo-Pacific warm pool
region appears to be larger than elsewhere in the tropics. The Indo-Pacific warm pool
is also reported to be expanding at a rapid rate with quantifiable impacts on the MJO
lifecycle (Roxy et al. 2019). That raises questions about potential changes in the
relation between the MJOs and MISOs which discussed further below.

The ITCZ is observed to have narrowed without drifting from its mean position
in the recent decades (Byrne et al. 2018). It is unclear what this would imply for the
ISM if ISM is also governed by the ITCZ dynamics. Zonal and meridional energy
fluxes and any shifts in ISM may also become critical. While the land versus ocean
warming and the impact of aerosols and solar dimming on land warming have been
invoked to explain the decrease in mean rainfall (Roxy et al. 2015), an alternative
explanation has related the ISM decrease to a westward shift caused by the ocean
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warming (Annamalai et al. 2013). There is clearly a gap in the understanding of the
ISMS in the ITCZ framework encompassing all components of the ISMS.

A more challenging aspect of the ISMS-ITCZ relation would be any indirect
effects of the natural modes of variability on the ITCZ-ISMS complex. For example,
the ISM is clearly affected by the El Nifio Southern Oscillation (ENSO), but only
50% of ISM droughts are explained by ENSO. It is now clear that the Atlantic Nifio
or the AZM also has a significant impact on the ISM. While the relation between the
Indian Ocean Dipole/Zonal Mode and the ISM remains somewhat speculative, it is
undeniable that all these tropical modes interact with the ITCZ and thus the ISMS.
The response of these modes of variability to global warming is not fully understood,
but any changes in their frequency, magnitude or duration are bound to impact the
ITCZ-ISMS complex.

An additional factor that may be of significance for the ITCZ-ISMS system is
related to the pre-monsoon equatorial crossing of the ITCZ. Not much attention has
been paid to the SST trends over the Indian Ocean during the pre-monsoon season.
Trends in pre-monsoon shower activity are reported to have decreased during March
in recent decades, but an increase during April-May is noted. However, no clear
separation between multi-decadal variability and these trends has been made. It is
also unclear if the pre-monsoon land—ocean conditions affect only the beginning
of the season or the entire season. Modelling studies indicate that the pre-monsoon
impacts may only be important for the early phase. A special focus may be needed
to close the gaps in the understanding of the ITCZ-ISMS response to pre-monsoon
warming.

In summary, one must emphasize that the response of ISMS to global warming
should not be separated from that of the ITCZ since the two are most likely intimately
tied together. They are likely components of a global system, especially if ISMS is
indeed governed by ITCZ dynamics.

4.1.1.2 Response of the ISM Onset to Global Warming

Monsoon onset is likely the most dramatic and anticipated feature of the ISMS and
yet there is no consensus about whether it is a significant indicator of ISMS variability
or change. In other words, there is no robust relation between the onset date and the
seasonal mean rainfall. However, it is eagerly awaited by the farmers and is also
associated with significant dynamical changes in the strength and the height of the
low-level jet or the Find later jet that begins to pipe in the massive moisture flux
needed to fuel the ISM.

As noted above, Sahana et al. (2015) reported a shift in the ISM onset to a later
than the long-term mean date since the mid-1970s. A delay in the development of the
easterly vertical shear and thus the northward propagating systems were conjectured
to have caused this delay. The relation between early northward propagating activities
and the monsoon onset (Zhou and Murtugudde 2014) would support this hypothesis.
The missing knowledge here may be the very mechanism that drives the northward
propagations. MISOs are now argued to be driven by the meridional gradient of the
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zonal winds over the northern Indian Ocean and the barotropic instability associated
with this horizontal shear (Zhou et al. 2017). This horizontal shear and the barotropic
instability are a result of coupled ocean—atmosphere process called the Central Indian
Ocean mode. This is in sharp contrast to the earlier mechanism that relied on the
vertical shear (Jiang et al. 2004).

The relation between the delayed onset and early MISO activities will be valid
no matter what the actual mechanism of MISO is. However, the dynamic and ther-
modynamic response of the ISMS to global warming will determine the changes in
vertical versus horizontal shear. That will also determine the oceanic versus conti-
nental precipitation changes. These changes in turn must be placed in the context
of the ITCZ and its equatorial crossing and how they respond to global warming.
Considering that the ITCZ transition occurs in the eastern Indian Ocean, the response
of the Indo-Pacific Walker circulation to global warming is also relevant for the ISM
onset and the ISMS as a whole.

Another player to be understood better is the role of global SSTs on the onset.
Preenu et al. (2017) depict the Indo-Pacific SST anomaly patterns associated with
the early and late onsets of ISM. While these patterns have some commonalities
with ENSQ, it is unclear how the Indo-Pacific warming is impacting the ISM onset
variability and trend. It is also unclear how the Atlantic SSTs are impacting the onset
which were not considered by Preenu et al. (2017).

4.1.1.3 MISOs in a Warming World

Sabeerali et al. (2014) diagnosed reanalysis products and satellite data to show that
MISOs have slowed down in the recent warming period to a nearly standing mode.
Warmer Indian Ocean is found to have increased the moisture convergence which
in the context of the large-scale circulation leads to a slowdown of the northward
propagation. But the variance in the intraseasonal ISM precipitation has increased
over the same period. This is consistent with the responses in active and break periods
to warming (Singh et al. 2014).

Details of the mechanism for the reduced northward propagation speeds are not
fully understood. Considering a global slowdown of cyclones, it may be worth
testing the hypothesis that warmer oceans drag down all cyclonic features. The upper
ocean heat content may be a suspect especially considering that the MJOs have also
responded with similar changes in their residence time over the Indian Ocean and the
western Pacific (Roxy et al. 2019). Basic understanding of the air—sea interactions
during MJOs and MISOs is still inadequate especially in terms of the scales of the
SST anomalies associated with atmospheric processes. The response of these air—sea
coupling processes to changes in the wavenumber and frequency of the ocean and
the atmosphere may be critical for how MISO and MJO are responding to global
warming.

Many other details may be critical as well such as soil moisture, terrestrial vegeta-
tion and large-scale steering winds. It is also unclear how the warmer Bay of Bengal
may respond to further warming compared to the cooler Arabian Sea and how these
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may impact the MISOs and the transition from the MJO season to the MISO season.
The variance of intraseasonal ISM appears to be dependent on these regional ocean
contrasts (Xi et al. 2015). It is unclear if the relatively different warming rates of
the Arabian Sea and the Bay of Bengal and the rest of the Indian Ocean are influ-
encing the MISO response in terms of a shift in frequencies from a decrease in
lower frequencies (20—60 days) to an increase at synoptic scales (less than 10 days;
Karmakar et al. 2015).

A caveat needed here is that the basic mechanistic understanding of MISOs and
MJOs being seriously deficient makes it nearly impossible to be completely confident
about the missing knowledge on their response to global warming. This is especially
made more difficult by the general inability of the models to accurately simulate
these modes of intraseasonal variability in free simulations (natural variability) and
historic reconstructions (typically twentieth century simulations with natural and
anthropogenic forcings). Despite these limitations, many studies explore MISO/MJO
responses to global warming. But such projections must be viewed with caution.

4.1.14 Active and Break Event Responses to Global Warming

It should be evident that if MISO/MJO mechanisms are not fully understood, then
the processes governing the active and break periods would also be incomplete. In
general, MISOs are more dominant over the oceans with some differences in them
over the Arabian Sea and the Bay of Bengal and may contribute together to the
active/break events of the subcontinent (Roxy and Tanimoto 2007) with different
propagating speeds over the two seas (Karmakar and Misra 2020).

There has been no consistency check between MISOs and the local Hadley cell
explanation involving alternating subsidence/ascent over the equatorial Indian Ocean
and the core monsoon zone. In other words, does the MISO propagation project onto
the local Hadley cell or does the local Hadley cell generate and modulate MISOs as
a horizontal eddy transport mechanism? The MISO response to global warming may
depend on such details.

ENSO timescale ISM variability seems to suggest that deficit monsoon years
tend to be dominated by break periods at 30-60 day timescales, and wet monsoon
years appear to have more 10-20 day active periods. It is evident that the lower-
frequency MISOs propagate northeastward, whereas the higher-frequency ones prop-
agate northwestward. Considering the different SST trends in the regions where these
originate, it is unclear if the two frequencies are responding differently. The processes
of rainfall at intraseasonal timescales are controlled by the ocean off the west coast
of India, whereas the atmospheric instabilities deliver rainfall over the Bay of Bengal
(Xi et al. 2015). Differential warming of the two seas also must be understood in
this context and whether such details contribute to the responses of the active/break
events to global warming.

Moisture source calculations indicate that the oceanic sources contribute signifi-
cantly to the 30-60 day mode, while the terrestrial sources are a bigger contributor
to the 10-20 day mode. Impacts of land and ocean warming as well as irrigation
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water and vegetation changes must then impact the ISMS response via these mois-
ture source mechanisms and related feedbacks. Moisture source responses must be
considered as a part of the dynamic and thermodynamic components of the ISMS
response to global warming.

The other unclosed loop is the relation between the large-scale structures asso-
ciated with the active/break periods and their interaction with the local Hadley cell.
There are low-level circulation anomalies stretching from northwest of India down to
the tropical western Pacific during the active/break events. The strength of this circu-
lation varies coherently with the active/break rainfall variability. An east—west pattern
of out-of-phase rainfall between India and East Asia also occurs during active/break
periods.

An asymmetry in the more rapid transition from an active to a break period
compared to a slower transition from a break to an active period is noted in observa-
tions. Considering the role of the purported increase in the synoptic scale intrasea-
sonal variability in the recent decades (Karmakar et al. 2015), there needs to a clearer
understanding of the ISMS response to global warming in terms of the land — ocean
warming and their impacts on the large-scale circulation patterns of relevance to
these different timescales.

Since the active/break processes are a see-saw of convection over the tropics and
the Indian subcontinent, one would expect that the convective phase of the MJOs in
the tropics may play a role in this see-saw as well. Such a relation is indeed seen
where the active phase of MJO over the Indian sector induces a break period over
the ISM region. We circle back to the finding that MJOs respond to global warming,
specially the expansion of the Indo-Pacific warm pool, by reducing their residence
over the Indian sector and increasing it over the Maritime Continent (Roxy et al.
2019). The relation between this MJO response and the ISMS response must now be
reconciled. Note that the MJO season typically spans the October-April period and
thus the definition of MJOs during ISM needs to be considered carefully, especially in
terms of the eastward vs. northward propagation of intraseasonal oscillations during
boreal summer. This may be related to the zonal modes in each of the tropical oceans.

A holistic view of the active/break events, MISOs, MJOs and the ITCZ would
require that we consider the northwest—southeast circulation pattern, the local Hadley
cell, the persistent generation of propagating convective events over the western
Indian Ocean, the eastward propagating MJOs and the northward steering of the
MISOs, together. Which means the ISMS domain is much larger than just the Indian
subcontinent. This is especially so when the lower-frequency influences from the
higher latitude ocean and land processes (North Atlantic and Pacific, Southern Ocean,
Eurasian snow) are also brought into the picture. To the extent that all these influ-
ences project onto the active/break processes as an integral and intrinsic timescale
of the ISMS, a prioritized bridging of knowledge gaps from the bottom-up, i.e. the
intraseasonal timescale ISMS processes up to lower frequencies may be a smoother
path to a complete ISMS understanding.
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4.1.1.5 ISM Withdrawal

ISM withdrawal is not as dramatic as the onset, but it is much more variable than the
onset. The withdrawal also tends to contribute disproportionately the inter-annual
variability of the ISM. Moisture source studies have pointed out that the contribution
of recycled precipitation in the form evapotranspiration is critical for the amount of
rain during the withdrawal as well as for the timing of the withdrawal.

Large-scale dynamics observed to impact the onset and the ISM are also important
during the withdrawal. The regime shift of 1976 is seen as a shift in the withdrawal as
well. The impact of the Arabian Sea and the eastern tropical Pacific (ENSO) impacts
tended to lead to a withdrawal that occurred a few days after the long-term mean
withdrawal date of October 03 prior to the regime shift. The impact of the Arabian
Sea has been found to be absent after the regime shift with a much reduced impact
of the eastern Pacific SSTs leading to a withdrawal that is a few days earlier than the
mean data of October 03. The eastern Indian Ocean has been a more dominant player
in the post-1976 period. A vast literature exists on the changes in ENSO evolution
and patterns and the decadal variability of IOD which would seem consistent with
these changes in withdrawal as well.

The role of the Atlantic Nifio has not been considered during the withdrawal
phase. It is also unclear how the eastern Indian Ocean induces withdrawal variability
or shift. Remembering that the eastern Indian Ocean is also the theatre of action for
the cross-equatorial ITCZ transition prior to the monsoon as well as the withdrawal
phase (see Fig. 4.3), one must conjecture that the global ITCZ dynamics may also
be a player in the withdrawal variability. It is fair to say that there has generally been
less attention paid to the withdrawal phase of the ISMS as compared to the other
components.

4.1.1.6 ISMS and the ISM Extremes

Some of the observations of ISM indicate that the downward trend of the last
several decades may be reversing in the last decade or so. The IMD dataset however
shows that the trend has flattened but no recovery of the monsoon is evident. Just
as the causes for the downward trend have ranged from aerosols to irrigation to
land-use change and land warming or a lack thereof, the recovery has also led
to invoking several of these mechanisms. The zonally asymmetric Indian Ocean
warming and its feedbacks to the Pacific response to global warming are also impor-
tant as stated earlier, especially in the context of the ISMS-ITCZ interactions under
global warming.

Despite these potentially non-stationary trends in the ISM, extreme rainfall events
have been reported to be generally increasing and becoming more widespread. A
recent review by Singh et al. (2019) summarizes the state of the knowledge on
extremes in the context of historical changes and anthropogenic forcing. The main
caveat is that the definition of “extreme” may affect the conclusion. The review
notes the role of the interaction of intraseasonal variability with various other
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timescales to produce the extremes and that the relative role of the Arabian Sea
and the Bay of Bengal are not fully understood in determining the spatial scale of
the extremes. Essentially, the moisture fluxes and advection processes (large-scale
winds vs. synoptic low-pressure systems) from the two seas must be understood in
the context of the changes in the other related components of the ISMS such as
the propagation speeds of MISOs, Indian Ocean warming and the observed changes
in the frequency and duration of active and break periods. Impact of land-use land
change on extremes also remains a serious gap in process understanding.

Spatial variability if ISM has been decreasing while the spatial variability of the
extremes has been increasing (Ghosh et al. 2016). But the role of land warming and
humidity increases on rainfall extremes are not fully understood, especially in terms
of the spatial variability of the extremes. These tend to leak into uncertainties in attri-
bution of extremes themselves to anthropogenic forcings such as land-use change
and aerosols. The differences between different datasets, especially at regional scales
only add to difficulties in attribution of natural versus anthropogenic drivers of precip-
itation extremes. Lack of fidelity at regional scales in models and the ubiquitous dry
ISM bias are just some of the model biases which will be major challenges for
advancing the understanding of extremes.

In summary, processes that govern the spatial-temporal variability and trend
of extremes appear to be intimately tied to several other component of the ISMS
including the land—ocean—atmosphere feedbacks. Any process understanding of
extremes then must occur within the ISMS-ITCZ complex and its response to climate
modes and anthropogenic forcings.

4.2 Summary

A succinct summary on the concept of ISMS may be best elicited with the structure
of the seasonal rainfall distribution across the tropics along with the SSTs and surface
winds. Figure 4.3 shows the outline of the 10 mm/day rainfall contour for DJE, MAM,
JJA and SON.

The 10 mm/day rainfall contour is chosen as a proxy for the ITCZ and its relation to
the meridional migration of the Indo-Pacific warm pool. The southeastward extension
of the SPCZ is argued to be related to the zonal asymmetry of the SSTs in a mean
sense, while its inter-annual and longer timescale variabilities are related to the
climate modes such as ENSO and IPO which modulate the SST distribution. It is
curious that ITCZ in the Indian Ocean bears some resemblance to the SPCZ but its
relation to SSTs is not yet explored.

The northward migration of the ITCZ over the Indian Ocean in spring months is
seen as a central Indian and northwestern tropical Pacific phenomenon. The Indian
Ocean influences on the Pacific at ENSO, and longer timescales occur through this
channel via Kelvin waves and perturbations of the Philippine anticyclone. ISMS
must thus be considered in the global framework of ITCZ and warm pool migrations
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with additional attention to the missing processes via which the Atlantic influences
the ISMS.

The ISM withdrawal phase also occurs towards the southeast into the western
tropical Pacific and with the southward migration of the Indo-Pacific warm pool. All
components of the ISMS must thus be placed in the framework of this SST-ITCZ
response to the seasonal cycle of radiative forcing and the scale selections involved
in determining the onset, active/break periods, extremes and the withdrawal.

We have clearly ignored the spatial distribution of rainfall over the Indian subcon-
tinent since fundamental processes that determine this distribution are not well under-
stood. Needless to say that this may become the Achilles Heel for a complete process
and predictive understanding of ISMS.

We want to re-emphasize that both the ITCZ and ISMS are fully coupled
phenomena and there are intricate atmosphere, land and ocean processes as well as
coupled feedbacks at play at all timescales. Observational needs will also benefit
from focusing on this ITCZ-ISMS complex as a whole. The same goes for the
modelling since the approach of diagnosing model biases in each basin—cold tongue
and double ITCZ biases in the Pacific, reversed thermocline gradient in the tropical
Indian Ocean and the reversed SST gradient in tropical Atlantic Ocean are likely
related the pantropical ITCZ processes and related feedbacks with the heat source
of the ISMS.

For example, when a model captures the mean seasonal cycle of the ISM but
does not accurately represent MISOs or MJOs, are different errors cancelling each
other out or are there processes in nature which can indeed produce the seasonal
ISM without these intraseasonal modes? Such questions are hard tease apart in the
observations alone. Coupled reanalyses and reliable models which can capture all the
important timescales of the ITCZ-ISMS complex are needed for making a significant
dent in bridging the knowledge gaps identified here.
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Chapter 5 ®)
Observed Climate Change Over India ez
and Its Impact on Hydrological Sectors

Pulak Guhathakurta and Nilesh Wagh

5.1 Introduction

The climate of India is largely dominated by the southwest monsoon and the associ-
ated circulation features. Most of the annual rainfall over India is received during the
four months of southwest monsoon season (June to September). Nearly 70-80% of
annual rainfall of the country is being received during the southwest monsoon season.
However, there is a large spatial variability in the rainfall distribution. Among the
climate variables, precipitation is the most important process for the water sector. It is
a variable that drives the key natural resource process in a river basin. Therefore, it is
most widely analysed in climate change impact studies. Temperature the most impor-
tant climate parameter that is directly linked with the climate change can influence
the rainfall pattern as well as hydrological disasters like drought and flood. Run-off
from a river basin is the integrated outcome of climatic inputs and basin topog-
raphy, land use/cover and water management infrastructure. Therefore, a change
in the precipitation and other relevant climatic variables, land use/land cover and
water utilization leads to a change in water yield from a catchment and its temporal
distribution. Global warming is unequivocal and already studies (Guhathakurta et al.
2011,2015) reported an increase in the magnitude and frequency of extreme precipi-
tation events over Indian region. Temperature plays crucial role in defining the water
stress regions and thus has significant impact on the onset and persistence of drought
simultaneously with lack of precipitation. Guhathakurta et al. (2017) using more than
100 years of district rainfall data have identified the districts with significant drought
incidences.

There are many studies either using station data or gridded data identifying the
changes in mean rainfall pattern and its variability of spatial scales like states,
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districts, etc. However, for assessing impact on water resources as well as agri-
culture, there is need to have assessment of climate change impact in river basin
scales. In this study, we have analysed both temperature and rainfall patterns and
variability of 101 river sub-basins and 25 major river basins of India. Spatial trend
analysis of mean temperature, day temperature (maximum temperature) and night
temperature (minimum temperature) resulted to separate the river basins which are
most vulnerable to climate change impact and thus will help to better adaptation
strategies by the planners. The mean rainfall and variability of river basins and a
detailed analysis of changing monsoon rainfall pattern based on the long period data
series constructed from the high resolution gridded data are the final outcome of the
climate change impact on hydrological sectors.

Jain et al (2017) using IMD gridded data for the period 1951-2011 has done
trend analysis of annual rainfall of seven river basins of India but could not find any
significant trend. However, Bisht et al. (2018) using the data for the period 1901—
2015 have done spatio-temporal trends of rainfall across Indian river basins and
got significant decreasing trends in monsoon rainfall in Ganga and other basins. In
our present paper, we have used data up to 2019 and analysed (i) all India mean
temperature, maximum temperature and minimum temperature trends, (ii) Spatial
temperature trend patterns for 101 river basins of India, (iii) mean and variability of
rainfall pattern for 25 major river basins and their trends.

5.2 Data and Methodology

Two types of datasets were mainly utilized for analysis in this study, temperature and
rainfall. For temperature, we have used 0.5 x 0.5 deg daily gridded data for the period
1951-2019, while for rainfall, we have used 0.25 x 0.25 deg daily gridded data for the
period 1901-2019 from India Meteorological Department, Pune. All India monthly,
seasonal and annual maximum, minimum and mean temperature series for the period
1901-2019 available at India Meteorological Department, Pune, is used to study
the changes in the all India scale. Monthly and weekly time series of rainfall and
temperature long period data series of all the 25 major basins and 101 sub-basins are
constructed using GIS tool and basin shapefiles. These time series are analysed for
trend and variability in different temporal scales.
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5.3 Results and Discussions

5.3.1 All India Mean Temperature Trend

Mean temperature anomalies for all India are prepared, and mean temperature
anomaly trends during winter, pre-monsoon, SW monsoon, post-monsoon and annual
seasons are analysed.

5.3.1.1 Annual Mean Temperature Anomalies

Figure 5.1 shows the annual mean temperature anomaly time series over India for
the period 1901-2019. Also, 9 point binomial filter and the trend line of annual
temperature anomaly are shown in the figure. It can be seen that the all India mean
temperature anomaly was positive for the all 22 years since 1998 and year 2016 being
the warmest with anomaly of +0.71 °C. It is also noticeable that anomalies prior to
1998 were mostly negative with highest negative anomaly of —0.96 “C observed in
the year 1917. There is overall increase of all India annual mean temperature of +
0.61 “C/100 years during the period which is significant at 99% level.
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Fig. 5.1 All India annual mean temperature anomalies
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5.3.1.2 Winter Mean Temperature Anomalies

Figure 5.2 shows the time series of mean temperature anomaly for winter months
(January and February). The trend analysis for mean temperature for winter shows
a significant increase at +0.68 "C/100 years. The figure also shows that the 2016
was the warmest winter with the anomaly of 4-1.15 “C while the year 1905 was the
coolest with highest negative anomaly of —2.3 °C. Winter temperature anomaly was
positive for all the last 5 years since 2015.

5.3.1.3 Pre-monsoon Mean Temperature Anomalies

Figure 5.3 shows the time series of mean temperature anomaly for the pre-monsoon
season (March April and May). It can be seen that there is a significant increase of all
India mean temperature during pre-monsoon season at +0.58 °C/100 years. It can
also be noticed that 2010 was the warmest summer with the anomaly of +1.28 °C
while 1917 was coolest with mean temperature anomaly of —1.45 °C. Also since the
year 1998, mean temperature anomaly was positive for past 21 years.
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Fig. 5.2 All India winter mean temperature anomalies
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Fig. 5.3 All India pre-monsoon mean temperature anomalies

5.3.1.4 Southwest Monsoon Mean Temperature Anomalies

Figure 5.4 shows the time series for mean temperature anomaly for the southwest
monsoon season (June, July, August and September). From the figure, it can be seen
that there is a significant increase of all India mean temperature during southwest
monsoon season at+0.41 °C/100 years. It can also be noticed that southwest monsoon
season of 2019 was the warmest among past 119 years with the anomaly of 4-0.58 °C.

5.3.1.5 Post-monsoon Mean Temperature Anomalies

Figure 5.5 shows the time series for mean temperature anomaly for post-monsoon
season (October, November and December). There was a significant increase in all
India mean temperature during post-monsoon season at +0.88 °C/100 years, which
is highest among of all seasons. The anomaly was highest in the year 2015(0.84 °C)
for the last 119 year.
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Fig. 5.4 All India Southwest monsoon mean temperature anomalies
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5.3.2 All India Maximum Temperature Trend

Maximum temperature anomalies for all India are prepared, and trend analysis is
used to analyse maximum temperature anomaly trends during winter, pre-monsoon,
SW monsoon, post-monsoon and annual seasons.

5.3.2.1 Annual Maximum Temperature Anomalies

Figure 5.6 shows the annual maximum temperature anomaly time series over India
for each year since 1901. The dark blue line on chart represents 9 point binomial filter,
whereas the dashed blue line represents the trend line of annual temperature anomaly.
It can be seen that the all India maximum temperature anomaly was positive for the
all 21 years since 1999 and it was the year when the significant increase started. Also,
in the year 2016, maximum temperature was highest with anomaly of +0.85 °C. It is
also noticeable that anomalies prior to 1999 were mostly negative. There is overall
increase in all India annual maximum temperature of 4-1.0 °C/100 years which is
significant at 99% level.

5.3.2.2 Winter Maximum Temperature Anomalies

Figure 5.7 shows the time series of maximum temperature anomaly for winter months
(January and February). The trend analysis for maximum temperature during winter
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Fig. 5.6 All India annual maximum temperature anomalies
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Fig. 5.7 All India winter maximum temperature anomalies

shows that there is a significant increase of all India maximum temperature at +
1.22 °C/100 years. It can be seen that the day temperature was warmer for the
successive five years since 2015. The figure also shows that all the four years when
maximum temperature anomaly was more than +1.0 °C were on 2006, 2009, 2016
and 2018.

5.3.2.3 Pre-monsoon Maximum Temperature Anomalies

Figure 5.8 shows the time series of maximum temperature anomaly for the pre-
monsoon season (March, April and May). The trend analysis for maximum tempera-
ture during pre-monsoon season shows that there is a significant increase of all India
maximum temperature at +0.95 °C/100 years. It can be seen that the day temperature
was warmer for the successive four years since 2016. The figure also shows that two
years when maximum temperature anomaly was more than +1.0 °C were on 2010
and 2016.

5.3.2.4 Southwest Monsoon Maximum Temperature Anomalies

Figure 5.9 shows the time series for maximum temperature anomaly for the south-
west monsoon season (June, July, August and September). The trend analysis for
maximum temperature during southwest monsoon season shows that there is a signif-
icant increase of all India maximum temperature at +0.76 °C/100 years. It can be
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Fig. 5.9 All India Southwest monsoon maximum temperature anomalies
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seen that the day temperature was warmer for the successive six years since 2014.
The figure also shows that all the five years when maximum temperature anomaly
was more than +0.5 °C were on 1987, 2009, 2014, 2015 and 2019.

5.3.2.5 Post-monsoon Maximum Temperature Anomalies

Figure 5.10 shows the time series for maximum temperature anomaly for post-
monsoon season (October, November and December). The trend analysis for
maximum temperature during post-monsoon season shows that there is a signif-
icant increase of all India maximum temperature at +1.24 °C/100 years, which is
highest among of all seasons. All the six years when maximum temperature anomaly
was more than +0.5 °C were on 2000, 2008, 2011, 2016, 2017 and 2018.

5.3.3 All India Minimum Temperature Trend

Minimum temperature anomalies for all India are prepared, and trend analysis is
used to analyse minimum temperature anomaly trends during winter, pre-monsoon,
SW monsoon, post-monsoon and annual seasons.
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Fig. 5.10 All India post-monsoon maximum temperature anomalies
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Fig. 5.11 All India annual minimum temperature anomalies

5.3.3.1 Annual Minimum Temperature Anomalies

Figure 5.11 shows the annual minimum temperature anomaly time series over India
for each year since 1901. The dark blue line on chart represents 9 point binomial
filter, whereas the dashed blue line represents the trend line of annual temperature
anomaly. All India minimum temperature anomaly was positive for all the 22 years
since 1998. Also, in the year 2010, minimum temperature was highest with anomaly
of +0.59 °C. In last 119 years, there is overall increase in all India annual minimum
temperature at the rate of +0.22 °C/100 years.

5.3.3.2 Winter Minimum Temperature Anomalies

Figure 5.12 shows the time series of minimum temperature anomaly for winter season
(January and February). The trend analysis for minimum temperature during winter
shows that there is a slight increase of all India minimum temperature at +0.14°
C/100 years.

5.3.3.3 Pre-monsoon Minimum Temperature Anomalies

Figure 5.13 shows the time series of minimum temperature anomaly for the pre-
monsoon season (March, April and May). The trend analysis for minimum temper-
ature during pre-monsoon season shows that there is a slight increase of all India
minimum temperature at +0.20 °C/100 years.
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Fig. 5.12 All India winter minimum temperature anomalies
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Fig. 5.14 All India Southwest monsoon minimum temperature anomalies

5.3.3.4 Southwest Monsoon Minimum Temperature Anomalies

Figure 5.14 shows the time series for minimum temperature anomaly for the south-
west monsoon season (June, July, August and September). The trend analysis for
minimum temperature during southwest monsoon season shows that there is almost
no increase of all India minimum temperature at +0.07 °C/100 years.

5.3.3.5 Post-monsoon Minimum Temperature Anomalies

Figure 5.15 shows the time series for minimum temperature anomaly for post-
monsoon season (October, November and December). The trend analysis for
minimum temperature during post-monsoon season shows that there is a significant
increase of all India minimum temperature at +0.59 °C/100 years.

Increase of minimum temperature was significant in pre- and post-monsoon
seasons only.
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Fig. 5.15 All India post-monsoon minimum temperature anomalies

5.3.4 Spatial Pattern of Temperature Trend

Spatial analysis of temperature trend is analysed using IMD’s gridded temperature
data for the period 1951-2019. Trend analysis is done on the temperature time series
constructed for 101 river sub-basins of India in order to assess hydrological impact
on each of river sub-basin.

5.3.4.1 Annual Mean Temperature Trend

Figure 5.16 shows the annual mean temperature trend map for river sub-basins over
India. It can be seen that during past 69 years annual mean temperature has been
increased significantly for all the sub-basins of southern, western, central and north-
eastern parts of the country excluding some eastern and northern parts. Significant
decrease in mean temperature has been seen in eight sub-basins of extreme northern
parts of the country. Maximum increase of 1.93 °C/decade has been noticed over the
sub-basins Barmer and Churu with increase of 1.9 °C/decade of Indus basin followed
by Periyar and others under the West flowing rivers South of Tapi Basin by increase
of 1.78 °C/decade. Maximum decrease of —4.21 °C/decade has been noticed over
Sulmar sub-basin under river basin Area of North Ladakha not draining into Indus
in the extreme northern parts of India.
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River Basin wise Mean Temperature Trend
Annual (1951-2019)

65°E T0°E 76°E 80" E 85°E 90° E 95°E 100° E
'l L 1 L 1 1 1 L
=z
= o
& 3
©
= z
= &
&1 a
E)
= 4
b= 0
o &
o~
= =z
= @
5 &
o~
=z
= B
S -
-
Trend t{
' Il D<creasing Significant ":"”' =z
- avdiam s
2 Decreasing Non-Significant e
b Il increasing Significant e
Increasing Non-Significant wasakin
e
in B | Increase/Decrease in Temperature (Deg. C. / Decade) E
]
T T L L T L
T0°E 75°E 80" E B5°E 90° E 95°E

Fig. 5.16 Annual mean temperature anomaly trend

5.3.4.2 Annual Maximum Temperature Trend

Figure 5.17 shows the annual maximum temperature trend map for river sub-basins
over India. Except eastern and northern parts, all the sub-basins reported signifi-
cant increasing trends in annual maximum temperature. Increase of day temperature
is high and around 2 °C/decade or more over almost all the river sub-basins of
southern peninsular India. For the remaining sub-basins where significant increase
has been noticed, it is around 1 °C/decade or more. Significant decreasing trend has
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River Basin wise Maximum Temperature Trend
Annual (1951-2019)
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Fig. 5.17 Annual maximum temperature anomaly trend

been noticed over ten river sub-basins in extreme northern parts of India. Maximum
decreasing trend (—6.2 °C/decade) is seen over Lower Indus sub-basin.

5.3.4.3 Annual Minimum Temperature Trend
Figure 5.18 shows the annual minimum temperature trend map for river sub-basins

over India. Minimum temperature has been decreased over seven sub-basins of
extreme northern parts of India and also six sub-basins viz. Indravati, Mahanadi
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River Basin wise Minimum Temperature Trend
Annual (1951-2019)
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Fig. 5.18 Annual minimum temperature anomaly trend
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Lower, Vamsadhara and other, Baitarni, Brahmani and Subernarekha sub-basins
over Orissa and adjoining areas. Maximum decreasing trend (—5.85 °C/decade)
is seen over Lower Indus sub-basin. Significant increase in night temperature has
been noticed in the western parts, central parts, southern parts and also northeastern
parts including Bhagirathi sub-basin. Maximum increase has been seen over Churu
sub-basin 2 °C/decade.
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5.3.5 Rainfall Patterns Over Major River Basins

Spatial analysis of average rainfall (1901-2019) over major river basins of India is
analysed using GIS. The average rainfall is computed for monsoon months, both
cumulative rainfall of the southwest monsoon season and for individual months
(Figs. 5.19 and 5.20). These maps show the rainfall spatial patterns over major river
basins. Table 5.1 shows the average rainfall statistics for the major river basins which
received highest and lowest during monsoon season.

The average rainfall received by these major river basins during June is in the
range of 20-600 mm. Basins in northwestern and southern peninsular India receive
relatively low average rainfall below 100 mm, whereas most basins in northern
and central India receive moderate average rainfall below 200 mm. River basins
in Western Ghat and northeast India receive higher average rainfall around 400-
600 mm. River basins with lowest average rainfall are Area of Inland drainage in
Rajasthan, East flowing rivers between Pennar and Kanyakumari and Area of North
Ladakh not draining into Indus Basin. The river basins which receive highest average
rainfall during June are Barak and Others, West flowing rivers from Tapi to Tadri
and West flowing rivers from Tadri to Kanyakumari.

The average rainfall received by these major river basins during July is in the
range of 30-800 mm. Basins in northwestern and southern peninsular India receive
relatively low average rainfall below 200 mm, whereas most basins in northern and
central India receive relatively moderate average rainfall around 200-400 mm. River
basins in northeast India receive relatively high average rainfall around 400-600 mm,
whereas river basins in Western Ghat region of India receive highest average rainfall
around 600-1000 mm. Table 5.1 shows that river basins with lowest average rainfall
are East flowing rivers between Pennar and Kanyakumari and Area of North Ladakh
not draining into Indus Basin. Table 5.1 also shows that the river basins which receive
highest average rainfall during July are Barak and Others, West flowing rivers from
Tapi to Tadri, Brahmaputra and West flowing rivers from Tadri to Kanyakumari.

The average rainfall received by the major river basins during August is in the
range of 40-700 mm. Basins in northwestern and southern peninsular India receive
relatively low average rainfall below 200 mm, whereas most basins in northern,
central and northeast India receive relatively moderate average rainfall around 200—
400 mm. River basins in Western Ghat region of India receive highest average rainfall
around 400-700 mm. Table 5.1 shows that river basins with lowest average rainfall
are Pennar and Area of North Ladakh not draining into Indus Basin. Table 5.1 also
shows that the river basins which receive highest average rainfall during August are
Barak and Others, West flowing rivers from Tapi to Tadri and West flowing rivers
from Tadri to Kanyakumari.

The average rainfall received by the major river basins during September is in the
range of 30-350 mm. Basins in northwestern and southern peninsular India receive
relatively low average rainfall below 150 mm, whereas most basins in northern and
central India receive relatively moderate average rainfall around 150-250 mm. River
basins in Western Ghat and northeast India receive highest average rainfall around
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Average Rainfall for Major River Basins (1901-2019)
SW Monsoon Season JJAS
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Fig. 5.20 Average Rainfall over major river basins for Southwest Monsoon season

250-350 mm. Table 5.1 shows that river basins with lowest average rainfall are Area
of Inland drainage in Rajasthan and Area of North Ladakh not draining into Indus
Basin. Table 5.1 also shows that the river basins which receive highest average rainfall
during September are Barak and Others and West flowing rivers from Tapi to Tadri.

The average rainfall received by the major river basins during monsoon season
is in the range of 130-2500 mm. Basins in northwestern and southern peninsular
India receive relatively low average rainfall below 600 mm, whereas most basins in
northern and central India receive relatively moderate average rainfall around 600—
1500 mm. River basins in Western Ghat and northeast India receive higher average
rainfall around 1500-2500 mm. Table 5.1 shows that river basins with lowest average
rainfall are Area of Inland drainage in Rajasthan, East flowing rivers between Pennar
and Kanyakumari and Area of North Ladakh not draining into Indus Basin. Table 5.1
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Table 5.1 Average rainfall statistics for major river basins of India

113

Basin Average rainfall

June |July | August |September |JJAS
Ganga 131.5 |305.5 |295.1 180.7 912.8
Brahmani and Baitarni 216.6 |355.6 |353.0 |[242.7 1167.9
Area of Inland drainage in Rajasthan 36.0 |106.8 | 104.0 49.5 296.3
Barak and Others 506.3 |491.6 |420.2 |310.3 1728.4
Indus (Up to border) 49.6 |127.8 | 1259 70.1 374.0
West flowing rivers of Kutch and Saurashtra | 61.5 |184.3 |139.4 74.0 459.2
including Luni
Krishna 107.7 | 158.8 |136.3 148.9 551.7
West flowing rivers from Tapi to Tadri 511.6 |978.0 | 647.6 309.3 2446.5
Brahmaputra 453.7 1499.1 |399.9 317.3 1669.2
Cauvery 69.8 | 95.6 |104.2 121.3 391.8
Godavari 168.8 |303.7 |277.3 195.3 945.1
East flowing rivers between Mahanadi and 122.1 |175.7 |182.2 184.1 664.0
Pennar
Minor rivers draining into Myanmar and 270.5 |276.8 |246.5 177.4 969.9
Bangladesh
Mahanadi 200.0 [379.9 |374.7 |2252 1179.9
Mahi 106.2 |295.5 |267.9 149.4 819.0
Narmada 144.6 |3559 3298 192.7 1023.0
West flowing rivers from Tadri to 555.1 |724.6 |470.8 |233.6 1984.1
Kanyakumari
East flowing rivers between Pennar and 458 | 685 | 979 114.0 326.2
Kanyakumari
Pennar 58.7 | 852 | 94.1 127.8 365.7
Sabarmati 89.3 |282.8 [222.6 119.5 714.2
Area of North Ladakh not draining into Indus | 20.7 | 38.1 | 41.6 33.1 132.3
Basin
Subernarekha 227.7 |320.8 |3245 246.9 1120.0
Tapi 138.6 |244.5 |198.4 150.7 732.2

also shows that the river basins which receive highest average rainfall during JJAS
are Barak and Others, West flowing rivers from Tapi to Tadri, Brahmaputra and West
flowing rivers from Tadri to Kanyakumari.
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5.3.6 Rainfall Variability Over Major River Basins

Spatial analysis of rainfall’s coefficient of variation over major river basins of India is
analysed using GIS. The coefficient of variation is computed using monthly rainfall
series since 1901 to 2019 for major river basins of India. Maps are prepared for
monsoon months, both cumulative and for individual months. These maps show
the spatial rainfall variability over major river basins for different months during
monsoon season (Fig. 5.21 and 5.22). Table 5.2 shows the rainfall coefficient of
variation statistics for each river basin.

The coefficient of variation of rainfall for these major river basins during June is in
the range of 20-110%. Basins in extreme western and extreme north India show very
high variability, whereas most basins in northern and southern India show moderate
rainfall variability around 40-60%. Basins in Western Ghat, central and northeast
India show low rainfall variability around 20-40%. Table 5.2 shows that river basins
with highest rainfall variability are Area of North Ladakh not draining into Indus
Basin, West flowing rivers of Kutch and Saurashtra including Luni and Sabarmati.
Table 5.2 also shows that river basin with lowest rainfall variability is Brahmaputra.

The coefficient of variation of rainfall for these major river basins during July is in
the range of 15-130%. Basins in extreme western and extreme north India show very
high variability, whereas most basins in northern and southern India show moderate
rainfall variability around 30-50%. Basins in Western Ghat, central and northeast
India show low rainfall variability around 15-30%. Table 5.2 shows that river basins
with highest rainfall variability are Area of North Ladakh not draining into Indus
Basin. Table 5.2 also shows that river basin with lowest rainfall variability is Ganga,
Brahmaputra, Mahanadi and East flowing rivers between Mahanadi and Pennar.

The coefficient of variation of rainfall for these major river basins during August
is in the range of 15-150%. Basins in extreme western and extreme north India show
very high variability, whereas most basins in Western Ghat, northern and southern
India show moderate rainfall variability around 30-50%. Basins in central and north-
east India show low rainfall variability around 15-30%. Table 5.2 shows that river
basins with highest rainfall variability are Area of North Ladakh not draining into
Indus Basin. Table 5.2 also shows that river basin with lowest rainfall variability is
Ganga, Brahmani and Baitarni and Mahanadi.

The coefficient of variation of rainfall for these major river basins during
September is in the range of 25-160%. Basins in extreme western and north India
show very high variability, whereas few basins in Western Ghat and western India
show moderate rainfall variability around 40-60%. Basins in central, southern and
northeast India mostly show low rainfall variability around 25-40%. Table 5.2 shows
that river basins with highest rainfall variability are Indus (up to border), Mahi, Sabar-
mati, West flowing rivers of Kutch and Saurashtra including Luni, Area of Inland
drainage in Rajasthan and Area of North Ladakh not draining into Indus Basin.
Table 5.2 also shows that river basin with lowest rainfall variability is Brahmaputra.

The coefficient of variation of rainfall for these major river basins during south
monsoon season is in the range of 15-115%. Basins in extreme north India show
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Fig.5.21 Rainfall coefficient of variation over major river basins of India for a June b July ¢ August
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Fig. 5.22 Rainfall coefficient of variation over major river basins for southwest monsoon

very high variability, whereas basins in extreme western, north and southern India
show moderate rainfall variability around 20-40%. Basins in Western Ghat, central
and northeast India mostly show low rainfall variability around 12-20%. Table 5.2
shows that river basins with highest rainfall variability are Area of North Ladakh not
draining into Indus Basin. Table 5.2 also shows that river basin with lowest rainfall
variability is Ganga, Brahmaputra, Brahmani and Baitarni and Mahanadi.

5.3.7 Rainfall Trends Over Major River Basins

Spatial analysis of rainfall trend over major river basins of India is analysed using
GIS. The rainfall trend is computed using monthly rainfall series since 1901 to 2019
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Table 5.2 Rainfall coefficient of variation for major river basins of India
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Basin Rainfall coefficient of variation (%)

June July August | September | JJAS
Indus (Up to border) 48.63 | 34.08 |33.33 72.82 27.91
Ganga 40.89 |19.81 [17.34 |31.98 12.52
Brahmaputra 22.80 |21.54 |26.62 |2647 14.64
Barak and Others 26.58 |30.81 2557 |[29.12 19.92
Godavari 3547 2393 |25.05 |34.72 15.34
Krishna 29.22 |33.83 3547 |37.39 21.43
Cauvery 40.28 |37.94 |4393 |38.70 22.97
Subernarekha 4194 |3043 |2820 3232 16.32
Brahmani and Baitarni 3949 [29.12 2473 |29.46 14.25
Mahanadi 45.85 |24.26 |22.69 |33.57 14.52
Pennar 56.76 | 49.12 |5829 |42.74 27.90
Mahi 63.16 | 40.66 |53.07 |77.80 29.36
Sabarmati 73.82 5146 |59.74 |86.67 33.75
Narmada 48.32 |28.07 |30.52 |53.43 18.36
Tapi 42.13 |29.78 |40.15 |52.39 21.04
West flowing rivers from Tapi to Tadri 3175 |2597 |33.08 |45.44 16.85
West flowing rivers from Tadri to 28.26 |31.40 |35.79 |44.72 19.03
Kanyakumari
East flowing rivers between Mahanadi and | 36.13 |24.78 |26.94 |29.39 15.59
Pennar
East flowing rivers between Pennar and 56.88 |51.97 4292 |32.61 25.44
Kanyakumari
West flowing rivers of Kutch and Saurashtra | 74.43 | 52.30 |65.49 |90.51 36.95
including Luni
Area of Inland drainage in Rajasthan 69.87 4593 |52.02 |84.12 32.69
Minor rivers draining into Myanmar and 29.69 |2551 2656 |30.52 19.94
Bangladesh
Area of North Ladakha not draining into 106.78 | 125.16 | 143.86 | 151.17 110.39

Indus Basin

Bold figures are having high variabilities and low variabilities

for major river basins of India. Figures 5.23 and 5.24 shows the trends in rainfall over
major river basins for the monsoon months as well as for the southwest monsoon

season.

During month of June, basins in northwestern, western and southern India show
significant increasing trend. Basins in central India show non-significant decreasing
trend, whereas few basins in west peninsular, east central and northeast India
show significant decreasing trend. River basins with significant decreasing trend
are Mahanadi, Brahmaputra and West flowing rivers from Tadri to Kanyakumari.
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Fig. 5.24 Rainfall trend over major river basin for southwest monsoon

During month of July, basins in north and southeastern peninsular India show
significant increasing trend, whereas basins in western India show non-significant
increasing trend. Basins in central India mostly show non-significant decreasing
trend, whereas few basins in west peninsular, east central and northeast India show
significant decreasing trend. Figure 5.23b also shows that river basins with signifi-
cant decreasing trend are Cauvery, Mahanadi, Subernarekha, Brahmaputra and West
flowing rivers from Tadri to Kanyakumari.

During month of August, basins in north, western, central and south peninsular
India show significant increasing trend. Basins in north central and northeast India
show significant decreasing trend. River basins with significant decreasing trend are
Ganga, Mahanadi and Brahmaputra.
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In September, basins in north and extreme western India show significant
increasing trend, whereas basins in south central and east central India show non-
significant increasing trend. Basins in central and east peninsular India mostly show
non-significant decreasing trend, whereas few basins in central and northeast India
show significant decreasing trend. River basins with significant decreasing trend are
Godavari and Brahmaputra.

5.3.7.1 Rainfall Trend During Southwest Monsoon Over River Basins

Figure 5.24 shows the map for rainfall trend over major river basins during south-
west monsoon season (JJAS). Basins in northern and western India and peninsular
India show significant increasing trend, whereas basins in central India show non-
significant increasing trend. Basins in extreme west peninsular, north central and
northeast India show significant decreasing trend. River basins with significant
decreasing trend during southwest monsoon season are Ganga, Mahanadi, Brah-
mani and Baitarni, Brahmaputra and West flowing rivers from Tadri to Kanyaku-
mari. River basins with significant increasing trends in during southwest monsoon
season are West flowing rivers South of Tapi Basin, West flowing rivers of Kutch and
Saurashtra including Luni Basin, Tapi Basin, Pennar Basin, Krishna Basin, Barak
and other Basins, East flowing rivers between Mahanadi and Godavari Basin, East
flowing rivers South of Cauvery Basin.

5.4 Conclusion

Climate change has major impact on temperature and rainfall patterns of India. We
have examined both for all India. Temperature and rainfall are the two important
climate parameters which have significant influence on various sectors of the society
as well as health. Also for hydrological analysis, drought and water management, it
is needed to analyse both these parameters together.

This study examined the temperature trends over India during various seasons,
also spatial analysis of temperature trends over 101 river sub-basins of India. A
comprehensive analysis of rainfall over major river basins has shown the rainfall
patterns and trends during different months of monsoon.

Temperature trend analysis showed that all India annual mean temperature has
increased +0.61 °C/100 years. Annual maximum temperature has increased at the
rate of +1.0 °C/100 years (winter 1.22 °C/100 years, summer 0.95 °C/100 years,
monsoon 0.75 °C/100 years and post-monsoon 1.24 °C/100 years). In last 119 years,
minimum temperature increased at the rate of 0.22 °C/100 years. All India Mean
Temp Anomaly was +ve for all the 22 years since 1998. Year 2016 being the warmest
with anomaly of 4+0.71 °C. Global-mean temperature anomaly was +ve for all the
recent 44 years since 1977. Year 2016 being the warmest with anomaly of +0.99 °C.
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Year 2016 was the warmest winter in India with anomaly of 1.15 °C, while Year
2010 was the warmest summer in India with anomaly of 1.28 °C.

Spatial analysis of annual maximum temperature, minimum temperature as well
as mean temperature trends has been done for the period 1951-2019. Annual mean
temperature has been increased significantly for all the sub-basins of southern,
western, central and northeastern parts of the country excluding some eastern and
northern parts. Significant decrease in mean temperature has been seen in eight
sub-basins of extreme northern parts of the country. Significant increasing trends in
annual maximum temperature have been noticed in all the sub-basins except eastern
and northern parts. Increase of day temperature is high and around 2 °C/decade or
more over almost all the river sub-basins of southern peninsular India. Significant
decreasing trend in maximum temperature has been noticed over ten river sub-basins
in extreme northern parts of India. Maximum decreasing trend (—6.2 °C/decade)
is seen over Lower Indus sub-basin. Significant increase in night temperature has
been noticed in the western parts, central parts, southern parts and also northeastern
parts including Bhagirathi sub-basin. Maximum increase has been seen over Churu
sub-basin (2 °C/decade).

Rainfall pattern over river basin showed that there is significant decrease of rainfall
in Brahmaputra basin for all the monsoon months, Mahanadi basin for June, July
and August rainfall, Ganga basin in August rainfall, Cauvery Basin in July rainfall,
Godavari basin in September rainfall and West flowing river basin from Tadri to
Kanyakumari in June and July rainfall. August rainfall is having contrasting feature
with southern parts having decreasing trend and central, eastern and northeastern
parts decreasing trend. Significant decreasing trends are seen in SW monsoon rainfall
for Ganga, Brahmaputra, Mahanadi and Brahmani and Baitarni Basins and West
flowing river basin from Tadri to Kanyakumari. Significant increasing trends are
seen in SW monsoon rainfall for West flowing rivers South of Tapi Basin, West
flowing rivers of Kutch and Saurashtra including Luni Basin, Tapi Basin, Pennar
Basin, Krishna Basin, Barak and other Basins, East flowing rivers between Mahanadi
and Godavari Basin, East flowing rivers South of Cauvery Basin. Recent changes
(1989-2018) are more alarming as there are very few sub-basins where significant
increasing trends are noticed but most of the sub-basins of Ganga and Brahmaputra
basins are showing decreasing trends in the recent 30 years also.

Acknowledgements Authors are thankful to India Meteorological Department for providing
resources and research platform for carrying out this work.
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Chapter 6 ®)
Importance of Data in Mitigating e
Climate Change

Ashwin B. Pandya and Prachi Sharma

6.1 Introduction: Climate Change and Water Security

The critical importance of water is apparent in all walks of life, from fulfilling
our basic domestic requirements of food and water to agricultural needs as well
as industrial production of various goods and other ancillary services. Everybody is
a stakeholder when it comes to water resources. However, the changing climate in
recent years is bringing a transformation in the hydrological regime. The impacts of
climate change are visible mostly through the medium of water such as changes in the
hydrological cycle, frequent and extreme floods and droughts, increased snowmelt,
rising of sea levels and so forth. Other impacts of climate change on hydrology are
apparent via changes in atmospheric circulation patterns, altered base flows, higher
sediment flow, changes in ecosystems (aquatic and terrestrial) as well as changes in
the biological and physical properties of soil (Muir et al. 2018).

At the same time, the demand for water resources is increasing whereas the
supplies are decreasing (The Financial Express 2019). In quantitative terms, matching
the demands and supplies of the whole spectrum of stakeholders with equity would
achieve the goal of water security. Water security is broadly defined as “the capacity
of a population to safeguard sustainable access to adequate quantities of accept-
able quality water for sustaining livelihoods, human well-being, and socio-economic
development, for ensuring protection against water-borne pollution and water-
related disasters, and for preserving ecosystems in a climate of peace and political
stability” (UN-Water 2013). Additionally, 7 out of 17 goals of Sustainable Devel-
opment Goals (SDGs) are directly influenced by water management in agriculture,
goal 1 (end poverty), goals 2 (zero hunger), goal 3 (good health and well-being),
goal 6 (clean water and sanitation), goal 8 (decent work and economic growth), goal
13 (climate action) and goal 17 (partnerships to achieve the goal). Thus, achieving
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water security becomes critical not just because of climate change but from different
perspectives of ecosystem, environment, social, culture and economy.

Also, several studies have indicated that water management, food production and
energy supply cannot be studied in isolation, rather they are co-related and their
management should be planned considering the nexus approach for water-food-
energy (Water, Food and Energy UN-Water 2020). While water is directly available
in nature, food and energy are derived from water as one of the key initial ingredients.
Thus, in a way, food and energy security are directly dependent on water security.
However, it is abundantly evident that climate change is threatening the water security
and by extension, hampering the sustainability of food systems and energy supplies
as well.

This chapter describes the essential role that data plays in day-to-day planning at
micro level as well as shaping policy-decisions at macro level which ultimately would
help in mitigating the impacts of climate change and global warming, especially with
reference to India.

6.2 Water Resources in India

With a geographical area of 329 Million ha, which is 2.4% of world’s area, India
houses nearly 17.2% of the world’s population (CWC 2020). An overview of the
major hydrological parameters for India is given in Table 6.1. Moreover, with diverse
agroecological zones with varying rainfall patterns throughout the year, the water
sector is under stress in many regions, especially during non-monsoon season. Some
of the major challenges that the water sector in India is facing is the high spatial
and temporal variability in water availability across the country. Being a developing
country with one of the largest populations and diverse economy, there is an ever-
rising demand of water for various purposes. The increasing water pollution has
degraded the water quality in natural streams and aquifers. Over utilisation of the
current water resources has posed a serious threat on the sustainability of water
resources in the country, particularly the groundwater resources.

Table 6.1 Overview of water

Total utilizable ground water resources | 433 BCM

Total annual utilizable water resources | 1123 BCM

resources in India S. No. | Parameter Volume
1 Average annual precipitation 4000 BCM
2 Average precipitation during monsoon | 3000 BCM
3 Natural runoff 1986.5 BCM
4 Utilizable surface water resources 690 BCM
5
6
7

Per capita water availability 1720.29 cum

Source Central Water Commission, India
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Table 6.2 Database scenario in India major institutions responsible for data

S. No. | Indian agency Data/Information
1 India Meteorological Department (IMD) Meteorological data
2 Central Water Commission (CWC) River flow and quality information from
key gauging stations
Central Ground Water Board (CGWB) Groundwater data
4 National Remote Sensing Centre (NRSC) | Water resources, land use and
agricultural data
5 National Water Informatics Centre (NWIC) | Comprehensive national water resources
data
6 State Water Resources Departments Surface and groundwater information for
intra-state sources
7 Agriculture Department of State Agricultural data
Bureau of Economics and Statistics Economic aspects of water productivity
9 Specialized Institutes e.g. Wild Life Environmental data
Institute of India
10 Specialized Institutes e.g. Tata Institute of | Social data
Social Sciences

Moreover, there are increasing complexities in water management across bound-
aries as for the operations, planning, management and monitoring of the water sector
projects, several institutions are responsible at the federal, state and municipal levels.
Also, water is a state subject in India, water sharing needs to be coordinated among
states as well as neighbouring countries. Some of the important Indian institutions,
which provide hydrological data, are given in Table 6.2.

6.3 Usage of Data-Based Tools for Assessment of Climate
Impacts on Water Security

6.3.1 Role of Data in Water Development, Management
and Ensuring Security

The management decisions for water resources at all levels are not taken randomly,
instead they rely on good quality data to form a scientifically supported cohesive argu-
ment for large scale implementation. By providing a better quantitative understanding
of the water cycle, data complements the objective and unbiased information, helps to
derive knowledge about water resources for sound planning, management, informed
decision-making and ensuring good governance of water resources to cater to the
interests of all stakeholders involved. Data helps in understanding the resources avail-
ability and assessment of topography (surface/groundwater) of the region. It helps in
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optimizing water use through understanding current usage patterns and implementing
measures to achieve required efficiency.

In India, the primary source of water is precipitation during monsoon. The
monsoon processes are dependent upon the global climatic processes and are not yet
fully understood or modelled in quantitative terms. Therefore, the rainfall process is
considered a random process and very little specific information about spatial and
temporal availability of the rainfall is available with a reliable forecast model on
which quantitative decisions like cropping areas and possible inflows can be gener-
ated well in advance. With this constraint, the role of data becomes invaluable to
compare the trends and derive planning decisions therefrom using various stochastic
models. In the absence of real time data, trends cannot be discerned and thereby the
reliability of food and energy production cannot be ensured.

6.3.2 Data for Water Diplomacy

It is a famously said that the World War 3 would be fought for water. This reality
does not seem very distant if we consider the expanse of water scarcity, especially in
lesser-developed regions of the world (Al-Shamaa 2020; Wilson 2012). For regions
with transboundary river basins, water allocation is decided based on the mutually
agreeable water-sharing treaties. Considering the impacts of climate change and
other anthropogenic impacts on water resources, cooperative and mutually bene-
ficial strategies for transboundary water management become an urgent priority.
To devise and implement such strategies, data is essential to understand the water
availability across boundaries and accordingly derive water sharing agreements for
transboundary rivers, lakes or aquifers.

Data also plays a crucial role in carrying out water diplomacy amongst regions to
resolve the water allocation disputes. Planning for water resources purely on admin-
istrative boundaries raises conflicts between the authorities across the boundaries.
Negotiations over competing demands can only be resolved in quantitative terms.
Neutral unbiased data and analysis enable competing parties to accommodate each
other’s positions without compromising their core interests.

Moreover, in the backdrop of climate change, the water availability is at further
stake and the water-sharing agreements between the riparian states need to be revised
to arrive at a consensus for reallocation of water. Thus, availability of good quality
data becomes paramount in devising and revising such agreements for water distri-
bution between the parties involved to avoid disputes of any kind. It also shows
how data becomes the key factor in unbiased water allocation and conflict resolution
(Ganoulis and Fried 2018). Exchange of data between the riparian states which have
differing capacities for data collection and analysis also helps provide a complete
picture of the basin.

On the other hand, lack of quality assured information poses hindrance to the
water diplomacy. This data secrecy impedes the effectiveness of agencies account-
able for planning, resource allocation and disaster preparedness. Thus, both the
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parties involved must be willing to exhibit equal levels of openness for data sharing
which would ultimately provide opportunities for joint development of transboundary
basins.

6.3.3 Reasonability of Demand and Dynamic Water
Availability

Issues related to management of demands and water supply should be tackled with a
“whole to part” approach rather than the current approach of resolving atomic issues
at the lowest levels of administrative units in a piecemeal manner. For allocation
of water resources to various stakeholders, the availability and demand needs to
be analysed, since it is a general tendency of the water user to try and maximize
its demand. Thus, reasonability of the demand needs to be substantiated through
reliable data (such as data on water consumption, water demand for agriculture,
industries, municipal uses, environment and so on), so that the probable future plans
for increased water demands of individual sectors can be verified and the veracity
of these plans on how much can actually be supported and achieved. For example,
during planning stages, the crop water demand is shown to be very high compared
to their actual crop water requirements.

In dynamic situations of water availability, such as surplus or shortage of water,
a mechanism needs to be devised for managing the excess or deficit of water. In
case of water shortage, priorities need to be assigned to different sectors for water
allocation on the basis of their utility and the impact they face due to water scarcity.
Whereas in case of surplus water availability in smaller pockets in any basin, an
imbalance may be encountered. With the help of accurate data required for proper
planning, long-term interventions may be made for transfer or utilization of water
from surplus pockets of the basin to the deficit corners of the basin, for example,
concept of interlinking of rivers (South—North Water Transfer Project 2020; NWDA
2020).

Especially in agriculture sector, which consumes nearly 70% share of our fresh-
water resources (FAO 2012), it becomes imperative to determine the water produc-
tivity and maximize its water use efficiency. To achieve this, relevant parame-
ters such as specific crop water requirement, water consumption at farm level,
evapotranspiration losses, losses through canal seepage, leakages etc. need to be
quantified.

In countries like India, the agriculture sector mainly consists of minor irrigation
schemes (area less than 2000 ha) with unorganized information structure as compared
to major irrigation schemes (greater than 10,000 ha) with systematic information
system. For example, in minor irrigation projects, the information about parameters
such as water consumption at farm level, evapotranspiration losses, losses through
canal seepage and leakages is available at the operator level, however, it may not be
available as a comprehensive database for understanding the complete hydrology of
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the river basin. An all-inclusive database with information of minor, medium and
major irrigation project in the public domain will help in identifying the hotspots
where water-saving interventions are required.

6.3.4 Ensuring Water Security Through Budgeting
and Accounting

For efficient management strategies, access to accurate quantitative analysis is
required. To this end, data-based tools such as water accounting and water budgeting
provide a comprehensive framework for assessing, planning and managing the
current reserves of water resources sustainably. They promise impartial avenues
for water allocation, regulation and conflict resolution and evidence-informed plan-
ning and management. These tools identify the causes of water-related problems
and opportunities for solving these problems. It also allows the user to develop and
update a common homogenous and open-source information base which provides
transparency in water governance at the decision-making level, convenience in water
management at the planning level and raises awareness on water scarcity at the
community level.

In case of conflicts, the homogeneously processed data also provides a common
consensus for both parties on assurance of the data quality. Tools such as water
accounting make use of inter-disciplinary information, derived from a wide-range of
independent sources. They provide biophysical and societal strategies and plans to the
context and demands of different water users and uses in a specified domain. Broadly,
among other parameters, water accounting provides information on the water fluxes
and flows in the basin, helps in determining water productivity with respect to
different water users, information about the consumptive and non-consumptive use of
water, evaluation of climate change variations, cost-benefit analysis of water services,
assessment of ecosystem and environmental services, meanwhile providing informa-
tion/knowledge where there is a scope to improve water use efficiency. Additionally,
using water accounting, the trends in the water supply and demand can be analysed
for current status and future scenarios in specific social, political and institutional
contexts.

6.4 Data Collection

The characteristic data required for the river basin development includes physical
data of the catchment, hydrometric data, meteorological and climatic data, agri-
cultural, potable and wastewater, industrial, navigation, hydroelectric power, envi-
ronmental, demographic data, institutional data, economic, recreational, tourism
(Molden and Burton 2005). Typically, the data is collected via hydrometric equipment
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for measuring, or mapped using remote sensing or GIS mapping, and uses various
software simulation for processing, modelling and forecasting the parameters.

Molden and Burton (2005) describe four different types of data collection mech-
anisms: (i) Direct measurements, e.g. discharge from depth gauge; (ii) Estimated or
derived data obtained by calculations using combinations of measured variables, e.g.
using Penman-Monteith equation to evaluate evapotranspiration; (iii) Field observa-
tions, e.g. canal condition; (iv) Reported—data obtained from secondary sources,
using other’s observed, estimated or measured data. The relevance of these mecha-
nisms is highlighted with the fact that advanced technology can be made use of to
derive data in places with lack of infrastructure. Assurance in a random occurrence
scenario requires collection and processing of data at all times to understand the
developing situations on ground. With increasing climate uncertainties, parameters
such as rainfall, humidity, temperature, evapotranspiration are also becoming unpre-
dictable. Thus, accurate data becomes paramount even for forecasting, monitoring
and preparing better for the projected scenarios.

Being a spatially distributed resource, ground-based measurements are needed for
raw data over large geographic areas. Occurrence of water is an aggregate response
of individual hydrological elements interacting with each other in space and time.
However, the measurements have to be point specific in space though at the point of
collection, the temporal continuity of observations can be maintained. This requires
time coordinated data collection over vast areas. Multiple technologies are available
for measurement of flow of water in natural and artificial streams (canals) as well as
under the ground surface. The primary measurements are mechanical converted to
electrical signals and transmitted as digital data using modern data communication
technologies. The sampling intervals depend upon the eventual use of the data. The
requirement of the real time data at shorter time steps is acute in view of disaster
causing potential of floods that has led to automation in data collection and processing
using satellite and terrestrial GSM communications or combinations thereof. The
predictions of seasonal availability may be made using relatively longer time step
intervals. Remotely sensed data on land use and moisture status of various crops,
inundation extents are key augmenting data which lead to comprehensiveness of the
information on water regime for a basin or the country (NRSC 2020).

6.5 Role of Data in Project Planning and Management
to Make Them Resilient to Increasing Variability
of Climate

Data plays a vital role in sound planning and management at each stage of river basin
development. A typical river basin development takes place in the following manner
(Molden and Burton 2005):
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1. In the early greenfield stage of the river basin development, rudimentary infor-
mation on the water flows and extent of flooding is assessed to demarcate flooded
and utilization areas

2. In the development stage of the project, preliminary planning is completed.
Initial data collection systems; basin-wide hydrometric stations to gather base
data of river flow and quality (climatic data, land use, topographic surveys, aerial
photography, land ownership) are established for individual projects

3. Inthe utilization stage, detailed planning for the river basin is carried out along-
side development of a simple model for the river basin. In this phase, standard-
ized procedures are chalked out for data collection and monitoring of the major
parameters

4. In the re-allocation and restoration stage, a master plan for the river basin
is designed, sophisticated water resource models are generated and various
scenarios are analysed to enable participation in decision-making. Information
regarding supply and demand of water resources is published.

In India, the relevance of data for sound planning and operations of water resources
by the central government is highlighted through the following mechanisms adopted
by the Central Water Commission in India (Central Water Commission, Ministry
of Jal Shakti, Department of Water Resources, River Development and Ganga
Rejuvenation, Gol 2020)

1. Establishment of Monitoring System: Installation of hydromet observation
networks, water infrastructure and other software to monitor, gather, and process
real-time data; establishment of Hydro-Informatics Centres

2. Information System: Strengthening the water resources information system
(WRIS) for centre and state

3. Operation and Planning System: Development of analytical tools and decision
support systems; conducting studies and innovative solutions

4. Institutions Capacity Enhancement: Establishment of knowledge centres for
dissemination knowledge to build capacity of personnel and professional
experts, project managers and providing them with operational support.

6.6 Current Challenges and Data Requirement to Address
the Challenges for Water Sector

Water sector is under stress from various perspectives. Thus, requirement for data
on water is a prerequisite for planning in every sector, i.e. agriculture, industries,
municipality, domestic, sanitation and so on. Some of the major challenges include
maintaining sustainable food systems, lack of access to water and hygiene, ecosystem
health, sharing water resources across provinces and countries, industrial and urban
water management, risk mitigation, water pricing and sustainable use of water for
energy production.
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Several countries where the concept of water pricing is not in play, coupled with
the lack of consciousness on the water shortage issues create a false sense of water
security among users and thus saving water does not remain a priority. In such cases,
raising awareness on issues of water scarcity through mass media would go a long
way in creating a water conscious society. Lack of awareness and willingness to
adopt integrated water resources management (IWRM) becomes a major challenge
in the water sector. Another indirect implication on efficient water management is
lack of sufficient data and information or well-documented knowledge base which
impacts decision-making at every level.

A glimpse of the data requirement for some of these challenges is listed below:

— Meeting basic needs of water and hygiene: WASH data (drinking water, sanitation
and hygiene)

— Sustainable food systems: food production, irrigation requirement, yield, effi-
ciency etc. data

— Ecosystem health: water quality, chemical monitoring data, ecosystem status etc.

— Risk mitigation: flood/drought management data, water pollution and data on
other water-related hazards

— Sharing water resources: river basin management data within and—in the case of
boundary and transboundary water resources—between concerned states

— Valuing water: economic, social, environmental and cultural price of water

— Water management in urban areas: urban water management, stormwater drainage
management, wastewater management data

— Industrial water management: water use and quality data

— Sustainable use of water for energy production: hydropower generation data

— Retaining and updating the knowledge base: data on good water policies and
management practices

Considering the vast impact of water in every sector, it can be said that in a way,
water, directly or indirectly, impacts all sectors and inadvertently everyone becomes
a stakeholder in the water management process. Here, an important point to be noted
is that since water resources have multi-disciplinary aspects, they are managed by
different public agencies which gather the data from different sources for physical,
meteorological and water use data (Government of India 2011). This gives rise to
dissonance in data management due to incoherence and inconsistent mechanisms for
data collection and validation.

6.6.1 Current and Future Scenario of Water Availability
and Demand

With the passage of time, urban areas have seen an unparalleled growth in terms of
infrastructure and population, which unfortunately is not in coherence with the water
availability and management of effluents. To feed the increasing population, even
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agriculture is extensively increased requiring increasing amount of water (Alexan-
dratos and Bruinsma 2012). Thus, for proper assessment and management of these
limited resources, utilization and developmental data should be made available,
which is a serious constraint in most developing countries.

To remedy this, suitable financial and technical resources for developing the
mechanics for assessment of information based on space-based tools as well as
other indirect measures coupled with on ground observations are required. Data-
based approaches offer solutions for estimating the overall availability in spatial and
temporal contexts and integrating the competing demands by simulating different
potential future scenarios using sustained basin modelling studies.

While assessing water scarcity, the access to consistent and reliable water utiliza-
tion data for agriculture and other sectors from various sources has been a constraint,
especially in developing countries. Resource data usually has a bias because of
the ever-changing utilization factor; in case of water allocation, there is overesti-
mation, which should be avoided by stretching the data in the past without regarding
the current prevailing situations. Hence, the accurate data on water demand needs to
be assessed by integrating the indirect methods of water consumption and addressing
questions such as what is the demand, where and when is this demand occurring?

It is worth mentioning that essentially all assessments are probabilistic while
calculating water allocation, hence the water availability every year might be
different. In case of extremities such as occurrence of floods or droughts, the
availability of resources (surplus/deficit) may differ from provisions laid down
earlier. Thus, strong mechanisms should be devised for allocation accounting for
the variations brought about by climate change.

In all likelihood, the amount of data required for the river basin development is
huge in terms of volume, and so it requires robust system for collection, management,
storage and analysis of the hydrological database. This has been a challenge in the
past. Another constraint for water data management is inconsistent approach used for
data collection and processing, i.e. using different methods for filling-in the missing
data.

6.7 Limitations and Resolutions for Data Collection
and Processing

Some of the major limitations for data collection and processing are lack of sophisti-
cated infrastructure for utilization measurements, access to cutting-edge technology,
availability of trained personnel and policies for transparency in data sharing. Addi-
tionally, accounting for climate change projections while processing the data. Some
of the issues plaguing the data quality are listed below:

e Improper measurement methodologies
e [ack of personnel and material infrastructure for data collection
e Non-systematic record keeping and lack of archival policy
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Lack of long-term vision about data management and developments in future
Non-availability of ancillary information to define the context

Extreme hesitation to report utilization and minor developments data
Non-availability of tools for transforming the data into consumable forms
Lack of integration between various types of atomic data elements

Non uniformity of definitions for the same parameter sets.

To counter these difficulties, robust frameworks need to be implemented with
supplemental policies and systematic use of alternate satellite-based/space-derived
measurements. The allocation of financial resources needs to be increased for reli-
able and accurate collection and analysis of hydrological data. Furthermore, invest-
ments and training efforts need to be devoted to build the infrastructure and capacity
of personnel to make use of these infrastructure to measure, collect and analyse
data. Institutional developments should enable smoother governance for the purpose
of data sharing. Future projections of climate change scenarios also need to be
considered and integrated in water resources project planning and development.

6.8 Data-Based Governance

For generating a realistic picture, quality assured data collection and rigorous
processing is a prime requirement. As discussed in this chapter, since data forms
the foundation block for the decision-making and subsequent water policies, the
quality assurance of data in terms of accuracy and reliability needs to be tested
before consumption. Any form of inconsistency in data needs to be identified and
corrected by using appropriate tools to process and fill in the gaps, if any. A commonly
approved consensual approach on data standardization process should be adopted to
arrive at a common assessment.

Data processing methodologies also require special attention in providing the
key input to the data-based decision making. Observed data is an idealisation of
the complex processes which has generated the response at the observation site.
This eventually leads to randomness in the observations. Selection of appropriate
data sets for processing and generating the conclusions is a matter of great concern.
There are no unique solutions to the processing outcomes. However, the rationality of
the outcomes vis-a-vis the situations observed or existing on the ground is an impor-
tant factor which should be taken into account while evaluating the results of such
analysis. Added sophistication and rigor brings with it, additional assumptions and
with each additional assumption, the questionability of the outcome increases. The
processing methodologies therefore have to strike a balance between the complexity
and data availability.

According to Jiménez et al. (2020), the core governance functions include
policy and strategy, coordination, planning and preparedness, financing, manage-
ment, monitoring, evaluation and learning, regulation and capacity development. The
responsible authorities need to carry out these core governance functions coherently
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Fig. 6.1 General flowchart highlighting the flow and relevance of data at micro-level to policy
formulation at macro level

for the development of the sector (Jiménez et al. 2020) with the help of accurate data,
relevant information and the knowledge derived from these respectively. Precondi-
tions for such a pervasive data management system demand smooth exchange of
data/information between the stakeholders, a national network, supplemented by the
local level agencies. Overall, a well-defined information management system should
be established to present a comprehensive evaluation of the resources and demand.

With the advent of advanced technologies and improvements in the database
scenario using this extensive system of data and knowledge, future scenario of
demand and availability of water resources can be generated and presented to the
decision-makers. Planning advisories can be issued for equitable utilizations at
various levels through (i) adoption of policy regime to enable sustainable and equi-
table water resources development, (ii) promotion of exchange avenues for ideas
and concerns, and (iii) creation of facilities for institutional and individual capacity
building (Fig. 6.1).

6.9 Conclusions and Way Forward

6.9.1 Conclusions

In a nutshell, it can be conclusively said that hydrological data is essential to under-
stand the behaviour of the system and the underlying hydrological and chemical
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processes within the system. Increasing water scarcity demands the remaining water
to be used more productively. Furthermore, in the face of rapidly changing climate
and increased pressure on the water resources, a scientific approach needs to be
adopted to carefully assess and thus manage the water resources available. Thus, to
mitigate the impacts of climate change, specific measures are required which need
to be evaluated based on the accurate data.

Data is integral for decision-making process required for good governance and
management. It becomes vital for predictive modelling and evaluating the risk
management. Nowadays, advancements in technology such as remote sensing and
GIS have provided opportunities to derive data in places where there is unavailability
of physical infrastructure.

6.9.2 Way Forward

Some of the most effective methods for optimal utilization and efficient management
of water resources place an emphasis on the research on policies and their impact on
the society; water resources planning considering impact of the climate change; and
impact of external factors such as demography, global economy, changing societal
values and norms, technological innovation, laws, financial markets etc. on water
resources management. Thus, moving forward, we should promote research and
studies on a much larger scale with the objective of identifying alternative ways to
address the future challenges of water scarcity and other related issues. Adoption of
a unified approach in addressing the water challenges in a coordinated manner with
active participation of the stakeholders is necessary.

The data on utilization of water for various purposes should be adequately
collected and compiled for consumption by various stakeholders. Availability of this
data helps to (i) facilitate generation of future scenario of water availability as well as
demand for preparation of basin-wise comprehensive plans in line with IWRM prin-
ciples; (ii) identify and adopt improved management practices in agriculture as well
as other sectors; (iii) monitor and guide to ensure that the project operation achieves
highest level of efficiency; (iv) undertake appropriate studies using available infor-
mation including that in respect of river flow forecast and planning advisories for
equitable utilization at various levels; (v) strengthen and streamline the monitoring
mechanism for in-depth evaluation of schemes at different stages of implementa-
tion and initiating course-correction measures; (vi) promote avenues for exchange
of knowledge, relevant concerns and ideas, and (vii) generate awareness on water
related issues and management at the atomic level.

However, for efficient and reliable data management, the procedures for data
collection, storage, processing and outputs need to be standardized to foster trans-
parency for all the stakeholders and general public. Authenticity of the data is the key
here. More investments should be diverted towards data management and improving
the quality of hydrological observation and adoption of standard procedures. Also,
capacities need to be enhanced at ground level for systematic data collection and
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processing. For this, tools such as water accounting and water budgeting present
good examples of homogenous and standardized data collection and data processing
techniques for transparent governance decisions. Adopting the practice of water
accounting gives a clearer picture of the current status and trend analysis of water
resources in the region; whereas activities such as water auditing provides avenues
for improving the management practices. Another important factor that needs to
be considered is ensuring rigorous consistency checks and validation of all data
by competent authority before the data is being placed in the public domain for
wider consumption.
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Chapter 7 )
Real-Time Monitoring of Small oo
Reservoir Hydrology Using ICT

and Application of Deep Learning

for Prediction of Water Level

Tsugumu Kusudo, Daisuke Hayashi, Daiki Matsuura, Atsushi Yamamoto,
Masaomi Kimura, and Yutaka Matsuno

7.1 Introduction

A reservoir is an artificial pond to collect water from the catchment area where there
are frequent deficits in precipitation or river water. There are more than 150,000
reservoirs in Japan (Matsuno et al. 2019). Seventy per cent of them have been built
before the eighteenth century and many of them have deteriorated. Recently, occur-
rences of natural disasters, such as torrential rains and earthquakes, often bring about
floods and the collapse of reservoirs (Japanese Ministry of Agriculture, Forestry and
Fisheries 2018). As shown in Fig. 7.1, the annual number of heavy rains has increased
over the past decades (Japanese Meteorological Agency). Flooding and collapse of
reservoirs caused by these disasters have given rise to an increase in the number of
secondary disasters in the downstream basins. In particular, as shown in Fig. 7.2,
73% of the causes of such damage and 98% of the causes of such collapses are heavy
rains (Japanese Ministry of Agriculture, Forestry and Fisheries 2018).

There has been an increasing interest in monitoring small reservoirs’ hydrologic
parameters and predicting the risk of local floods using modern sensing and simu-
lation technologies. For example, Tanihara (2008) created a simulation model esti-
mating an embankment breach of irrigation tanks based on catchment area, spillway
and freeboard and rainfall data. This model estimates inflow and outflow volumes
and water level and, based on these estimations, predicts flooding risks. However,
there is a limitation in accurate prediction with this model as the initial loss was not
accounted for when using the general runoff estimation. Generally, there are many
advantages in making a prediction model for large dams or major rivers. But for small
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Fig. 7.1 Yearly number of precipitations (Modified from the data by Japanese Meteorological

Agency. https://www.data.jma.go.jp/cpdinfo/extreme/extreme_p.html)

reservoirs, the model is a relatively high cost when considering O&M costs for devel-

opment of a particular water level prediction model. More recently, Hitokoto
(2016) predicted a river’s water level and a reservoir’s water level utilizing the

et al.
deep

learning technique. Although there are researches utilizing deep learning on drought
prediction (Agana and Homaifar 2017), urban water level prediction (Assem et al.
2017) and daily reservoir inflow forecasting (Bai et al. 2016), the authors found very

few published research on water level prediction of small irrigation reservoirs.
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Fig.7.2 Trend of reservoir’s damages in Japan (Created from the information by Japanese Ministry
of Agriculture, Forestry and Fisheries. https://www.maff.go.jp/j/nousin/bousai/bousai_saigai/b_t
ameike/attach/pdf/index-58.pdf)

In this paper, we describe developed low-cost monitoring systems to acquire
the hydrologic information utilizing information and communication technologies
(ICT), which is coupled with a model that predicts the future water level applying the
long short-term memory (LSTM) algorithm as one of the deep learning techniques.

7.2 Material and Methods

7.2.1 Study Site

A survey was conducted at the Takayama Reservoir in Takayama Town, Ikoma City,
Nara Prefecture, and at the Kaerumata Reservoir located in Ayameike-Minami Town,
Nara City, Nara Prefecture (Fig. 7.3). There are approximately 4300 reservoirs in
Nara Prefecture, the majority of which are found in the Yamato Plain. The Yamato
Plain region, which occupies two-thirds of the prefecture’s agricultural land area,
has been plagued by a shortage of water due to low annual rainfall and the absence
of large rivers and lakes. The outflow from the Takayama Reservoir flows to the
Tomi River, a tributary of the Yamato River basin. The Kaerumata Reservoir flows
through the Oike River to the Akishino River, which also belongs to the Yamato
River system. Both reservoirs are mainly used for irrigation so that water is released
during the irrigation period from early May or late April to mid-September. The
specification of the Takayama Reservoir is provided in Table 7.1.
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Table 7.1 Specification of

Takayama and Kaerumata Capacity Surface area Catchment area
Reservoirs Takayama | 580,000 m® | 90,000 m? 2.3 km?
Kaerumata | 211,716 m* | 86,300 m? 0.92 km?
Beneficiary | Embankment | Embankment
area height length
Takayama 530 ha 23 m 135m
Kaerumata |38 ha 14m
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7.2.2 Water Level and Weather Data Monitoring

The sensor was set to monitor water level and water temperature of the reservoir
every ten minutes (GSC-01A, Geotech Service) and show them on the web page
through the remote data logger (HOBO RX3000, Onset) with the communication
channel, SORACOM. Atmospheric pressure, atmospheric humidity, air temperature,
solar radiation, precipitation, wind velocity and wind direction were also measured
every ten minutes using the KOSEN weather station. A solar panel was attached
to the sensing system for electricity supply. Water level data was stored as a CSV
data file, while the weather data was stored as a JSON format so that it could be
later converted to a CSV data file. Combined data accumulated from July 2018 to
September 2019 was used for training and testing of the water level prediction model.
The Python program was used to organize and combine the water level and weather
data (Fig. 7.4).

For the Kaerumata Reservoir, we installed a different set of IoT devices to monitor
real time water level, water temperature, rainfall. In addition, a web camera was set
up to observe the reservoir water online. These data were sent to the server once
every hour through the LTE mobile line. METER’s CTD-10 was used as the water
level and water temperature sensor, and METER’s ECRN-50 was also used as the
rain gauge. The data observed by these was integrated and quantified using Atmel’s
microcontroller ATMEGA328P-PU, and the data was stored and sent to the server
using RS Components’ single board computer Raspberry Pi 3B+. Regarding the

Fig. 7.4 Weather station (left), data logger (upper right), water level sensor (lower right)
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ATMEGA328P-PU, we designed the circuit board to connect to each sensor and to
communicate with the Raspberry Pi 3B+, as shown in Fig. 7.5.

These devices are readily available and can be purchased through online shops in
Japan and can be assembled even with a limited knowledge of electronics. Figure 7.6
shows the schematic of the IoT system flow. The solar power supply was used for the
system that ensured the supply of sufficient power to run the sensors, web camera
and communication devices (Fig. 7.7).
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Fig. 7.7 Installed devices and solar panel for the Kaerumata Reservoir

7.2.3 Water Level Prediction Model Using LSTM

The water level prediction model using the deep learning technique was developed
using Python with neural network libraries such as TensorFlow and Keras. Deep
learning, a kind of neural network, imitates the neural transmission of living things.
By assigning a threshold and weight to each unit from a huge number of input and
output data groups, it can be expressed similar to a person identifying an event
with a lot of information. In recent years, deep neural network models with deeply
complicated neural network layers have been successful in fields such as image
processing and pre-language processing and their effects are accepted in the fields of
hydrology and agricultural engineering (Li et al. 2016; Taniguchi et al. 2019; Xudong
et al. 2019).

A neural network is composed of an input layer, hidden layers and an output layer,
while past water level, precipitation and discharge are considered as inputs to predict
the future water level of the reservoir, as shown in Fig. 7.8.

The model was developed by applying long short-term memory (LSTM) algorism
for prediction of the reservoir’s water level as it is suitable for handling the time series

Fig. 7.8 Schematic of deep Input layer Hidden layer Ourtput layer
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Fig. 7.9 Schematic of long short-term memory (LSTM) algorithm

data. LSTM is considered as a kind of recurrent neural network (RNN) that integrates
past hidden layers with present learning data (Fig. 7.9). RNN is a deep learning
method often used for natural language processing and time series data analysis. In
this study, we treated water level fluctuations as time series data and assumed that
future water levels could be predicted by RNN. Simple RNNs, on the other hand, had a
problem of disappearing gradients in the past due to long-term memory difficulty and
an increase in learning volume. LSTM was adopted to solve these problems because
long-term past memory is considered to be significantly involved in learning water
level prediction. With LSTM, the vanishing gradient problem encountered in the
ordinary RNN is solved because the long temporary dependence vanishes every time
the model learns a new.

7.2.4 Layer Setting for LSTM Model Development

Table 7.2 shows the selected parameters and layer setting of the developed model.

Table 7.2 Model parameters .
and layer Input layer Hidden layer Output layer
Past rainfall intensity | Activation: tanh Water level at
Current water level LSTM layer: 1 1-11 h future
Discharge Unit number: 7
Loss function:
RMSE
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7.2.5 LSTM Model Evaluation

The difference between predicted and actual water level data was examined by
applying Nash—Sutcliffe efficiency (NSE) and per cent bias (PBIAS) for the evalua-
tion. NSE is the normalized statistic to determine the relative magnitude of residual
variance for comparison with the variance of measured data that is often used to
assess the performance of hydrological models. NSE is expressed as:

(7.1)

o (yaet _ yPrey?
NSEZI_{lel(z i )2}

S (17 = ymen)
where Y7 expresses the ith actual water level, Yipre expresses the ith predicted water

level and Y™*" expresses the mean of all data. PBIAS estimates the deviation of data
expressed as percentages that is shown in Eq. (7.2):

(7.2)

PBIAS = { S (Y = YP) % (100) }

i (V)

7.2.6 Reservoir Monitoring System and Water Level
Prediction Model

PHP, JavaScript, MySQL and Python were used to develop a website to display
the hydrologic data of the reservoir in real time. The prediction model was also
incorporated into the website to show the future water level with given forecasted
precipitation events.

The accuracy of the deep learning model depends on the quality and amount of
training and testing data. In the system, the model can automatically update these
data by incorporating observed data into the program in real time. It was set to use
70% of the observed data for the training and 30% for the testing. The schematic
diagram for building the system is shown in Fig. 7.10.

The rainfall intensity data obtained from KOSEN weather station and the water
level data obtained from GSC-01A are saved in HOBO RX3000 and sent automat-
ically to the cloud server. The LSTM model uses the data for prediction of future
water levels. At the same time, the observed water level and rainfall data are displayed
graphically, together with predicted water levels on the web screen.
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Fig. 7.10 Flow of developed system

7.3 Results and Discussion

7.3.1 Collection and Display of Water Level and Weather
Data

With the developed system, the water level of the Takayama Reservoir was success-
fully monitored. Every ten minutes water level data displayed on the web page of
HOBOIink (see Fig. 7.11). The data file was exported as a CSV file from the page
to the developed system every hour. The weather data, such as rainfall, ambient
temperature, relative humidity, solar radiation, wind speed and wind direction, were
also successfully obtained every ten minutes and was shown on the web page of the
KOSEN system (Fig. 7.12). The data from HOBOIlink and KOSEN was automatically
acquired via FTPS communication and API, respectively.

The water level from HOBOlink and the precipitation data from KOSEN system
were merged to visualize the relationship between water level and precipitation. The
gradual water level changes with changes in climatic variation are shown in Fig. 7.13.
The precipitation events from 1 July 2018 through 31 December 2018 shown in this
figure indicate the response of the reservoir’s water level with rainfall events. An
overflow was observed in July as the water level surpassed the spill level of the
Takayama Reservoir. The overflow—precipitation relationship is shown in Fig. 7.14.
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Fig. 7.11 Display of water level on web page of HOBOlink

7.3.2 Reservoir Monitoring by Web Camera

In the Kaerumata Reservoir, a web camera was installed for surveillance of the
reservoir water and surroundings that could be useful, especially during heavy rain
events, to observe the situation of the reservoir without going to the site. Figure 7.15
shows the location of the installed camera in the reservoir and an image taken and
transmitted to the server.

The images can be seen from the mobile phone communication tools, Slack and
Line. Figure 7.16 shows the screen display on the Slack application sending the
imagery data every hour.

7.3.3 Water Level Prediction Component of the System

The water level prediction model was developed using the aforementioned moni-
toring data for training and testing of the model. Using the LSTM algorithm, the
future water levels of one to 11 h were estimated from the series of observed current
and past water levels, rainfall and the forecasted precipitation data. The forecasted
precipitation data was received from a commercial weather forecasting service. The
model was developed to estimate possible amounts of water storage during a future
rainfall event. It could also be used to reduce the risk of the reservoir’s collapse and
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Fig. 7.12 Display of weather data on web page of KOSEN system in Japanese

downstream flooding that occurs with the collapse, while ensuring sufficient water
storage for irrigation owing to its ability to decide an appropriate amount of water
release from the reservoir prior to rainfall events. The observed data from 1 July
2018 to 31 December 2018 was used for learning and testing of the model.

The performance of the developed model, as indicated by the relation between
the epochs of the model, i.e. the number of times to learn an absolute error with
observed values, is shown in Fig. 7.17. The abscissa of Fig. 7.17 is for the number
of epochs. This figure indicates that the error decreases as the epochs increase. The
prediction model became accurate sharply when the epoch was around 30.

Prediction of this model was then compared with the observed data obtained from
15 January 2019 to 21 January 2019 as shown in Fig. 7.18. Figure 7.18 shows that
the model could respond to precipitation and predict water level, although it reacted
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Fig. 7.15 Location of web camera and an image taken from the camera

too immediately after the rainfall event. On the other hand, as shown in Fig. 7.19,
the difference between observed and predicted water level is about 1 cm.

Figure 7.20 expresses an accuracy of the model, when it compared observed water
level with predicted water level data after an hour and after 11 h. Nash—Sutcliffe
efficiency (NSE) and per cent bias (PBIAS) were used for model evaluation. Table
7.3 shows the results of the model evaluation. Both NSE values significantly surpass
the standard value. Generally, a model is judged as satisfactory if NSE is close to 1
and low values of PBIAS indicate accurate model simulation (Moriasi et al. 2007).
Here, both NSE and PBIAS values show satisfactory levels of prediction.
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Table 7.3 Results of NSE

and PBIAS values estimated One hour later 11 h later
NSE 0.999 0.998
PBIAS 5.0% 8.9%

7.3.4 Visualization of Past, Present, and Future Water Level
and Rainfall

The water prediction model was incorporated into the monitoring system for its
application to water management of the reservoirs. Figure 7.21 shows the web screen
displaying the current observed water levels, future water levels from after an hour
to 11 h with forecasted rainfall events in the Takayama (upper figure) and Kaerumata
(lower figure) Reservoirs.

It should be noted that, even in the same rainfall event, the prediction results
differ due to the difference in the period of training data used in the model. Accu-
racy is increased with the increased training data period. Consequently, long-term
monitoring data has an advantage in the construction of accurate DNN models.

7.4 Conclusions

The water level sensor and the weather station were set in the Takayama and Kaeru-
mata Reservoirs to monitor water level and the other hydrologic parameters. The
system was able to obtain the data from a remote location at relatively low cost.
However, there are issues that were realized during the process of the development,
such as power supply when installing in the area, wireless data transmission cost,
versatility and interchangeability of sensing devices.

The developed model predicted the water level changes using past water level and
precipitation data but requires more training data to increase its accuracy. Both NSE
and PBIAS meet the criteria of prediction. The advantage of the model using LSTM
is that it may require a smaller set of hydrologic parameters than the conventional
one and the accuracy could be increased with an increased number of training data,
even though the basic structure of the model remains the same. On the other hand,
the quality of the model outcomes may depend on the availability of training and
testing data.

By combining the monitoring system and the prediction model developed in this
study, it would be easy to use the model for reservoir water management to decrease
the risk of flooding in reservoir downstream and also for irrigation.
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Chapter 8 ®)
Hydrology: Problems, Challenges e
and Opportunities

Vijay P. Singh

8.1 Introduction

Hydrology is legitimately regarded as a geophysical science. However, its origin
in civil or water resources engineering cannot be overlooked. Indeed, the birth of
hydrology occurred because of the need for designing civil infrastructure facilities,
such as water supply systems, urban and rural drainage, flood control works, water
impoundments, arterial airfields, land reclamation, river training works and agricul-
tural irrigation. The need for appropriate design of such facilities, in turn, gave birth
to the development of measurement techniques and tools. The point to be empha-
sized here is that hydrologic science and hydrologic engineering are inseparable and
in fact they are partly complementary and partly complimentary. It serves well to
treat hydrology both as a geophysical science and an engineering discipline. One can
also justifiably consider hydrology as an environmental science as well as a branch
of environmental engineering. It is not important what hydrology is called or where
hydrology is placed. What is important is that hydrology is advanced in all aspects
and water-related questions impacting the mankind are answered.

For planning, design, operation and management of environmental and water
resources systems, some key questions had to be answered, for example, design of
an impoundment, a spillway, a drainage facility, an embankment, pavement or a dam
called for answering such questions as the following: What is the peak discharge for
a given rainfall event? How often does a discharge of a given magnitude occur? What
is the volume of discharge resulting from a rainfall event and how is it distributed in
time? How much and at what rate does rainwater infiltrate into the ground? These
questions fall under rainfall-runoff modelling and frequency analysis which have
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received much attention for over eight decades. These questions are still being
addressed with, of course, more sophisticated tools and greater data availability.

In olden days, land reclamation and irrigation occupied an important place in
the society. In the USA, Bureau of Reclamation, a branch of the US Department
of the Interior, was established for that reason. Water had to be brought through
canals from storage reservoirs to farms. Canals had to be designed using the theory
of hydraulic geometry which gave rise to the regime theory in the early part of the
twentieth century. This theory was also applied for river training and restoration
works. For farm irrigation, it was important to determine the distribution of the
infiltrated water into the vadose zone, soil moisture status, evapotranspiration and
space—time characteristics of droughts.

Dam construction had started many centuries ago but was not widely prevalent.
People depended on groundwater through well construction and pumping. Therefore,
it was necessary to determine the discharge of pumping, the rate of groundwater
depletion, as well as the rate groundwater recharge.

For dam and canal operation, and river training and restoration, there were issues
related to erosion, sediment yield, sediment concentration and sediment transport.
Likewise, for domestic water supply, reliable water supply systems had to be designed
which would supply pollutant free water. This means that water had to be treated so
it was potable.

To answer the relevant questions needed data which led to hydrologic data collec-
tion systems. In the USA, several federal agencies were charged with the task of
collecting data. For example, the US Geological Survey is responsible for collecting
surface and groundwater data, the US National Weather Service is responsible for
collecting precipitation data and the US Department of Agriculture is responsible
for collecting soil erosion and snow data. Likewise, state government agencies were
charged with collecting a variety of data, including water quality data.

The scope of hydrology has vastly expanded and hydrology is now being applied to
many new areas which were unknown in olden days. Besides the usual classification
of hydrology into surface water hydrology, vadose zone hydrology and groundwater
hydrology, many branches of hydrology have therefore taken roots, depending on
their emphasis or the nature of watersheds. For example, urban hydrology, agri-
cultural hydrology, forest hydrology, snow hydrology, mountain hydrology, desert
hydrology and coastal hydrology are now well developed. Likewise, depending on
the methods of analysis or techniques of solution, hydrology is often classified as
deterministic hydrology, stochastic or statistical hydrology, and numerical or compu-
tational or digital hydrology. Each branch of hydrology has its unique problems and
challenges.

Many of the same questions that were addressed a century or many decades
ago are being still asked but with a different context and many new questions are
being formulated. The objective of this paper therefore is to reflect on the problems,
challenges and opportunities in hydrology. It may be instructive to first visualize the
anatomy of hydrology which directly connects with the objective.
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8.2 Anatomy of Hydrology

The anatomy of hydrology comprises six components, as shown in Fig. 8.1: (1)
aspects of water, (2) phases of water, (3) place of occurrence, (4) domain, (5) scale,
and (6) processes. Water has two aspects: (i) quantity and (ii) quality, and it has
four phases: (i) liquid, (i) vapour, (iii) solid-snow and ice and (iv) fourth phase.
The water occurs over the land surface, below the surface in the unsaturated zone
called vadose zone, and below the vadose zone in the saturated zone or aquifers, also
called geological zone or groundwater zone. The processes of water occur in three
domains: (1) space, (2) time and (3) frequency, and the scales at which hydrologic
processes operate are micro, meso, macro and mega. The hydrologic processes can
be principally characterized as occurrence, distribution, movement and storage.

Hydrologic processes include water in storage above, on and below the land
surface, comprising water (vapour) in the atmosphere, interception storage, depres-
sion and detention storage, channel storage, storage in lagoons, lakes, and reservoirs,
storage in wetlands, and snow, ice and glaciers. Water moves on or above the land
surface horizontally or vertically upward or downward. It comprises precipitation
(downward), evaporation (upward), transpiration (upward), and throughflow (down-
ward). Water moving horizontally as overland flow, channel flow, snowmelt runoff
and glacial movement.

Water flows below the land surface in the unsaturated zone as infiltration (normally
vertically downward but also laterally), percolation (usually vertically downward)
and interflow (horizontally). Water also flows below the land surface in the saturated
zone as baseflow (usually horizontally) and groundwater flow (horizontally as well
as vertically).

Hydrologic processes are parts of the hydrologic cycle which at a large scale
connects atmosphere, land surface, pedosphere, lithosphere and hydrosphere. These
sphere are interconnected and are interactive. The degree of interconnectivity depends
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Fig. 8.1 Anatomy of hydrology
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on the space and time scales. As a consequence, the role of different hydrologic
processes varies with space—time scaling. For example, at a large scale, the most
important hydrologic processes are precipitation, evapotranspiration and streamflow
which includes groundwater flow. On the other hand, at smaller scales, infiltration,
percolation interception, overland flow and snowmelt runoff also become important.

Each component and each hydrologic process present unique problems and
challenges and hence offer new opportunities to advance hydrologic science and
engineering and in turn serve the mankind.

8.3 Grand Challenges

The twenty-first century is facing a number of grand challenges and hydrology plays
a fundamental role in meeting these challenges. The grand challenges, as shown
in Fig. 8.2, can be enumerated as food security, water security, energy security,
health security, climate security, environmental security, ecosystem sustainability,
and water—energy—food—environment nexus. Indeed, the survival of humanity might

Fig. 8.2 Grand challenges
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be at risk unless these challenges are met and the full scope of hydrology can be
brought to bear on meeting the challenges. Each challenge involves a unique set of
hydrologic problems.

8.4 A Glimpse of History of Hydrology

The beginning years of hydrology entailed the development of component models.
Surface runoff modelling started with the development of rational method for deter-
mining peak discharge (Mulvany 1850; Imbeau 1892) and then evolved with the
development of the unit hydrograph method for determining the runoff hydrograph
(Sherman 1932), overland flow analysis for describing the space—time history of over-
land flow (Keulegan 1944; Izzard 1944), unit hydrograph theory (Nash 1957; Dooge
1959), geomorphologic unit hydrograph combining the laws of geomorphology with
the unit hydrograph theory (Rodriguez-Iturbe and Valdez 1980) and kinematic wave
theory for flow routing (Lighthill and Whitham 1955). One of the key problems when
determining the runoff hydrograph is the determination of storm runoff amount which
led to the development of the SCS-CN method (Soil Conservation Service 1956).
Snow modelling began with the development of snow hydrology (US Army Corps of
Engineers 1956) and kinematic wave theory of snowmelt movement (Colbeck 1972,
1974).

In forested watersheds and humid zones, part of streamflow is generated by subsur-
face flow whose modelling involves the discovery of subsurface flow mechanisms
(Lowdermilk 1934; Hursh 1936, 1944; Hursh and Brater 1944; Hoover and Hursh
1943; Roessel 1950; Hewlett 1961a, b; Nielsen et al. 1959; Remson et al. 1960). Part
of infiltrated rainwater gives rise to interflow which is also subsurface flow. Different
mechanisms of subsurface flow, including Horton mechanism, Dunne-Black or satu-
rated mechanism and subsurface mechanism were formulated. Thus, streamflow
generation may entail Horton mechanism-rainfall excess (Horton 1933), subsurface
flow mechanism (Lowdermilk 1934), or saturation excess or Dunne-Black mecha-
nism (Dunne and Black 1970). In the process, the concepts of partial area and variable
source area were developed.

A major portion of rainfall usually infiltrates into the soil. The theory of infiltration
started with the Green-Ampt model (1911), Kostiakov model (1932) and Horton
Model (1933). The infiltration component has received much emphasis not only in
hydrology but also in soil physics. The result is that there are umpteen infiltration
equations available these days. Another major development occurred that showed
that soils may have macropores which act like pipes or tubes, often called macropore
and preferential flow paths, and flow through them is the dominant flow through soil
matrix (Beven and Germann 1981).

The determination of runoff hydrograph requires an estimation of abstractions,
such as interception (Horton 1919), detention and depression storage (Soil Conser-
vation Service 1956), as well as evaporation. While these abstractions are not
pronounced for individual rainfall events, they become considerable in watershed
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modelling, especially at large time scales, such as month, season or year. Even at
a daily timescale, they are important in continuous watershed simulation as well as
soil moisture simulation. Frequent occurrences of droughts and global warming have
given new impetus to evapotranspiration modelling. The theory of evaporation began
with the development of energy method (Richardson 1931; Cummings 1935) and
the combination method (Penman 1948). The evaporation component has received
a lot of emphasis in the past five decades.

Perennial rivers are sustained by groundwater and a significant portion of a runoff
hydrograph is constituted by baseflow which is also derived from groundwater.
Groundwater modelling started with Darcy equation (1854), hydraulic conductivity
relation (Fair and Hatch 1933), well response to pumping (Theis 1935) and correla-
tion between ground water and precipitation (Jacob 1943, 1944). The groundwater
area is highly developed, triggered by the digital revolution.

For flood control, construction of dams and reservoirs, as well as river training
works, channel flow needs to be routed through channels and reservoirs. This need led
to the development of Puls method (US Army Corps of Engineers 1936) and modified
Puls method (US Bureau of Reclamation 1949) for reservoir Routing, and Musk-
ingum method (U.S. Army Corps of Engineers 1936), modified Puls method (US
Bureau of Reclamation 1949), and diffusion wave method (Lighthill and Whitham
1955) for channel routing.

In agricultural watersheds, erosion was a major environmental issue which led to
the development of Universal Soil Loss Equation (Wischmeier and Smith 1960) for
determining watershed sediment yield, delivery ratio (Dendy 1968), sediment rating
curve (Campbell and Bauder 1940), sediment unit graph (Rendon-Herrero 1974;
Williams 1978) and kinematic wave theory (Hjelmfelt et al. 1975; Singh 1983; Singh
and Regl 1983). Now erosion modelling has become an integral part of environmental
and watershed modelling. The watershed is the primary source of sediment that
rivers transport. For any kind of river-related work, sediment transport is needed
and this led to the development of Duboys bed load equation, Einstein’s bed load
formula, Schoklitsch equation, Yalin’s transport capacity equation, Yang’s total load
formula, among others. There is a vast body of literature on sediment transport
which also constitutes a major subject in hydraulics. With the growing concern
for environmental and water quality, pollutant transport has received a great deal
of attention in the past fifty years. Solute transport modelling involves Fick’s law,
isotherms and advection—dispersion equation.

Beginning with Horton’s laws of geomorphology, the field of basin geomor-
phology has received much emphasis in the past half a century, leading to the law
of geometric similarity (Strahler 1958), Horton—Strahler ordering scheme (Horton
1945; Strahler 1952), Horton’s laws of stream numbers and lengths (Horton 1945),
Schumm’s law of stream areas (Schumm 1956), Yang’s law of stream slope (Yang
1971), length—area relation (Gray 1961), law of basin relief (Maxwell 1960), law of
drainage density (Horton 1945) and hypsometric curve (Strahler 1952). These laws
play a fundamental role in watershed and river management.

With the advent of computers in the 1960s, hydrologic modelling took a giant leap
forward. It was possible to model the entire hydrologic cycle, which began with the
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development of the Stanford Watershed Model (Now in its new incarnation BASINS)
(Crawford and Linsley 1966). A large number of watershed models have since been
developed all over the world. Examples include HSPF-1V, USDA-HL Model, PRMS,
NWS-RFS, SSARR, SWMM; HEC-HMS, KINEROS, ANSWERS, CREAMS,
EPIC, SWRRB, SPUR, AGNPS, WATFLOOD, UBC, SHE, TOPMODEL, IHDM,
SHETRAN, WBNM, RORB, THALES, LASCAM, Tank Model, Xinanjiang Model,
HBV Model, ARNO Model, TOPIKAPI Model, HYDROTEL, WBNM 1994),
ARNO model, Soil and Water Assessment Tool (SWAT) model, Macro-PDM, topo-
graphic kinematic approximations and integration (TOPKAPI) model, and BTOP
model and SWAM. These models have been described in Singh (1995, 2018), Singh
and Frevert (2002a, b, 2003, 2006), Singh et al. (2006), and Singh and Woolhiser
(2002) and will not be repeated here. One of the limitations of many of these models
(with the exception of a few) is that they do not invoke the power of GIS tech-
nology. After all, watershed hydrology is a spatial science and GIS technology
offers a tremendous power of combining analytical or computational component
of modelling with spatially distributed nature of the science which is at the very
heart of hydrology of large areas.

8.5 Evolution of Hydrologic Models

Watershed models evolved along four lines in the USA (Donigian and Imhoff 2002):
(1) models and support tools, (2) model science, (3) legislation and (4) computing
technology. In the decade of the 1960s, watershed and water quality models were
developed. During this period, there was a great deal of emphasis on incorporating
hydrologic science in watershed modelling. The Water Quality Act was passed by
the US Congress. During this period, the computing power was increasing by leaps
and bounds. In the decade of the 1970s, watershed and water quality models were
further developed, perhaps because the Environmental Protection Agency (EPA) was
created, and Fresh Water Pollution Control Act was passed and environmental aware-
ness reached a new high. At the same time, watershed and water quality needs were
being more clearly defined. Minicomputers were just beginning to be commercial-
ized. The development and refinement of watershed models have continued since
then. In the decade of the 1980s, sediment and pollutant transport were integrated
with watershed models. New laws for pollution abatement were being enacted. On
the other hand, database management systems were being developed and personal
computers were becoming available. The decade of the 1990s witnessed the inclu-
sion of wetlands and forest lands, TMDL, expert systems, graphical software, GIS
and database management systems in watershed models. In the decade of the 2000s,
surface water and groundwater and their interactions were integrated. Windows were
developed and were being used, which altered the entire computing scenario.
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8.6 Recent Advances

8.6.1 Data Collection and Processing Technology

With the increasing need for more comprehensive watershed models and meeting
more complex societal needs on the one hand and exponentially growing computing
needs on the other, the need for a variety of data, such as hydrometeorologic, hydro-
logic, topographic, geomorphologic, pedologic, land use, lithologic and hydraulic,
started to grow. The data needs led to the development of new hydrologic data
acquisition tools, such as remote sensing, satellite technology, radar technology,
digital terrain and elevation models, and chemical tracers. Some of these tools
became possible because of the availability of sophisticated computers. To handle
large volumes of data, data processing and management tools were developed,
such as geographical information systems (GIS), and database management systems
(DBMS).

The impediments are being gradually removed with the development and refine-
ment of globally gridded datasets. Such datasets are expected to evolve further in
the future providing new opportunities for researchers in various fields to investi-
gate wide ranging issues related to water availability, water management, climate
change, etc. Such investigations will either support or challenge the various posits
given in different agency and governmental reports whose peer-review process can
sometimes be questioned.

8.6.2 Spatial Hydrologic Variability

For distributed hydrologic modelling, space—time variability of precipitation and
watershed characteristics were needed. With the radar and satellite technologies,
it became possible to describe precipitation variability, including storm movement,
spatial variability, temporal variability and rainfall field description. For hydrologic
forecasting, methods for rainfall forecasting were developed.

With the development of digital elevation models (DEM), it became possible to
define the spatial variability of watershed characteristics, such as hydraulic rough-
ness, hydraulic conductivity, steady infiltration and mean infiltration. It was then
feasible to quantify the spatial variability of these characteristics on runoff dynamics
and hydrograph, and formation of shocks.
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8.6.3 Scaling and Variability

Another major advance that hydrology has witnessed is the incorporation of scaling
and its impact on hydrologic modelling. For example, it is known that watershed char-
acteristics are heterogeneous in space and the same applies to hydrologic processes.
However, the degree of heterogeneity depends on the size of scale. It is this phys-
ical spatial scale that led to the concepts of representative elementary area, hydro-
logic response unit or even computational grid size. In a similar vein, hydrologic
processes vary in time and the need to incorporate led to the concept of time interval
of observations and computational grid size.

8.6.4 Model Calibration

Model calibration has witnessed a number of advances, including the development
of new parameter estimation algorithms which require definition of an objective
function, optimization algorithm, termination criteria and calibration data. New tools
have been developed for handling data errors, determining data needs-quantity and
information richness, representing the uncertainty of calibrated models, and the use
of artificial neural networks for model calibration.

8.6.5 Emerging Tools

Recent years have witnessed a variety of tools for hydrologic modelling, such as water
resources system analysis and decision-making, mechanistic models, data mining
models, uncertainty analysis, entropy theory, risk analysis, multivariate stochastic
analysis (copula theory), intelligent systems (ANN, fuzzy, etc.) and deep learning
tools, optimization algorithms, decision support systems, GIS and data collection
and mining.

8.7 Hydrologic Modelling Challenges

Challenges for hydrologic modelling include integration with biogeochemical
models, geochemistry, environmental biology, environmental chemistry, earth
sciences, meteorology, climatology, oceanography, social sciences, economics,
decision-making, climate models as well as ecosystems models. Decision-making
entails social, political, economic, legal, administrative and environmental factors.
More hydrologic data at finer spatial resolutions, regional scale models, uncertainty
analysis, long-term forecasting (ahead of time), probable maximum precipitation
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(PMP) and probable maximum flood (PMF) are challenges to be reckoned with.
These challenges become even greater challenges with climate change.

8.7.1 Environmental Sustainability

In order to sustain our way of life, it is vital to sustain the environment and indeed for
the sustainability of society/human civilization. However, it is subject to a number
of constraints, such as population rise, demographic changes, climate change, land
use change, urbanization, rising standard of living, rising human expectations, rising
energy demand and food security.

8.7.2 Modelling Challenges

Modelling challenges include making models user-friendly, and defining model
choices and credibility. This calls for scoping out hydrology.

8.8 Future Outlook

The question is where we go from here. First, there is increasing emphasis on
increasing societal demand for models. Second, there should be increasing emphasis
on linking models to environmental and ecosystems models. Third, there should
be emphasis on user-friendliness. Fourth, modelling should incorporate informa-
tion technology, computer-based design, artificial intelligence and space tech-
nology. Models should have a clear statement of uncertainty and reliability. Also,
models should be competitive.

8.9 Reexamination and Reflection

It is now clear that water is fundamental to food security and energy security.
Therefore, the water—energy—food security system must become part of the hydro-
logic education. There must be a partnership among academia, government sector,
non-governmental organizations (NGOs) and private sector. The educational system
requires restructuring and should aim at training the trainers and teaching the teachers.

The question is: Where are we headed as a society? There is renewed emphasis
on the shift from development to management. Hence, there should be a paradigm
shift. There has been a great deal of scientific and technological progress in the
past century. However, under social progress, the value system has changed. There
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are changes in global demographic landscape. Human nature has changed. These
days there are conflicts and wars and there is competition. There is convergence or
divergence of opinions. This is time for the integration of engineering, technology,
and socio-economic-political science.

8.10 Summation

Itis important to take a stock of the current situation and recognize social and cultural
constraints, taking account of looming global changes, re-examine and re-evaluate
our social values and value systems. Our future can be bright or dark-it is all in our
hands.
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Chapter 9 ®)
Flood Modelling, Mapping e
and Monitoring of Sparsely Gauged
Catchments Using Remote Sensing

Products

Biswa Bhattacharya, Maurizio Mazzoleni, Reyne Ugay,
and Liton Chandra Mazumder

9.1 Introduction

River basins are increasingly managed using information generated by hydrological
and hydraulic models. Models are used in planning, decision support, forecasting
and scenario studies. There have been significant improvements in various aspects
of modelling such as in coupled modelling, parameter estimation, automatic calibra-
tion, uncertainty assessment and data assimilation. However, due to data limitation in
many catchments developing even a simple rainfall-runoff model is often problem-
atic. For large number of basins, availability of hydrometeorological data is limited.
Additionally, the data required for the representation of the physical domain in the
model such as digital elevation data, which is required for identifying river networks,
is also an issue. In many cases even if data is available, data sharing principles lead
to data accessibility restrictive to the wider audience.

The concurrent advances in remote sensing have provided a number of alternative
data sources. Remotely sensed rainfall estimates, referred to in this paper as Satellite
Precipitation Products (SPPs), provide rainfall estimates at global scales at increas-
ingly finer spatial and temporal resolution. For example, Tropical Rainfall Measuring
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Mission (TRMM) provided rainfall estimates at 0.25" x 0.25° spatial resolution every
three hours for the region 50° N to 50°S (Huffman et al. 2007). In more recent time,
since the launching of satellites for the Global Precipitation Measurement (GPM) in
2014, some SPPs are available every hour at 0.1° x 0.1" spatial resolutions (Mastran-
tonas et al. 2019). The Shuttle Radar Topography Mission (SRTM) launched by
NASA and Japanese Space Agency JAXA in 1997 collected digital elevation data at
3 arc-seconds resolution (later version is of 1 arc-second), which has been used in
numerous hydrological studies. Similarly, other remotely sensed datasets of temper-
ature, evapotranspiration, etc., are available to be used in hydrological studies. These
datasets, which are mostly collected from satellite-borne instruments, occasionally
corrected with in situ data and publicly available at global scales, are referred to as
global datasets (Bhattacharya et al. 2019a).

The availability of global datasets has contributed to the success of simulation
modelling in sparsely gauged catchments (Xu et al. 2014). Collischonn et al. (2008)
used TRMM rainfall data in hydrological modelling of the Amazon basin at daily
time step. Gu et al. (2010) and Li et al. (2015) used TRMM rainfall data for the
Yangtze basin. Zhao et al. (2017) for the Nanlu river basin and He et al. (2017)
for a mountainous basin evaluated the usefulness of TRMM rainfall. Wang et al.
(2016) used satellite rainfall and gauge data in a hydrological study of the Mekong
basin. Xue et al. (2013) used TRMM rainfall for the mountainous Wangchu basin in
Bhutan. Arias-Hidalgo et al. (2013) used TRMM rainfall data to complement gauge
rainfall in the hydrological modelling of Vinces basin in Ecuador. Most of these
studies focused on complementing in situ data with remotely sensed data to improve
modelling results.

Hydrological and hydraulic modelling using global datasets is subject to uncer-
tainty. This is primarily due to the use of imprecise data in model calibration and
validation. See, for example, Moradkhani et al. (2006) for estimating uncertainty of
hydrological models due to remotely sensed rainfall estimates and Islam et al. (2019)
for probabilistic flood mapping. Uncertainties may originate from input data, model
parameters, model formulations and calibration data. Among these sources, uncer-
tainties in hydrological and hydraulic models due to imprecise boundary condition
have not been extensively studied (Mukolwe et al. 2014; Bhattacharya et al. 2019b).
This issue is particularly important for large basins as due to the limited availability
of gauge data hydrological models are often calibrated with discharge data esti-
mated from imperfect rating curve(s) usually at the outlet of the catchment. For large
basins, this may lead to uncertainty in simulated variables such as flow, water depth
and water extent (on floodplains), which during flood events may lead to uncertain
flood inundation maps.

The objective of this paper is to investigate the potential of flood mapping of the
sparsely gauged large-scale Brahmaputra basin primarily using global datasets for
model calibration and validation. The hydrological model is calibrated using a rating
curve at the outlet of the basin. An uncertainty assessment of the imprecise boundary
data used in the modelling framework is provided to investigate the consequent
uncertainty in flood maps.
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9.2 Case Study

Brahmaputra River is one of the largest rivers of the world. It starts its journey from
the Kailash range of southern Tibet (China) at an elevation of over 5000 m. The river
flows through China, India and Bangladesh. In Bangladesh, the river joins another
mighty River Ganges to form Padma River, which joins Meghna River and ends up
in Meghna Estuary for eventually discharging in the Bay of Bengal. The total length
of the river is about 2880 km out of which more than half (1625 km) flows through
China (Banerjee et al. 2014). The length of the river in India and Bangladesh is about
918 and 363 km, respectively. This is a perennial river fed with snow melt during the
spring and with huge monsoon rainfall during the wet period.

The catchment (Fig. 9.1) is rather large with an area of about 580,000 km? and
spreads over China (~50%), India (34%), Bhutan (~8%) and Bangladesh (~8%)
(Mirza 2003). As the long river flows through this large land mass, there are vast
changes in topography, climate and land use. The topography varies from cold dry
Tibetan Plateau in the upstream side to the Himalayan Slopes followed by Alluvial
Plains in the Assam Province in India and finally to flat plains in Bangladesh. The
upper part of the basin is relatively dry and cold and receives snow and rainfall
about 1/3rd of the precipitation in the Assam valley. Average basin rainfall is about
1100 mm, which in the valley is more than 2200 mm (Sharma and Paithankar 2014;
Parua 2010). The average maximum basin temperature in summer is about 20 °C
and in winter is about 9 °C. The basin is not much industrialized, and the forest area
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Fig. 9.1 A location map showing the Brahmaputra basin with its outlet at Bahadurabad
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plus grassland constitute to 58% of the basin area. The rest of the land use consists of
agriculture (14%), cropland (12.6%), barren land (2.5%), water bodies (1.8%) and
settlements (0.02%).

Brahmaputra River, as it enters Bangladesh, has a gauging station Bahadurabad,
which is considered as the outlet of the basin in this study partly to keep the focus
on the hydrological characteristics of the Assam region in India and partly due to
the data availability at the gauging station. The peak discharge in Bahadurabad is
102534 m3/s, whereas the average and minimum discharge is about 22,000 m?/s and
3280 m¥/s, respectively. The Assam valley of the basin experiences frequent flooding
(Sharma and Paithankar 2014; Mahanta et al. 2014). The basin is sparsely gauged
and has only a limited number of rainfall stations. Moreover, the basin has also data
sharing issues as the collected data is not easily accessible to the wider audience.
Due to these reasons, the basin has not been studied well with the help of simulation
models. Such studies, for example, involving rainfall-runoff modelling can be used in
studying hydrological extremes, seasonality and so on, and the generated knowledge
can be used in planning, socio-economic development and decision support. Water
allocation modelling can be particularly useful in prioritizing water demands and in
planning intervention works. For transboundary rivers, this is particularly important
as the lack of quantitative assessment based on simulation studies inhibits fruitful
dialogues (Mahanta 2006; Christopher 2013).

In a previous study using lumped conceptual rainfall-runoff modelling of the
basin employing tools NAM and MIKEI11, Mahanta et al. (2014) concluded that
the lack of adequate data was a limitation. Futter and Whitehead (2015) carried
out another study of the Ganges and Brahmaputra basin using a semi-distributed
rainfall-runoff model using the tool PERSiST. The accuracy of the model was not
high. This study was based primarily on gauge data. Schneider et al. (2017) carried
out rainfall-runoff modelling of the Brahmaputra basin. Satellite altimetry data was
used in updating river cross sections extracted from digital elevation data. All these
studies complemented remote sensing data with gauge data. As gauge data is very
limited, particularly for the spatial scale of the basin, exploring the possibility of
hydrological and hydraulic modelling primarily with remote sensing products is
important.

Table 9.1 shows the gauge data that is used in this study. The daily rainfall data
was collected from 24 gauging stations (Table 9.1, Fig. 9.1) for 2013 and 2014.
Daily discharge data, estimated from a rating curve based on the measured stage,
was available from 2000 to 2015 only at the gauging station at Bahadurabad.

Table 9.1 Gauge data of

) . Data Availability Spatial resolution
Brahmaputra basin used in
this research Gauge rainfall | 2013-2014, daily 24 stations
Discharge data | January Bahadurabad Station

2000-December 2015,
daily
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9.3 Global Datasets

Global datasets are increasingly used in modelling ungauged/sparsely gauged catch-
ments. Challenges exist in working with this data as imprecision may lead to
uncertainty. Table 9.2 presents the list of global datasets used in this paper.

9.3.1 Digital Elevation Data

Among global datasets, the digital elevation data from the Shuttle Radar Topo-
graphic Mission (SRTM) or Advanced Spaceborne Thermal Emission and Reflection
Radiometer (ASTER) is well known. This data is used in creating a digital elevation
model (DEM) with identified river networks along with their geometrical proper-
ties (slope, length, width, depth, etc.) to facilitate the physical representation of a
catchment in a model. There are numerous other proprietary datasets, usually of finer
resolutions, often with national governments and mostly inaccessible to the wider
audience. As a result, SRTM and ASTER are most widely used in creating DEMs of
sparsely gauged large catchments. Both datasets have low spatial resolutions (orig-
inally 3 arc-seconds, since 2014 with 1 arc-second). The coarse resolution restricts
usage of this data primarily to catchments with large rivers with wide floodplains.
These datasets are not suitable for small rivers and torrents, particularly in hilly
regions. The vertical accuracy of SRTM and ASTER datasets is not high (Rodriguez
et al. 2005). The DEM created with these datasets may have errors, and it is neces-
sary to cross-check at least the identified river network with Google Earth, national
stream/river database and where possible with field visits.

Table 9.2 Global datasets used in this study

Data type and product Provider Data period | Resolution

DEM: SRTM NASA, JAXA 2000 3 arc-seconds

Water level: Jason-2 NASA 2012-2015 | Every 10 days at specific

altimetry data locations, Barpeta for the
current study

Land use: GlobCover European Space Agency | 2009 300 m x 300 m

Soil: Harmonised World | FAO 2008 1 km x 1 km

Soil Database (HWSD)

Lithology: Global Hartmann and Moosdorf | 2012 0.5 x0.5°

Lithological Map (GLIM, | (2012), PANGAEA

V 1.0)

Rainfall: TMPA 3B42 V7 | NASA 1998-2015 | Daily, 0.25" x 0.25°

Evapotranspiration FAO 2000-2015 | Monthly, 5 km x Skm

Temperature ERA-Interim 2000-2012 | Daily, 0.25° x 0.25°

Temperature NASA 2002-2015 | Daily, 0.25° x 0.25°
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9.3.2 Rainfall Data

Rainfall information is vital in flood modelling, mapping and monitoring. In sparsely
gauged catchments, availability of rainfall data from gauges and weather radar
is limited and modelling largely needs to depend upon SPPs. SPPs are esti-
mated by applying retrieval algorithms to measurements obtained through satellite-
borne microwave instruments. Other than the TRMM rainfall mentioned above,
Precipitation Estimation from Remotely Sensed Information using Artificial Neural
Networks-Climate Data Record (PERSIANN-CDR) (Ashouri et al. 2015) and
Climate Prediction Centre MORPHing Technique (CMORPH) (Joyce et al. 2004)
are well-known SPPs. Multi Source Weighted Ensemble Precipitation (MSWEDP) is
a recently prepared dataset by merging diverse SPPs and gauge rainfall (Beck et al.
2017). The merging is done in four stages to get a dataset with accuracy higher
than each of the individual products used in merging. It is noteworthy that SPPs are
not available at real time and have latency, which varies with products. As a result,
real-time computation involving SPPs has limitations.

9.3.3 Other Data

For the representation of the catchment in the model, soil data from the Harmonised
World Soil Database (HWSD) from FAO is a popular source. Land use and land
cover data GlobCover and CORINE from the European Space Agency and AfriCover
from FAO are widely used in hydrological studies. Global Lithological Map (GLIM,
Version 1.0) (Hartmann and Moosdorf 2012) is a good source of global litholog-
ical data needed to estimate, for example, infiltration and percolation rates. Among
other meteorological data monthly average evapotranspiration data from FAO,
NASA’s EarthData Center and ERA-Interim (from European Centre for Medium
Range Weather Forecast), temperature data from NASA’s EarthData Center and
ERA-Interim is used in flood modelling and mapping of sparsely gauged basins.

9.4 Methodology

In the following, four major methodological steps, namely (1) bias correction, (2)
hydrological modelling, (3) hydraulic modelling and (4) uncertainty assessment, are
described.
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9.4.1 Bias Correction

The remotely sensed information needs to be corrected with in situ data to get a
more accurate estimation of the rainfall field. Such a correction, mostly applied
to SPPs, is usually known as bias correction (Arias-Hidalgo et al. 2013) and is
tricky. A gauge measures a rain field at a point and that measurement is usually used
in inferring rainfall over a much larger area. Commonly, there is a higher spatial
sampling error in estimation of areal rainfall using different interpolation techniques
especially when the network of the gauges is sparse. This has been a major source of
uncertainty in hydrological modelling, particularly for sparsely gauged catchments.
On the other hand, SPPs are based on measurements of the atmospheric column
and provide estimates based on a snapshot of a much larger area determined by
the field of view (FOV) of the swath, which often is 240 km (Li and Shao 2010).
Hence, it has a better spatial resolution compared to gauges. On the other hand,
gauge measurements are continuous. When comparing SPPs with gauges, differences
may also be due to differences in measurement techniques, in particular due to
continuous measurement at a point to snapshot measurement over a larger area, vis-
a-vis the spatial and temporal variability of rainfall at a given location and time.
Errors in SPPs decrease with larger spatial and temporal sampling scales (Bell and
Kundu 2003). Bias correction therefore leads only to a better approximation and
cannot systematically remove all errors. This aspect is at the core of hydrological and
hydraulic modelling of sparsely gauged catchments as in such studies limited gauge
rainfall is often supplemented with SPPs, usually corrected for bias with limited data
and occasionally merged (Mastrantonas et al. 2019) with different data products.

Bias correction methods are statistical in nature, and their usefulness depends,
among other things, on the length of gauge data as well as of SPPs. The usefulness
also depends upon the variability of rainfall captured in gauges and SPPs, and the
spatial and temporal resolution of data collection. One of the popular and easily
applicable bias correction methods is known as ratio bias correction (RBC) (Eq. 9.1)
(Arias-Hidalgo et al. 2013). This approach can be applied also when there is limited
data. The correction method can be applied to compute, for example, bias correction
factors for every month. If data length is too short, then RBC may also be applied to
compute seasonal bias correction factors.

N
Zi:l Rg,i
Y Re

Crpc = ©.1)

where the correction factor Crpc is computed for a time period with N observations
(in a month or season), R, ; and Ry ;, respectively, stand for gauge rainfall and SPP at
time moment { and i = 1,2,3,..., N.

The computed bias correction factors, for example, monthly correction factors,
can be subsequently used in correcting SPPs (Eq. 9.2).
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Ry icomected = Crpc * Ry i 9.2)

where R icorrected 1 the corrected SPP at time step i.

Owing to the climatic variability, such correction factors may rather be approx-
imation if gauge data used in correction is limited. Note that the usefulness of this
approach also depends upon the spatial variability (e.g. due to the terrain such as in
mountainous regions) and temporal variability of rainfall. The density of gauges and
if any interpolation technique has been employed in computing mean areal rainfall
also influences the accuracy of bias correction. Moreover, correction to rainfall of
small duration events is more problematic as the correction works better for seasons
than for hours.

When longer time series of gauge rainfall and SPPs are available, then probabilistic
methods are better suited. Quantile mapping works on computing the probability of
any value of a SPP in the SPP data sample, finding the gauge rainfall with the
corresponding probability within the gauge rainfall data sample and assigning the
found gauge rainfall value as the bias corrected value of the SPP (Mastrantonas et al.
2019).

Using a Python script, the daily TRMM data (3B42 V7) at a spatial resolution of
0.25" x 0.25" was downloaded for the Brahmaputra basin for the entire study period
(1 January 2000 to 26 December 2015). The RBC method was used in correcting the
TRMM data. The available gauge rainfall data from 24 gauging stations (Fig. 9.1)
for the year 2013 was used in computing monthly bias correction factors for the sub-
catchments which had a gauge inside it. The approach was validated by comparing
the corrected TRMM data with gauge rainfall for the year 2014. Subsequently, the
TRMM rainfall data of the entire study period was corrected using the obtained
monthly correction factors. TRMM rainfall of the sub-catchments which did not have
any gauging station inside was not corrected. The bias correction was indeed limited
due to the limited availability of gauge data, and more data should be considered in
future for improved bias correction.

9.4.2 Hydrological Modelling

Hydrological modelling of sparsely gauged catchments usually involves lumped
conceptual modelling as distributed physically based modelling requires a lot of
catchment measurements, which for most catchments are not available. Black box
(such as machine learning-based models) or empirical models (such as rational
method-based models) can also be built, but their usefulness in catchment studies or
in flood forecasting is rather limited.

For the Brahmaputra basin, the DEM was created using SRTM data with 3
arc-seconds resolution in a GIS environment and the catchment was delineated by
choosing Bahadurabad as the outlet of the basin (Fig. 9.1). In total, 39 sub-catchments
were identified.
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In lumped conceptual hydrological modelling, each sub-catchment may be repre-
sented as a lumped model. By having several sub-catchments, the model can be
treated as a semi-distributed hydrological model. Such a model does not require
measured parameter values as parameters are conceptual and cannot be measured in
the field. As a result, calibration of these models with measured data is mandatory
as otherwise the parameter values cannot be trusted.

In lumped conceptual hydrological modelling of sparsely gauged catchments, the
rainfall-runoff process is typically simulated by employing loss, direct runoff and
baseflow modelling. In loss modelling the amount of rainfall that is stored in canopy
and depressions, and the amount that infiltrates and later is used in evaporation,
plant roots and percolation to groundwater is estimated. Typically, separate linear
reservoirs for each category of storage are considered, and loss from storages and
translation of water are estimated using catchment-specific parameters such as infil-
tration capacity, percolation rates, storage capacity in vegetation and depressions.
Soil Moisture Accounting (SMA) (Bennett and Peters 2000) is a very well-known
method to simulate precipitation loss. For short-term forecasting, however, precipita-
tion loss is estimated, for example, by the curve number method, by ignoring changes
in soil moisture during the simulation time (Ghadua and Bhattacharya 2019).

For the Brahmaputra basin, the hydrological model was developed using the HEC-
HMS tool from the Hydrologic Engineering Center (https://www.hec.usace.army.
mil/software/hec-hms/). Precipitation loss was modelled using SMA with the linear
reservoirs for canopy, surface storage, soil storage and groundwater (two reservoirs,
one for the shallow and the other for the deep groundwater). In the absence of
detailed data, the canopy loss was modelled using the simple canopy method with
zero storage as the initial condition and with maximum storage capacity as 1 mm
in the upper catchments with sparse vegetation, which was gradually increased to
5 mm in the downstream catchments with much higher vegetation. Precipitation
loss in the storage was modelled using the simple storage method with zero storage
as the initial condition and with the maximum storage varying with topography
between 7 and 9 mm. Following Bell et al. (1986) and using the soil data of different
sub-catchments from the Harmonised World Soil Database (V1.2) (Hartmann and
Moosdorf 2012), the infiltration capacity was estimated between 5.1 and 20.3 mm/hr
(one value for one sub-catchment). Similarly, the percolation rates were considered
as 0.3 to 1.2 mm/hr and 0.04 to 0.25 mm/hr to the shallow groundwater and deep
groundwater, respectively. Groundwater coefficients and indicators of time needed
of a water particle from the point of reaching groundwater to the point of returning as
baseflow were estimated as 80 to 120 h and 200 to 400 h for the shallow groundwater
and deep groundwater, respectively.

The precipitation excess is converted to direct runoff hydrograph ordinates using a
chosen unit hydrograph and by calculating properties of the catchment such as time of
concentration and other geometrical properties. Snyder Unit Hydrograph, Clark Unit
Hydrograph (CUH) and Modified Clark Unit Hydrograph are well-known methods
for estimating direct runoff from excess rainfall. For the Brahmaputra basin, the CUH
was used. The time of concentration varied between 56 and 128 h. In the baseflow
modelling, the flow per unit area was used as the initial condition in the linear
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reservoir method and the baseflow coefficient from sub-catchment to sub-catchment
was between 8 and 15 h.

The model was simulated using the corrected TRMM data (Eq. 9.2). Addition-
ally, precipitation input from snow melt in the Himalayan sub-catchments during the
spring months was modelled using the temperature index method using the temper-
ature data listed in Table 9.2. The monthly average evaporation data (Table 9.2) was
used, and it varied from sub-catchment to sub-catchment from 80 to 120 mm, 30 to
50 mm and 60 to 80 mm, respectively, during the summer, winter and spring months.

Calibration of any lumped conceptual hydrological model is a major issue, it
requires the availability of measured data, and most commonly discharged time
series at the catchment outlet is used for this purpose. These models require a long
warming-up time, also to balance the effect of imprecise initial condition, thereby
requiring the availability of measured data for several years to calibrate a model.
For the Brahmaputra basin, the daily discharge data was estimated using measured
stage values and an existing rating curve at the catchment outlet at Bahadurabad.
This discharge data was used in the calibration. Based on the availability of data, the
calibration and validation periods were chosen as 1 January 2005 to 29 April 2013
and 1 January 2000 to 31 December 2004, respectively. The simulation time step
was one day.

9.4.3 Hydraulic Modelling

In a sparsely gauged basin, a hydraulic model may use the simulated discharge
from the hydrological model of the catchment as upstream and lateral input to simu-
late flow in a river. Hydraulic models use Saint—Venant equations (continuity and
momentum) to compute water level and flow velocity at every (grid) location of the
modelled domain. These models are capable of producing flood inundation maps,
which are useful in flood management as they present flood extent, depth and veloc-
ities. Although a model can be 1D, 2D or 1D2D, in a sparsely gauged catchments
DEMs are often not very accurate and modelling may have to be restricted to 1D
only. In this study, we used the hydraulic model HEC-RAS to simulate river flow
and flood propagation within the floodplains.

The required geometry data for the representation of the physical domain in the
model includes river cross sections, bed slopes, flood plain widths and elevations.
This data is mostly proprietary with limited access to the wider audience. On the other
hand, most rivers and floodplains do not change frequently and any previously avail-
able geometry dataset may serve the purpose as well. In the absence of hydrographic
and land surveys in sparsely gauged catchments, the required geometry data may be
extracted from elevation data from SRTM, ASTER and similar publicly available
datasets.

The Assam region of the Brahmaputra basin suffers from frequent flooding
(Mahanta et al. 2014; Sharma and Paithankar 2014) and was chosen as the domain
of the hydraulic model (Fig. 9.2) leaving out the vast upstream area, which is
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Fig.9.2 Schematic diagram showing the layout of the hydraulic model of a part of the Brahmaputra
River

not frequently flooded and is not much populated. The length of the modelled
river was 500 km. The downstream boundary was chosen at the gauging station
Bahadurabad, mainly due to the availability of the measured discharge data. The
geometry data of the modelled river and floodplain region was extracted from SRTM
data (3 arc-seconds resolution, Table 9.2) in the ARC-GIS environment along with
the HEC-GeoRAS plug-in (V10.2, https://www.hec.usace.army.mil/software/hec-
georas/). The procedure outlined by Domeneghetti (2016) and Gichamo et al. (2012)
was followed. The river centreline, bank lines and cross sections (every 500 m) were
digitized. The extent of the floodplain was considered far enough and to the higher
grounds so that the entire flood extent could be modelled. The processed geometry
data was imported from the GIS environment to the hydraulic modelling tool HEC-
RAS (Version 5, https://www.hec.usace.army.mil/software/hec-ras/). If a couple of
measured cross sections are available, then the imported geometry data, particularly
the cross-sectional data, may be validated and, where required, corrected. However,
for the Brahmaputra basin we did not have any measured cross sections and we
could not make any corrections. Only the channel width was compared to the width
estimated from Google Earth.

The upstream boundary of the model was the simulated inflow from the hydrolog-
ical model (Fig. 9.2). In addition, the flow in the tributaries was used as lateral flows
to the hydraulic model. The downstream boundary at Bahadurabad was chosen as
the normal depth. The simulated results from the hydrological model were stored in
the database HEC-DSSVue (https://www.hec.usace.army.mil/software/hec-dssvue/),
which was later automatically read by the hydraulic model. The calibration and vali-
dation periods for the model were, respectively, 1 January 2013 to 31 December 2013
and 1 January 2015 to 26 December 2015. During the calibration, the model was
simulated with Manning’s roughness coefficient for the main channel as 0.03, 0.02
and 0.015, and by comparing the simulated water level with the measured water level
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at Bahadurabad the roughness coefficient’s value was chosen to be 0.02. Similarly,
the roughness coefficient’s value for the floodplain was determined to be 0.025, which
was determined by considering corresponding values as 0.035, 0.025 and 0.02. In
the absence of more elaborate data, the calibration remained limited to considering
only a number of possible values of the roughness coefficient.

The hydraulic model was validated using water level estimated from Jason-2
radar altimetry data (https://www.theia-land.fr/). In a previous study, Papa et al.
(2012) used Jason-2 data in estimating the river discharge in Ganges—Brahmaputra—
Meghna basin. Jason-2 satellite has an observation point (virtual) in the Brahmaputra
basin (near Barpeta) from which water level is available once every 10 days. This
data was used in validating the hydraulic model.

The simulated inundation maps for two flood events on 29 June 2012 and 23
September 2012 were compared with the satellite imageries of the flood events from
Dartmouth Flood Observatory of the Colorado University. The forecast accuracy was
estimated using the standard contingency table (Table 9.3) with hits, misses, false
alarms and positive rejections, which are defined below:

Hit: When both the simulated map and the satellite image show a pixel to be wet.

Missed: When the simulated map shows a pixel to be dry, whereas the satellite
image shows it wet.

False alarm: When the simulated map shows a pixel to be wet, whereas the satellite
image shows it to be dry.

Positive rejection: When both the simulated map and the satellite image show a
pixel to be dry.

The accuracy of the simulated flood maps is also evaluated using the: (i) probability
of detection (POD, showing the flood fraction of the observed events that is correctly
simulated); (ii) false alarm ratio (FAR, showing the dry fraction of the flood event that
is incorrectly simulated as flooded); and (iii) critical success index (CSI, indicating
the goodness of fit between the simulated and observed flood).

B A B
POD= ——; FAR=——; CSI= ——F— 9.3)
B+C A+B A+B+C

where A is the number of total false alarms, B is the number of total hits and C is
the number of total missed alarms. Optimal results of POD and CSI are found when
equal to one, while the opposite is valid for FAR.

Table 9.3 Contingency table

Simulated Observed
for accuracy of flood m M
inundation mapping Wet Dry
Wet Hit False alarm
Dry Missed Positive rejection
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9.4.4 Uncertainty Assessment

All hydrological and hydraulic models bear uncertainty, which is likely to be much
higher in sparsely gauged catchments. Uncertainty may originate from inputs, model
parameters, modelling formulations and calibration data. For the Brahmaputra basin,
the hydrological model was calibrated using the discharge data at the outlet, which
was estimated from a rating curve. Rating curves can be imprecise and lead to uncer-
tain model parameters. In this research, we investigated the uncertainty in hydro-
logical model due to the use of imprecise rating curves as boundary data and its
consequent influence on the simulated flood inundation map.

Errors in rating curve can exist for anumber of reasons. One common possibility is
due to errors in velocity measurements, which influences the discharge computation.
This particularly happens during high velocities. Moreover, rising flood waves due
to additional friction result in lower stages than falling waves. As a result, the same
discharge results in a lower stage during rising water level than during falling water
level, which is known as the hysteresis effect (Bhattacharya and Solomatine 2005).
Rating curves also may be influenced by backwater effect. Here, an error in a rating
curve has been considered as the difference between the measured discharge and
rated discharge, which originate due to the combination of all sources of errors.

A rating curve in a natural river is usually expressed as follows:

0, = a(h — ho)’ 9.4

where Q, is the rated discharge (m3/s), & is the stage (m), 40 is the likely minimum
stage at the location and can be found from measured stage values over a long period
of time, and « and B are regression coefficients determined from a sample of pair-
wise measured data of stage and discharge (usually by employing the least square
method).

The rating curve used at the gauging station Bahadurabad has the following
three segments. The first one (Eq. 9.5) applies to high flows, whereas the second
one (Eq. 9.6) applies to medium flows and the third one (Eq. 9.7) is applicable to
comparatively low flows (dry period flows).

h>17.8m: Q,=a(h— hy)” 9.5)
1466 m>h<17.86m: Q, = ar(h — hp)” (9.6)
h<14.66m: Q,=as(h— hy)” 9.7)

where hy;, hgpand hy; stand for the minimum stages for high, medium and low
flows; o and B, o and B and o3 and B3 are the regression coefficients for the
high, medium and low flows.
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As explained above the error in the rated discharge, Q, is defined as

Qe = 0m— 0 9-8)

where Q,, is the measured discharge.

Considering Q, to follow a normal distribution with u and o as the mean and
standard deviation, the upper and lower limits of the rated discharge can be computed
as shown below:

Qr,Upper =Q0,+u+3o (9.9)

Qr,Lower = Qr + n — 30 (910)

O, upper and O, Lower present the upper and lower limits of the rated discharge
for a given value of stage (k) within which the rated discharge will fall with a 99%
likelihood. A Monte Carlo approach was followed in sampling the rating curves. The
parameters o1 and B, @ and B, and a3 and B3 were sampled 500 times with equal
probability to produce 500 rating curves. The rating curves, due to varying values of
the parameters, did not always have Q, within the limits of O, upper and Q; Lower. Out
of these 500 rating curves, fifty rating curves were chosen (Fig. 9.3) which had the
rated discharge O, within the limits of O, ypper and Q) ower for all possible values of
h.

The hydrological model described above was re-calibrated 50 times with the
sampled rating curves, thereby ending up with 50 hydrological models. All the
models were simulated to produce an ensemble of fifty discharge hydrographs. The
hydraulic model was also simulated fifty times with the simulated ensemble discharge
hydrographs. Flood depths were assumed to follow normal distribution, and from

8

Discharge (10° m®/s)
8 8

e
o

12 13 14 15 16 17 18 19 20 21
Stage (m a.s.l.)

Fig. 9.3 Ensemble of fifty sampled rating curves generated with Monte Carlo simulation and used
subsequently in calibrating fifty hydrological models
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the simulated flood depths D, (at location x,y) the mean flood depth (i14,,) and its
standard deviation (o0 4,,,) were computed. Upper (D;.;, upper) and lower (Dxy, Lower)
limits of flood depths along with the mean flood depth were defined as:

Dx,y,Upper = Dx,y + Wy + 30d,x,y 9.11)
Dx,y,Mean = Dx,y + Ud x,y 9.12)
Dx,y,Lower = Qx,y + Kaxy — 3Ud,x,y (9.13)

9.5 Results and Discussion

9.5.1 Bias Correction

Using the gauge rainfall data of 2013 and Eq. (9.1), the monthly bias correction factors
were computed, which were applied, using Eq. (9.2), to correct the daily TRMM rain-
fall estimates of 2014. Figure 9.4 presents the annual average TRMM rainfall esti-
mates varying over sub-catchments. The sub-catchments in the Himalayan Slopes,
which receive high rainfall (annual average >2200 mm), had the largest correction
factors (1.1 to 2.1). Arias-Hidalgo et al. (2013) experienced a similar correction in

Fig. 9.4 Annual average Uncorrected TRMM
TRMM rainfall estimates in

2014 in different

sub-catchments of the

hydrological model of

Brahmaputra 8 mmiday

1 mmiday

Corrected TRMM
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the mountainous sub-catchments in the Vinces basin in Ecuador and reported that
TRMM underestimates intense rainfall. The sub-catchments, which receive less rain-
fall, had correction factors less than one (0.91 to 0.58). The corrections applied were
approximate as only one year of gauge data was used in determining the RBC correc-
tion factors. Owing to climatic variability, these correction factors should ideally be
computed based on a much longer time series.

The computed RBC correction factors were further utilized in correcting the daily
TRMM rainfall estimates from 2000 to 2015, and the corrected TRMM rainfall
estimates were used in the modelling.

9.5.2 Hydrological Modelling

This section presents the results of the hydrological model HEC-HMS when forced
with corrected TRMM data. The results show a good agreement between model
performance and observed flow value at the gauging station Bahadurabad. As
expected, calibration performances outperform the validation one, resulting in a
higher Pearson correlation coefficient R as can be seen in Fig. 9.5 and Table 9.4. In
particular, R? values of 0.9 and 0.88 were obtained, respectively, during the calibra-
tion and validation. Such high correlation values justified the use of bias correction for
the uncorrected TRMM data. The corresponding RMSE was 9630 and 11,938 m?/s
(Table 9.4). From Fig. 9.5, it can be seen that compared to the calibration phase the
hydrological model has slightly higher tendency to overestimate the observed flow
during the validation phase.

In order to investigate the hydrological modelling results further, we divided the
study period into wet, dry and lean seasons. In this study, we considered that the wet
season is between 1 June and 31 October, the dry season is between 1 November
and 28 February, while the lean season is between 1 March and 31 May. From
the calibration results, it may be observed that the river flow was better simulated
during the wet season than during the dry season. For the calibration period, R?
values were 0.8, 0.54 and 0.84 for the wet, dry and lean periods, respectively. For
the validation period, R? values were 0.75, 0.47 and 0.89 for the wet, dry and lean
periods, respectively.

During further analysis of the results for each season, we observed systematic
model behaviour. The hydrological model showed a tendency to overestimate river
flows during the wet and lean seasons, while it underestimated the observed flow
during the dry season. This can be due to limitations in model calibration. In similar
studies, Arias-Hidalgo et al. (2013), Yoshimoto and Amarnath (2017) and Mazzoleni
etal. (2019) reported a comparable fit between the observed and simulated flows with
TRMM rainfall estimates. These results justify the use of global rainfall datasets for
hydrological simulations in data-scarce basins.
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Fig.9.5 Scatter plots of measured and simulated discharge at Bahadurabad for the model calibration
(left column) and validation (right column) for the entire calibration and validation period (first row),
dry season (second row), lean season (third row) and the wet season (fourth row)
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Table 9.4 Accuracy indices of the hydrological model

Calibration Validation
R2 RMSE (m?/s) R2 RMSE (m?/s)
All seasons 0.90 9630 0.88 11,938
Dry 0.54 7162 0.47 7756
Lean 0.84 9126 0.89 12,423
Wet 0.80 11,545 0.75 14,151

9.5.3 Hydraulic Modelling

Simulated outflow from the hydrological model was used as input to the hydraulic
model based on HEC-RAS, as both upstream boundary condition and lateral inflow
along the main river channel. The calibration of the hydraulic model was performed
by comparing the observed and simulated river flow at Bahadurabad for the period
1 January 2013 to 31 December 2013. The model was validated for the period 1
January 2015 to 26 December 2015 using water levels estimated from Jason-2 radar
altimetry data at the location Barpeta (Fig. 9.6). It may be noticed that observed
and simulated water levels have different time steps; the simulated water level was
available at a daily time step, while the water level estimated from Jason-2 was
available once every 10 days. Overall, a reasonably good agreement between the
pattern of simulated and observed water level was found. However, we can see that
starting from the beginning of the wet season the model underestimated water levels.
Nonetheless, the results were encouraging as they further proved the usefulness of
global datasets for hydrological and hydraulic modelling in sparsely gauged basins.
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Fig. 9.6 Comparison of simulated water level with water levels estimated from Jason-2 satellite at
Barpeta (validation period)
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Flood extent maps were generated for two flood events occurred on 29 June 2012
and 23 September 2012. The maximum water surface profiles from the hydraulic
model were converted into spatial dataset to extrapolate flood extent. The simulated
flood maps were then compared with the satellite imageries of flooded areas from
the Dartmouth Flood Observatory (2010). The comparison was carried out for every
simulation grid. In particular, we estimated the values for positive rejection, false
alarms, misses and hits (as previously described in Table 9.3) between the simulated
flood maps and the satellite-based flood maps. The results obtained for the two flood
events gave comparable results. Figure 9.7 shows a hit rate of 51% and 47% for the
June and September flood event, respectively, followed by a considerable number of
false alarm areas. However, it may be observed that for the June flood event false
alarms were observed more in areas in the downstream part of the reach, while in
the September event more missed alarms were noticed along the entire river reach.

29 June 2012

June  September
Missed  14% 33%

Bl ralse 35% 20%

B i 51% 47%

23 September 2012

Fig. 9.7 Contingency maps and accuracy indices of simulated inundation map as compared to the
satellite observed flood map for the two flood events (29 June 2012 and 23 September 2012)
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Results were encouraging considering the simplified hydraulic modelling framework
and the scarcity of data to calibrate the model.

Comparing the model accuracy indices POD, FAR and CSI, it may be observed
that comparable results were obtained for the two flood events. However, model
performance was slightly better for the June event than for the September event. In
particular, we found good model performance and high value of POD; i.e. a large
number of grid cells were observed to be flooded in the satellite imagery which were
also simulated as flooded. Moreover, the model’s prediction skills are represented
by the reasonably high CSI values obtained for both flood events.

9.5.4 Uncertainty Assessment

Uncertainty in the rating curve used for hydrological model calibration can signif-
icantly affect model performance during validation. The hydrological model was
calibrated fifty times using fifty sampled rating curves as the boundary condition
for the period of 1 January 2005 to 29 April 2013. The outcome was fifty sets of
optimized model parameters for fifty models. These fifty models were simulated for
the validation period 1 January 2000 to 31 December 2004. Figure 9.8 presents the
simulated discharge at Bahadurabad for the validation period of the hydrological
model. The ensemble of simulated flows provides an indication of the uncertainty
in the simulated discharge. In addition, we have included the deterministic results,
as reported in the previous section, obtained without considering the uncertainty
induced due to the rating curve.

In general, it can be seen that the pattern of the simulated discharge, with and
without uncertainty assessment, matches the measured discharge quite well. As
previously described, hydrological model with or without uncertainty assessment

Discharge [10" m:‘fs}

0 - 2
01-Jan-2000 01-Jan-2001 01-Jan-2002 01-Jan-2003 01-Jan-2004

Fig. 9.8 Observed and simulated discharge (with and without uncertainty assessment due to the
rating curve used for calibration) from the hydrological model at Bahadurabad for the validation
period (2000-2004)
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tends to systematically underestimate observed flow during dry seasons while over-
estimate flows during lean and wet seasons. Moreover, simulated flows with uncer-
tainty assessment mostly showed lower peak values than the deterministic results.
Figure 9.8 shows uncertainty, represented by the spread of the ensemble, for peak
discharge values. This can be due to the high deviation of the measured discharge
from the rating curve during peak discharges, and as a result the fifty rating curves
sampled showed large variations in the discharge during the times the flow was high.
Itis also discernible that during the rising flood the simulated flow was overestimated,
whereas during the falling flood it was underestimated.

The results of the hydraulic model are assessed for the year 2000 at Guwahati.
Figure 9.9 presents the ensemble of simulated discharge at Guwahati, which is an
internal location in the basin. It may be seen that during the falling limb the uncertainty
of simulated discharge at Guwahati was low, while during the peak flows higher
uncertainty is visible. Unfortunately, no observed flow was available at this location
for comparison purposes.

Accuracy of flood inundation maps can be highly affected by different sources
of uncertainty. In this study, we assessed uncertainty in flood depth and extent due
to uncertainty in the rating curve. The resulting range of variability of water level is
shown in Fig. 9.10. In particular, the lower and upper limits, corresponding to the
99th percentile of the simulated flood depths, are depicted. Larger flood extent and
water-level values were found when simulating the June flood event. The difference
between the upper and lower limits of flood depths at any location, when averaged
over the modelled domain, was 1.04 m and 0.87 m for the June and September
events, respectively. Such variations demonstrate that uncertainty in rating curve can
significantly affect flood mapping and can significantly influence the identification
of critical hotspots for emergency management and urban planning.

When comparing the contingency maps of Figs. 9.7 and 9.11, it can be noticed
that higher missed alarms and lower false alarms were achieved for both June and
September flood events for the simulation with uncertainty assessment. On the other
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Fig. 9.9 Ensemble and average of simulated discharge with the hydraulic model at Guwahati
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Fig. 9.10 Simulated flood depth maps for the lower and upper limit of the uncertainty estimation
for the two flood events (29 June 2012 and 23 September 2012)

hand, similar hit values were noticed. Missed alarms showed an increase in the lower
part of the river reach during both flood events. In a similar fashion, false alarm
showed a decrease in the same area. The simulation considering the uncertainty due
to the rating curve resulted in a smaller flood extent compared to the case without
considering the uncertainty. This may be due to the lower flow values estimated with
the hydrological model. Because of the lower false alarms and higher missed alarms,
both POD and FAR values were lower for the June and September flood events. The
CSI value obtained with the simulated results considering the uncertainty due to the
rating curve was slightly better than the one without the influence of uncertainty in
the rating curve, and it demonstrated the goodness of fit between the simulated and
observed flooded areas. In particular, slightly higher hit areas and CSI index were
found with simulation considering the uncertainty due to the rating curve for the June
flood event.

9.6 Conclusions and Recommendations

Global datasets can provide useful information for hydrological and hydraulic
modelling in large-scale data-scarce basins. In this study, we demonstrate the useful-
ness of remote sensing products for flood mapping of the sparsely gauged Brahma-
putra basin. We demonstrated that using remote sensing information in a cascade of
hydrological and hydraulic models can be helpful in flood modelling, mapping and
monitoring.
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Fig. 9.11 Contingency maps and accuracy indices of simulated inundation map with mean flood
depths (mean simulated flood depths considering the uncertainty due to uncertainty in the rating
curve) as compared to the satellite observed flood map for the two flood events (29 June 2012 and
23 September 2012)

A coupled modelling framework made by a cascade of hydrological and hydraulic
models was calibrated and validated with different remote sensing products providing
hydrometeorological information of the basin. In particular, TRMM precipitation
dataset, corrected for bias, was used as the main forcing of the hydrological model
developed with HEC-HMS. The outputs of this model were then used as upstream
and lateral boundary conditions for the hydraulic model developed with HEC-RAS.
The hydraulic model was used to estimate water level along the main river channel
and consequent flood extent in the floodplains. Calibration of the hydrological and
hydraulic models was performed by comparing model results with the observed data
at Bahadurabad Station. In particular, both deterministic and probabilistic approaches
for the estimation of the rating curve at the Bahadurabad Station were used to calibrate
the hydrological model to account (or not) for data uncertainty. Finally, simulated



196 B. Bhattacharya et al.

flood extents were compared with satellite images for two different flood events to
assess the ability of the model to predict flooded areas.

The results show that the hydrological model forced with the TRMM data correctly
represents peaks and timing of the flood, while underestimation of flow was noticed
during the dry season. The usefulness of using remote sensing data in hydraulic
modelling was also demonstrated by the good agreement between simulated and
satellite observed water levels along the Brahmaputra River. However, overestimation
of flood extent was found mainly in shallow areas of the floodplains as possible flood
protection structures are not properly represented in the low resolution of the DEM.
Modelling results when including rating curve uncertainty show a smaller flood extent
and a consequent higher missed alarms and lower false alarms for both flood events.
However, similar hit values were found. This can be due to the lower flow values
estimated with the hydrological model when considering uncertain rating curve from
model calibration.

Similar to other research studies, our study also has its limitations. One of the
main limitations is the scarcity of gauge rainfall to properly correct TRMM data.
Moreover, calibration of the hydrological model was performed only at the outlet
station at Bahadurabad due to lack of discharge data at any other location inside the
basin. This causes an imprecise parametrization of the semi-distributed hydrological
model within the basin, which in turn may affect the distributed representation of
important hydrological variables, which are important for flood assessment, such as
soil moisture. Moreover, as the SRTM was used as the main source of topographic
information and bathymetric data was estimated from the imprecise SRTM data so
more precise digital elevation data and geometry data should be included in future
studies. The uncertainty was estimated only due to the uncertainty in the rating
curve used in calibration. The influence of uncertainties in meteorological input
and topographic data may also be ascertained. Finally, more complex hydrodynamic
modelling approaches should be used to better represent flood propagation in shallow
areas of the floodplains of the Brahmaputra River.

This study proved that global datasets of remote sensing can be integrated with
a cascade of hydrological and hydraulic models for flood mapping and identifying
hotspot areas prone to flooding for a better flood risk management. We also showed
that uncertainty in the rating curve can significantly affect flood mapping and, conse-
quently, can influence identification of critical hotspots for emergency management
and urban planning.
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Chapter 10 )
Ground and Satellite Observations Geda
to Predict Flooding Phenomena

Tommaso Moramarco

10.1 Introduction

Flooding is complex phenomena involving many factors as the interaction between
the atmosphere, the hydrogeological structure of the basin, land use, climate change
and, last but not the least, anthropogenic activities. As regards the climate, Milly
et al. (2008) made a focus on the stationarity stressing that observations show that
stationarity is dead. Positive and negative trends in temperature and rainfall, respec-
tively, are observed worldwide. Based on Milly et al. (2008) analysis of 12 climate
models, considering the IPCC’s SRES A 1B scenario, there is an expectation of £40%
runoff changing at global scale, with severe consequence in terms of water resources
management. Looking at temperature and daily precipitation data recorded in central
Italy last century, a trend was observed for both variables which should lead decision
makers to cope with the climate change and preserve the water resources (Pierleoni
et al. 2014). However, Papalexiou and Montanari (2019) showed that although the
trend of daily precipitation is overall negative, an increase of extreme precipitations
is observing under global warming. Based on more than 8730 high quality daily rain-
fall data for the period 1964-2013, screened from more than 100,000 rain gauges
across the world, an analysis was conducted at 5° x 5° grid scale identifying the
trend of extreme precipitations. Unlike the trend of daily precipitation, mean trend in
extreme daily precipitations for the period 1964-2013 is found increase worldwide
(Papalexiou and Montanari 2019). Therefore, a positive trend in temperature and in
extreme precipitations has being observing. This would entail an increase in flooding.
However, Wasko and Sharma (2014) investigated this aspect and they found that a
positive increase in heavy rainfall events at higher temperatures does not result in
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similar increases in streamflow worldwide; conversely data showed flooding decrease
with higher temperatures. Indeed, previously Sharma et al. (2018) showed that over
a large number of catchments in USA, only few large extreme precipitations turned
in flooding and this was depending on the antecedent wetness conditions of soil. As
regards floods, Bloschl et al. (2019), using more than 2300 gauged river sites, stressed
that the observed regional trend of discharges in Europe for the period 1960-2010
varies showing increasing trend in (north) western Europe due to increasing precipi-
tation, and decreasing in eastern and northern Europe due to increasing temperatures.
Therefore, this has an impact on flood frequency curves at gauged sites and on the
return period value which changes in comparison to the one estimated in 1960. As a
consequence, hydraulic works designed in the past for the risk mitigation in Europe
may be oversized or undersized according to the location where the work is located.
In this context, it is fundamental that discharge time series be reliable, for whatever
analysis in terms of risk mitigation and water resources management. Based on the
above insights, it is evident that soil moisture and discharge are essential variables to
analyse processes underpinning the floods formation. Therefore, it is of paramount
importance to identify how ground and satellite observations of these two variables
may be representative in terms of spatial-temporal resolution and accuracy, so that
the hydrological processes can be correctly identified and represented. In this context,
even the technology to adopt unfolds a crucial role in monitoring of processes charac-
terizing flooding at different spatial-time scales. These aspects represent the focus of
this work and they are preparatory to the analysis to identify which process controls
the triggering of a flooding event, its frequency, duration and intensity.

10.2 Soil Moisture Monitoring and Antecedent Wetness
Conditions

Soil moisture (SM) is identified by the Global Climate Observing System (GCOS)
program (https://www.wmo.int/pages/prog/gcos/) as an Essential Climate Variable
technically and economically feasible for systematic observations aimed to inves-
tigate the hydrological processes underpinning geo-hydrological risks in terms of
floods and landslides. Therefore, the monitoring of the water content in the soil is
fundamental for the study of processes tied to the runoff formation, as can be inferred
by: (i) the numerous measurement campaigns carried out in recent years in hill slopes
and river basins in the national and international context using techniques based on
time domain reflectometry also integrated by geophysical instrumentation (Calamita
et al. 2012), (ii) the proliferation of soil moisture monitoring stations, such as the
International Soil Moisture Network (https://ismn.geo.tuwien.ac.at/) as well as (iii)
space missions aimed at observing water content, such as ESA’s SMOS and NASA’s
SMAP.

Based on these observations, many important findings are inferred for the spatial—
temporal variation of soil moisture in basins (Brocca et al. 2007). Figure 10.1 shows
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Fig. 10.1 Spatial distribution of soil moisture observed during different campaigns of measure-
ments by TDR carried out in the parcel of Colorso experimental catchment

campaigns of soil moisture monitoring over a parcel located inside the small exper-
imental Colorso catchment of area 12.9 km? set up for studying the rainfall-runoff
relationship. The plot has an extension of 9000 m? (110 m x 80 m), and a mean
slope of 12% (maximum 70%). The area is vegetated mostly with natural grasses
(permanent pasture) and it is used for grazing of beef cattle.

The near-surface soil moisture measurements were carried out on a regular grid
and were repeated six times from October 2002 to December 2005 and resampled
to 10 m. The analysis showed a general decreasing trend of variance with increasing
the mean moisture content in accordance with the previous analyses carried out
in humid and semi-humid climates. Through these campaigns, the importance of
topography in the determination of soil moisture spatial pattern and hence of the
lateral redistribution process was confirmed (Brocca et al. 2007; 2009).

Along on the basis of the monitoring of this quantity, by analysing the humidity
conditions prior to flood events observed in various experimental basins of the Tiber
River, among them the Colorso basin too, it was verified that the initial degree of satu-
ration, 6, of the basin before the event is highly correlated (R = 0.94) to the maximum
potential soil retention capacity, S, of the SCS-CN method, and this correlation is
higher than that obtained with parameters such as the antecedent precipitation index
(R =0.68) (see Fig. 10.2) and the base flow index (R = 0.69), both using ground and
satellite data (Brocca et al. 2008). The analysis was extended to larger basins with
an area up to nearly 140 km? and the same findings were found, as can be inferred
from Fig. 10.2 where the correlation between 6 and S was also shown for two basins:
Reschio (104 km?) and Migianella (137 km?). Likewise, Brocca et al. (2009) using
ERS/METOP soil moisture products available at https://www.ipf.tuwien.ac.at/radar/
ers-scat/home.htm found a robust correlation between the antecedent soil wetness
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Fig.10.2 Comparison between the correlation of the initial saturation degree and S a and API b for
the Colorso catchment (13 kmz), and the correlation initial degree of saturation—S for Reschio and
Migianella catchments, all belong the Tiber basin

index (SWI), proxy of soil moisture, and the maximum soil retention capacity, S, for
flood events occurred in sub-catchments of Tiber basin, central Italy, whose areas
range from 130 km? up to 4100 km?. SWI is a variable depending on the average soil
water content given by satellite observation and the characteristic time length, which,
in principle, depends on soil properties including soil depth and moisture state and
whose value is obtained by calibration (Brocca et al. 2009) (Fig. 10.3).

Therefore, a linear relationship between the initial degree of saturation, 0, and
S can be surmised. This important insight led Brocca et al. (2011) to develop the
continuous semi-distributed hydrological model, MISDc, based on two components:
(1) the soil water balance model that provides the antecedent degree of saturation of
soil, 6, and (ii) the event-based rainfall runoff model that routes the runoff along
the drainage area and channels. These two components are linked by the linear
relationship 6-S, of which the first component provides 6 and hence, through the
linear relationship, S from which AWC is identified and applied for the component
of the event-based rainfall runoff model. Interestingly, Massari et al. (2014) proposed
to replace in MISDc the soil water balance component with satellite or ground soil
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Fig. 10.3 Comparison between the correlation of the initial degree of saturation and S for different
sub-catchments of Tiber basin

moisture observations developing a new model named simplified continuous runoff
model, SCRRM, and shown in Fig. 10.4. The advantage to apply SCRRM is linked to
reduced parameters as soil moisture data (ground or satellite observations) becomes
an input to the model together with the precipitation. Therefore, no need of continuous
temperature and evapotranspiration datasets are necessary and can be very useful for
poorly gauged areas and operational purposes as shown by Massari et al (2014, 2015).

In this direction, two further aspects should be highlighted. The first is linked
to the benefit that can derive from the assimilation of the water content data in the
hydrological modelling, as demonstrated for some basins of different sizes of the
Tiber River, where the assimilation of the daily ASCAT data allowed to improve the
performance on the forecast of outflows (Massari et al. 2015). The second aspect
concerns the potential of the water content to be a “driver” for the estimation of
precipitation on a global scale, as demonstrated by the recent innovative method,
called SM2RAIN, which determines rainfall from soil water content data (Brocca
et al. 2011), with important scientific and applicative developments.
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10.3 Discharge Monitoring and Advanced Technology
for Flood Prediction

The discharge variable is another Essential Climate Variable for analysing hydrolog-
ical cycle processes fundamental to address water resource management, hydraulic
risk, drought and impact of climate change. All these aspects can be evaluated if accu-
rate discharge time series are available at gauged river sites through rating curves
(Herschy 1985). For this, there is an increasing interest in improving the discharge
monitoring for whatever flow conditions at river sites, particularly for high flow,
and this may be accomplished by leveraging advanced technologies developed for
ground (Corato et al. 2015) and satellite observations (Tarpanelli et al. 2013 at catch-
ment scale. Indeed, the uncertainty in the estimation of the rating curve at river
site generally derives from the difficult to carry out velocity measurements during
high floods when, e.g. velocity points cannot be sampled by conventional techniques
which are costly, time-consuming, and dangerous for operators. As a consequence,
discharge estimate for high levels is characterized by errors which affect the hydro-
logical analyses, also in terms of modelling calibration and validation as well as for
data assimilation. Therefore, the main issue is how the discharge is estimated for
high flow when the measurements are limited to low flow, with high uncertainty in
the extrapolation of the rating curve. For this reason, the monitoring of discharge
in natural channels is more and more addressed through different techniques such
as the Acoustic Doppler Current Profilers (Oberg et al. 2005) and the large-scale
particle image velocity (Tauro et al. 2014) which, however, have limitations of use
for measurement reliability during particular flow conditions (Wagner and Mueller
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2011). Based on ADCP measurements, large dataset is available for hydraulic anal-
ysis at river sites (Bjerklie et al. 2020). Currently, the latest technology based on
“no-contact” radar sensors to measure the surface flow velocity (Surface Velocity
Radar-SVR) has had a significant boost (Alimenti et al. 2020) and could be a funda-
mental support in monitoring the discharge, especially during high magnitude events
(Corato et al. 2011). Another aspect, that needs to be further considered, is the likely
absence of infrastructures across the river site of interest for which the discharge
monitoring can be done by sensors onboard of drones or satellite. In this case, the
no-contact approach would allow to retrieve the distribution of surface flow velocity
from which the cross-sectional mean flow velocity and, hence, the discharge may be
estimated if the river site topography is known. For this purpose, Moramarco et al.
(2017, 2004) developed an entropy-based model that allows to assess the 2D flow
velocity distribution just starting from the observed surface velocities and the flow
area corresponding to the hydrometric level of observations. The approach is a simpli-
fication of the entropy model developed by Chiu (1987, 1988, 1989), who can be
considered the pioneer in applying the entropy theory (Shannon 1948) in streamflow
measurements. Likewise, Marini et al. (2017) applied the same theory for stream-
flow analysis in natural channels. Therefore, Moramarco et al. (2017) entropy-based
model can be applied to identify the 2D velocity distribution in whatever flow condi-
tion even whether secondary currents are present by sampling the surface velocity
across the river and using one parameter, @, which can be estimated on the basis of
velocity dataset as the ratio between mean and maximum flow velocity (Moramarco
and Dingman 2017; Moramarco and Singh 2010). A similar approach was proposed
by Fulton et al. (2020) for 10 gauged river sites in USA with different geometric and
hydraulic characteristics with @ values ranging from 0.52 up to 0.78. The entropy-
based mean flow velocities starting from the surface velocity measured by radar
sensor were compared with the ones obtained using the conventional technique of
sampling as current metre and ADCP and shown in Fig. 10.5. As can be seen, there is
a good agreement among all measurements, showing that using the radar sensor and
exploiting the entropy model one is able to carry out fast and accurate measurements
during high floods and in full safety for workers safely.

Therefore, the possibility of estimating the average flow velocity in a simple and
accurate way during high floods would allow to monitor the velocity both with the
conventional techniques (current metre), by means of a sampling of velocity limited to
the upper portion of the flow area with reduction of measurement times and dangers to
which the operators themselves are subjected, and with new generation “no-contact”
sensors, by sampling only the surface velocity. Figure 10.6 shows the comparison
between the rating curve and discharge hydrograph obtained at the gauged site of
Paglia River, tributary of Tiber River in central Italy, during the flood event 14-20
November 2019, using conventional stream flow measurements by current metre and
the entropy model developed by Moramarco et al. (2017) using surface velocities
measured by a fixed radar sensor installed on a bridge crossing the gauged site.
Interestingly, the entropy model was able to reproduce discharge for high flow along
with the effect of unsteady flows, as can be inferred from loops shown in Fig. 10.6.
This is explained because the model leverages the measurements of surface velocities
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that may be different for the same water level, unlike the rating curve that being a
one to one discharge—water level relationship is not able to consider for the same
level different velocities.

The use of no-contact measurements is exacerbated from the growing interest
towards the use of unmanned aerial vehicle (UAV) for survey applications, and
considering their capability, UAV may be of considerable interest for the hydro-
logical monitoring and in particular for stream flow measurements (Fulton et al.
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Fig. 10.7 Comparison between the surface velocity measurements carried out by the developed
lightweight radar sensors and the trade sensor (Decatur) at Montemolino gauged site along the Tiber
River

2020). Indeed, UAV may give information in terms of surface velocity and water
surface level, whether on board there is a radar sensor able to monitor both hydraulic
variables. This is the aim of the enterprising project funded by the Italian Ministry
of University and Research (MUR) which is also addressed to develop a lightweight
radar sensor for surface velocity measurements to be used also on board of drone
(Alimenti et al. 2020). In this context, Fig. 10.7 shows the box plot of the comparison
between the surface velocity measurements carried out by the developed lightweight
radar sensors and a trade sensor (Decatur) at Montemolino gauged site along the Tiber
River, central Italy. The box plot refers to the number of measurements of Decatur
in 1 min. As can be seen, there is a good agreement between the two sensors, with
the difference that the developed sensor is lightweight and does not exceed 200 g,
making it suitable to be used onboard drone.

Ultimately, using the entropy-based 2D velocity distribution model initialized
by surface velocity measurements, the discharge for high flow can be assessed
satisfactorily.

10.3.1 Evaluating the Potential for Measuring River
Discharge from Space

In this context, the interest of programs of ESA and NASA that have invested in
satellite missions for the monitoring of inland waters at global scale is noticeable
(e.g. Sentinel by ESA and SWOT by NASA).
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This has encouraged studies to evaluate the potential for measuring river discharge
from space (Bjerklie et al. 2003) and on the use of sensors such as Moderate Resolu-
tion Imaging Spectroradiometer (MODIS) that provides useful data for the estimation
of satellite river flow. Indeed, Brakenridge et al. (2007) used daily AMSR-E data at
37 Ghz to globally infer river discharge by using as proxy of cross-sectional mean
flow velocity, the ratio between the brightness temperature measured for a pixel unaf-
fected by the river and a pixel centred over the river itself, respectively. Tarpanelli
et al. (2013), for four gauged river sites along the Po River in Italy, found a good
correlation between the observed average velocity, u,,, at river sites and the daily
MODIS’s reflectance ratio of two pixels (250 m), one located near an urban centre,
named C, where the reflectance signal is expected to be constant, and the other on
the river site, named M, where the signal varies according to the flood level. For
the four gauged sites, the correlation between observed flow velocity, u,,, and the
brightness ratio C/M was addressed for the period 2005-2012 obtaining a coefficient
of determination 0.72, on average. This permitted to identify a linear relationship
between u,, and C/M to be used for operational purposes, i.e. #,, mopis = a C/M +
b, with a and b parameters obtained by best fitting. Based on this relationship, and
considering the flow area, A,;, 