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Preface

In the last few decades, the application of wireless network increased rapidly along
with its several variations based on diverse applications of the users and customers.
Its main reason is flexibility and efficiency of the wireless network which is not
available in the wired network. So, it brings a large number of jobs, applications, and
opportunities for the students as well as customers. Although, the wireless network
is an efficient and robustness platform for communication and data transmission, it
has also some challenges and security issues in terms of several applications. Some
of them are mentioned as limited hardware resources, unreliable communication, the
dynamic topology of some wireless networks, vulnerability, unsecure environment,
etc. Hence, it causes several types of attacks, data loss, replication, eavesdropping,
overflow, etc., with respect to the architecture design of the wireless network. These
issues cannot be controlled and managed directly, but it can model and reduce as an
architectural solution. Therefore, to enhance the architecture model of the wireless
network and enhance the security mechanism, some innovative as well as novel ideas
are needed that reflected in this book.

Objective of the Book

This book contains some architectural solutions of wireless network and its
variations. It deals with modeling, analysis, design, and enhancement of different
architectural parts of the wireless network. The main aim of this book is to enhance
the applications of the wireless network by reducing and controlling its
architectural issues. This book is edited for wireless network’s users, academicians,
and researchers.
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Organization of the Book

The book contains 17 chapters that are organized in four parts as follows. Before
starting the parts, Chap. “Wireless Networks: Applications, Challenges and Security
Issues” describes the overview of wireless network and its variation along with
its several applications, challenges, and security issues. Part One contains four
chapters that outline the modeling of some security issues with their solutions for
enhancing the security part of the wireless network. Part Two contains four chapters
that highlight some optimization models of the wireless network for enhancing the
network lifetime. Part Three contains four chapters that outline the modeling of
the aggregation system to control redundant information. Part Four contains four
chapters that highlight some troubleshooting techniques that help to control and
manage different issues of the network.

Part One: Modelling of Security Enhancements (Chaps.
“An Authentication Model with High Security for Cloud
Database’’—*Linear Secret Sharing-Based Key Transfer
Protocol for Group Communication in Wireless Sensor
Communication”)

This part outlines some security issues along with their solutions in the wireless
network and its variations as wireless sensor network and cloud-based network.
Short descriptions of these chapters are as follows.

Chapter “An Authentication Model with High Security
for Cloud Database”

This chapter outlines an authenticate model that handles security and privacy
problems of the cloud-based database. It helps to reduce malicious issues of the
network and provides traceable services to the users. Finally, it helps to find an
appropriate solution for the security issues at both administrator and customer
levels in various directions.
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Chapter “Design of Robust Smartcard-Based User
Anonymous Authentication Protocol with AVISPA
Simulation”

In this chapter, the author designed an extended user anonymous authenticated
session key agreement protocol using a smartcard. The scalability of this scheme is
measured in both formal and informal ways. Informal security analysis ensures that
the proposed scheme resists to various kinds of fraudulent attacks. The proposed
scheme does not only hold up security attacks, but also achieves some security
features.

Chapter “Data Security in Cloud Computing Using
Abe-Based Access Control”

This chapter discusses the dynamic access control model with the fusion of risk aware
and hierarchical attribute set-based encryption. The combination of both methods
provides a scalable and flexible services due to sub-domain hierarchy. It is also
proved to be dynamic by permitting the user to access the data by risk evaluation
using risk engine.

Chapter “Linear Secret Sharing-Based Key Transfer
Protocol for Group Communication in Wireless Sensor
Communication”

In this chapter, an intelligent protocol is proposed with the fusion of linear secret
sharing and elliptic curve techniques. The combination of both techniques helps to
overcome the drawback of traditional protocols. The proposed security protocol helps
to reduce the overhead of the network and enhance the several security mechanisms
against different conflicting attacks.
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Part Two: Optimization Model for Network Lifetime
(Chaps. “Fuzzy Rule-Based System for Route Selection

in WSN Using Quadratic Programming—*‘Fuzzy
Q-Learning-Based Controller for Cost- and Energy-Efficient
Load Balancing in Cloud Data Center”)

This part outlines some optimization models for enhancing the network lifetime of the
wireless network or some variation of the wireless network by reducing uncertainty
information and managing conflicting parameters of the networks. Short descriptions
of these chapters are as follows.

Chapter “Fuzzy Rule-Based System for Route Selection
in WSN Using Quadratic Programming”

In this chapter, a combination of intelligent technique as well as mathematical
modeling is used where fuzzy logic as an intelligent technique and quadratic
programming as mathematical modeling are used for solving the proposed goal.
The combination of both provides a robustness technique that uses two basic
parameters energy and distance for selecting the optimal route of the network.

Chapter “Wireless Sensor Network Routing Protocols Using
Machine Learning”

This chapter consists of some machine learning algorithms to optimize the route of
the wireless sensor network. This optimization helps the sensor nodes to learn the
experience data to make appropriate routing decisions and respond to the changing
environment using some learning techniques such as distributed regression, self-
organizing map, and reinforcement learning.

Chapter “Distributed Traversal Based Fault Diagnosis
for Wireless Sensor Network™

In this chapter, the author proposed a traversal-based diagnosis algorithm that seeks
to diagnose both permanent as well as an intermittent fault in a sensor network. The
proposed algorithm employs a special node called an anchor node to traverse the
field. So, it is decided by a proposed traversal algorithm taking into consideration the
length and breadth of the sensor field and the transmission range of the nodes. The
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anchor node stops at defined positions in the deployment field where it executes the
fault diagnosis algorithm taking into consideration the normal sensor nodes which
are in its range.

Chapter “Fuzzy Q-Learning-Based Controller for Cost
and Energy Efficient Load Balancing in Cloud Data Center”

In this chapter, the author proposed a fuzzy Q-learning-based self-learning controller
to optimize the load for a specific data center. The proposed method also helps to
reduce uncertainty and solve the congestion issue efficiently through fuzzy linguistic
behavior and membership function. In this proposal, the fuzzy output parameter is
considered as reward value which is used to learn and update the state for each data
center.

Part Three: Modelling of Aggregation Systems (Chaps.
“Localization Techniques Using Machine Learning
Algorithms”—*“Analysis of Network Parameters for Network
Lifetime in WSN: A Fuzzy Quadratic Programming
Approach”)

This part outlines some aggregation techniques that help to model several issues
of the network and reduce redundancy of the wireless network efficiently. Short
descriptions of these chapters are as follows.

Chapter “Localization Techniques Using Machine Learning
Algorithms”

In this chapter, the author illustrates how the localization issue in wireless sensor
networks can be solved using the three categorized machine learning algorithms
such as supervised learning, unsupervised learning, and reinforcement learning
algorithms. It also highlights that which machine learning algorithms conjointly
evokes several sensible solutions for localization of nodes that maximize resource
utilization and prolong the lifetime of the network.
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Chapter “Vehicular Delay Tolerant Network-Based
Communication Using Machine Learning Classifiers”

In this chapter, the authors highlight vehicular delay-tolerant network-based
communication using machine learning classifiers. First the authors analyzed
which machine learning classifier is the best solution for our problem. In this work,
the authors used machine learning classifiers for filtering efficient vehicular nodes,
so that packets can be delivered from source to destination.

Chapter “Applications of Big Data and Internet of Things
in Power System”

This chapter highlights the use of big data and IoT for the power systems. IoT can
be used in various areas of power system such as metering, transformer monitoring,
prediction of demand, and planning for future consumption. The main objective of
this chapter is to make a clear understanding of the use of big data and IoT in the
power system and how it will improve customer service and social welfare.

Chapter ““Analysis of Network Parameters for Network
Lifetime in WSN: A Fuzzy Quadratic Programming
Approach”

In this paper, a fuzzy quadratic programming is used to optimize network parameters
efficiently. It is the fusion of fuzzy logic and quadratic programming. Fuzzy logic
is a multi-values logic which is used to reduce uncertainty and estimate imprecise
parameters efficiently. Quadratic programming is a nonlinear programming based
on second order of mathematical polynomial for reducing the main objective. The
combination of both helps to analyze conflicting network parameters and decide the
optimal objective value along with constraints.
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Part Four: Analyzing of Troubleshooting Techniques (Chaps.
“IDS Detection Based on Optimization Based on WI-CS

and GNN Algorithm in SCADA Network”—“Investigation

of Memory, Nonlinearity and Chaos in Worldwide Monthly
Mobile Data Traffic in Smartphones’)

This part outlines different troubles in the wireless network in terms of intrusion,
attack, and chaos and also provide their modeling methods. Short descriptions of
these chapters are as follows.

Chapter “IDS Detection Based on Optimization Based
on WI-CS and GNN Algorithm in SCADA Network”

In this chapter, it is identify and categorize the anomalies in a SCADA system through
data optimization. At the initial stage, the collected real-time SCADA dataset is given
as input. Then by using the aforementioned proposed machine learning algorithms,
these data are clustered and optimized. Later to find the type of intrusion will remain
as a further challenge, and for that, the authors proposed HNA-AA algorithm.

Chapter “Performance Analysis of MANET Under Grayhole
Attack Using AODV Protocol”

In this chapter, the author analyzed the performance of the mobile ad-hoc network
under grayhole attack as per AODV routing protocol using NS-2 simulation
environment. Several attacks make the network pretty much risky to rely upon
when scaling up on a large scale. Under the mobile ad-hoc network, all the
transmissions between the mobile nodes occur wirelessly.

Chapter “Technique to Reduce PAPR Problem
in Next-Generation Wireless Communication System”

In this chapter, a technique is design for reducing PAPR in next-generation wireless
communication system. The main effect of strong PAPR is instability in the
analog-to-digital converter and digital-to-analog converter, decreased its
performance and raised costs. A PAPR reduction technique such as clipping and
filtering greatly improves the efficiency compared to the initial GFDM signal
PAPR.
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Chapter “Investigation of Memory, Nonlinearity and Chaos
in Worldwide Monthly Mobile Data Traffic in Smartphones™

In this chapter, the proposed chapter employs certain statistical signal processing
techniques to realize the memory, self-similarity, self-organized criticality,
nonlinearity, and chaos in the present time series of worldwide monthly mobile
data traffic per smartphone. This study possibly indicates a persistent, self-similar,
deterministic, nonlinear, and non-chaotic profile with no “soc” for the present time
series.
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Wireless Networks: Applications, m
Challenges, and Security Issues ek

Santosh Kumar Das, Vishal Maheswari, and Aditya Sharma

Abstract Nowadays, wireless technology is an essential part of communication.
Most of the organizations benefitted by adopting wireless technology solutions may
lead to higher productivity. Today, globally, several customers are using this tech-
nology for resolving various business issues and create advantages over competitors.
This technology helps to achieve high customer satisfaction with lesser complexity.
It also assists various types of exciting applications such as sensor networks, Blue-
tooth, mobile communication systems, and Internet of Things (IoT). Wireless tech-
nology makes the use of radio waves to transfer data without cables or wiring. In
this proposed paper, several applications of wireless networks and its variations are
illustrated along with their challenges and security issues. It provides a guideline
about upcoming inventions in the area of wireless technology.

Keywords Wireless ad-hoc network - Wireless sensor network - Security issues -
Challenges - Internet of Things - Attacks

1 Introduction

In the last few decades, the applications of wireless networks and their variations have
increased rapidly due to the widespread use in the developing wireless techniques
[1-3]. Wireless in its simple form can be expressed as the automation process in
which transfer of data and information takes place without using any wired media.
One might be thinking how can data be transferred without using wires and if so, then
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what is the medium? Air is the only medium for the transfer of data through wireless
mode which in return uses electromagnetic waves for the transmission of signal from
the transmitter to the receiver [4]. One might be able to understand that for short-
ranged communications, one can use the wireless technology very smoothly but
what about the long-range communication? Therein comes the concept of receiving
and transmitting data through the waves, i.e., radio waves, which in it provide some
energy for the transmission to occur over longer distances. Herein, it is cleared out
the use of wireless technology which is applicable and widely used for both short
as well as long-distance communication. Figure 1 shows types of wireless network.
Wireless network are categorized as three major types which are: Wireless ad-hoc
network (WANET) [5, 6], wireless sensor network (WSN) [7, 8], and other wireless
network. WANET is a collection of dynamic nodes that are deployed at a particular
location for any operation. It has several variations or types such as mobile ad-hoc
network (MANET) [9], vehicular ad-hoc network (VANET) [10, 11], and hybrid ad-
hoc network (HANET) [12]. MANET is a collection of mobile nodes that are simply
movable based on the requirement of the users or customers. VANET is a collection
of different vehicles that are connected dynamically to provide the services to the
driver as well as the passenger for an automated system. HANET is a combination of
static as well as dynamic nodes. The combination of both helps the user in both static
and dynamic purpose of the services. WSN is a collection of wireless sensor nodes.
The purpose of these sensor nodes is to sense environmental information and send
it to the base station (BS). BS analyzes this information for future processing and
forwards it to the sink node. WSN is also used in HANET with the fusion of VANET
and smart ad-hoc network to make use the services of Internet of Things (IoT) [13].
In HANET, several physical objects are connected with digital technology to make
an efficient and appropriate communication services in HANET.

IoT is nothing more than a collection of wide range of software, systems, and
users via the Internet technology; having a built-in ability of transferring data over
a network without having a human interaction [14, 15]. Talking about first genera-
tion of IoT, SCADA [16] is an acronym for “supervisory control and data acquisi-
tion”. SCADA provides a bundle full of different types of software-based application
program to perform a particular task which can be accessed from remote location.
It includes both hardware as well as software components. The use of hardware
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component is to gather the data and then feed it into the computer, wherein the
next step is carried out by respective software according to the situation. A SCADA
system is used to gather information, like from where the smoke is coming from a
building, then it transfers the information gathered back to the central site, warning
the home station that the smoke has occurred, carrying out the necessary analysis and
further controlling the scenario, gathering some more information for determining
whether the smoke is caused by fire, and displaying the gathered information in a
proper logical and organized manner. Other areas where SCADA system can be used
include municipal water supply, in a small building and many more. The next section
is illustrated with developmental strategy of IoT and other variations of the wireless
network.

The roadmap of the paper as follows. Unit 2 describes some applications of
wireless network and its variations. Unit 3 illustrates some constraints of ad-hoc
and sensor network. Unit 4 describes some security and major design issues. And
Unit 5 concludes the paper.

2 Applications of Wireless Network and Its Variations

IoT is one of the novel variations of the wireless network. First of all, an ecosystem of
IoT is developed. This ecosystem is different from the typical ecosystem containing
some planets and stars. This ecosystem contains in it a huge number of hardware
and software devices that are connected to a Web-enabled network source which
encapsulates a number of embedded processors, sensors, hardware, and software
based on the task they are going to be helping with. The gathered data is shared by
the IoT devices by bridging of the data to the gateway of IoT or sending the data
to the cloud based systems where it can be easily analyzed and the output can be
made to be accessed and performed as required. All the objects which are having an
in-built sensor are connected to an IoT based platform, which gathers the data from
various hardware devices and share the unmatched information with the software to
meet the required data analytics.

The ecosystem of IoT platform can itself decide which information is to be taken
into consideration and which can be safely ignored without any loss or manipulation
of data. The information collected is based on a preprogrammed software which
include some patterns and recommendations used to find out some possible prob-
lems or issues before they take place. For an example, a person is the owner of a
supermarket store, and he/she must be aware of the products which are most popular.
Sensors can be placed in the supermarket to detect the most popular areas, and where
customers wait around or stay for a longer span of time [17-19]. The faster selling
products can be identified by checking the daily sales data, in case the most selling
product must not go out with not on stock board; automatically align sales data with
supply, so that popular items don’t go out of stock.

The information gathered by the smart connected devices can guide one in making
smart decisions on the products to have a higher stock, which would be completely
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based on the people’s shopping bucket list and would help in saving the man-power
required to take up the stock and check out over people’s activity. It is obvious that the
data gathered by the devices will bring more efficiency and accuracy as compared
to the traditional means; and likewise, more efficiency leads to doing work in a
smarter and more controlled manner and resulting in work. By the help of smart
objects and systems, one can automate certain tasks, particularly when those tasks are
bulky, repetitive, mundane, time-taking, or dangerous. Let us have a look over some
examples to make the scenario clearer and more accurate. In one’s daily monotonous
life routine, everyone has to work for having a meal and having a pending or delayed
work can make one lose one’s job. In this competitive era where technology is faster
than human, many times one faces a scenario where a person woke up on time, but
it’s raining outside or his/her car engine is not working, someone has flattened his/her
car tier, he/she had to get off in traffic and many others. In all such cases, there is a
fixed prepared reason to be used by human for his/her delay. Here comes the role of
IoT where the delay can be easily postponed and one need not have to blame one’s
luck over it. Let us summarize some of the benefits of IoT taking the above scenario
into consideration.

(a) Save time and money

(b) Ease of service

(c) Enhance working experience
(d) Increase productivity

(e) Low investment high returns

(f) Taking smart business decisions
(g) Easy to monitor the business.

IoT helps companies and individuals to take smart decisions, adopt smart technolo-
gies, and allow them to work more productively and efficiently. The major concern
of developer is how they are going to secure the use of such an enormous amount
of data, where all the devices are connected to Internet. For the use of IoT based
devices, the only thing which needs to be taken into consideration is the security and
privacy issues. The IoT based devices needs to be always connected to a network,
the hacker has to simply gain an access to any single device and manipulate all
the data, and for a solution to it, you can provide security patch on a regular time
interval. But how many manufacturers are there who will update it to the latest fire-
wall? Apart from, WANET, MANET, VANET, HANET, and WSN, several wireless
networks are used based on customer requirements such as cellular network, mesh
network, delay tolerant network, and software defined network. The stated varia-
tions of the wireless network have become a major and important part of our life and
real-life applications. The combination of all variations gives a lot of efficient and
reliable benefits to the users and customer in terms of mobility and remote areas. It
is low cost, low time consuming, more efficient, and intelligent compared to wired
network. It is also simple for use and license free and also deployable. Wireless
network is a location-depended service that is a replacement of wired network and
helps to the users and customers in emergency situation, business, offices, traveling
salesman, etc. with combinations of some devices such as Wi-Fi, GPS, and cordless
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telephones. There are several applications of wireless networks and its variations
which is shown in Fig. 2. Some of them are artificial intelligence, enforcement and
control systems, environmental monitoring, intelligent transport systems, [oT, mili-
tary applications, person locator services, smart environment, telecommunications
system, traffic avoidance, virtual reality visual surveillance sensor networks, etc.

3 Constraints of Ad-Hoc and Sensor Networks

The fusion of WANET and WSN is known as ad-hoc sensor network. Although,
both have some similar features, they also both have some differences like a number
of nodes in WSN are more as compared to WANET. The nodes in WSN, known
as sensor nodes, are more prone to failure and energy drain. Although there are
several applications and usage in terms of wireless network-based infrastructure and
infrastructure-less, static, and dynamic topologies, combination of both have some
limitations that differ from classic network such as limited energy supply, limited
computing power, limited bandwidth of the wireless links connecting data, routing
challenges, data aggregation, coverage and scalability, and data reporting methods
and protocols. Summarized limitations are described as follows.

(a) Limited hardware resources: Due to several issues of WSN such as limited
storage, computational system, limited energy, long distance from receiver, it
is limited by the hardware resources.
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Unreliable communication: Due to limited bandwidth, dramatically depen-
dency, temporary, and variable channel, the communication is always unreli-
able.

Dynamic topology: In terrestrial sensor network, nodes are deployed densely,
and in underwater sensor network due to flow of water, sensor nodes are mobile.
Vulnerability and insecure environment: There are several applications of
sensor nodes such as monitoring, sensing, target tracking, and detecting hostile
object and region. So, nodes become susceptible to attacks and threats.

The several networks and their variations have been described in the above-

mentioned section. In each variation, security is one of the most crucial parts in
every sector of real-life application. There are several limitations and constraints
described in the above section, in which limited energy is the crucial part. Due to
the above constraints, several threats are detected in the network as shown in Fig. 3.
Basic types of these threats are as follows [20, 21].

(@)

(b)

[ Compromise attack ] ’DOS“ alla-(‘l\ . [ Rollltl:g:lllack |

Passive attacks: This attack is done by the malicious nodes without inter-
rupting the main operation by receiving information about network and data
transmission, e.g., message distortion, unnecessary message reply, leakage or
trap secret information, interfering, and eavesdropping.

Active attacks: This attack is done by some external or internal nodes. It can
destroy or delete the important data and information, and sometimes it tries to
modify, inject, or drop data packet.

(i) Compromise attacks: In this attack, attacker may compromise the node
for modifying or reading the secret data or information.

(ii)) Routing attack: This attack consists of unreliable data transferred to the
destination node. It is also known as rushing attack. Examples are packet
dropping, packet replication, routing table poisoning, and overflow.

(iii) DoS attack: It this attack, attacker tries to prevent the resources from
accessing the data. It is more difficult to detect and handle. Sometimes,
it handles with encryption method of the cryptography.

Types of Attack
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4 Security and Major Design Issues

Ad-hoc and sensor network and its variations have different capabilities in terms
of topology and network parameters. In the above sections, several limitations and
constraints discussed that motivate for designing an efficient model that care about
the following paradigms.

(a)

(b)

(©)

Modeling of security enhancements: The nodes of ad-hoc and sensor
networks are dynamic and autonomous. They act as routers and help in sending
and transmitting the data packets. It greatly relies on the environment of
the modern technology. It also has several limitations like limited energy
supply, limited computing power, limited bandwidth of the wireless links
connecting data, routing challenges, data aggregation, coverage and scalability,
datareporting methods and protocols, unreliable communication, vulnerability,
and unsecure environment. These stated limitations cause two types of attacks:
passive and active attacks. Examples of passive attacks are message distortion,
unnecessary message reply, leakage or trap secret information, interfering,
and eavesdropping. Examples of active attacks are modify, inject or drop data
packet, modify or read secret data information, packet dropping, packet replica-
tion, routing table poisoning and overflow, etc. So, network needs an intelligent
and efficient security modeling with the help of any artificial intelligence, soft
computing, and machine learning techniques. Sometimes cryptographic tech-
nique is also mixed with any of the stated techniques to make the network more
secure in terms of privacy in both systems like network-based data as well as
cloud-based data.

Optimization Model for Network Lifetime Enhancements: The nature of the
ad-hoc and sensor network is dynamic and autonomous. Each node behaves
as router and acts as an intelligent agent that plays the role of data trans-
ferring agent between source and destination nodes. Due to this intelligence
characteristic, several types of interferences occur. So, there is need of some
optimization techniques to model the network and enhance the lifetime of the
wireless network. Network lifetime is the time duration between when the
network is started and when half of the nodes are exhausted. The optimization
technique is used to find an optimal as well as feasible solutions. The optimal
solution is the best solution among all of the solution, and feasible solution is
the solution nearby optimal solution. In ad-hoc and sensor network, optimal
solution indicates the solution when all network metrics are outperformed in
terms of traditional worst metrics. It helps to increase and decrease the network
metrics based on network lifetime such as packet delivery ration, throughput,
goodput, and residual energy are increases and end-to-end delay, packet loss,
jitter, overhead, are decrease. The combination of both changes helps in overall
network performance.

Modeling of Aggregation Systems: Ad-hoc and sensor network is a collection
of large number of small nodes. The purpose of the wireless sensor nodes is to
sense the main requirement phenomena from the environment and send it to the



(d)

S. K. Das et al.

required places. The purpose of the network is that it should be useful in several
applications such as military, security maintenance, disaster management, and
habitat monitoring. In each application, a node plays an important role, and
each ad-hoc node or sensor node consists of limited energy capacity or battery
which is not sufficient during any operation. Both the networks have high
density due to several variations of sensor nodes or ad-hoc nodes. Same data
packets are sensed by multiple nodes and raising the redundancy or duplicate
data packets. Data aggregation is used to control this issue efficiently and in an
intelligent way. This data aggregation technique is rapidly used in ad-hoc and
sensor network and their several variations. It helps to enhance the network
lifetime as well as network metrics efficiently.

Analysis of Troubleshooting Techniques: The above-mentioned sections and
paragraphs contain several applications and uses of ad-hoc and sensor network.
In each application, there are several types of randomness and uncertainties. It
raises multiple interferences between one node and another node, source node
to destination node or among multiple neighbor nodes. These interferences and
uncertainties are the main cause of imprecise information and network troubles.
These results in of several network security issues and cause different attacks
that are mentioned in the above section. Hence, there is a need of some intelli-
gent technique using artificial intelligence, soft computing, machine learning,
or any other intelligent technique. Sometimes a single technique is efficient for
handling any trouble. Sometimes there is need of some fusion between multiple
techniques. The combination of multiple techniques provides more robustness
for handling uncertainty of the network and estimate imprecise information
efficiently.

The stated inherent paradigms required some necessary precautions shown in

Fig. 4 which help to overcome some major design issues such as coverage that
indicates communications between two or multiple nodes in term of data acquisition.
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Coverage has multiple types like target based and areas based. Target-based
coverage indicates based on destination node cover or sink node cover, and area-based
coverage indicates cover communication range with source node, sink or destination
node, BS, and multiple neighbor nodes. Network lifetime is the key point of the
life cycle of any wireless network or ad-hoc and sensor network. It also indicates
the duration when half of the nodes have exhausted their energy. Network traffic
and network connectivity are two basic points of enhancement of the network life-
time. Sometimes connectivity is slow, sometimes it is fast or moderate, it deals with
the fuzzy value that handles multiple logic between actually true or actually false
values. Network traffic indicates gathering of nodes for communication or data trans-
ferring services. Although, network traffic and network connectivity both are basic
key points of the network lifetime, combination of both has some minor metrics that
also affect the variation of network lifetime. These metrics named as packet delivery
ration, packet loss, average end-to-end delay, throughput, goodput, jitter, etc. These
metrics are affected by control data packets, ratio between data sent and received,
and different inherent elements required during data transfer. The nature of some of
the metrics is same or opposite based on the network behavior.

5 Conclusions

The proposed paper analyzed the details of wireless network and its variations with
their applications, security challenges, and issues. The paper briefly describes the
working principles of wireless network along with its variations such as WANET,
MANET, VANET, WSN, and IoT and how these variations help the user and customer
in context with their real-life applications and requirements. The limitations along
with the constraints give guidelines to the readers and researchers for enhancing the
field of wireless network and their inherent elements. It also guides modeling and
optimization models for security enhancement, network lifetime enhancement, data
aggregation, and troubleshooting techniques.
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Abstract The cloud computing standards are gaining an increased research interest
due to various benefits they offer. Though there are so many influences with cloud
computing, security and privacy problems are various issues handling with the exten-
sive adaption by the model. Malicious problem of service provider is one more
issue which cannot be traceable by data proprietors. Hence, finding the appropriate
solutions to these security issues at both administrator level and customer level
is very attractive in various directions. Cryptographically enforced access control
for securing electronic pathological records (CEASE) is formulated by extending
the proposed ciphertext-based attribute-based encryption (CP-ABE) with advanced
encryption standard (AES) through limited-shuffle techniques. The main objective of
CEASE is to provide data confidentiality, and access control limited-shuffle protects
the data from inference attacks and protects the data confidentiality for hot data. In the
next step, this research works design a multistage encrypt-or model by differentiating
the users as public and personal. Two separate algorithms such as Vigenere encryp-
tion algorithm and two-fish encryption are applied in personal and public domain,
respectively. Further, where, hierarchical agglomerative clustering (HAC) algorithm
is also processed for clustering of users in the public domain by which the overhead
decreases effectively. As a final system, this work develops an integrated framework
by combining the CP-ABE with AES, multistage encryptor and limited-shuffle. As it
is combined with individual methods, this method achieves an efficient performance
in the provision of security and data confidentiality.
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1 Introduction

Cloud computing standards are gaining an increased research interest by the different
influences. The major benefit involves time savings, with reduced cost and effi-
cient utilization of computing resources. Though there are so many influences with
cloud computing, security and privacy problems are the important problems holding
back the extensive adaption of this automation. The general characteristic of cloud
computing technology requires the clients to store their data on third-party cloud
service providers, which can also be termed as outsourcing of data. The security
and privacy are generally maintained by the CSP where the data proprietors do not
have complete control on the data security, malicious nature of service provider and
third-party users is one more issue which cannot be traceable by data proprietors.
Hence, finding the appropriate solutions to these security issues at both administrator
level and client level is very important in various directions.

Earlier research is based on standard encryption algorithms like AES, data encryp-
tion standard (DES), etc. However, the advancement in the technology makes these
approaches ineffective because of the lack of control on authorization and authen-
tication. In contrast, the attribute-based encryption (ABE) was the new research
which has the desire to give the maximum to handle by the data proprietors who
can give the data and also provide an efficient management for the cloud service
provider. However, the ABE-based approaches provide security at the cost of execu-
tion. Therefore, the challenge of achieving the dual goals of privacy preserving with
effective cloud data sharing remains unresolved.

In summary, the major significant addition in the section is to influence by the
benefits of the ABE application to carry out the real-time answers to security and
privacy problems experienced in the cloud computing environments.

Section 1 discusses the introduction about cloud computing, data security and
access control schema. Section 2 discusses the CP-ABE with AES, Sect. 3 discusses
the CEASE, and Sects. 4 and 5 talk about the partial shuffling with two-stage
encryption and integration model. Last section discusses the results and conclusion.

2 Problems in Data Security

Security, privacy and trust issues are existing and given importance since the evolu-
tion of Internet, and they are widely spoken these days because of cloud computing.
Cloud’s dynamic nature demands higher security levels. Users or organizations
subscribed to cloud for running their business processes are strikes to acquiring the
next level of endanger because of expanded applications. A cloud user while saving
the data on the cloud, which wants to make sure if the data is correctly stored and
can be retrieved later. The service provider must ensure the secure infrastructure to
protect the data and applications of its clients and the users. Various security strategies
proposed earlier have become ineffective due to advancements in technology.
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This is not the usual CSP and the user for both imaginations. What is required
is a mechanism that assures data consistency to the cloud user and protects that the
user is not some malicious hacker. Hence, the necessity for developing trust-based
security model is the need of the hour.

3 Objectives of Data Security

Cloud computing applications have to ensure security of the data stored in the cloud.
Existing approaches are suffering from various drawbacks and require improvement.
In particular, the proposed scheme has the following objectives:

(a) Dual optimization: Data confidentiality and processing time are the two main
constraints which are not achieved simultaneously. More processing time
(encryption time 4+ decryption time) is required to achieve an efficient data
security for data stored in the cloud. On the other hand, the less computa-
tional operations to encrypt the data will reduce the data confidentiality and
result in an information loss. To meet these two constraints simultaneously, this
research work focuses on developing an effective cloud computing technique
based on the ABE [1] and multistage encrypt-or. By adding some more stan-
dard techniques (AES and limited-shuffle) with these approaches, this work
tries to achieve the data confidentiality and less processing time.

(b) Increase data confidentiality: To achieve increased hot data confidentiality and
preservation of privacy, this work proposes a CEASE. In this approach, an
advanced encryption standard accomplishes an encryption algorithm to reduce
the effect of curious/malicious administrator.

(c) Resilient to inference attacks: To make the system more secure from infer-
ence attacks and from malicious authority attacks, this work proposes a
single-level block index method along with limited-shuffle, by which the
system acquires data accomplished models off the record without reducing
the querying process.

(d) Reduced computational overhead: To reduce the unnecessary computational
overhead in the large-scale cloud storages, this work accomplishes a clustering
mechanism, called HAC supports based with the place of utilizers.

3.1 CP-ABE with AES

This section proposed access control within database strategy, CP-ABE combined
with standard AES algorithm. Here CP-ABE [2] achieves the authenticated accessing
of only legal users and AES ensures the data security. Before uploading data to the
cloud, it is encrypted through AES algorithm by which the data user will be relaxed
about the data security. Further in CP-ABE, proprietor accommodates attributes set,
when the user wants the data accomplishment which needs the attributes set and
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requires the secret key for decrypting the data, where encrypt-or accommodates the
key with the strategy of the access control plan of action. Though administrators
are curious about the data, due to the non-availability of key, the data cannot be
accessed by that malicious authority [3]. Hence, this method protects the security
from malicious authority more effectively [4].

The proposed strategy gives cloud document for the security space with respect
to performance metrics like key generation time, encryption and decryption time.
The key generation time is computed with various secret keys with the identified
set attributes. To produce non-public key in CP-ABE with AES is not exactly the
same by CP-ABE with bilinear mapping. It is observed that, for every attributes set,
the obtained key generation time is less when contrast to the conventional CP-ABE
with bilinear. The encryption time and decryption time are computed with various
no. of policy of leaf nodes, which is limited in CP-ABE with AES contrast with
CP-ABE with bilinear mapping. CP-ABE with AES gives protection and security
for data records for the information of the cipher and store in cloud. The CP-ABE
with AES gives limited key generation, encryption time when contrasted by CP-ABE
with bilinear mapping.

4 CEASE

The CEASE is outlined in this section; main objective of CEASE is to provide data
confidentiality and access control of outsourced CS information over the security
threats. The proposed CEASE framework comprises three constituents to protect the
cloud data security:

(a) Accomplishment of AES on sensitive patient health records.

(b)  Secure information retrieval through a data accomplishes and direct technique
and query encryption.

(c) Data confidentiality for hot data through limited-shuffle to protect the data
from inference attacks.

Initially, the holder of data modifies the loyal proxy server by extending AES on
the health data before transferring it to CSP. Ordinal, the proxy server is the important
attribute set administration recognizes the individuals applying the set of attributes
and overdrives access control plan of action on electronic information inward cloud.
The encrypted queries retrieve the encrypted data from the cloud and to decrypt
the data using attributes in the proxy server before delivering information to the
final consumer. Nevertheless, retrieving encrypted information of ciphertext assures
high confidentiality of every patient record in the cloud, and there is a possibility of
inference attacks. Thirdly, the CEASE techniques apply the limited-shuffle within a
single block of the data that contains the sensitive health records and protects the data
confidentiality aside from swift retrieval. Thus, the recommended CEASE algorithm
protects malicious authority of cloud unable to take or change (hot) information one
of two is treasure delicate health files or encrypted query execution along with the
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faster querying process [S]. The performance metrics such as querying cost, storage
overhead and hot data confidentiality are examined on the recommended method.
The decryption algorithm decrypts the data and sends the plain text to the client when
the set of attributes are matched according to the CP-ABE with AES.

The performance evaluation of recommended CEASE is carried out on the JAVA
platform on a personal health records. The performance metrics such as querying cost,
storage overhead and hot data confidentiality are measured for varying data sizes.
From the simulation results, it is proved that the recommended approach shows
slight increase in the querying cost but reduced storage overhead and finally an
improvement in the hot data confidentiality contrast with existing approach.

Algorithm 1 Decryption algorithm

/*Decryption Algorithm*/

Input: A CT block {CT,, ..., CTi} and keys{Kuu, .., Kau}
Output: Plain-Text

1: Assign k=1 and i=|CT]

2. If k=|CT| do

3. for each k do

4: execute equation (4.2)

5: Assign k=k+1 and i=|CT]|-1
6: else

Plain-Text = PTy

S Multistage Encrypt-Or for Securing Data Records

This section outlines the recommended multistage encrypt-or strategy of protecting
the personal health records (PHR) of third-party database storage. The main objective
of this approach is to provide security for the PHR in the cloud with less compu-
tational overhead. The framework differentiated by the multiple regions partitioned
by public and personal domains is discussed according to the client’s data to give
access permissions.

To ensure security in the non-public domain, this approach uses Vigenere encryp-
tion algorithm, and for the public domain, it uses the two-fish-based encryption algo-
rithm. For every user in the non-public domain (PSD), the clients, relatives or nearby
people are connected in a chain fashion, and they are able to get PHR in glimpse of
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getting opportunities designated from the sick person. Here each client achieves the
Vigenere encryption-based system to manage the decoding by receiving awards of
customers in his/her PSD. In public domain (PUD), two-fish encryption is used by
the attendant of diverse AAs, each one directing a disjoint subset of characters [0,
7]. To regulate approaches by the PUD wards and let on to reflect role-oriented fine-
grained approaches for their PHR documents, while they do not require the sanctioned
users at the time of encryption. The PUDs contain the maximum number of wards.
By coming through the difficulty, here this approach groups the ward’s duty in the
PUD with HAC algorithm. Wards of PUDs get back attribute designated encryption
keys supported with the ward functions. The observational maps about encryption,
decryption time, clustering accuracy and storage requirements are evaluated using
various data set sizes. The observational effect shows that the recommended method
has more clustering quality, less encryption and decryption time.

6 Raising the Security with Fine-Grained Access Control
Plan of Action Using Two-Stage Encryption
with Limited-Shuffle in the Cloud

This section integrates the CP-ABE with AES and two-stage encrypt-or with limited-
shuffle [8]. The primary goal of CP-ABE with AES is to recognize the malicious
clients and data proprietors who can access data from the cloud. Next, the multistage
encrypt-or helps in reducing the extra computational overhead [9]. The electronic
records are protected from inference attacks by applying limited-shuffle as shown in
Fig. 1. The data proprietors are maintaining the keys distribution authority, certificate
verification and attribute authority and send the data to the proxy server. The proxy
server applied two-stage encryption techniques based on the domains mentioned
above, while doing encryption the key pairs are received from elliptic curve. The
encrypted data is stored in the cloud database. The proxy server encrypts data before
storing in cloud and plain queries also encrypted by proxy server before retrieving
data from cloud, where there is no possibility of plain data to the malicious admin
in cloud and in network or in proxy server.

Two-fish algorithm uses with different and random key length of variable size
of 128 bits, 192 bits and 256 bits. Two-fish is a symmetric algorithm with quick
encryption great with AES due to its speed, adaptability and protection outline.
For every query, the database needs to be searched line by line in the table, where
the questioning time is expanded as the information size is expanded straightly. To
address this issue, a record is made by information by examining the file is decent
as opposed to examining the entire information base. The entire information base
records are organized consecutively with the Customer ID. Before storing new data
into database by examine place by identification and a short time later by embed new
segment with the objective that masterminding demand should be kept up. Single-
level information square relies upon activity key, and the information is kept in
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squares. All information kept in the database is named as transparent record. Right
when the record is recovered from the information base, the information is changed to
dark. The flooded list rearranging is not required where transparent stamped records
are not recovered, and it is highly unlikely of spillage with transparent records. Dark
checked information is revamped high for entire single list information base after
each rearranging is finished. By rearranging the dark records is a constrained mix
strategy with the different information squares which outfit information mystery and
brisk questioning with the ordering [10, 11].

Protecting the pathological information initially by the access control plan of
action is used based on the user attributes which is CP-ABE and the informa-
tion is encrypted [12] by AES techniques by separating the security domain into
multiple areas one is non-public domain and another is public domain where cardinal-
independent encryption schemes are used for different domain, one is Vigenere
encryption used for non-public domain, and two-fish algorithm is used for PUD,
respectively, as shown in Fig. 2. The chance of information spillage of third-party
database provider of regular avenue example of records, to beat that the restricted
mix, is utilized with single square stockpiling and high security is given with the
method [13]. This strategy includes less key generation time, encryption time and
unscrambling period much as appeared differently in relation to spare CP-ABE plans,
eventually, centered on the distinctive encryption calculation to make sure about
pathological information.
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7 Result Analysis

This section outlines results of the recommended schemes on the personal health
records (PHR). The entire recommended methodology is accomplished over the
PHR data set, and its performance is evaluated through the performance metrics
such as encryption time, decryption time, time taken to generate non-public key and
hot data confidentiality [14].

The overall research work is implemented in four phases to meet the defined
objectives.

1. Dual optimization through hybridizing CP-ABE and AES.

2. CEASE—Improving data confidentiality and developing resistance to inference
attacks through hybridizing CP-ABE, AES and implementing limited-shuffle.

3. Multistage encryption—Reduction in computational overhead by using multi-
stage encryption on hybridized CP-ABE with AES.

4. Integrating the multistage encryption model with limited-shuffle to further
reduce the computational overhead [15].

The information is scrambled before re-appropriating onto the cloud with
symmetric encryption using AES. This mechanism will restrict the unauthorized
users from accessing the data, and the administrator cannot decrypt the data as they
are not given access to keys. By utilizing this recommended model, the information
is made sure about AES encryption and CP-ABE containment strategy. CP-ABE
with bilinear mapping is in contrast to CP-ABE with AES on different parameters.
The key age time is decreased utilizing the recommended system. It is seen that
CP-ABE with bilinear mapping is procuring tremendous time to generate key than
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the CP-ABE with AES. The plain information is scrambled before re-appropriating
the information in cloud to shield the information from the pernicious manager. The
encryption time is diminished in CP-ABE with AES in contrast to CP-ABE with
bilinear mapping and KP-ABE. The customer needs to unscramble the informa-
tion, and the decoding times for CP-ABE with AES are lessened in contrast to the
CP-ABE with bilinear mapping and KP-ABE. Ciphertext varies less and has more
safety measures in both recommended and existing techniques. Furthermore, the
recommended CEASE calculation makes sure that the vigorous admin of third-party
database cannot recover any (hot) information from the delicate records.

The CEASE scheme enforces the recommended method performance. This
method is resolved by various levels in the access control plan of action, encrypted
database to store in third-party database and limited-data shuffling. The performance
of CEASE scheme is in contrast to the encryption scheme integrated with an access
control (EIAC). Querying cost is defined as the time taken to fetch the query result
against encrypted database, data encryption and decryption time. The querying cost
is slightly increased with the database size, but the storage overhead is less and hot
data confidentiality is in more contrast to the existing methods.

Thirdly multistage encrypt-or model is tested on the personal health records. As
the number of users on the public domain may be high, securing the data access
is a complex issue. Hence, two-stage encryption model is developed. For a user
located in the personal domain, this approach adopts Vigenere encryption algo-
rithm, and for a user located in the public domain this approach adopts two-fish
encryption algorithm. For each personal domain, the data proprietor is connected in
achain fashion through his/her generations and dear one, which may retrieve personal
records in view of access given by the data proprietor. Here every data proprietor
uses Vigenere encryption algorithm, maintains the decrypting key and requires sanc-
tions of his/her wards in his/her personal. The key generation is completely carried
through the elliptic curve method. The generation of key pairs is only allowed after
the authentication of the user.

In the public domain, the users are clustered through HAC algorithm. Based on
the roles and responsibilities of the users, they are clustered into some groups in a
hierarchical fashion. Finally, the performance is measured through the performance
metrics such as encryption time, decryption time, storage requirement and clustering
accuracy for varying data sizes.

Multistage with two-fish and Vigenere encryption is in contrast to the existing
blowfish algorithm. Further the multistage method is evaluated through clustering
accuracy. Here the clustering accuracy is measured as the number of users grouped
into public and personal domains. Since the clustering also plays an important role
in the security provision, the performance of recommended approach is measured by
varying the data size, and for every instant the clustering accuracy is measured and
formulated. Two-fish and Vigenere encryption and decryption time are in contrast to
the existing blowfish algorithm, and results are tabulated [16, 17].

Finally, an integrated approach using CP-ABE with AES and multistage encrypt-
or exhibited high performance through limited-shuffle. The final model is constructed
by merging the CP-ABE with AES, multistage encrypt-or and limited-shuffle. The
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main objective of CP-ABE with AES is to perceive the malicious clients or admin-
istrator and not giving access for unauthorized users to analyze the data in the cloud.
This has demonstrated that the recommended strategy encryption time and unscram-
bling time are not exactly the other CP-ABE plans. To encode the information before
outsourcing by isolating the PUD and PSD, encryption is diminished, comparably
unscrambling time likewise decreased in this recommended strategy.

In key generation time, secret keys with various numbers of set of attributes which
match the equivalent sets based on the leafy nodes, and the keys are generated as
shown in Fig. 3. Figures 4 and 5 show the encryption and decryption time for various
database sizes, respectively, with the matched attributes sets. Figure 6 shows the

1.8

1.6

1.4
1.2

Time to Generate Private Key
(Sec)

Number of Attributes in Private Key

Fig. 3 Key generation time (MS)

LY
]
.

(ms

Time to Encrypt Key (

20 40
Leaf Nodes in Policy

Fig. 4 Encryption time (MS)

60

80

100

m CP-ABE With Bi-
linear

E(CP-ABE with AES

u CP-ABE with AES
multi stage using
Partial Shuffling

mCP-ABE With Bi-linear

m CP-ABE with AES

m CP-ABE withAES multi
stage using Partial
Shuffling



An Authentication Model with High Security for Cloud Database 23

3

Ligg
n

m CP-ABE With Bi-linear

L]

mCP-ABE with AES

Time to Decrypt Key (ms)
w

1
05 0 CP-ABE withAES multi
stage using Partial
0 Shuffling
20 40 60 80 100
Leaf Nodes in Policy
Fig. 5 Decryption time (MS)
78
77.5
S 7w ?
% 765
&
= 76
(s
& 755 1
& 754
2 745 -
g 741
73.5
?3 T T T T T
20 40 60 80 100

Data Size (MB)

Fig. 6 Data size versus clustering accuracy

clustering accuracy for different database sizes with HAC algorithm. The multi-
stage encrypt-or helps in reducing the additional computational overhead which is
acquired by separating all users into clusters. This methodology endeavors to shield
the electronic records from inference attacks through the accomplishment of limited-
shuffle [18, 19]. The key generation and information retrieval time are limited in the
developed model in contrast to various CP-ABE and KP-ABE techniques.

8 Conclusions

This considered the implementation of CP-ABE with AES and two-stage encrypt-or
exhibiting high performance through limited-shuffle. In this work, initially CP-ABE
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with AES is developed and proved reduced key generation time. Secondly, CEASE is
developed to use query encryption method to retrieve results from database. Thirdly,
multistage encryption model using two-fish and Vigenere is developed.

Here the users are divided into non-public and public domains, and HAC clustering
is used to further divide the users into groups. This work is evaluated by performance
metric and clustering accuracy [20]. Performance of HAC approach is also measured
by varying the data size for every instance. Finally, the integrated model is developed
using CP-ABE with AES and multistage encryption model through limited-shuffle.
Final work will endeavor to shield the electronic records from inference attacks
through the accomplishment of limited-shuffle. This model has majorly addressed
the below challenges, namely dual optimization to meet the equality between the
data confidentiality, and processing time is achieved with AES and limited-shuffle-
based ABE. Increased hot data confidentiality and privacy preservation are achieved
by reducing the effect of curious/malicious authority using an encryption algorithm
CEASE. Resilient to inference attacks from malicious authority is attained by infor-
mation access arrangement familiarity by not changing the querying process using
single-level block index method along with limited-shuffle. Reduced computational
overhead to reduce the unnecessary computational overhead is achieved by HAC
algorithm mechanism based on the roles of users. Future work is to reduce the cost
of recommended model by increasing the security in data.
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Design of Robust Smartcard-Based User m

Anonymous Authentication Protocol with | e
AVISPA Simulation

Rifaqat Ali and Preeti Chandrakar

Abstract Recently, Byun presented a privacy maintaining smartcard-based authen-
tication protocol with provable security. We analyze and identify that his scheme is
suffering from online password guessing threat, replay threat, and privileged insider
threat. It is also not providing user-anonymity and password change phase. To elim-
inate these above-mentioned security issues, we have designed an extended user
anonymous authenticated session key agreement protocol using smartcard. The scal-
ability of our scheme is measured in both formal and informal ways. The formal val-
idation of our scheme has done using Burrows-Abadi-Needham (BAN) logic. Also,
simulation is done by automated validation of Internet security protocols and appli-
cations (AVISPA) tool. Informal security analysis ensures that our scheme resists to
various kinds of fraudulent attacks. The proposed scheme does not only hold up
aforementioned security attacks, but also achieves some security features like user-
anonymity and easy-to-use password change phase. Our protocol is comparatively
more efficient than other schemes in the terms of costs and estimated time.

Keywords Authentication « AVISPA - BAN logic - Security attacks

1 Introduction

Authentication is the procedure of verifying the legitimacy of involved entities in
any communication protocol. Authentication is based on the evidence presented
by the claimed identity [1-4]. This evidence is known as an authentication factor.
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There are multiple types of factors used to authenticate users nowadays. Schemes
that use the knowledge factor such as passwords or pins are known as one-factor
schemes. Two-factors schemes utilize something owned by a user or possession
factors like some token or smartcard [5, 6]. Whereas three-factor authentication
schemes take advantage of a user’s biometric data such as fingerprints, voice, iris,
or voice pattern [7]. The beneficial of biometric key is that it cannot be forgotten,
difficult to reproduce and distribute. Biometric key is very hard to guess and not easy
to break than password. So, biometric along with password-based authentication
schemes have main role in information security’s field.

In very beginning, an authentication scheme is projected by Lamport [8] in which
server can validate user on basis of identity and password via unreliable channel. So,
many researchers have been designed safe and reliable two factor based authentica-
tion scheme using idea of Lamport’s article. Since then, Li and Hwang [9] developed
a well-organized authentication protocol based on biometric and smartcard. They
asserted that computation cost is comparatively less than other schemes and very
confident to defend all types of wicked security threats. In 2010, Li et al. [10] recog-
nized that Li and Hwang’s scheme [9] is not capable to withstand man-in-the-middle
and impersonation attacks. To cure these security problems, Li et al. developed an
improved authentication scheme which is more brawny and applicable for real life
applications. But, Das [11] had done cryptanalysis of Li et al.’s scheme and find
out not correct authentication and also unable to modify new password properly. To
overcome these vulnerabilities, Das projected an improved biometric-based authen-
tication protocol.

Turkanovic et al. [12] and Karuppiah et al. [13] offered an authentication and
key agreement schemes using a smartcard for remote login. The use of smartcards
provides two-factor authentication which requires a legal smartcard along with a
password for a successful login. In year 2015, Kalra and Sood [14] put forward an
ECC-based authentication and key agreement scheme for IoT and cloud server using
encrypted cookie. Later in 2016 Farash et al. [15] identified that [12] experience
stolen smart card attack and man-in-the-middle attack. Furthermore, this scheme
lacks security features like untraceability and forward/backward secrecy; therefore,
they came up with a more secure scheme to enhance Turkanovic’s scheme. Kaul
etal. [16] addressed that the scheme in [17] is weak as many of the security parameters
like the user’s password and the secret key of the server can be easily obtained by an
adversary, and also, it does not offer perfect forward secrecy. Hence, they suggested
an enhanced version of the scheme [17].

Kumari et al. [ 18] build up a symmetric key, password and smartcard based authen-
tication scheme and declared an improved protocol provides anonymity while hold up
all acknowledged attacks. But, Chaudhry et al. [19] identified that the scheme [18] is
still suffering from user-anonymity problem and smartcard stolen attack. Since then,
they build up an updated scheme to surmount the problems of Kumari et al.’s pro-
tocol. They proved that the scheme is able to defend all types of known attacks and
also provides confidentiality and anonymity. Later, Radhakrishan et al. [20] showed
that [21] lacks the user anonymity feature and local password verification. Besides,
it is prone to replay attack and offline password guessing attack. In the same year,
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Wu et al. [22] presented an authentication protocol for e-healthcare application.
Kumari et al. [23] identified some shortcomings in Kalra and Sood’s scheme [14] and
offered an enhanced authentication framework for IoT and cloud servers. Karuppiah
et al. [24] pointed out that [16] suffers from several limitations like user anonymity,
perfect forward secrecy, and it is susceptible to offline password attack. Also
Karuppiah et al. [24] found some security flaws in [25].

In 2015, Byun [26] proposed privacy maintaining smartcard-based authentica-
tion protocol. He asserted that his scheme provides a session-key and mutual-
authentication. Despite that, the protocol guarantees the privacy of user. However,
we have scrutinized Byun’s scheme and pointed out that his protocol is not capable
to hold up online password guessing pitfall, replay threat, privileged insider attack,
and also not providing user-anonymity. Moreover, password change or update is not
available in Byun’s scheme. However, updating or changing password is broadly
suggested for making high secure applications. So, keeping in mind these before-
mentioned security weaknesses, we have introduced an extended user anonymous
authenticated session-key agreement protocol using smartcard.

1.1 Our Contributions

(i) In this manuscript, we have analyzed Byun’s protocol [26] and discussed its
security pitfalls such as on-line password guessing attack, replay attack, priv-
ileged insider attack and does not provide user anonymity. It is also unable to
provide password change or update phase as quick demand of the user.

(i1) To eliminate these security pitfalls, we have presented an extended user anony-
mous authenticated session-key agreement protocol using smartcard.

(iii)) We have done formal security analysis using BAN logic. Moreover, simulation
verification is done by AVISPA software.

(iv) Authors have proved resilience of possible security attacks of presented protocol
in informal security analysis.

(v) Performance evaluation shows that the presented scheme withstands several
kinds security attacks and also provides better complexities in terms of overheads
and time than others [23, 26-30].

1.2 Layout of This Manuscript

Sections 2 and 3, show revisiting and important security threats in Byun’s scheme. In
Sect. 4, proposed scheme is explained. In Sect. 5, security analysis is done. In Sect. 6,
informal security analysis presented. In Sect. 7, performance evaluation is given. At
the last, conclusion is presented in Sect. 8.
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2 Revisiting Byun’s Scheme

Byun’s scheme [26] is made of three phases like registration, login, and authentica-
tion. All phases are summarized with complete informations sequentially.

2.1 Registration Phase

In this part, suppose that there are n users. Server § selects secret keys s; € Z; for
user U;(1 <i < n). All keys are free to each other and used for encryption of an
identifier 7;. S keeps n records such as ¢ = (I;, s;, s) for | <i < nin a database.

Step 1:  U; put forwards /; and password pw; to S via reliable channel.

Step 2:  Upon getting (/;, pw;) from U;, S calculates two parameters A = («, B)
such as o = g% + H(pw;) and 8 = g* + H(pw;,).

Step 3: S stores ([;, A, H) into memory of smartcard SC; and produces SC; to
U;. Here, H is set of hash functions such as H = (F(.), G(.), H(.), J(.))
and H: {0, 1}* — G. Although, all 7, G and J are cryptographic hash
functions from {0, 1}* — {0, 1}’

2.2 Login and Authentication Phase

First of all, user U; inserts smartcard SC; into device then U; keys own identity /;
and password pw;. Some steps are executed between SC; and S.

Step 1:  SC, computes &' = o — ‘H(pw;) and B =pB- ‘H(pw,). If inputing values
are correct, theno’ = g% and 8° = g°. For finding an encryptionkey K, SC;
uses f3 "and also creates a random number a; , a, from Zj; and then computes
g™, g2 and K = J(S, g, B, (B)™). SC; also determines (a ) = g%
and then creates a set of messages M = [A, B, C] = [g®%, [}, (g, g*)].
After that SC; encrypts M with K such that E = Ex(g™%, I;, g™, g™) and
sends it to S together with C = (Cy, C3) = (g¥, g™).

Step 2:  After getting E and C, S calculates K = J (S, Cy, g°, (C)*) and decrypt
Ex (M) and then S gets [A, B, C]=[g*%, I;, (g*', g™)]. With the help of [,
S computes secret key s; from the list iy and matches the condition (C,)% =
A. If this true, then S also matches the obtained C is equal to decrypted C.
If both are true, then S succeeds to authenticate U;. Otherwise, session is
terminated. Afterwards, S chooses a random value b € Z; and calculates

the values of F, C’ and Ky such that F = F(I; | S || C2 | C" || K, || %),
C' =g K, = (C)" = g and transmits (F, C') to U,.



Design of Robust Smartcard-Based User Anonymous ... 31

Step 3:  After receiving (F, C') from S, U; verifies F(I; || S | Co | C' || Ky || &)
= F, where K, = g“zb . If this is true then S is authenticated. Otherwise,
session rejected. Finally, U; and S agreed for mutual authentication and
procreate session key SK = G(I; || S || g || g” || g%° || g%).

3 Important Security Threats Found in Byun’s Scheme

In this segment, we have scrutinized Byun’s protocol [26] and identified several
vulnerabilities which are described in subsequent subsections.

3.1 On-Line Password Guessing Attack

We have discovered that Byun’s scheme is unable to resist online password guessing
attack because if an attacker A take out all hidden parameters (I;, A = («, 8), H)
from SC; by power analysis and also eavesdrops all messages such as (£, C) and
(F, C") transmitting via public channel. By using these records, .4 can perform some
steps as follows.

Step 1:  An attacker A guesses password pw; then determines o* = o« — H(pw})
and B* = § — H(pw)).

Step 2: . Achooses aj and a; as arandom numbers from Z; and enumerates encryp-
tionkey K* = J (S, g%, B*, (B*)“) then produces M * = [A*, B*, C*] =
(%%, I, (g1, g)]. * o

Step 3: . Aencrypts M * by K* such that E* = Ex+(g®%, I;, g*1, g“2) then transmits
E*and C* = (C}, C3) = (g1, g*) to the S.

Step 4:  After acquiring the message from A, S determines K* = 7 (S, C}, g°,
(€HM. . o

Step 5: S decrypt Dx+(E*) and get [A*, B*, C*] = [g“%, I, (g%, g*)]. Now, by
using /; which is already stored in server’s database, S computes s; from
the list ¥ and matches the condition (C})% = A*. If this is true, then §
also matches the received C* is equal to decrypted C*. If both conditions
are true then S authenticates A and accept login request. It means that the
guessed password is correct. Otherwise, A repeats from Steps 1-5 until
or unless get success.

3.2 User-Anonymity

User-anonymity certified the confidentiality of user (such as identity) from an attacker
A. Additionally, anonymity builds more strong of an authentication scheme from .A
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because key role method for providing anonymity is to hidden real information
like identity, password, etc., during communication. But, in Byun’s scheme, user’s
identity is directly kept in smartcard which shows the privacy of user to 4. So, by
above reasons, Byun’s scheme does not equip user anonymity.

3.3 Replay Attack

Let us presume that an attacker .4 has eavesdropped a past login message (E, C),
where E = Ex(g®%, I;, g, g*) and C = (Cy, C3) = (g“, g™). She/he tries to
resend eavesdropped message (E, C) to S. After getting this message (E, C), S com-
putes K = J (S, C1, g°, (C1)*) with the help of secret value s and decrypts Ex (M)
and then get [A, B, C] = [g**, I;, (g, g*)]. With the help of /;, S computes secret
key s; from the list ¢ and matches the condition (C,)% = A. If this condition is true
then S also matches the received C is equal to decrypted C. If both condition are true,
S authenticates to .A. It means that A is successful to login S by replaying previous
eavesdropped login message. Note that, this attack is happened due to use of random
values only. Therefore, S is unable to verify originality of the received login message.
So, from this justification, we can say that Byun’s scheme cannot withstand replay
attack.

3.4 Privileged Insider Attack

In registration phase of Byun’s scheme, U; put forwards own I; and pw; directly to S
because S is considered as truthful, but there may be possibility that S can be as an
insider attacker A and uses pw; of U; for other applications. Let U; uses same pw;
to accessing several other applications then S can pretend as legitimate U; in this
scenario. So from this justification, we can say that Byun’s scheme is not capable to
hold up privileged insider attack.

3.5 Lack of Password Change Phase

Password change or update method is mandatory in authentication system because it
is extensively recommended security issue for providing security from an attacker A.
But, Byun’s scheme does not provide password change or update method whenever
or wherever required by user. This is main security problem in Byun’s scheme. Note
that: Fixed password is absolutely more susceptible than change or update password.
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4 Proposed Scheme

There are four phases in proposed protocol like registration; login; authentication; and
password update or change. The overall idea of the proposed protocol is delineated in
Fig. 1 and meaning of notations which are employed in proposed protocol are shown
in Table 1.

Reject

4
i \0\" Q i "
g\\e.t ‘&Q{\x% Terminal
Rl 1.7

A. Send Registration Message
{ ID;, EPW;, EBi }
B. Issue Smart Card
{ Ai, By Vi}
5. Send Reply Message

{ M2, M3 }

User i |

Fig. 1 Overview diagram of proposed scheme

Table 1 Notations list

Notation Description

U;, S User and server

A An attacker

ID;, PW;, F; Identity, password and biometric of U;
r Random number

ay U;’s nonce

by S’s nonce

s Server’s secret key

h(.),H(.) Hash and bio-hash functions

@ and || XOR and concatenation operations
E(Q) Symmetric key encryption
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4.1 Registration Phase

Step 1:

Step 2:

Step 3:

Step 4:
Step 5:

Step 6:

In this phase, the user U; opts own identity ID;, password PW; and imprints
his/her personal biometric F;. Now, U; computes EPW; = h(PW; || ID; ||
r), EB; = H(F; || r) and sends {ID;, EPW;, EB;} to the server S via secure
channel.

After enlisting the parameters from U;, S evaluates A; = g° + h(EPW; ||
ID;), B; = h(s;) + h(EPW; || EB;) and V; = h(ID; || EPW; | EB;).

S creates a database and stores

User identity Secret key
1D il Es (S il )
ID;» E(si2)
IDin Es (S in)

At the end, S issues smartcard storing information {A;, B;, V;, H(.), h(.)}
and put forwards to U; by using reliable channel.

After obtaining smartcard from S, U; computes ryew = ¥ @ h(ID; || PW; ||
H (F;)) and stores it into smartcard.

Finally, smartcard holds information {A;, B;, Vi, rnew, h(.), H(.)}.

4.2 Login Phase

Step 1:

Step 2:

Step 3:

Step 4:

In this part, U; wants to login S, the following operations execute after
inputting ID;, PW; and imprints F; and then computes ' = rye, @ A(ID; ||
PW; | H(F})), EPW; = h(PW; | ID; | "), EB;=H(F; || ), V/=h
(ID; || EPW] || EB).

Now, smartcard reader compares V/ = V;. If this matching holds then U;
is legitimate. Otherwise, abolished the session.

The smartcard reader computes g* = A; — h(EPW; || ID;) and h(s;) =
B; — h(EPW; || EB;). Subsequently, it creates a nonce a; and computes
AID; = ID; ® h((g")*) = 1D; @ h(g*"), K = h(h(s;) || ID;), and M; =
Ex[EPW,, ID;, g®].

At last, U; sends {AID;, My, g“'} to S by public channel.
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4.3 Authentication Phase

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:
Step 7:

Step 8:

Upon enlisting login message from U;, S computes (g*)* = g**andID; =
AID; & h(g“*).

Now, S checks whether or not ID; exists in database. If not then request
of login message is rejected by S. Otherwise, retrieves corresponding s;
from database.

S computes K = h(h(s;) || ID;) and M| = Dx[EPW,, ID;, g“']. Then, S
compares decrypted g with received g*' and decrypted ID; with com-
puted ID;. If it holds then S believes the authenticity of U;. Otherwise,
expired the session.

S calculates My = Epgpw,jnis) (871, M3 = h[EPW; || ID; || (™)™ || g°]
and sends {M,, M3} to U;.

After enlisting this message {M,, M3} from S, U; calculates DpEpw, jacs:))
[M>] = g” and M3 = h[EPW; || ID; || (g”)“ || g*]. Now, U; compares
M3’ = M, if this comparison is true, then mutual authentication is exist.
Otherwise, quits the session.

U; computes SK = [(g”?)* || EPW; || h(s;) || g*] and Z; = h(SK || ID;).
Thereafter, U; sends {Z;} to S.

After enlisting the message {Z;} from U;, S determines SK’ = [(g“)"" ||
EPW; | &(s;) || '] and Z] = h(SK' || ID;).

Now, S compares Z = Z;, if this comparison holds, then SK is verified
by S.

4.4 Password Update or Change Phase

If suppose user’s password divulges or steals or leaks because of many reasons by
third party, then this phase is used. In this circumstances, it is necessary to update
password promptly. So, our protocol facilitates to update or change password user-
friendly without intervene of S. Some steps are described below to perform this

phase.
Step 1:

Step 2:

Step 3:

Step 4:

When U; enters own ID;, PW; and personal biometric F;, then card-reader
computes ' = ryew @ h(ID; || PW; || H(F})),EPW,; = h(PW; || ID; || '),
EB; = H(F; || ') and V! = h[ID; || EPW; || EB’].

Now, smartcard reader checks whether or not V/ = V;, if this is true then
performs next step. Otherwise, quits slot.

U; enters new password PW}°¥ and smartcard reader computes 7)., =
Tnew @ h(ID; | PW)) || H (Fy)) ® h(ID; || PW{™ || H(F)), EPW;=nh
PW™ | ID; || '), EB; = h(F; || ), V] = h(ID; || EPW; || EB}), A} =
A; — h(EPW; || ID;) &® h(EPW; || ID;) and B; = B; — h(EPW, | EB;) ®
h(EPW; || EB).

Finally, smartcard replaces {A}, B}, V/, ri.,,} in place of {A;, B, Vi, Fnew}-

17 " new
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5 Security Analysis

In this part, first we did security analysis using BAN logic. Then, simulation verifi-
cation is done by AVISPA tool.

5.1 Validation of Proposed Scheme Using BAN logic

In this part, the BAN (Burrows-Abadi-Needham) logic [31] is used to validate the
proposed scheme. BAN logic is well recognized conventional. It is used to exam-
ine the security of protocol on the basis of mutual-authentication and session-key
agreement.

Step 1.  Primarily, let authentication goals of our scheme and according to BAN
logic, these goals demonstrate the legitimacy of our scheme and then
proves the protocol is more secure from several sort of known and unknown
threats.

Goal 1. Uj| = (U; &5 5)
Goal 2. U;| = S| = (U; &5 §)
Goal3.5| = (5 &5 vy
Goald. S| = Ul = (S &5 vy

Step 2. Idealized forms of the presented scheme is as follows.

Message (1) {AID,, ga1 , M] < ga1 >h(h(s,)||ID;)}
Message (2): {M3, M5 :< g > pepw, jacs) }

Step 3. Further, let some suppositions of the presented protocol are as follows.

Ay Uil = #{g", g™)

Ay S| =#{g", g}
h(h(s;)||1D;
Ay S| = § LD

Ay Uy = U, LEVIRED),
As: S| =U; = {g"})
Ag Uil =S = {gh}

S

Step 4.  With the help of some above steps and predefined rules of BAN logic [31],
the main proof is demonstrated as follows.

From Message (1), we can see that

S1: 8 <{AID;, g, My :< 8" >pans |y}

From A3, S| and using Message meaning rule, we can write
Sy 8= Uil ~ {g"}
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According to A, and by using Freshness conjuncatenation rule, we get

Sy S| =#{g"}.
With the help of S,, S3 and predefined Nonce verification rule, we could
obtain

Sy S| =Ui| = {g"}
We have seen that from As, S4 and Jurisdiction rule

Ss 1Sl ={g"}

We can get from Sy, A, and Session key rule

Se:S|=© S vy Goal 3
From A;, S¢ and predefined Nonce verification rule, we obtain

S8 =Ul=6 S vy Goal 4

Further, we can write from Message (2)

Ss 2 Ui <{M3, M5 :< g > h@pwihs }

We have seen that from A4, Sg and predefined Message meaning rule
So : Uil = S| ~ {g"}

According to A,, Sy and predefined Nonce verification rule, we get
Sio: Uil = S| = {g"}

From Jurisdiction rule, A and S;, we can write

Sy : U = {g"}

By using Ay, Sjo and Session key rule, we see

S Ul= U &5 8) Goal 1
From Ay, S1; and predefined Nonce verification rule, we get
S:Ul=S = U &5 s) Goal 2

5.2 Simulation Verification by Using AVISPA

In this part, we have done the simulation verification of proposed scheme by AVISPA
tool [32] which indicates that our scheme is safe from replay and man-in-the-middle
attacks. Firstly, we have implemented our protocol using HLPSL (high-level pro-
tocol specification language) in three roles such as user U;; server S;; and session,
goals, and environment. Then, HLPSL code is executed with the help of AVISPA
tool. The simulation outputs of our protocol in the context of OFMC (on-the-fly
Model Checker) and CL-AtSe (constraints logic-based attack searcher) back-ends
are delineated in Figs. 2 and 3. The outputs are clearly showing that our scheme is
safe.
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Fig. 2 Simulation result in
terms of OFMC

Fig. 3 Simulation result in
terms of CL-AtSe
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6 Informal Security Analysis

Here, we showed the presented protocol is able to resist various sorts of attacks.

6.1 Identity and Password Guessing Attack

Let us assume that U; uses a low entropy identity ID; and password PW; which
is easily guessable or breakable in polynomial time. However, in our protocol, an
attacker A is unable to guess ID; and PW; of U; with the help of smart card parameters
{A;, B;, Vi, rew} and communicated messages { AID;, My, g“*, M, M3, Z;} between
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U; and S. The brief explanation for resisting identity and password guessing attack
as follows.

(i) If suppose A verifies guessed ID; and PW; from A; = g* + h(EPW; || ID;),
where EPW; = h(PW; || ID; || r). Now, A has to speculate four unknown param-
eters {ID;, PW,, r, s} at one time, which is not feasible in polynomial time.
Moreover, ID;, PW; and r all are protected by hash function which does not
exist inverse.

(i) If A tries to achieve ID; and PW; from B; = h(s;) + h(EPW; || EB;), where
EPW; = h(PW; | ID; || r), EB; = H(F; || r). It is clear that A cannot acquire
secret key s; due to non-invertible hash function which is stored in server’s
database only. Furthermore, A cannot estimate four unknown values {ID;, PW;,
F;, r} at same time which is not possible in polynomial time.

(iii) Similarly, A cannot speculate ID; and PW; from this equation V; = A(ID; ||
EPW; || EB;), where EPW; = h(PW; || ID; || r), EB; = H(F; || r). Here, A has
to enumerate four unknown parameters, i.e., {ID;, PW;, F;, r} at same time which
not feasible in polynomial time. All these unknown parameters also protected
by hash function.

(iv) From ryew = r ® h(ID; | PW; || H(F;)), A cannot guess ID;, PW,;, F; and r at
one time. In addition, biometric feature F; protected by bio-hash function and
also secured by hash function.

(v) From AID; = ID; & h((g*)*) = ID; & h(g**"), A cannot predict three unknown
values i.e. ID;, server’s secret key s and nonce a; at same time.

(vi) Similarly, A cannot enumerate ID; and PW; from remaining communicated
messages, i.e., { My, g, M, M3, Z;} cause of same reason which we have
explained in above steps.

6.2 User Impersonation Attack

‘We have supposed that A trapped login message {AID;, M;, g* } and then do some
modification in login message. he/she tries to imitate as a genuine user U;. But in our
scheme, A cannot impersonate as a authorized user because of subsequent reasons.

(1) A attempts to calculate AID; = ID; @ h((g*)*) = ID; @ h(g*"). Itis very obvi-
ous that AID; depends on server’s secret key s and a nonce a;. So, A cannot
enumerate AID; without the knowing these three unaware parameters {ID;, s,
a }

(i) For enumerating equation M| = Ex[EPW;, ID;, g“'], where K = h(h(s;) || ID;)
and EPW,; = h(PW; || ID; || r). Here, A has to know K, EPW; but these values
rely on ID;, PW;, r and a; which is not possible to guess these values at one time
in polynomial time.
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6.3 Server Impersonation Attack

If A wants to imitate as a server S, then he/she attempts to find out the values of
communicated messages {M,, M3} and { Z;}. After that S does some modification
and tries to act as legal server. However, our protocol is capable to resist server
impersonation attack due to various reasons as given below.

(i) For calculatingM, = Eh(Epwi”h(s,))[gb‘],where EPW,; = h(PW, || ID; || r). Now,

A has to know ID;, PW;, nonce b; and secret key s;. Since all values are unknown
for A which is not possible to guess at one time, so A cannot speculate M,.

(i) To compute this M3 = h[EPW; | ID; || (g*)®' || g*]. A has to know values of
parameters {PW;, ID;, ai, by, s}. But, without knowledge of these parameters,
A cannot calculate M5.

(iii) Now for evaluating equation Z; = h(SK || ID;), where SK = [(g?")* || EPW, ||
h(s;) || g°]. This equation depends on s, s;, ID;,PW;, ID;, a; and b; which is
infeasible to guess in polynomial time. Therefore, A cannot computes Z;.

6.4 Privileged Insider Attack

This is very serious attack in authentication system. Several schemes is broken by
insider attack. In most cases, U; utilized one password to approach different applica-
tions for his/her amenity. If malicious administrator knows user’s PW;, then he/she
tries to approach another account of U;. But, in our scheme, U; put forwards only
ID; for registration but not PW; directly to S. So, S is not aware about U;’s password.
Therefore, our scheme is not easily breakable by insider attack.

6.5 Replay Attack

We presume that .4 snooped login message { AID;, M, g*' }, communicated messages
and attempts to impersonate as a valid U; by sending this snooped login message after
some while. But, authors have used nonce as a common countermeasure to prevent
this attack. There are several reasons for withstanding replay attack as follows given
below.

(1) In our protocol, login message {AID;, M}, g*'} incorporates nonce a;. So, by
using property of nonce, login message is unique and valid for one session.

(i) Now, communicating message {M;, M3} also includes nonce a;, b; and accord-
ing to property of nonce communicated message is unrepeated and valid only
for one session.

(iii) The reply message {Z;} also encompasses nonce ap, b;. But, by the characteristic
of nonce, the reply message is also unique and authentic for one session only.
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6.6 User Un-Traceability Attack

We have assumed that 4 eavesdropped two login messages {AID;, My, g*'} and
{AID;, M/, g%} and try to discover legal U;. If any value from both eavesdropped
messages are same, then 4 will know that both messages sent by same U;. But, in
our scheme, this situation is not possible by some reasons. First, AID; is computed
with nonce a; as well as server’s secret key s. So, it is unique in each session and
valid only for it. Furthermore, value of M is also computed using nonce a;. Thus, it
is uncommon in each session and valid only for that session.

6.7 Smartcard Stolen Attack

This attack is very influential in password-based authentication scheme. If suppose
an attacker A theft smartcard of user and take out parameters {A;, B;, Vi, Fnew, 1(.),
H(.)} from smartcard. Then, A attempts to guess either password PW; of U; or tries
to enumerate valid login message for impersonating as a genuine user. Moreover, A
may also produce new smartcard using own PW; and F; and tries to access different
applications of user. But, in our protocol, there are following reasons for resisting
smartcard stolen attack.

(i) If suppose A verifies guessed identity and password from equation A; = g* +
h(EPW; || ID;), where EPW; = h(PW; || ID; || r). Now, .4 has to speculate four
unknown parameters {ID;, PW;, r, s} at one time, which is not feasible in poly-
nomial time. Moreover, ID;, PW; and r all are protected by hash function which
does not exist inverse.

(i) If A tries to achieve ID; and PW; from B; = h(s;) + h(EPW; || EB;), where
EPW; = h(PW; || ID; || r), EB; = H(F; || r). It is clear that 4 is not able to
acquire secret key s; due to non-invertible hash function which is stored in
server’s database only. Furthermore, A cannot estimate four unknown values
{ID;, PW,, F;, r} at same time which is not possible in polynomial time.

(iii) Likewise, A is unable to speculate identity and password from V; = A(ID; ||
EPW; || EB;), where EPW; = h(PW; || ID; || r), EB; = H(F; || r). Here, A has
to enumerate four unknown parameters, i.e., {ID;, PW;, F;, r} at same time which
not feasible in polynomial time. All these unknown parameters also protected
by hash function.

(iv) In addition, from ryey, = r @ h(ID; || PW; || H(F})), A cannot guess ID;, PW;,
F; and r at one time and then biometric feature F; protected by bio-hash function
and also secured by non-invertible hash function.
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Table 2 Security features comparison

Schemes | Ref. Ref. Ref.[29] | Ref.[33] | Ref.[34] | Ref. [30] | Ref.[35] | Ref.[23] | Ref.[26] | Our
[27] [28]
S1 N N N N N N Y Y N Y
S2 N Y N N Y N Y N Y Y
S3 N Y Y N N N Y Y N Y
S4 Y Y N Y Y Y Y N N Y
S5 N N N N Y N Y Y Y Y
S6 N - Y Y N Y Y N N Y
S7 N Y N N Y N Y Y N Y
S8 - Y Y Y Y N Y Y - Y
S9 N N Y Y Y Y N Y N Y
S10 N Y Y Y Y Y Y Y Y Y
S11 N N Y Y Y N Y Y N Y
S12 - Y N Y Y N Y N - Y

Note Y = yes, N = no, S1 = resisting password guessing attack, S2 = resisting user and server
impersonation attack, S3 = resisting privileged insider attack, S4 = resisting replay attack, S5
= resisting user un-traceability attack, S6 = provide forward secrecy, S7 = provide session-key
verification, S8 = flaws in password change phase, S9 = provide correct authentication, S0 =
resist to smartcard stolen attack, 1/ = preserve user-anonymity, S72 = resist to known session-key
temporary information attack

6.8 Stolen Verifier Attack

In our scheme, server S maintains a database. Suppose if database of § is hacked
or its confidential informations are achieved by an attacker A cause of some other
means. Instead of that, A cannot obtain value of user’s secret key s; because it is
encrypted by own secret key s of S. Thus, from this justification, proposed protocol
resists to stolen verifier attack.

6.9 User-Anonymity

User-anonymity means that the confidentiality or privacy or secrecy of U; (like ID;
and PW,) is not disclosed from an attacker .A. Furthermore, user-anonymity also
makes more strong of any authentication protocol. The main merit of user anonymity
is to hidden all real information like identity and password during communication via
public channel. But, in our scheme, user’s privacy is indirectly stored in smartcard
and also not sending directly to server S via unreliable channel. So, by these reasons,
we can state that proposed scheme facilitates to user anonymity.
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Table 3 Performance comparison

|} Schemes | SCSC(in CC(in Bits) | CCRP CCLAP TCC ET(in Sec)
Bits)

Ref.[27] 5280 6624 1Ty +2Tg 4Ty + 6T | 5Ty + 8Tg | 4.1785

Ref.[28] 3392 3008 2Ty + 1Tg | 6Ty + 6T | 8Ty + 7T |3.6580

Ref.[29] 2688 2688 4Ty + 1Tg | 12Ty + 16Ty + 5.8220
10Tg 11Tg

Ref.[33] 2368 1120 1Ty +1Tg | 7Ty + 5T | 8Ty + 6T |3.1360

Ref.[34] 2688 1520 3Tu 12Ty + 2Tg | 15Ty + 2T | 1.0515

Ref. [30] 4256 3008 9Ty+2TE 9Ty+8Tk 11Tg+10Tg | 5.2255

Ref.[35] 4736 3712 3Ty 8Ty + 6T | 11Ty + 6T | 3.1375

Ref.[23] 480 1760 7Ty + TTy + 14Ty + 0.63775

2Tgcm 8Tecm 10T gcm
Ref. [26] 2368 3744 2Ty +2Tg | 7Ty + 11Tg | 9Ty + 13T | 6.8079
+2TS

Our 1824 2528 6Ty + 1Tg | 16Ty + 22Ty + 6Tg | 3.2126

S5Tg +4Ts | +4Tg

Note SCSC = smart card storage cost, CC = communication cost, CCRP = computation cost of
registration phase, CCLAP = computation cost of login and authentication phase, TCC = total
computation cost, ET = estimated time

7 Performance Evaluation

In this section, we have presented performance evaluation of our protocol among
other protocols [23, 26-30, 33-35] in the context of costs like smart card storage,
computation, and communication and then estimated time also. We compare secu-
rities and functionalities of our protocol along with other protocols. This evaluation
shows influence of our protocol among others which shown in Tables?2 and 3. For
real-life applications, our proposed scheme is capable to withstand several sort of
known attacks.

Now, for computation cost calculation, we considered some symbols such as Ty,
Tg, Ts, Tgcm for hash function, modular exponentiation, symmetric key encryption
or decryption, and elliptic curve point multiplication operation, respectively. There-
fore, our scheme needs this computation cost 67y + 17T, 16Ty + 5T + 4Ts for
registration phase, login and authentication phase which is low as compared to other
schemes [26-30, 35].

Subsequently, for communication cost evaluation, we presumed length of identity
ID;, password PW;, nonce, elliptic curve point, and hash function 4(.) all are 160
bits [36]. But, symmetric key encryption/decryption takes 512 bits. In Table 3, our
protocol achieves comparatively low communication cost than other protocols [26—
30, 35]. It is observed that proposed scheme is secure against several types of known
and unknown attacks. We demonstrated smartcard storage and communication costs
of our work and others which is comparatively less than other works [26-30, 33-35].
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Furthermore, for evaluating estimated time, we assume some operations like hash
function, symmetric key encryption or decryption, point multiplication of elliptic
curve and modular exponential takes 0.0005 s, 0.0087 s, 0.063075 s, and 0.522 s,
respectively [37]. We can observe that estimated time of our protocol is comparatively
less than other protocols [26-30].

The comparison of relevant security protocols [23, 26-30, 33-35] with the pro-
posed protocol has been displayed in Table 2. The schemes are compared to several
essential security features. From the table, it is evident that the proposed scheme can
withstand several attacks. We can see that our suggested scheme incorporates all the
essential security features. Hence, it is assured that our proposed scheme is robust
against various criminal attacks.

8 Conclusion

The proposed paper observes Byun’s scheme and recognized the number of vulner-
abilities like online password guessing threat, privilege insider attack, replay attack,
and user anonymity. Additionally, it also does not have password change or update
phase, which is very highlight problem in Byun’s scheme. So, the authors proposed an
extended user anonymous authenticated session-key agreement scheme using smart-
card. The presented protocol is verified on the basis of formal and informal analyses,
which ensures for applying on real-life applications. It removes all the vulnerabilities
of Byun’s scheme. Moreover, the presented scheme also facilitates password change
phase, which is very user-friendly as quick demand of user.
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Abstract Business organizations and individual users are using cloud storage for
storing their data and files. Cloud storage is managed by cloud service provider
(CSP) being third party person to the data owners. Cloud storage consists of user’s
confidential data. After storing data in cloud, the owner of data cannot have control
over data, where owner cannot trust the CSP because possibility of a malicious
administrator. Based on this, different schemes are proposed. Security is a major
concern for cloud stored data, and CSP has to provide trust to the data owner on
security of the cloud stored data. In general, security to data and applications is
provided through authentication and authorization. Security through authentication
is provided by distributing user name and password to data users. However, the
organizational user is not allowed to access all the organizational data. Authorization
for accessing the data is provided by using access control models. Regular models
are not enough to use the CSP based on the models uses dynamic method and
proposed different models using attribute-based encryption (ABE). Earlier access
control models cannot be used because of multiple disadvantages. This chapter will
discuss dynamic access control model named as RA-HASBE. This model is proved
to be scalable and flexible, due to sub-domain hierarchy. It is also proved to be
dynamic by permitting user to access the data by risk evaluation using risk engine.
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1 Introduction

Cloud computing has become a widely accepted computing model in the next years.
The success of cloud computing depends on the security provided to the data stored
in the cloud. Cloud computing being widely distributed delivers services over the
Internet [1]. CSP is main to control the cloud environment and has to ensure trust
and security of the data stored by the data owner on the cloud. Confidentiality of
stored data can be protected by providing access control models as an authoriza-
tion mechanism. An access control model helps in restricting unauthorized access
to sensitive data by users [2]. Allowing user to access application is called authen-
tication and permitting user to access data and files is called authorization. Various
traditional access control models such as discretionary access control (DAC), manda-
tory access control (MAC), and role-based access control (RBAC) are defined and
used widely.. These models are not sufficient for providing security to data in cloud
computing environment [3]. Later attribute-based encryption schemes are proposed
for providing security to outsourced data. Sahai and Waters (2005) proposed an ABE
model. In ABE, data is encrypted and decrypted using user attributes. User’s secret
key and the cipher text are dependent upon attributes. To decrypt user’s data, cipher-
text attributes should match with attributes of the user key. The major disadvantage
with ABE scheme is that data owner needs to use the public key of every autho-
rized user to encrypt data [4]. ABE demands data provider and client to be online
for exchanging keys. Various ABE-based access control schemes to overcome the
above-discussed issues are proposed as follows:

(a) KP-ABE: It was proposed by Goyal et al. [3]. KP-ABE is for attributes of users
and secret keys which is linked with the model. Only the user who is linked
with the model, which has same set of attributes, can decrypt the data.

(b) CP-ABE:Itwas proposed by Sahai [5]. CP-ABE is linked with the model, secret
key and attributes set from the user. Only the person satisfies the attributes set
by the user who have similar access structure can decrypt the data

(c) Hierarchical ID-based encryption (HIBE): It was proposed by c.gentry [6]. In
HIBE, private key generation (PKG) arranges the load and authentication of
identity to minor range of PKG. Practically, the HIBE has maximum resistance
collusion and high secured by any eves dropping. Most disadvantage of this
HIBE cannot control the identity length based on hierarchy.

(d) Risk-aware access control (RAAC): It was proposed by khalid [7]. A risk-
aware access control model uses a proper risk-estimation technique suitable
to a particular context and appropriate mechanism to utilize risk for access
decision making [8].
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(e) Hierarchical attribute set-based encryption (HASBE): It was proposed by
Zhiguo [9]. The combined structure of HIBE and CP-ABE is HASBE. The
hierarchical order only the users are showed, if not it is similar to CP-ABE.
The root (top level authority) will be on the top followed by domain masters.
Domain masters consist of user sets [10]. Access control model is highly scal-
able because of its hierarchical structure. Like CP-ABE and KP-ABE, it also
stores data in encrypted format on the untrusted server. However, HASBE still
suffered from various drawbacks like handling compound attributes, lack of
flexibility in the authorization, lack of efficient key management mechanism.
HASBE is extended for supporting sub-domain level hierarchy. The extended
model supports the distribution of keys with secure way to access the files
that are stored in the cloud based on user roles. In the extended model, it
is not required for the data owner to be always online. Key distribution will
be handled by trusted authority (TA) (always online) in the more secured way.
Data owner will share keys and specific role-based policy with trusted authority.
TA will distribute keys to data consumers on request if they satisfy the data
owner’s predefined policy. HASBE schemes use attributes-based encryption
access control with user-level domain hierarchy. We can enhance this scheme
by creating sub-domains within the user-level domain hierarchy.

2 Major Issues

There is demand for risk-aware flexible and dynamic access control models with
encryption to handle complex and on demand work of organizations. The users
due access restrictions are unable to access the data stored in cloud. Existing access
control models are static in nature and do not take dynamic decisions to cater the user
access requests. The above issues are addressed by allowing data owner to encrypt the
data and define access policies [8]. A mechanism is developed using user attributes
to evaluate the risk of allowing access to user who had failed to satisfy the access
policy defined by the data owner. This makes the system more dynamic. Data owner is
allowed to apply the fine-grained access control models while sending data to cloud,
where the data is secured by the fine-grained access control models [4]. The model is
named as risk-aware hierarchical attribute set-based encryption access control model
(RA-HASBE). It is a combination of HASBE and RAAC access control models.

The model is named as risk-aware hierarchical attribute set-based encryption
access control model (RA-HASBE). It is a combination of HASBE and RAAC
access control models.
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3 Major Objectives of RA-HASBE

To support data owners in preventing CSP and other third party users from accessing
the contents of their confidential data files stored on remote servers, every such stored
file owns a privacy policy.

The minimum requirements of RA-HASBE access control model are:

1. Only authorized users should be able to access the file.
2. One must be allowed to access restricted file in an emergency, provided the risk
factor is below the threshold.

In particular, the model has the following objectives:

(a) Fine-grained access control: Allows users to access different files and holds
a different authorization for every single user.

(b) User revocation: Allows data owner to revoke user’s access privileges from
further access, whenever required.

(c) Flexible policy specification: Allows generating complex data access policies
by combining simple policies easily.

(d) Scalability: Supports managing a large number of users, to store without any
problem, key management, and computation.

(e) Dynamic: Allowing access to restricted files dynamically based on their risk
calculation.

4 Design of RA-HASBE Access Control Model

To address the Issues discussed, it is proposed to develop risk-aware access control
model using attribute-based encryption.
To define proposed model, mathematical design model is defined initially.

(a) Organization Employees list Emp = {el, e2,e3,e4 ...}

(b) ‘Emp’ is the complete set of employees working in the organization. List
of attributes used to describe the complete set of registered organizational
employees

1. Attrib = {al, a2, a3, a4...... }

(c) List of attributes requested by other employees
(d) Oattrib = {ol, 02, 03...... }
(e) List of employees who had requested attributes of other employees

1. OAEmp = {oel, oe2, oe3...... }

(f) Identify attribute key of newly joined employee
(g) NEmp = {NEI1, NE2, NE3....}
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(h)  Where ‘NE’ is the main set of attribute key of user’s NE1, NE2, NE3...
(i)  Set of transactions T = {T1, T2, T3, T4...... }

i.  Each process is set of T1 = {empl, emp2, emp3....}
where
ii. {empl = wants to upload data file}
iii. {emp2 = wants to make entry in data file stored on cloud}
iv.  {emp3 = requesting for new attributes}
v.  {emp4 = requesting for information of employee transferred}

()  Transaction failures TF = {fl, {2, f3...}
a. fl = = {failed to upload data, due to Internet connection failure}
(k) Transaction success TS = {s1, s2, s3.....}

a. Sl = {data uploaded successfully with good Internet connectivity }
b. S2 = {sl“s" if data is added to data file/database}
c. S2 = {data retrieved successfully from cloud/server}

(i)  Initial conditions = I

i.  Good Internet connectivity to user
ii. Good Internet connectivity to admin

Consider cloud as universal set denoted by ‘U.’
U = {Emp, Attrib,Us, Rs}
Emp = employee set
Attrib = attribute set
Us = Userset
Rs = registered set
Initial State
Us = {r, ur}
r = list of registered users
ur = list of unregistered users.
Next State
Request for more attributes
M = request for a list of new attributes

N = contains all the required attributes

R = provide the list of attribute requested

51
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SI=MANN.

Hierarchy

U = {ul, u2, u3, u4}

Where

U is cloud

ul is director
u2 is assistant director

u3 is the list of heads

u4 is the list of employees.
Flexibility

U = {NI, N2, N3}

Where

N1 = Earlier company work location of the employee
N2 = Employee transferred

N3 = New company work location of transferred employee

Where,
D2 = Employee data is available for access only to the new work location

D2 = (N1-N2) U N3.

Scalability

B = {ul, u2, u3, u4}
B’ = {ul, u2}

B” = {u3, u4}

B’ = Online user list
B” = Offline user list
S3=B'UB”

Final State
Transactions as T

T = {Set of transactions}
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T={T1, T2, T3, T4...... }

Where

T1 = {N1, N2, N3}

Where,

{N1 = Received new attributes after request}
{N2 = Received new employee information when employee get transfer. }
{N3 = Privilege to access of data/file}
Enhanced HASBE

U = {ul, u2, u3, u4}

ul = Data owner

u2 = Data consumer

u3 = Domain authority

u4 = Trusted authority

)

tl = ul encrypted data ‘D,” prepared access policy ‘P
uploaded data on the cloud.

using attributes ‘at’ and

t2 = u2 want to access ‘D’ and requested u3 for granting access. Then,
u3 = online AND u2 ‘at’ satisfy ul ‘at, grant ‘access’ otherwise ‘deny’ OR.

u3 = offline, pass on the request to u4. u4 will perform verification and grant ‘access.’

RA-HASBE

U = {ul, u2,u3, u4}
RE = Risk engine

ul = Data owner

u2 = Data consumer
u3 = Domain authority
u4 = Trusted authority

)

tl = ul encrypted data ‘D, prepared access policy ‘P
uploaded data on the cloud

using attributes ‘at’ and

t2 = u2 want to access ‘D’ and requested u3 for granting access. Then,

u3 = online AND u2 ‘at’ satisfy ul ‘at,’ grant ‘access’ otherwise ‘deny’
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OR

u3 = offline, pass on the request to u4. u4 will perform verification and grant ‘access.’
If u2 = failed to satisfy access policy ‘P’ Then request ‘RE’ for access.

RE = Key_at is ‘TRUE’ AND AT=satisfy policy>AT=Not satisfy policy, then grant
access, otherwise deny.

5 System Design

Data owner will define access control policies, which enables cloud users to encrypt
the data, fix the tolerance threshold, store on the cloud, and access the same. Access
control schemes will ensure security and improves the performance of tasks on cloud
data and processes with fine-grained access control defined using attributes by the
cloud owner (Fig. 1).

Data Consumer

A 4

Risk Engine

A 4

Access Policy

!

Policy Attributes
®  P=Primary Attributes
® X =Attributes satisfy policy
e Y =Attributes not satisfy
policy

No

(p=True)
and (X >Y)

Fig. 1 Risk assessment process
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\ Trusted Authority |

| Domain Authori- I I Domain Author- I I Domain Authori-

| RiskEn- |

I Data Owner I I Data Consumer I

|

Encrypted
Cloud Storage

Fig. 2 RA-HASBE architecture

The shown Fig. 2 represents the HASBE scheme associated with risk engine [9,
11]. This makes the scheme dynamic. Risk engine using the values of attributes
defined in access policies will evaluate the risk and compare the risk with tolerance
factor defined to grant or deny the access to the data and files. The user of data asks
for the risk engine to receive the permissions by the basic access control model [7].
By the dynamic nature of the proposed model, the threshold analysis is the important
point for the model.

Figure 1 represents the mechanics for the risk in risk engine and changes to be
made by representing the security of the models. Based on this model, the user
identifies each attribute to define the key attributes.

(a)  Risk threshold calculation:
The validation based on the risk engine with the user data before the registration and

identifies the threshold of the risk by accepting and rejecting the permissions based
on the given procedure.

® Request granted:

1. Prime attrib = True AND
2. Number of attribs values satisfying with values of access policies is larger than
the no. of attrib values not satisfying the access policy values.

e Request denied:

1.  Prime attrib = False

OR
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1. Prime attribute = True AND

Prime attrib = False

2. Number of attribs values satisfying with values of access policies is smaller than
the no. of attrib values not satisfying the access policy values.

By giving permission for an individual file with the help of the above method,
the threshold cutoff shows the permission or rejects the access. With this Fig. 1,
the personal authorization and giving security by this risk engine can be integrated.
Accessing methods for calculating risk, finding the tolerance of risk levels and sharing
the information by control by the risk-aware system [11].

6 Algorithm Design

Algorithm-1: Enhanced-Hierarchical Attribute Set based Encryption
Access control model.
Input: Data Consumer Attributes
Output: Data Access: Grant/deny
Procedure:
Start
1. Input user Attribute values.
2. Input Access policy.
3. Input Request Access grant to file.
4. Function Enhanced —-HASBE
a. for file access grant
b. Condition Access Policy verification
c. If user attributes satisfy access policy then
d. Grant file access to User
e
f.

Else Deny file access grant.
End.
5. Exit.
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Algorithm-2 : Risk Aware-Hierarchical Attribute Set based Encryption
Access control model.
Input: Data Consumer Attributes
Output: Data Access: Grant/deny
Procedure:
Start
1. Input user Attribute values.

2. Input Access policy and Primary Key attribute.
3. Input Request Access grant to file.
4. Function RA ~-HASBE
a. for file access grant Request domain Authority
b.  Condition Access Policy verification
c. If user attributes satisfy access policy then
d. Grant file access to User
e. Else Deny file access grant.
i. Request Risk Engine for Access grant.
ii. Function RISK ENGINE
1. For file access grant
2. Risk Assessment if ( Primary Key
Attribute =TRUE) AND (No of
Attributes satisfy Access policy > No of
Attributes do not satisfy Access policy)
then
3. Grant Access to the Request User AND
Acknowledge to file owner.
4. Else Deny file Access grant.
5. End.
f. End
5. Exit.

7 Implementation of RA-HASBE

Step-1: Implementing Enhanced-HASBE

HASBE access control model is improved by maintaining the sub-domains under
domain, e.g., if the domain is section, then below the section of domain, the particular
sub-sections like software, hardware, testing, supply chain and management and
production, and planning, based on the given data, where the user connected with
sub-section and the main section, this will help us to improve the different problems
in finding data related and queries based on the sub-section and display of data only
from the sub-section related and permissions to show with the particular sections[12,
13]. Sub-domain creation will help in decreasing the time taken for fetching the data,
query processing, and overall operational time [9].
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Step 2: Implementing Dynamic Attribute-based Access Control Model. (DAAC)
Access permissions are granted through risk calculation based on user attribute
values. Risk engine is developed to serve the purpose. Risk engine will assess the
cost of risk in granting the user to access the file. Risk engine after evaluation, if the
risk factor is below threshold, will grant permission otherwise will deny the request
to access. For this, risk engine is developed. Risk engine consists of risk assessment
functionality [7].

Step-3: Integrating Enhanced HASBE with RAAC: RA-HASBE

The model is further enhanced by integrating enhanced HASBE with risk engine
developed for DA-RAAC. Risk engine will assess the cost of risk in granting the user
to access the file. Risk engine after evaluation, if the risk factor is below threshold,
will grant permission otherwise will deny the request to access [14].

Whenever data consumer fails to satisfy access policy, he can send request to
risk engine, requesting access to the data. This flexibility and dynamic behavior
will help the organizations to complete transactions in emergency without waiting
for someone. Here, risk of granting access is accounted for making access control
decisions [15, 16]. As mentioned earlier, this dynamic approach is particularly useful
to allow some risky access in an emergency situation. Majorly proposed RA-HASBE
will perform three core functionalities, namely

(a) Measuring the risk of granting access,

(b) Define risk tolerance level and compare with risk of granting access.

(c) Finally restrict or grant access based on the result of risk comparison with
tolerance level.

8 Result Analysis

Computation complexity of RA-HASBE is calculated theoretically considering all
the operations such as system setup, file access, encryption time, and decryption time
and later analyzed the performance with other models.

With enhanced HASBE scheme scalability, flexibility, user revocation, and flex-
ible policy specification objectives are met [9]. With sub-domain grant, the system
has become scalable to handle increased number of users. The model allows user to
move from one sub-domain to the other easily during employee transfers and promo-
tions, and this proves the flexibility of the model. As when user changes the domain,
the access privileges will be revoked by the system, the user has to request for new
access keys, and this proves the objective user revocation [10, 17]. As explained
during design, phase system allows user to create complex access policies from
simple access policies[18-20].

Enhanced HASBE scheme is further improved by adding risk engine and named it
as RA-HASBE. The change in access policy with RA- HASBE scheme in comparison
with traditional HASBE scheme is evaluated [21, 22]. RA-HASBE grants permission
to access files by the user when the risk factor is below the threshold, else the
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access grant is denied. Rest all remains same as enhanced-HASBE. RA-HASBE is
developed by integrating enhanced HASBE with DA-RAAC [16]. Itis already proved
that enhanced HASBE is scalable, flexible, supports fine-grained access control [23],
and user revocation [24,25]. By integrating DA-RAAC, the model has become highly
dynamic in nature [11].

The security of RA-HASBE proved by analyzing its functionality with enhanced
-HASBE.

i.  RA-HASBE scheme, when the consumer fails to satisfy access policy and the
risk value is below threshold, had allowed the consumer to access the data,
whereas access is denied by enhanced HASBE. The dynamic objective of RA-
HASBE scheme is proved.

ii. RA-HASBE denies access to the data consumer, when the consumer fails to
satisfy access policy and the risk value is above threshold, even enhanced
HASBE denies access.

The performance of RA-HASBE with enhanced HASBE is evaluated. It is proved
from the results that RA-HASBE is dynamic in nature.

9 Conclusions

This chapter considered the implementation of the proposed RA-HASBE access
control model which is highly scalable, flexible, and dynamic and supports user
revocation and fine grain access control in terms of allowing access to the users. In
this work initially, HASBE access control model is enhanced by adding sub-domain
Hierarchy and achieved scalability, flexibility, fine grain access control, and user
revocation objectives. Later by integrating RAAC with enhanced HASBE model, the
scheme is transformed into dynamic model by granting access through risk factor
calculation and named the model as RA-HASBE. This model is secured from the priv-
ilege escalation because of the role hierarchy management with least privilege grants.
RA-HASBE supports secure data sharing on remote cloud servers with authorized
users. The hybrid risk-aware attribute-based user privilege control supports unique
users and maintains a hierarchical control structure of users [26—-28]. Implemented
model is highly scalable and flexible in terms of user access management.

The present model is best useful for an organization with hierarchical roles and
caters to emergency works. The current implementation and evaluation are based on
the already collected users attributes and access monitoring results. In the future, the
model can be monitored on user behavior in a real environment in order to evaluate
their trust level and can be deployed in a real-time system.
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Linear Secret Sharing-Based Key )
Transfer Protocol for Group L
Communication in Wireless Sensor
Communication

Priyanka Jaiswal and Sachin Tripathi

Abstract Wireless sensor network (WSN) is a collection of autonomous nodes
which are used to sense environmental information for a particular operation or goal.
Each node of the sensor network is directly or indirectly connected with base station
(BS). The purpose of the BS is to collect required information from the sensor nodes
and process its future purpose. Each node of the network contains low capacity
of battery. This battery does not fully complete any operation due to its energy
capacity, and in the middle of the operation, communication is fails. This event
occurs frequently due to sensor nodes energy capacity. It degrades the performance
of the network as well as network metrics and raises several types of interference
and noise. It causes several types of attacks and hacking. So, to prevent this, in this
paper, an intelligent protocol is proposed with the fusion of linear secret sharing
(LSS) and elliptic curve techniques. The combination of both techniques helps to
overcome the drawback of traditional protocols. Finally, this security protocol helps
to reduce the overhead of WSN and enhances several security mechanisms against
different conflicting attacks.

Keywords Wireless sensor network + Linear secret sharing - Vandermonde
matrix + Group communication * Authentication

1 Introduction

Day by day the applications of wireless network increase rapidly for its variable
natures and usages. There are several works proposed in this area like Yang et al. [1]
designed an intelligent system for transportation system in wireless network. This
is based on an existing transportation system based on processed structured system.
Finally, it helps to enhance the network capabilities and services of the network. It
also helps the user functions and usages in the network and network metrics properly
to maintain the network. Loganathan and Subbiah [2] designed an energy-based
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communication system for device-to-device communication in the network. It is
based on multi-criteria decision-making system where multiple criteria are involved
in integrating the network metrics efficiently. Finally, it helps to enhance the network
lifetime and helps in communication system. Jat et al. [3] designed an intelligent
technique for QoS in WLAN. This proposal is based on video delivery system. This
is based on multimedia application for video data processing and analyzing. The
data is analyzed here based on real-time data generated by the Internet. It also helps
in video data transmission, storage, evaluating, and broadcasting. In WSN, data is
gathered from multiple homogeneous or heterogeneous sources, because real-life
data is connected with different IoT, IoV, or cloud environment. So, it is difficult to
keep the natures of the data in the same structure. Information retrieval [4] is a very
important part in modern research areas which indicates to collect information that
is stored in unstructured form based on multiple local languages and process it in
particular patterns after observing. Hao et al. [5] designed an evaluation system for
big data analysis. This data is based on IoV where it means Internet of the vehicle.
This proposal is based on K-means algorithm that is used here as a clustering. In this
work, different behavior of the driving is involved for controlling vehicle. Finally, it
helps in reducing fuel consumption and helps in transportation globally.

The abovementioned literature is based on the wireless network. But there are so
many variations of wireless network based on its design frameworks that described
in [6]. This work contains several frameworks such as optimization, security and
privacy, localization and network lifetime enhancement. This book provides the basic
framework ideas of the users and new researchers. The proposed work is based on
wireless sensor network (WSN). In [7], the authors proposed nature-inspired-based
methods in WSN. This book contains several popular nature-inspired algorithms
that help to the readers and researchers both in designing as well as innovating any
algorithm. Das and Tripathi [8] proposed a method for software-defined network
which is based on ad hoc manner. The main key element of this work is nonlinear
formulation method which is used to optimize the network by using objective function
and their constraints. Finally, it helps to manage conflicting strategies of the network
efficiently.

The nodes of ad hoc and sensor networks are dynamic and autonomous. It acts as
router and helps in sending and transmitting the data packets. It greatly relied on the
environment of the modern technology. It has several limitations also like limited
computing power, limited bandwidth and unreliable communication, limited energy
supply, etc. These stated limitations cause two types of attacks like passive and active
attacks. So, the network needed an authenticated security mechanism for reducing
several attacks and interferences like in [9] designed an authentication system for
the users with wireless network. This is basically based on healthcare systems and
used for medical purpose. This proposal is used for sensing patient body information
and sending to the doctor for treatment and diagnosis purpose. It also helps in user
authentication, privacy and data security purpose, so that efficient result comes from
the diagnosis system.

To avoid abovementioned limitations and uncertainties, most efficient security
goal is needed, which is inherent in some paradigms such as “key freshness”, “key
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confidentiality”, and “key authentication”. First inherent element indicates freshness
of the communication system, so that session key is not used previously. It uses
previously, and then it creates ambiguity and uncertainty in the group communication.
Second, inherent element indicates authorized access of the session key that is only
accessed by the group members. The group members only encrypt and decrypt the
information of the group communication. So, that no other person, it can access
unauthorized way. Third element indicates that authorized member only can access
the session key, although it initiates by one initiator who is a part of the group member.
The proposed method is the combination of the stated three elements. It is the fusion
of linear secret sharing (LSS) and elliptic curve techniques. The combination of both
techniques helps to overcome the drawback of traditional protocol.

As said by Boyd [10], the key establishment protocols are categorized into key
transport protocols (also called as key distribution or group key transfer protocol)
[11-13] and key exchange protocols (also called a group key agreement protocol)
[14-16]. The first group key transfer protocol has been introduced by Ingemarsson
et al. [17] which extended the two parties DH to a group Diffie-Hellman. After that,
some group communication protocol extended the DH protocol, which inherited DH
properties such as Steer et al. [18], Steiner et al. [19], Burmester, and Desmedet [20].

A traditional group communication protocol can be partitioned into two groups:
One is the centralized-based group communication protocol, and other is the
distributed group communication protocol. In a centralized approach, a central server/
entity is used to construct the group key and transfer it to other group users [21, 22].
The distributed key management approach [17-19] involves dynamically selecting
group participants, which play the role of distributed server. The distributed key
management approach can be categorized into DH distribution [14, 20, 23-25] and
non-DH distribution [25, 26], and the non-DH key agreement approach generally
comes with fault tolerance features. The term fault tolerance means the system even
works whenever the power failure occurs. Steiner et al. [19] proposed a distributed
DH-based group key exchange protocol, which shows the natural extension of two
party DH protocols [27]. After that an authentication service is incorporated with the
scheme to provide more security. Bohli [23] designs a protocol to provide robustness
in the scheme. Then one of the protocols has been established by Katz and Yang in
2007 which shows scalability with constant round feature.

Tzeng [15] designed a group key protocol with the hardness capability of discrete
logarithm (DL) assumption which shows a non-DH approach. The Tzeng [15]
protocol has been modified by Cheng and Laih [26] using the concept of bilinear
pairing. A non-interactive protocol has been developed by Huang et al. [27] which
incorporates the features of DL assumption to provide better efficiency. Roy [28]
presented a symmetric-based key agreement. Zhao et al. [29] designed a group
protocol in 2010 which uses the concept of RSA cryptography for improving the
efficiency of the protocol. Dey [30] shows a wireless sensor network-based protocol.
Since the session key is computed by the contribution of all group participants, so
the time required calculating the group key will be greater, probably in case of larger
group size.
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1.1 Motivation and Contribution

To avoid encryption and decryption operations, one of the popular techniques is used
called as secret sharing [29], the mechanism secret sharing is important because it
involves various advantages to share a secret. Blackly [31] and Shamir [32] indepen-
dently introduced secret sharing (SS) as a solution to the key management problem.
They represent a mechanism that splits a secret into multiple shares and secret may
be recovered by only authorized set of participants. Secret ¢ generally consists of
three phases: sharing, distribution, and reconstruction. In sharing phase, a leader
(one of the member) divides secret into multiple parts called shares, in distribution
phase dealer send shares to group participants, and in reconstruction a qualified set
of parties combines their shares to reconstruct the secret.

SS scheme can be implemented by one of the two ways [32, 33]. The first method
says that the, at initialization, a trusted offline server does the work. The second one
assumes a trusted third party called as KGC works as an online server in all the
process [34]. The offline type of secret sharing is called as key pre-distribution secret
sharing scheme. In this type of scheme, the offline server computed and distributed
secret information to the entire members. One of the major problems of key pre-
distribution scheme is that each member stores large information and then later is
used, which causes a burden on the system. In the second one, an online server to
be active is to choose a group session key and broadcast it to all group members
[34, 35].

Laih et al. [34] use first SS scheme called as (¢, n) SS in 1989. After that some
papers follow the Laih et al. [34] approach to share the secret like [35-37]. Harn
et al. [38] design a key distribution protocol in which the property of confidentiality
and authentication have been achieved by security analysis phase and the concept
of Lagrange interpolation polynomial is used to calculate ¢ degree interpolation.
Howeyver, the new improvement is given by [39, 40] and pointed out that Harn et al.
[38] do not protect from malicious user. The protocol [39, 40] show the problems
associated with the group and given the synthesis of group communication.

The remaining paper is divided as follows. Unit 2 highlights basic preliminaries
information of the paper. Unit 3 illustrates design frameworks of the proposed
method. Unit 4 describes the proposed method briefly. Unit 5 describes a security
analysis of the model. Finally, Unit 6 concludes the paper.

2 Background and Preliminaries

The mathematics background and fundamental preliminaries are given below.



Linear Secret Sharing-Based Key Transfer Protocol ... 67

2.1 Fundamental of Elliptic Curve Group (ECG)

Suppose E (F,) denote an elliptic curve E over finite field (F),).

The elliptic curve equation is given as.

Y2 mod p = (x> +ax + b) mod p, where F, is a prime finite fieldand a, b € F,
with the discriminant A = (4a® + 27b%) mod p # 0.

The elliptic curve equation over a group can be represented as below: G =
{f(x,y):x,y € Fyand (x,y) € E(F,)} U {0} an additional point O called infinity
point.

2.1.1 Point Multiplication

Let the given scalar is j, then the scalar point multiplication over ECG is given by
the equation:

JA=jA=A+ A+ - -+ A(jTimes)

The deep study about elliptic curve is found in [41, 42].

2.1.2 Discrete Logarithm Problem (DLP) on ECG

If the generator P of the group (G) and an element D € Z," is given, then it will be
difficult to discover an integer a € Zp* such that D = a.P.

2.2 Linear Secret Sharing Schemes

The secret sharing (SS) scheme states that an information (secret) s can be separated
into n small information called as shares and when the shares are splitted among
n participants through a trusted shareholder in the way that only valid (authorized)
set of users can recover the information but invalid (unauthorized) set of members
(participants) cannot recover the actual information. The SS scheme is called as
perfect SS scheme, if only authorized set of users obtain the shares and all the
authorized set of users are called as access structure I'. The unauthorized set of
participants is called as prohibited structure.

Let p = {1,..., n} is the set of participants (shareholders), by the use of Shannon’s
functional equation [33]. The secret sharing scheme holds the following conditions,
with respect to access structure I.

Let S denotes a secret information (domain) and P; denotes a share information
of participant 7, where 1 < i < n. If a trusted shareholder (dealer) D desires to share
a piece of information (secret) s € S to the set of members p = {1,..., n}, the dealer
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provides a share p; € P; to each participant. The pieces of information (shares) are
transferred securely for which every member of the group cannot identify the shares
given to the remaining group members. A subset of group members may find their
shares to recover the secret s later. The following conditions are mandatory if a
scheme is a SS scheme [43].

1. Correctness: Any subset of group members wants to find secret s can calculate
s. For rany A € T, it holds H(SIA) = 0.

2. Security: Any subset of group members does not want to find secret s cannot
reproduce s, while they pool all of their information pieces together. Formally,
forany A ¢ T, it holds 0 < H(SIA) < H(S).

If H(SIA) = H(S), members in A keep their (pieces of information) shares together
and get no information on S. We can say that this is the case where the scheme is
perfect.

If ISl = IP; | holds for 1 < i < n, we say that it is linear, if its secret domain S =
Kk is a finite field, P; — S are linear spaces over «, and the recovery operations are
linear [24].

The monotone span programs (MSP) have been developed by Karchmer and
Wigderson [37]. LSS-S based on Vandermonde matrix (VM) has been developed by
Hsu et al. [44].

If there are (n 4 1) shareholders P = P, P, ..., P, and a mutually trusted dealer
(D), the following two algorithms (share generation and secret reconstruction) are
used to design LSS-S based on VM.

(1) Share Generation Algorithm (SGA): In SGA, the initiator or dealer (D) first
takes a VM V,.;; and a random vector r = (ro,ry, 2, ...,Fn) € V and let r be
public, in this case all the computations are performed in the finite field «.The
dealer computes:

X1 X1 X1 ro S0

1 x x% x5 SO B
2 n

L Xug1 Xppp oo X n Sn

Then, the algorithm outputs a list of (n + 1) shares(xy,..., x,+1) and distributes
each share x; to corresponding shareholder P; secretly.

(2) Secret reconstruction algorithm (SRA): The SRA takes all (n + 1) shares
(x0, X1, ..., X,) and the public vector r as inputs and outputs the secret S = s,
1, ..., Sy by computing each inner product (v (x;), r) = s;
Since computational assumptions are not used to fulfill the security require-
ments, so LSS-S-based VM is theoretically secure.
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3 The Proposed Protocol

The proposed scheme can be designed using two phases as given below:

ey
@

Secret establishment phase
Session key transfer phase.

A group can have n number of members, suppose that the n members of the group

U; = {1,...,n} wants to design a group protocol for secure communication. The
group members, including leader/ initiator, should design a (public, private) a pair
of key (puk, prk) where puk = prk.Q, and Q represents an elliptic curve generating
point. Here, it should be noted that a trusted authority certifies the pair of key (puk,
prk) by providing corresponding certificate to each group member. In the proposed
protocol, there is n number of group member, and one of the group member selected
as a group leader, the group leader has the power to choose a group key and to start
the communications.

3.1 Secret Establishment Phase:

ey

@

3

The leader/ initiator chooses a random integer r,, € Z;‘) and sends the following
message to every group participant for the announcement of the group key
generation protocol.

(rn, puk,, 1,..., n).

The participants (1, ..., n)fori =1, ..., n—1, choose the random challenge
(number) r; € Z, after getting the messages from announcement, and the
participants also computed the following information.

o Rl' :r[.puk,-
e R; = r;.puk,
® 5. =Ri.prk
o Auth; = h(s;||r,)

and after computing these values, the group member sends the reply
messages to the initiator as: {R;, Auth;}.

The initiator computed slf = R,.prk,, after getting the informative message
from participants. The leader checks the value of Auth; using s;” and r,, where
Auth?h (s[f ||r,). The initiator checks whether value of Auth; is valid or not, and
if found it valid, then only the initiator trusts that the secrets; = r;.prk,.prk;.Q
is shared by the legitimate user; otherwise, he declares that the user i is not the
actual user, he is/are fake and after that revives the system.
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3.2 The Session Key Transfer Phase

The session key transfer phase uses the following steps to generate the group key. In
this phase, the group users perform the following steps of operations.

We assume a linear space over «, where « is a finite field and V=x«",Visan
is a dimensional vector with the characteristic char (k) = p in this phase. Assume
{ei,..., e} ofVWithe_)j =(0,...0, i, 0,...0) e k" forj = (1,..., n) the transition
Vik—>V given by v(x) = Z'}zl xj’lej = (1, x, x2, .. .,x"’l) is defined. The
initiator (leader of the group) is denoted by n, and the other group participants are
i (ie{1,...,n — 1}) in the proposed scheme. For creating a secure session among the
group members, the leader and the other participants of the group execute some steps
as described below. For sharing the secret, firstly, the leader of the group selected a
group key and transferred this key to all participants through secure way. The steps
of operation for key transfer are as below.

(1) The leader partitioned each secret s; into two pieces x; and y;, where (x;lly;) =
sifori=1,..., (n — 1) and chooses a group key called as session key Kge ZJ,.
After that, he calculated (n — 1) additional public values, U; = (Kg — K;) for i
=1,...,n — 1, and the value Auth = h(Kg, 1,...,n,ri,...r,, Uy, ..., U,_1),
where A is a non-invertible function. The initiator broadcast {Auth, U;} for i
=1,...,n — 1, to the members.

(2) The group member who knows the public values U; can compute the inner
product (y;v(x;), ;) = K; and regenerate the session key K¢ = (U; + K;)
where the vector 7; = (v, ..., r,) € k™. Then (ie{1,...,n — 1}) needs to calcu-
late h(Kg, 1,...,n,r1,...1,, U, ..., U,_1), and verify the value of Auth,
i.e., whether the calculated value of Auth is same as the value of previous value
of Auth or not. If he found that the values are same, then the user authenticates
the group key that the key is sent from the initiator.

The group (session) key K is established after the successful implementation of
the above designing steps. All the members of the group use this group key K¢ for
the establishment of common session between them.

Remark 1 The proposed scheme uses the concept of ECDLP assumption. In this
protocol, the initiator/ leader (dealer) distributes a secret with the group member (i)
where there exist n numbers of group member. The join/leave operation of the group
members does not depend on the updating of the shared secret. In this protocol,
sharing secret information to all the members depends upon broadcasting the infor-
mative message to every member. The remaining group participant except initiator
computed the inner product using random challenge, and from that inner product
(yiv(x;), ;) = K; and public values, the members are able to compute the group
key. The group key can be recovered by using the function of group participant’s
random challenge and the secret shared among group members by the initiator. The
used linear secret sharing is ideal and perfect sharing because it has no need to
compute the inner product of two vectors to construct session key.
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4 Security Discussion

The security discussion (analysis) of the scheme is verified here. It ensures that the
proposed scheme secures against various securities attacks and provides the security
goals as abovementioned. It also resists insider and outsider attacks.

The security attacks in the cryptography can be categorized into insider attacks
and outsider attacks. Outsider (adversaries) attacks on the confidentiality features
of the system. The outside attacker cracks the confidentiality to know the secret
information of the system, whereas the outside attacker is unauthorized to know the
common session key of the system.

The second adversary inside attackers can be the active member of the group who
belongs to the particular session of the group. The insider knows the group session
key for a particular session, for which he is authorized. The inside attacker tries to
find the individual member secret. In the proposed protocol, suppose that the group
has n participants, {1,..., n}, and each participant has a shared secret like sy, ..., s,.
The given security analysis demonstrates that the proposed scheme resists insider
and outsider attacker and accomplishes the following security attributes:

(1) key freshness
(2)  key confidentiality
(3) key authentication.

Key freshness As the name key freshness suggests that the fresh session key should
be used for each and every session. The key freshness feature assures that the fresh
(new) session key is required for each service request, and it is done by invoking
a service request by the leader/ initiator to randomly choose a session key. The
proposed protocol ensures the key freshness because group key is choosing by the
initiator randomly for each session, and the session key is a function of randomly
chosen number chosen by every participant and the longtime secret shared among
the respective participants and the leader.

Key confidentiality The term confidentiality means that the private information kept
secret from the attackers. In this protocol, the confidentiality feature is achieved by
using the security assumptions ECDLP and the ideal and perfect LSS-S. In the given
LSS-S, the initiator/ leader chooses a session key K at random and takes n — 1
values, U; = (Kg — K;) fori =1, ..., n — 1, which are publicly known. Only the
certified participants of the group have knowledge about (y;v(x;), ;) = K;, inner
products, and so the legal group participants are only capable of constructing the
secret key as Kg = U; + K;. However, on the other hand, the unauthorized member
or adversaries is not capable of constructing the group key because they have only n —
1 values of U; and he cannot get any extra informationon K; and ), i<n—1 Ki. Thus,
the adversary cannot recover the session key. We can say that the proposed LSS-S is
perfect LSS-S, and information theoretically secures and provides confidentiality.

Key authentication The term authentication of the session key ensures the identity
of the participants that only authorized member can only be participated on the
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group key communication, and in the proposed protocol this feature is ensured by
the function of Auth; and Auth. In the second phase, Auth; shows a non-invertible hash
function of secret s; shared between the user and the leader of the group say initiator.
The initiator randomly chosen a number as input, and the secret s; is confidential so,
the adversary cannot compromise this value.

Outsider Attack Suppose that the adversary wants to impersonate as a legal group
member to participate in the communication, and then the adversary can neither find
the group key nor share it with other participants.

Proof 1f any adversary can grasp the communication information between leader
and the participants of the group, the adversary cannot find the shared information
between the initiator (leader) and the participating group member and so he cannot
obtain shared information s; because it is impossible to know the private key prk; of
any user i. Moreover, the group key K¢ can only be recovered by a legal member
since the legal member can only have the right shared secret s; and also the group
key is constructed from the ideal secret sharing LSS-S. Thus, the adversary cannot
impersonate as a legitimate participant of the group to find session key. The adversary
also cannot impersonate as the server because it is impossible for the attacker to find
the server’s private key and so he cannot impersonate as server.

Theorem 5 (Insider attack)

Suppose the group communication protocol executes several times, then long-term
secret s;0f each participant shared by the initiator to the corresponding participants
would be unknown to others 1.

Proof The initiator of the group randomly chosen a session key and takes n —
1 public values represented as (U;). The legitimate group participants who have
corresponding secret s; shared by initiator and the public values can only construct
the inner product (y;v(x;), 7;) = K; and so only legitimate group member can only
regenerate the group key K¢ by the use of public values U; and the corresponding
inner product K ;.

The group members (insiders), who, know the group key K g and the public values
Ui, then from these values the insider can obtain K;, whereas the insider cannot find
the shared secret s; of other group member from the product (y;v(x;), 7;) = K; and
also the shared secret s; of each group member depends on the long-term private key
(prk;, prk,) and the random challenge (r;, r,,) and so it is impossible to find the one
time shared secret (x;1ly;) = s;.

5 Performance Comparison

The performance comparison of the proposed scheme shows that the designed scheme
enhanced the performance in terms of computational comparisons to other related
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schemes. This section is divided into two parts: The first part is performance anal-
ysis based on computational comparison given in Sect. 5.1, and the second part
performance of proposed protocol based on functionality comparison is given in
Sect. 5.2.

5.1 Performance Analysis Based on Computational
Comparison

Most of the traditional secret sharing protocols use KGC to pre-shared secret among
group members, and those schemes totally depend on trust of KGC that KGC should
never be compromised, which is a drawback of the traditional scheme. The other
performance advantage of the proposed scheme is that it does not pre-share secret
between KGC and group members, while it established the secret using ECDLP
assumption. ECDLP is used in place of modular exponentiation to reduce the compu-
tational overheads. The present scheme decreases the system computations and
communicational cost, and the protocol is more suitable and practical for groupware
applications.

Second, the use of linear secret sharing in place of threshold secret sharing scheme
(TSS) is used which is more computation-efficient than TSS. In LSS, instead of
calculating interpolation polynomial as in TSS, we computed the inner product of
the vectors in the field.

Parameters used are as follows:

t: no of group.

Tm: modular multiplication.

Tx: modular exponentiation.

Th: hash operationl.

Ti: modular inverse operation.

Te: elliptic curve multiplication.

Suppose that there are # number of group exist in the proposed protocol and the
given shared secret is sy, s2, ..., s(t — 1). The group key KG belongs to k and the
vector r belongs to k’. The time taken by the initiator in secret establishment phase
in the proposed protocol is (+ — 1)7e + 1Th, and the time taken by the each group
participant in the same phase is 3(t — 1)Te 4+ 1Th, whereas the time taken by the Hsu
protocol in secret establishment phase by initiator is 2(¢ — 1)Tm + 17x + 1Th, and
by each group participants is 2(#)7m + 1Tx + 1 h, which is greater than the proposed
scheme.

In first (key transfer) phase, the time taken by initiator in distribution of session
key in the proposed scheme is 2¢(+ — 1)Tm + Th, and the time taken by the initiator
in recovery of the group key is by each member which is 2(¢)Tm + Th. However,
the Harn’s schemes take more time in distribution and the recovery of the group
key, which shows that the proposed protocol performs better from the other related
protocol (Table 1).



74 P. Jaiswal and S. Tripathi

Table 1 Performance comparison

Protocols/computational | Harn and Lin [38] Hsu [45] Proposed
comparison
CCSE - 20— DIm+ 1Tx+ | (t — )Te + 1Th
1Th
CCSE - 20)0Tm+ 1Tx+1h |3(t — DTe+ 1Th
CCKD 2t + )(Tm + Ti) + | 21(t — D)Tm + Th 2t(t — 1)Tm + Th
Th
CCKR t(t + D(Tm + Ti) + 2(t)Tm + Th 2t)Tm + Th
Th

CCST computation cost in secret establishment phase by initiator, CCST computation cost in secret
establishment phase by group participants, CCKD computation cost in key distribution, CCKR
computation cost in key recovery, CCKR computation cost in key recovery

Table 2 Functionality comparisons of the proposed protocol with the other related protocol

Protocols/functionality Harn and Lin [38] Hsu [45] Proposed

Without registration with a trusted server
Without an online KGC
Group key generated by users

Excludes malicious participants

No additional time required

Mutual authentication

Session key agreement

<K<K =<ZZ|Z
Z | KKK =<
KRR R R = <

Ecc is used to reduce extra overheads

5.2 The Protocol Performance on Functionality Comparison

Table 2 shows the comparison of the major functionalities and security attributes used
from other related protocols. The result of the functionality comparison shows that
the proposed protocol fulfills all the functionality mentioned in Table 2 and which is
discussed in security analysis section while the other compared protocol mere fulfills
the functionality attributes. The functionality used in this chapter is discussed below.

5.2.1 Without Registration with a Trusted Server

Pre-sharing secret is not required in the proposed protocol at initialization of the
protocol. The traditional group key transfer protocol priory shares the secret between
group users and trusted third party through safe channel. However, the proposed
initiator does some calculation on the secret and share the secret through public
channels.
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5.2.2 No Need of Online KGC

The session key for the group is generated and distributed with the help of group
members, and so there is no need of KGC and the overhead of KGC is reduced from
the overall overhead of the protocol. However, other traditional key transfer protocol
requires online KGC for key selection and transport.

5.2.3 Session Key Generated by Group Participants

One of the major features of the protocol is that all group members commonly created
the group key by each other contributions.

5.2.4 Excludes Malicious Participants

The unauthorized users who want to participate in the group communication
cannot involve in the communication. The proposed protocol excludes the malicious
participants, and it excludes insider and outsider adversary from the system.

5.2.5 No Need of Additional Synchronization Time

The traditional session key transport protocol requires extra time for the synchro-
nization of the start-up of the protocol. However, there is no need of additional time
synchronization required in the proposed protocol.

5.2.6 Mutual Authentication

The mutual authentication feature is provided between initiator and other group
participants, and the feature is hold by ECDLP hardness problem.

5.2.7 Session Key Agreement

The term session key agreement is one of the common functionality of this scheme,
this functionality helps to design a secure session key for all the participants, and

the participants of the group can share/ exchange top secret information among each
other.
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6 Conclusion and Future Scope

The proposed scheme uses the concept of LSS-S and elliptic curve cryptography to
design the protocol for group-oriented applications in wireless networks. The used
LSS-S is ideal and theoretically secures as discussed earlier in the security analysis
section. The security feature, like authentication and confidentiality, is ensured by
the LSS-S and hardness of ECDLP assumptions. The proposed scheme shows a
new result in the field of group-oriented applications since the protocol uses the
linear secret sharing scheme which is information theoretically secure as well as the
protocol uses the concept of elliptic curve cryptography which reduces the overall
overheads of the system and provides confidentiality and information security. In this
scheme, one of the group members called initiator selected a common group key and
distributed it to the other group member which also reduces the computation cost of
the KGC. The proposed scheme achieves essential security features, and the security
feature of the protocol is discussed in the security analysis section. The performance
comparison of the protocol shows that the proposed scheme is more efficient than
other referred protocol. The overall performance and the security discussion present
that the protocol is more suitable for other groupware applications.
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Abstract Wireless sensor network (WSN) is a part of wireless network which has
flexible and dynamic nature in context of real-life applications. It has several usages
in terms of user requirements. It consists of several nodes having limited energy
capacity. Energy capacity of the nodes does not completely fulfil the requirement
of the services. During transaction or transmission, data is dropped and fails to
reach the destination node or base station (BS). This BS also suffers several types of
difficulties for sending or receiving data packets. So, there is need of some techniques
or modelling that help to protect this issue. Apart from energy, distance is also one
important parameter for transmitting data successfully. Although energy is the crucial
parameter, but, combination of both energy and distance plays an important role for
managing efficient route of the network. The proposed method is the combination of
intelligent technique as well as mathematical modelling that uses fuzzy logic as an
intelligent technique and quadratic programming as a mathematical modelling for
solving the proposed goal. The combination of both provides a robustness technique
that uses two basic parameters, energy and distance, for selecting optimal route of
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the WSN. The proposed method is validated in LINGO optimization software for
formulating and validating the model efficiently.

Keywords Wireless sensor network + Quadratic programming + Fuzzy logic -
Rule-based system * Routing

1 Introduction

Wireless sensor network (WSN) is a part of wireless network which is also known as
subset of a wireless network. In [1], there are several frameworks discussed in terms
of optimization, localization, troubleshooting, and security analysis. This design
frameworks influence several variations of the wireless network based on applica-
tions. WSN is one of the variations that influences rapidly for solving different issues
and problem. In [2—4], several works are proposed for WSN based on nature-inspired
techniques or algorithms. Figure 1 shows an illustration of WSN communication
between multiple users that consist of several types of sensor nodes, base station

Fig. 1 Wireless sensor network communication between multiple users
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(BS), and users. The purpose of these entities is to establish an efficient commu-
nication. Wireless sensor nodes are used to sense environmental information and
send it to the BS for future references. BS previously stores the user queries in its
database, receives sensed information from the sensor nodes, analyses it based on
received user queries, and provides responses to the users. In this diagram, there are
four users present to establish communication, but in real life, the number of users
is more based on number of sensors used in the operational region. In this figure,
variation of sensor nodes is more, because battery capacity of each sensor node is
different as “Low”, “Medium”, “Poor”, “Bad”, “High”, “Very High”, “Sufficient”,
etc. These terms are known as linguistic variables in which assumptions are changed
based on user or administrator.

The above-mentioned figure is one example, but there are several real-life applica-
tions of WSN such as emergency situation, disaster management, business, offices,
entertainment, school and colleges. In each application, there are several types of
randomness and uncertainties. It raises multiple interferences between one node to
another node and source node to destination node or amongst multiple neighbour
nodes. These interferences and uncertainties are main causes of imprecise informa-
tion and network troubles. Hence, there is a need of robustness technique that helps
to reduce the above issues by controlling network parameters and select optimal path
for communication between multiple users. The proposed technique is a combination
of intelligent technique as well as mathematical modelling that uses fuzzy logic as
an intelligent technique and quadratic programming as a mathematical modelling for
solving the proposed goal. The combination of both provides a robustness technique
that uses two basic parameters as energy and distance for selecting optimal route of
the WSN.

The roadmap of the paper is as follows. Unit 2 described some information
about existing works. Unit 3 illustrated the basic preliminaries information related
to the proposed method. Unit 4 describes the details of the proposed method. Unit 5
describes the simulation analysis. And Unit 6 concludes the paper.

2 Literature Review

In several years, various works are proposed in the context of WSN along with its
variations. Some works are discussed in this section as follows. Movassagh and
Aghdasi [5] designed a game theory-based scheduling algorithm for WSN. In this
method, some nodes are active, and some other nodes are in sleep for optimizing
the network lifetime and reducing the redundancy in coverage system. Finally, it
helps in enhancing the network lifetime and network metrics of the WSN using
the strategy management technique of WSN. Chen et al. [6] proposed a method
for WSN based on game theory technique. This game theory technique is based
on evolutionary system that is used to control and manage selfish nodes of the
network. In WSN, the number of nodes is more for handling any operation. So,
behaviour of the selfish nodes fluctuated frequently. The proposed method helps to
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manage packet forwarding system of the node by optimizing strategy of the network
and increase fitness of the WSN. Sun et al. [7] proposed a technique for spectrum
sharing in WSN where the nature of the network is heterogeneous. This is based
on game theory optimization technique. In this network, several types of nodes are
available where each node tries to enhance its own profit which degrades the perfor-
mance of the network. The game theory optimization technique helps to establish
a strategy where no one deviates the rule of the game and optimizes the network
metrics efficiently. Yang et al. [8] designed an intelligent system for transportation
system in wireless network. This is based on an existing transportation system based
on process-structured system. Finally, it helps to enhance network capabilities and
services of the network. It also helps to the user function and usages in the network
and network metrics properly to maintain the network. Loganathan and Subbiah [9]
designed an energy-based communication system for device-to-device communi-
cation in the network. It is based on multi-criteria decision-making system where
multiple criteria are involved for integrating the network metrics efficiently. Finally,
it helps to enhance the network lifetime and helps in communication system. Shen
et al. [10] designed a predictable-based routing method for ad hoc network. In this
work, topology is organized by the helps to static and dynamic topology distribution
with the help of not completely predictable method. Here, incomplete predictable
technique is initiated by anti-pheromone system. Finally, it achieves energy effi-
ciency and node utilization both for enhancing the network lifetime. Chatterjee and
Das [11] designed an ACO-based routing technique for MANET. The main aim of
this routing method for enhancing the QoS is by increasing ratio of packet delivery
ratio and decreasing network delay by using ant. This method uses DSR routing as a
base routing protocol. The basic route packets like RREQ and RREP are used here—
“request ant” and “reply ant” packet for managing the network. Finally, it determined
the level of pheromone for each route to decide optimal route of the network. Fatemi-
dokht and Rafsanjani [12] designed an anomaly detection method for VANET based
on clustering approach. In this paper, VANET contains some malicious nodes that act
as several vehicles in the area of transportation. The nodes in this work disconnect and
organize frequently in terms of changes of topology. The clustering method in this
work is used for decision of gateway selection, proper neighbour selection, and also
cluster head selection. Finally, it helps in packet delivery ratio and reduction of end-
to-end delay. Jat et al. [13] designed an intelligent technique for QoS in WLAN. This
proposal is based on video delivery system. This is based on multimedia application
for video data processing and analysing. The data is analysed here based on real-time
data generated by the Internet. It also helps in video data transmission, storage, eval-
uating, and broadcasting. In WSN, data is gathered from multiple homogeneous or
heterogeneous sources because real-life data is connected with different IoT, oV, or
cloud environment. So, it is difficult to keep the natures of the data in same structure.
Information retrieval [14] is very important part in modern research areas which
indicates collect information that is stored in unstructured form based on multiple
local languages and processes it in particular pattern after observing. Hao et al. [15]
designed an evaluation system for big data analysis. This data is based on loV where
it means Internet of vehicle. This proposal is based on K-means algorithm that is used
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here as a clustering. In this work, different behaviours of the driving are involved for
controlling vehicle. Finally, it helps in reducing fuel consumption and helps in trans-
portation globally. Das and Tripathi [16] proposed a method for software-defined
network which is based on ad hoc manner. The main key element of this work is
nonlinear formulation method which is used to optimize the network by using objec-
tive function and their constraints. Finally, it helps to manage conflicting strategies
of the network efficiently. Singh et al. [17] designed an optimized-based localization
system for WSN. This work is based on communication between anchor and target
nodes. It helps to optimize several issues such as localization, organization, security,
scheduling of task, routing, lifetime of the network, and computation of data. These
fusions are handled and optimized with the help of PSO and H best PSO, where H
indicates Hilbert trajectory technique for the optimization. Kotary and Nanda [18]
proposed a distributed-based optimization for WSN. It is based on diffusion system
of the WSN which indicates K-means clustering algorithm. This diffusion technique
is mixed with PSO optimization technique and in identifying optimal clustering
based on intra-distance system of the sensor node. The proposed method is easily
helped as a robustness technique and employed as detection of outlier of the network.
Mohammed et al. [19] designed an optimization technique for WANET fuzzy logic.
In this system, fuzzy logic is basically used to reduce the uncertainty of the network.
This work is based on clustering system where clustering is designed with the help of
constraints of the fuzzy logic. The several network parameters are used as a design of
fuzzy constraints such as hop count, speed, movement of the nodes, position of the
nodes, and residual energy of the nodes. Finally, with the help of the stated network
parameters, fitness function is designed that helps to evaluate optimal route of the
network and increase productivity and throughput [20].

3 Preliminaries

In this section, basic preliminaries are described that help to understand the proposed
method efficiently in terms of intelligent technique as well as mathematically. Short
descriptions are as follows.

3.1 Linear Programming

Linear programming is used to solve linear relationship amongst objective function
and constraints based on the problem and issue. In this model, objective function and
constraints both are linear in nature. It easily helps to optimize different parameters
in terms of finding optimal solution.
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3.2 Quadratic Programming

Quadratic programming is a part of nonlinear programming which relates with objec-
tive function and constraints nonlinearly. This is based on second-order polynomial
technique. In this mathematical modelling, the objective function is always nonlinear
in nature but constraints are linear or nonlinear based on the situation.

3.3 Fuzzy Logic

Fuzzy logic is a multi-valued logic which is based on the relation between partial truth
and partial false depending on degree of truth value. Degree of truth value is evaluated
based on relation of universe of discourse and degree of membership function. Fuzzy
logic deals with linguistic variables for reducing uncertainty of information and
estimates imprecise parameters of the system.

3.4 Rule-Based System

Rule-based system is a fusion of fuzzy logic and knowledge-based system. It is basi-
cally used to solve uncertainty of the system using If-Then statement. It has two basic
components such as antecedent and consequent. Antecedent handles “If” clause, and
consequent handles “Then” clause. It is rapidly used in several applications such as
engineering and science for reducing the uncertainly of the information.

4 Proposed Method

In this section, the main proposed method is illustrated with the help of two basic
network parameters such as energy and distance. The purpose of these parameters is
to design an optimal strategy for evaluating optimal route that enhances the network
lifetime efficiently. The nature of the energy parameter is conflicting with the param-
eter distance because if energy is increased, then network lifetime is also increased,
and if distance is increased, then network lifetime is decrease. So, energy is equal
to inverse of distance parameter. In this paper, energy is considered as 500 unit, and
distance is considered as 1600 unit. The membership functions of both parameters
are shown in Tables 1 and 2. Network lifetime of the WSN is evaluated with these two
parameters and optimization models of the proposed method shown in Egs. (1)-(4).
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Tablg 1 Membership Linguistic variable | Notation | Notation of range | Value
functions of energy
Low EL [EL_, EL+] (0-150)
Medium Ev [Em—, Em+] (100-250)
High En [Et_, Epy] (180-375)
Very High Evy [Eva—, EvH+] (240-500)
Esnlggoisbée;?;zﬁgp Linguistic variable | Notation | Notation of range | Value
Low D [Di—, Di+] (0-400)
Medium Dy [DMm-, Dm+] (350-800)
High Dy [Du-, Du+] (500-1200)
Very high Dvy [Dvi—. Dyuel | (950-1600)
Maximize: Obj, = (x1)* + (x2)*;
Subject to constraints: e;x; + djx, > 500;
exxy + drxs > 500;
xp >=0; x> 0; 1)
e; > 0; e; <1505
e2 > 05 e2 < 150;
d; > 950; d; < 1600;
d, > 950; d, < 1600;
Maximize: Obj, = (x1)* + (x2)*;
Subject to constraints: e;x; + djx; > 1500;
exx; + drxp > 1500,
xp >=0; x > 0; ?)
e; > 100; ey < 250;
ey > 100; ey < 250;
d; > 500; d; < 1200;
d, > 500; d, < 1200;
Maximize: Obj; = (x1)* + (x2)%;
Subject to constraints: ejx; + d;y; > 2500;
exx1 + dayr > 25005
x1 >=0; x2 > 0; 3)

e > 180; e; < 375;
er > 180; e, < 375;
d, > 350; d; < 800;

dy > 350; dy < 800;
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Maximize: Obj, = (x1)? + (x2)%
Subject to constraints: ejx; + djx; > 3500;
erx1 + drx, > 3500;
x; >=0; x > 0;
e > 240; e; < 500;
er > 240; e, < 500;
dy = 0; dy <400;
dy > 0; dy <400;

“4)

In above-mentioned Egs. (1)—(4), the optimization models are illustrated for
network lifetime using energy and distance parameters. In these models, decision
variables x| and x; are used for energy and inversely distance parameters based on
two constraints where energy is used “Low” to “Very High” and distance is used
“Very High” to “Low” due to contradictory nature of the distance parameter. In
these models, a number of sensor nodes are used such as 500, 1500, 2500, and 3500
with difference of 1000 nodes. Each model is evaluated in ten iterations based on
same linguistic variation relation of energy and distance parameters. In the proposed
model, energy and distance are considered as input parameters and output parame-
ters considered as network lifetime. The different values of each iteration is shown
in Tables 3, 4, 5, and 6, and fuzzy relation between input and output parameters is
shown in Table 7 as rule-based system.

In Tables 3, 4, 5, and 6, network lifetimes are illustrated based on different rounds
and iterations. It shows that when a number of nodes are increased then network
lifetime also increases based on rounding of sensor nodes. It indicates, during data
transmission, network topology is changed, sometime route is bad, sometime route
is good, or sometime route is moderate that varies based on the theorem of the fuzzy
logic. Table 7 shows rule-based system including antecedents and consequents that
are attached with two input parameters, i.e. energy and distance and output parameter,
i.e. network lifetime (NL). In this system, distance parameter is mapped reverse way

Table 3 Values of ten iterations for first model based on “Low” energy and “Very High” distance

S. No. |Lowenergy | Very High distance |x; X2 Obj;

1 30,150 950,1600 0.1660206E—01 | 0.5257915 | 0.2767323
2 50,140 1000,1500 0.2492657E—01 | 0.4987537 0.2493766
3 80,120 1050,1550 0.3607258E—01 | 0.4734421 0.2254486
4 90,110 1150,1450 0.3382011E—01 |0.4321358 0.1878852
5 70,100 1250.1350 0.8842397E—01 |0.3987496 | 0.1594998
6 60,130 1200,1390 0.2075928E—01 | 0.4156287 0.1731782
7 10,90 1110,1490 0.4062012E—01 | 0.45041398 |0.2028891
8 40,80 1150,1300 0.1510622E—01 |0.4342572 | 0.1888075
9 0,100 1100,1500 0.5304115E—04 | 0.4545455 0.2066116
10 20,110 960,1580 0.1082386E—01 | 0.5206078 | 0.2711497
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Table 4 Values of ten iterations for second model based on “Medium” energy and “High” distance

S. No. Medium energy High distance X1 X2 Obj,

1 120,240 520,1100 0.632002 2.738769 7.900261
2 140,230 540,1150 0.6747605 2.602840 7.230077
3 150,200 640,1000 0.5207142 2221708 5.207128
4 130,190 600,1050 0.5173460 2.387908 5.969753
5 100,250 510,1200 0.5553337 2.832288 8.330248
6 150,220 700,900 0.4390244 2.048781 4.390244
7 160,210 750,950 0.4080676 1.912946 3.825880
8 110,180 650,1030 0.3796273 2243448 5.177174
9 125,170 550,930 0.5893653 2.593326 7.072692
10 115,230 540,1170 0.5658695 2.657269 7.381284

Table 5 Values of ten iterations for third model based on “High” energy and “Medium” distance

S. No. High energy Medium distance X1 X2 Obj3

1 190,370 370,750 2.745668 5.346819 36.12717
2 200,350 390,700 2.602854 5.075459 32.56514
3 210,320 410,710 2.474132 4.830322 29.45335
4 220,300 400,740 2.639204 4.798438 29.99040
5 180,375 350,800 2.905053 5.648830 40.34861
6 230,295 380,720 2.914363 4.814991 31.67765
7 240,300 390,620 2.861168 4.649537 29.80448
8 260,350 380,680 3.066017 4.481146 29.48113
9 215,290 360,780 3.057014 5.118728 35.54671
10 195,360 395,720 2.5122871 5.088871 32.20819

Table 6 Values of ten iterations for fourth model based on “Very High” energy and “Low” distance

S. No. Very High energy Low distance X1 X3 Obja

1 280,350 120,300 10.56028 4.526017 132.0043
2 250,450 100,350 12.06896 4.827602 168.9655
3 260,480 110,380 11.41781 4.830625 153.7014
4 290,490 50,200 11.72056 2.020736 141.4550
5 300,500 30,250 11.55113 1.155396 134.7635
6 240,300 150,350 10.48691 6.554280 152.9338
7 260,360 90,260 12.02112 4.161206 161.8230
8 280,460 130,370 10.28331 4.774409 128.5414
9 290,430 20,210 12.01184 0.8283709 144.9704
10 315,410 40,320 10.93481 1.388375 121.4976
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Table 7 Rule-based system of the proposed method

Rule No. Description

Rule 1 If Energy is E1. and Distance is Dyy then Network Lifetime is NL|
Rule 2 If Energy is E1. and Distance is Dy then Network Lifetime is NLy
Rule 3 If Energy is E1. and Distance is D)1 then Network Lifetime is NL3
Rule 4 If Energy is E1. and Distance is Dy, then Network Lifetime is NL4
Rule 5 If Energy is E and Distance is Dyy then Network Lifetime is NLs
Rule 6 If Energy is Ev and Distance is Dy then Network Lifetime is NLg
Rule 7 If Energy is Eym and Distance is Dy then Network Lifetime is NL7
Rule 8 If Energy is Ey and Distance is Dy, then Network Lifetime is NLg
Rule 9 If Energy is Ey and Distance is Dyy then Network Lifetime is NLg
Rule 10 If Energy is Ey and Distance is Dy then Network Lifetime is NLo
Rule 11 If Energy is Ey and Distance is Dy then Network Lifetime is NLj;
Rule 12 If Energy is Ey and Distance is Dy, then Network Lifetime is NL|»
Rule 13 If Energy is Evy and Distance is Dyy then Network Lifetime is NL;3
Rule 14 If Energy is Evy and Distance is Dy then Network Lifetime is NL14
Rule 15 If Energy is Evy and Distance is Dy then Network Lifetime is NL5
Rule 16 If Energy is Evy and Distance is Dy, then Network Lifetime is NLi¢

with energy parameter. Hence, linguistic behaviour of the NL is shown in Table 8
and feasible, and optimal values of each rounds are shown in Tables 9, 10, 11, and
12.

In Table 8, several linguistic variables are shown based on chronological order
of their increment behaviour of degree of membership or degree of truth value. It
shows rule number 16 is the highest priority, i.e. NL;¢ having “Very High” energy
and “Low” distance associates linguistic variable is “Too Excellent”. In Tables 9,
10, 11, and 12, feasible and optimal values are shown based on round 1-4 based on

Table 8 Linguistic variable Network Linguistic Network Linguistic
of the output parameter e . e .
P Lifetime variable Lifetime variable
network lifetime
NL, Very poor NL9 Marginally
Good
NL, Poor NLo Good
NL3 Bad NL; Perfect
NL4 Slightly bad NL|2 Very good
NLs Average NL3 Highly good
NLg Medium NL 4 Outstanding
NL~, Satisfactory NL5 Excellent
NLg Fair NL ¢ Too excellent
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Table 9 Dataset for round 1 under 500 sensor nodes for rule 1
Obj; Residual energy (x1) | Distance (x2) | Low residual energy | Very high distance
0.2767323 | 0.1660206E-01 0.5257915 e; =30 d; =950

er =150 dy = 1600
0.2711497 | 0.1082386E-01 0.5206078 e; =20 di =960

er =110 dy = 1580
Table 10 Dataset for round 2 under 1500 sensor nodes for rule 6
Ob;j2 Residual energy(x;) | Distance (x2) | Medium residual energy | High distance
8.330248 | 0.5553337 2.832288 e =100 dy =510

ey =250 dr = 1200
7.900281 |0.632002 2.738769 e; =120 dy =520

ey = 240 dy = 1100
Table 11 Dataset for round 3 under 2500 sensor nodes for rule 11
Obj3 Residual energy (x1) | Distance (x2) |High residual energy | Medium distance
40.34861 |2.905053 5.648830 e; =180 dy =350

ey =375 dr = 800
36.12717 | 2.745668 5.346819 e =190 dy =370

er =370 dy =750

Table 12 Dataset for round 4 under 3500 sensor nodes for rule 16

Obj4 Residual energy (x;) Distance (x2) Very high energy Low distance
168.9655 12.06896 4.827602 e; =250 dy =100

ey =450 dy =350
161.8230 12.02112 4.161206 e; =260 d1 =90

e = 360 dy =260

sensor nodes 500, 1500, 2500, and 3500 using rule numbers 1, 6, 11, and 16. Here,
highest value indicates optimal decision, and lowest value indicates feasible value.
Hence, optimal route is based on energy having “Very High” and distance having

“LOW”.



92 M. K. Mandal et al.

5 Simulation and Analysis

In this section, details of simulation and analysis are illustrated. The proposed method
is simulated in LINGO optimization software based on fusion of linear and nonlinear
formulations. The proposed method is simulated and verified in four optimization
models based on four rounds where each round is repeated ten times based on different
data set of same linguistic variable. The parameters details are shown in Table 13.

Figures 2, 3, 4, and 5 show feasible solutions of the optimization model based on
sensor nodes 500 inround 1, 1500 in round 2, 2500 in round 3, and 3500 in round 4. In
each round, data is tested 10 times based on same rule-based system. Data is shown in
Tables 3, 4, 5, and 6, and their feasible and optimal data set is shown in Tables 9, 10,
11, and 12 based on rule-based system mentioned in Table 7 with linguistic behaviour
mentioned in Table 8. First feasible value of network lifetime is 0.2711497 based on
“Low” energy and “Very High” distance. Second feasible value of network lifetime
is 7.900281 based on “Medium” energy and “High” distance. Third feasible value
of network lifetime is 36.12717 based on “High” energy and “Medium” distance.
Fourth feasible value of network lifetime is 161.8230 based on “Very High” energy
and “Low” distance. Based on all feasible values, it is observed that when a number
of nodes are increased as 500, 1500, 2500, and 3500, then network lifetime is also
increased.

Table 13 Simulation

parameter details Parameter Description
Windows Windows 10 pro
MS Office 2013
Optimization software LINGO
Energy 500 unit
Distance 1600 unit
Optimization Maximization
Input parameters Two (energy, distance)
Output parameter Network lifetime
Total rules 16
Rounds 4
Iterations 4 x 10
Objective functions 4
Constraints 4 x2
Nature of objectives Nonlinear
Nature of constraints Linear
Number of nodes 500-3500
Linguistic variables of energy 4
Linguistic variables of distance 4
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Fig. 2 Feasible solution for network lifetime in round 1 under 500 nodes

Figures 6, 7, 8, and 9 show optimal solutions of the optimization model based on
sensor nodes 500 in round 1, 1500 in round 2, 2500 in round 3, and 3500 in round 4.
In each round, data is tested 10 times based same rule-based system. Data is shown in
Tables 3, 4, 5, and 6, and their feasible and optimal data set is shown in Tables 9, 10,
11, and 12 based on rule-based system mentioned in Table 7 with linguistic behaviour
mentioned in Table 8. First optimal value of network lifetime is 0.2767323 based on
“Low” energy and “Very High” distance. Second optimal value of network lifetime
is 8.330248 based on “Medium” energy and “High” distance. Third optimal value
of network lifetime is 40.34861 based on “High” energy and “Medium” distance.
Fourth optimal value of network lifetime is 168.9655 based on “Very High” energy
and “Low” distance. Based on all feasible values, it is observed that when a number
of nodes are increased as 500, 1500, 2500, and 3500, then network lifetime is also
increased.
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Fig. 3

Feasible solution for network lifetime in round 2 under 1500 nodes
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Fig. 4 Feasible solution for network lifetime in round 3 under 2500 nodes
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Fig. 5 Feasible solution for network lifetime in round 4 under 3500 nodes
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Fig. 6 Optimal solution for network lifetime in round 1 under 500 nodes
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Fig. 7 Optimal solution for network lifetime in round 2 under 1500 nodes
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Fig. 8 Optimal solution for network lifetime in round 3 under 2500 nodes
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Fig. 9 Optimal solution for network lifetime in round 4 under 3500 nodes

6 Conclusions

In this paper, network lifetime is optimized with the help of two basic parameters
such as energy and distance. Nature of energy parameter is same as nature of network
lifetime, but nature of distance parameter is different from the nature of network
lifetime. So, the combination of energy and inverse of distance is used to form
rule-based system for analysing route of the network. Fuzzy logic helps to estimate
uncertainty of the network using membership function and mapped the imprecise
network parameters efficiently. Decision-maker of the proposed model analyses the
route of the network from source to destination nodes based on two efficiency terms
as feasible and optimal. Feasible route indicates nearby best route which is the second
choice of the route selection. Optimal route is the best choice for route selection from
source node to the destination node. The optimal route is efficiently used to transmit
the data packet within the WSN. This route helps to reduce energy consumption of
the nodes and solve the ambiguity of the route selection in the network within several
variations of the parameters.
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Abstract Routing is a predominant challenge in the field of WSNs because of insuf-
ficient power supply in each node. And low-transmission bandwidth required less
memory space and handling limit. These sensors distributed randomly in nature and
the environment, and each sensor nodes gather data from that environment for fur-
ther analysis and additional processing and transmits the information and data to
the base station. We discussed the different machine learning algorithms to develop
routing protocols for the WSNs. These technologies have allowed the sensor to learn
the experience data to make appropriate routing decisions and respond to changing
the environment. We covered a wide range of machine learning (ML)-based routing
protocols, such as distributed regression (DR), self-organizing map (SOM), and rein-
forcement learning (RL). This chapter affords a complete evaluation of the literature
on the topic. The review has structured in such a way that suggests how network
characteristics and necessities gradually viewed over time.
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1 Introduction

WSN is one of the most assuring innovations in specific real-time applications due
to its complexity, and cost-effectiveness also case of use [1]. The role of WSN is to
track the area of interest and transmit the collected information to the base station
for the post-analysis [2, 3]. WSN designers, in particular, need to fix fundamental
issues identified with data accumulation, data replication, limitation, node group-
ing, energy-awareness routing, fault detection, or security. Wireless sensor network
typically consists of a sensor, controller, and communication system. If the commu-
nication is wireless with each node, then it is called WSN. Machine learning is a
technique of computer to learn and act like a human and improve their learning over
time in an autonomous fashion, by collecting and processing a large amount of data
through sensor nodes and feeding those data and collecting the information to form
of observation and real-world interaction (Fig. 1).

Machine learning (ML) is a computer science and statistics area that encompasses
arange of algorithms and methods that learn from datasets and can predict or support
them. Machine learning (ML) developed as an artificial intelligence (Al) technique
in the late 1950s. Over time, its emphasis changed, turning more to computationally
viable and robust algorithms. These methods have widely used in different tasks in
many applications, like classification, regression, and density prediction. Developing
computational models for the learning process offers solutions and improves the
present system. It also included IoT, cyber-physical systems(CPS), and machine-to-
machine (M2M) integration [4].

Working : The first step in a wireless sensor network is to collect the data by
the small-small wireless sensor nodes and collector sensor which is a sense the
environmental condition and then the collector is collecting the data form the sensor
after collecting the data is sent to the base station of the WSN after that data is sent
to communication system and collecting the data then machine learning technique
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Fig. 1 Architecture of WSN [5]
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and algorithm comes in the picture, the data which is collected from the sensor and
collector arrange in proper format which is easily readable by the machine some
preprocessing is performed on that data and noise is removed from the data after
that data is divided into two section training and testing, the first step is to apply the
ML algorithms on the training data and predict the category of and classification as
output after that same technique is applying on testing data and compare these two
data depended on their properties take a decision based on that data properties and
applying different ML algorithm and take a proper decision which is applicable for
WSNs system. In that process, a large amount of data transmitted, processed, and
received by the base stations of WSN, which limit the computation because of the
limited energy source and bandwidth of WSNs. The objective of ML is to lesson the
data communicated and distributed on WSN. Machine learning implementation in
routing plays an essential role in improving network performance. Sensor network
dynamic behavior includes complex routing algorithms to optimize the performance
of the system. The goal of this chapter is to include a detailed review of the use of
machine learning techniques in sequence to enhance routing protocol output. WSNs
have various other issues, such as centralized medium access, translation, optimum
location, and distribution. Growing network lifespan by energy efficiency is a core
problem in WSNs to execute these tasks energy costs. We assume that these dynamic
distributed problems can be solved effectively and including routing and clustering.
The early survey explains algorithms in their implementations. The fundamental
explanation for this is that the memory and computing demands of machine learning
methods are more significant than conventional WSN approaches. In this chapter, we
wanted to provide a large selection of useful, up-to-date machine learning algorithms
to compare their strengths and weaknesses. The rest of the chapter organized as
follows. Section 2 presents the reader to the machine learning algorithm and types of
machine learning. Section 3 explains the related work of machine learning techniques
to WSN routing protocol. Section 3 specifies significant difficulties in routing layer
and Sect. 4 outlines the application of ML in WSN and next section comparison of
different ML techniques and CI techniques to evaluate the optimization achieved
(Table 1; Fig.2).

2 Machine Learning Techniques

Machine learning is a method of analysis and prediction of the data to predict the
feature outcome and build a model using different algorithms and techniques to
predict the perfect output. Machine learning is a technique in which we give some
input data and option some output on data and, based on that output, identify a
relationship between them and patterns and trends to make a perfect decision wit
minimum human interference. In this section, we are going to discuss some popular
machine learning technique and their uses and advantages and disadvantages in
wireless sensor network (WSN). Three types of machine learning are used to design
wireless sensor network supervised learning, unsupervised learning, reinforcement
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Table 1 Name and abbreviation used in the text
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Abbreviation Name

Al Artificial intelligence

ACO Ant colony optimization
ANN Artificial neural network
ACD Adaptive critic design

BS Base station

CPS Cyber-physical systems

CI Computational intelligence
CS Cuckoo search

CH Cluster head

CS Cuckoo search

DR Distributed regression

DRQ Distributed routing

FIS Fuzzy inference method
FROMS Feedback routing for optimizing multiple sinks
FL Fuzzy logic

GA Genetic algorithm

HIS Human immune system
k-NN k-nearest neighbor

M2 M Machine to machine

ML Machine learning

OWA Ordered weighted averaging
PSO Particle swarm optimization
Q-RC Q-Routing with compression
RL Reinforcement learning

ST Swarm intelligence

SIR Sensor intelligence routing
SOM Self-organizing map

WSN Wireless sensor network
ZEEP Zone-based energy-efficient routing protocol

machine learning. The supervised learning describes a problem class that includes
using a model to learn the mapping between example input and goal variable. There
are two major categories of supervised learning: (a) classification & (b) regression.
Unsupervised learning describes a series of problems concerning the use of a model
for defining or extracting data relationships. Reinforcement learning represents a set
of challenges where an agent works in an environment and needs to learn to use the

input to work (Fig. 3).
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2.1 Supervised Learning

Supervised learning is one of the essential techniques in machine learning. In super-
vised learning, both input and output provided to the machine based on that it finds
the relationship between the input and output variable and find the pattern between
them when training the important system feature of supervised learning is to find
the relationship between the input features and forecast objective output. Supervised
learning solves the various problems in WSNs. Localization in a sensor node is
defined as finding the geographical area to locate the sensor node of WSN. In simple
WSNss, it required more time to find each location physically identifying the sensor
nodes; it is an important task to handle such situations it required to reprogramming
the architecture of WSNs. Machine learning algorithms easily classified between the
anchor node in WSN and unknown nodes in the network. Mobile sensor nodes pro-
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Fig. 3 Types of machine
learning [31]

gressively and continuously change their situations/positions in WSNs, because of
that to distinguish the exact location is increasingly satisfied and required more time,
but it is quick with ML approaches. Using the ML algorithm in WSNs coverage and
connectivity is increases find the number of sensor nodes connected can be found
rapidly in WSN. This method, the machine model, is constructed using a specified
training set (i.e., predefined data and labels). This model is employed to describe
the scientific relationship between the parameters of input, output, and device. The
use of these learning algorithms is to address numerous problems in WSNs, like
identification and target tracking.

2.2 Logistic Regression

Logistic regression is a classification technique. Decision boundary (generally lin-
ear) derived based on probability interpretation results in a nonlinear optimization
problem for parameter estimation. The goal of LR is to give a new data point and
predict the class from which the data point is likely to have originated. The task of
the classification is identifying a category that a new observation belongs to based
on the previous data with known categories. When the number of categories is 2, it
becomes a binary classification problem. Input features can be both qualitative and
quantitative. If the inputs are qualitative, then there has to be a systematic way of
converting them to quantities. Binary input like a “Yes” or “No” can be encoded as
“1” and “0”.
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I. Linear classifier is of two types if decision function is linear, binary classifica-
tion can be performed depending on the side of the half-plane that the date falls
in.

II. Model as probabilities Probability of a “Yes” or “No” gives a better under-
standing of the sample’s membership to a particular category estimating that the
binary outputs from the probabilities are straightforward through simple thresh-
olding. Binary output for new samples can now easily be predicted using the
following Eq. 1

p(x) =e(B0+ B1X)/1 +e(B0 + B1X) ey

If B0 4 B1X is non-negative then we get p > 0.5 and ¥ = 1 otherwise we get
p < 0.5 and Y = 0. Decision boundary is the equation 80 + 81X. To prevent
over-fitting, we need to penalize the coefficients. Regularization helps in building
non-complex models that avoid capturing noise in the model due to over-fitting.
The objective now becomes regularization that helps the model work better on
test data due to the fact that over-fitting is minimized on training data.

2.3 K-NN Algorithm

The k-nearest neighbor algorithm uses both the label and unlabeled data used for
classification and regression. It is a lazy learning algorithm where all computations
are deferred until classification. It performs explicit generalization where the function
is approximated. KNN does not show any operation on the training data. It is used
when the nonlinear boundaries between the dataset; it is also used in the large dataset
and also when the dataset is categorical. The KNN has used majorities of data points of
the nearest location in the dataset. The parameter k is selected data and distance matrix
to define the distance between the data point. The distance is measured by using
different distance measuring techniques like Euclidean distance. These algorithms
do not make any sense about underlying data distribution.

2.4 Unsupervised Learning

Unsupervised learning is a technique in which there is no label output data associated
with the input. The first approach of unsupervised learning is to detect a pattern in a
cluster. The main advantages of unsupervised learning in a wireless sensor network
are to solve many problems like anomaly detection, routing, and data aggregation.
Anomaly detection is improved using an unsupervised machine learning technique.
It minimizes the complexity and communication problems; it also has advantages in
fault detection attack. It detects outliers in WSNs in supervised methods using the
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past. Previous dataset is possible to adjust the parameter of sensor nodes dynamically.
Routing is one of the most critical parameters in a wireless sensor network. There
are many advantages by using ML-based routing like while using ML routing; it
adopts changes in the environment without physically reprogramming and it also
benefits ML in optimal routing low earning communication overhead and delay-
aware. Data aggregation is a process of collecting the data to different sensor nodes
called data aggregation; data aggregation affects the various parameters of the WSNs
system like communication overhead units and power memory loss by using the ML
unsupervised algorithm. It uses in dimension reduction of the data of the sensor node
level. Therefore, it reduces communication overhead in the network; it performs this
reduction in senor nodes to reduce the delay in the network nodes. It also used to
reduce the dimension of the sensor node using environmental conditions. It is called
unsupervised learning without a teacher. It is mostly related to the concept of using
a series of gathered or clustered findings from a sample. This learning methodology
differs from the supervised learning methodology in that there is no output vector,
and the learning under this method does not require an input label.

2.5 K-Means Clustering

A technique to divide N observations data points into K clusters, where K < N.
These observations, based on the group with the nearest mean, clustering can be
considered one of the most straightforward and essential unsupervised learning tech-
niques. Hence, as every other problem, it deals with finding the unlabeled data. A
similar object belongs to the same group, and a different object belongs to the distinct

group.

2.6 Reinforcement Learning

Reinforcement learning is a machine learning technique that is based on the trial-error
principal to find the best possibilities in the search space. Reinforcement learning is
learning continuously through the environment and gathers the data by sensor nodes
to take appropriate action by the agent. It also provides excellent results because there
is no need to store a large dataset. It uses the Q-learning technique where each agent
gathers the data to the environment and generates a sequence of observation, and
based on previous observation, it takes a proper decision. Therefore, reinforcement
learning provides an outstanding result in WSN. It is helpful in the communication
range control of sensor networks. Reinforcement learning basically consists of five-
part like environment, state, reward, action, agent in WSNs. The environment consist
of many small-small sensors which collect the data to the environment these data
and information os pass to agent through the State State is playing the mediator role
Between the environment and agent After collecting the information and data agent
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Table 2 ML-based routing algorithms for WSNs

ML Studies Topology Complexity | QoS |Environment | Mobility
technique
ANN [36] Tree High No |Centralized | Static nodes
[37] Tree Moderate Yes | Distributed | Static nodes
[38] Tree Moderate No | Distributed | Mobile
nodes
Deep [39] Hybrid High No |Centralized | Mobile
learning nodes
SVM [40] Hybrid Moderate No | Distributed | Static nodes
Bayesian [41] Tree Moderate No | Distributed | Static nodes
[42] Hybrid Low No |Centralized | Static nodes
[43] Hybrid Moderate No |Centralized | Mobile
and Decen- | nodes
tralized
k-means [44] Hybrid Low Yes | Distributed | Static nodes
[45] Tree Moderate No | Distributed | Static nodes
[46] Hybrid Moderate No | Centralized | Static nodes
SVD [47] Arbitrary Moderate No | Distributed | Static nodes

takes the proper decision and give the rewards to the environment depend on that
rewards agent to take the action if the environment is changed rapidly then the agent
is able to take the proper action it is also making changes depend on previous data
but depend on the environmental situation therefore it is able to take proper decision
instantly it also takes less time to make any changes is wireless sensor nodes and the
accuracy is also good because of instant decision-making ability in reinforcement
Learning technique it is using Q Learning techniques which is also advantages in
dedicating the sensor nodes properly and also Q learning is provided good accuracy
because of that properties is reinforcement learning one of the important ML Tech-
nique which is used in WSNs system. In a wireless sensor network, reinforcement
learning works on the sensor node to interpret, process, and communicate data with
its context. The agent must acquaint himself in this machine learning approach to
take the necessary measures by making use of his own environmental familiarises.
This technique for machine learning depends purely on two measures: trial-and-error
check and delayed (Table 2; Fig. 4).

3 Related Work

The authors of [7] explored implementations of three standard machine learning
algorithms at all communication levels in the WSNs (i.e., decision trees, neural
networks, and reinforcement learning). In comparison, targeted surveys have also
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Fig. 4 Visualization of reinforcement learning [2]

published that focus on the use of machine learning, in particular, WSN challenges.
For example, [8, 9] discussed the creation of effective outer detection methods,
and some of these methods depend on machine learning principles. In [10], the
author addresses techniques of artificial intelligence to tackle problems in WSNs,
for example, routing, data collection and convergence, work management, optimum
delivery, and localization. This computational intelligence is a subset of machine
learning that concentrates on the biologically inspired method [11]. The zone-based
energy-efficient routing (ZEEP) protocol was developed for mobile sensor networks
in [12] using a fuzzy method. ZEEP uses the fuzzy inference method (FIS) to pick
a range of CHs based on parameters like mobility, energy, and distance, including
neural networks, fuzzy structures, and evolutionary algorithms. In [13], a routing
protocol is based on deep learning presented, including the base station being an
interface. It indicates the path which the base station has preserved, allocated, and
retrieved. The suggested deep learning-based algorithm utilizes dynamic routing
in a mobile sensor network. Firstly, the base station generates a set of simulated
routing routes and determines the best path from them. For WSNs, an ACO-based
routing algorithm has implemented in [14]. We consider various criteria, such as a
node’s residual energy, transmission frequency, transmission direction, and the most
precise route from the source nodes to the base station to determine the optimum
routing. This algorithm achieves low energy loss and lengthens the network lifetime
as we have seen many advantages in ML technique, but there are some limitations
and disadvantages also using these machine learning algorithms. Machine learning
algorithms are not able to produce an instant result and accurate prediction because
of the ML algorithm is need to train first for training required a large amount of
historical data. If the data size is large, then the more energy is consumed because of
that energy limitation in WSNs and the high complexity of the ML algorithm. Also,
the validation and prediction of the real-time data are a very difficult task in wireless
sensor network because of the data which is an option from the sensor that is not in
a proper format, and it also changes when the condition of the environment is also
changing the size of the sensor which is important factor in WSNs [15]. When the
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size changes, then the amount of data also changes. Therefore, it is difficult in some
situations to predict proper accuracy. Sometimes it is challenging to select a good
ML technique for complex issues in WSNs.

4 Routing Layer

The routing problem applies to the fundamental question regarding moving a data
packet from a node to another when there is no direct node connection in the net-
work. This enigma also recognizes as multihop routing, which means that many
intermediate nodes usually transfer the data packets to their destination. A routing
protocol specifies the series of intermediate nodes needed to guarantee the packet
distribution. There is a distinction between unicast and multicast routing protocols.
The data packets routed from a single source to a unique destination comes under
the unicast routing protocol. The data packets concurrently routed to multiple desti-
nations which are known as the multicast routing protocol. These protocols remains
a vast deal of literature on routing concerning WSNs and wireless ad hoc networks
in general. The fundamental problem is to handle weak transmission connections,
node crashes, and node stability and, most significantly, to allow effective use of
resources. With the machine learning algorithm and computational intelligence, an
attempt to produce energetic routing efficiency and increase the network lifetime is
the primary concern of the author [7, 15].

5 Applications of Machine Learning in Routing

Machine learning methods can be used by approximating sensor data with algorithms
to reduce interaction. In the area of WSNs, the main objective of learning strategies
is to minimize the amount of energy used by sensor nodes by limiting the amount
of contact within the node. Machine learning techniques are attractive in sensor net-
works for the following four reasons. There is generally an amount of consistency
of data from the sensor network. Redundancy derives from the fact that relatively
nearby sensors are likely to obtain identical measurements, and measurements taken
at two different instants are strongly related as well. The exact measurement is rarely
important, and generally, the observer accepts approximations. The reduced the accu-
racy, the more versatile the machine learning models and hence the communications
gains that are possible. This makes it possible to design strategies for data collection,
which exchange in energy precision. It associated with the involvement of software
agents in an atmosphere to optimize the idea of cumulative prizes. The method elects
a standard action and, at specific action, earns a credit. However, the right or suc-
cessful move is not decided in advance. Therefore, the program carries out various
actions and learns from its experience [13]. Applications of machine learning tech-
niques in routing protocol are most commonly used in MANET and WSN distributed
problems like routing, timing, medium access control, and network positioning.
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6 Routing in WSN

Whenever a node is required to transmit a data packet, a nearby node may be chosen
depending upon the values contained in its routing tables. Concerning a routing algo-
rithm, the default action is to greedily select the neighboring node, including the best
value of the routing table. The routing algorithms have specific guidelines for the ML
that enables a sensor network to learn from past interactions, to implement appro-
priate routing decisions, and to respond to the changing environment—the estimation
of the cost functions and the updating of the routing tables at execution time. ML
reduces the difficulty of a standard routing issue by grouping it into more easy sub-
routing problems. The nodes in each problem form by the formations of the graph,
including only their immediate close neighbors, a low cost, reliable, and present-
time routing, accomplished. To meet quality of service routing task specifications,
use fairly basic computational methods and classifiers.

6.1 Distributed Regression Framework

This framework is an efficient and general framework in-network sensor data mod-
eling. Within this context, the sensor network nodes cooperate to match each of their
local measurement optimally with a global function. The algorithm is based on linear
regression of the kernel, where this model takes the weighted sum of local dependent
function [16]. Kernel functions map training observations to a certain function space
to allow data analysis. The proposed system exploits the assumption that multiple
sensor readings are strongly correlated. It would reduce the overhead for contact
and identifies the sensor structure data. These findings act as an essential step in
the creation of the distributed wireless network using different ML techniques and
algorithms. The benefit of using these methods is very strong fitting performance
low computing overheads.

6.2 ANN

Energetically effective and reliable artificial neural network routing scheme for
WSNs called ELDC. In this methodology, the network remains focused on enormous
data collection that includes almost all scenarios to make the system very useful and
environmentally efficient. ELDC technique is exceptionally energy-efficient, capable
of raising the lifetime of sensor nodes. An artificial neural network creates dominant
threshold values for choosing the chief node of a system, and a cluster head depends
upon the technique of backpropagation, including facilitates intelligent, efficient, and
reliable system structure. ANN for the training of the protocol considers the appro-
priate parameters like remaining capacity, node distance from CH, distance from the
border node, distance from the border node to BS, the traffic load on the specific
link, and the likelihood of insurance status of the particular network [17] (Fig.5).
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Fig. 5 Architecture of ANN
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6.3 Data Routing Using Self-Organizing Map (SOM)

The Al techniques in WSN are the self-organizing map that uses the concept con-
cerning the self-organization concept. It is based on unsupervised learning to find
efficient routing strategies, which are called sensor intelligence routing (SIR). SIR
makes a minor improvement to the Dijkstra’s algorithm to build the foundation of
the node and the smallest paths from a base station to any node on the network. The
second-layer neurons engage with each other during route learning to assign high
weights within the learning chain. The weights of the winning neuron and its corre-
sponding neurons are then modified to match the input patterns. The training process
is a highly analytical method to construct neural networks [2]. SOM consists of two
phases, including the learning phase and the execution phase. The learning phase
arranges a two-dimensional map of the neurons, and it is done within a resourceful
central station. The execution phase runs on network nodes. Each sensor node cal-
culates the QoS of its links, which collects input samples and runs the algorithm of
the winning neuron election. Each sensor node calculates the QoS of its connections,
which gathers input samples and runs the algorithm of the winning neuron election.
The complexity and the learning methods are the key challenges to implement this
type of algorithm, whether the topology and structure of the network change [2, 17]
(Fig.6).

The use of Al technologies (e.g., neural networks) in WSNs declared to be a valu-
able method for optimizing network performance. The tremendous work of applying
a SOM method on a sensor node implies that the usage of Al technologies will boost
the efficiency of the WSNss.
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6.4 Q-Learning

Q-learning is a simple and effective RL algorithm [18]. It does not require any
environment model and can be used for online meaning feature learning. It is very
easy to execute and has a good memory and resources needs optimum balance. In our
multiple-sink example, each sensor node is an infinite learning agent, and actions are
routing options for the next-hop(s) into a subset of sinks using separate neighbors.
The following steps are followed to find Q-learning solutions agent states, action,
Q-values, and updating Q values if not satisfied, reward function. A simple solution is
to greedily choose the best (lowest) Q-value for the operation, the flexibility of the Q-
learning methodology, and the prospect of enhancing current Q-learning protocols.
There are different types of Q routing that are as follows.

. DRQ-Routing distributed routing

. Q-RC (Q-routing with compression)

. AdaR-Yet another Q-learning-based routing
. Q-PR: Q-probabilistic routing

RLGR geographic-based.

(SN SRS S

Some of Q learning machine learning techniques and protocols discussed here.

6.4.1 Routing Enhancement Using Reinforcement Learning (RL)

The reinforcement learning falls within a requirement of the algorithms of ML;
meanwhile, an agent goes through encounters with the environment learning how
to do it step by step producing some form of rewards. The primary purpose is to
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understand the environment through the method of optimizing incentives to identify
appropriate policies. An RL agent knows what action by itself lead to optimality
(Fig.7).

A hierarchical algorithm is used in the enhanced learning model for opportunistic
routing schemes. Figure6 shows multicast routing; a node transfers the identical
message to numerous recipients. MARL is appropriate for network distribution where
multiple agents still exist. There are two types of MARL, namely single-hop and
multihop [19].

6.4.2 Feedback Routing for Optimizing Multiple Sinks in WSNs with
Reinforcement Learning (FROMS)

This protocol depends on Q-learning, and it operates on the mechanism of exchang-
ing local knowledge of a node to other nearby nodes as input without creating any
overhead network. The network used to implement this protocol is architectures in
multisink form. The best thing about this routing system is to consider both the
techniques of discovery and development to find an optimal route. The only extrac-
tion will, on the opposite, lead to a local optimum solution, unnecessary overhead
exploration can prolong the time elapsed for the discovery of the path (Fig. 8).

Figure 7 shows a routing scenario in FORMS, which consists of one source node
and two sink nodes. The solid line represents best-shared route, and the dashed line
indicates the point to point routes. The exceptional commitment of this protocol that
multiple sinks take into account in network architecture and by using multiple sink
nodes significantly decreases network overheads. Even if any node fails, FORMS
has a recovery mechanism. On the other hand, FORMS is vulnerable to node failure,
and instability of sinks can lead to errors in the routing [20] (Table 3).
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Fig. 8 Routing scenario in FORMS

Table 3 Routing algorithms for WSNs based on ML technique

Machine learning | Topology Routing protocol | Complexity Qos Environment
techniques
K-means Hybrid/tree Distributed Low/moderate No Distributed
regression
framework
ANN Tree ELDC High/moderate No/Yes Centralized/
distributed
Q-learning Flat/multihop Data routing Low No Distributed
using SOM
Q-learning Flat/multihop MARL Moderate Yes Distributed
Q-learning Flat/multihop FORMS High No Distributed

7 Computational Intelligence Algorithms

The principal drawback to routing algorithms focused on reinforcement learning is
the restricted awareness of potential knowledge. The algorithms are thus not appro-
priate for extremely complicated conditions since it takes a long time to acquire
the optimal paths. A study of improvement strategies that alter or encourage smart
actions in diverse and dynamic environments lead to Computational Intelligence
algorithms(CI) [33]. Such structures represent concepts that possess a potential for
informing or adapting to new things, generalizing, abstracting, exploring, and asso-
ciating. Cl is illustrated because method descriptions and information resources that
can individually position actual sensory statistical expertise have accurate and timely
responses and endure high tolerance to faults. Computational intelligence frame-
works are responsive to WSN’s sophisticated design. The following subsections
briefly explain several CI paradigms used in WSN clustering [31, 32].
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7.1 Genetic Algorithm

Genetic is an adaptive heuristic search algorithm that models the genetic, biolog-
ical evolution. It has shown to be a robust optimizer looking for a community of
solutions and demonstrating versatility in addressing complex issues. Several NP-
hard problems have been solved successfully. A key challenge in the GA problem
is the translation of the problem into a series of chromosomes, while each of these
chromosomes constitutes a solution to the problem. A fitness function measures the
position of each chromosome. The main feature of GA is to find an optimization
solution for the search route [21, 34]. To seek global optima, it retains a search fron-
tier and solves problems of multicriterion optimization. However, GA’s capability to
describe rule-based, permutation-based, and proactive approaches to various pattern
recognition and ML problems is a more precise benefit. GA-Routing Method for
creating an aggregation tree that covers every sensor node, and it is used for homo-
geneous networks and small size networks. It enhances the lifetime of the node and
improves node energy output. GA-EECP technique works to build clusters that are
energy efficient. Proposes cluster size, relative size to the base station, energy flow,
average cluster distance variance, and the number of communications as determining
variables. It builds on Large Scale Networks [22].

7.2 Ant Colony Optimization

The ACO (Ant Colony Optimization) algorithm derives from the real action of ants
that interact with each other via a medium designated as a pheromone [23]. During
the walk, the ants lay a chemical signal on the space and detect the pheromone’s
current intensity for guidance. At first, no pheromone accumulated on the branches,
and the ants do not know the length of the branches. However, if a shorter version is
detected, pheromone will be given at a higher rate than the longer one. By contrast,
pheromone modification is limited to a fixed area. Prematurity and instability can be
easily avoided in this situation, but the convergence speed is slowed down. Second,
at least, all of the connections have an identical pheromone, the ants roam with no
warning, spontaneously. The list would remain inaccurate, and the other is misguided.
Third, any mistake in route selection or pheromone updating will affect the final
optimization in the ACO process. Some of the ACO based Routing protocols are
BAR Protocol chooses the routing route by the allocation of probabilities. Many
different paths are built in this protocol. It’s ideal for applications where the priority
is on the sink node, and ordinary nodes need to retain robust connectivity to the
sink [24]. Another Protocol EEABR [24] proposes that Simulation tests show that
it minimizes the contact load in various WSN situations and maximizes energy
consumption, which stresses the increased lifespan of the network.
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7.3 Particle Swarm Optimization

Swarm Intelligence (SI) is one of the emerging approaches for these heuristic com-
putation challenges from the bio-inspired computation. James Kennedy and Russell
Eberhart developed Particle Swarm Optimization (PSO) in 1995. It is a strong non-
linear stochastic optimization strategy focused on swarms mobility and intelligence.
It is a trigger from bird or fish social behavior, where a group of birds is looking for
food in an environment by chasing the closest bird to the food. It blends local search
methods. Population-based stochastic optimization beginning with a randomly gen-
erated population group. They have fitness attributes for assessing their population,
and with random processes, they refine the population and aim for the maximum.
The PSO does vary from GA, though, in that there is no overlap and mutation [25].
Its particles do not die while their internal velocity modified. Finally, the structure
of knowledge exchange in PSO is noticeably different. In a multidimensional space,
each particle is viewed as a point and adjusts its location, determined by two com-
ponents: the cognitive component and the social component arising from neighbor
contact [35].

7.4 Artificial Inmune System

The artificial immune system is primarily motivated by the natural or actual immune
systems, and specific features of the artificial immune systems are modeled. The
human immune system (HIS) has tremendous ability to suit sequences. It is used
to discriminate among the alien cells that join the body (antigenic or non-self) and
those that belong to the body (self). HIS combats the antigens and stores its structure.
The networks depend on the idea that the immune system is using a typical network
of interconnected B cells—a part of the adaptive immune system to recognize the
antigen. The ability of the two B cells to interconnect is directly proportionate to the
bond they participate in. A population of B cells holds two groups of subpopulations
original population and the cloned population. If the excellent binding accomplished,
the B cell is cloned and mutated, resulting in several antibodies. Once a new B
cell generates, it connects to the closest B cells in the network. Unless the new
cell cannot be inserted, the population is discarded. If all bindings fail, a B cell is
produced utilizing the antigen as a template and then included in the artificial immune
network, pattern recognition problems, classification, clustering, anomaly detection,
and computer virus detection [25, 26].
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7.5 Fuzzy Logic

A fuzzy logic (FL) is an arrangement of mathematics developed to describe theoret-
ical human reasoning. Unlike the traditional set theory, which requires components
to either be incorporated in a set or not. It can set average values based on semantic
variables and rules of inference. In other words, in a fuzzy package, a particular
entity is authorized to have an influenced membership, which is in the range [0,1].
There are two parts in fuzzy logic:

I. To determine the membership which corresponds to a given value of a linguistic
attribute, a fuzzy membership function is set. The membership function may be
programmed to represent the optimal goodness actions of a target in a versatile
manner, depending on specific needs.

II. FL provides a floating aggregation operator, ordered weighted averaging (OWA),
as an alternative to weighted numbers, to develop a multiobjective cost function.

FL was successfully implemented in optical image processing, pattern recogni-
tion, and control systems such as automotive motor controls, power systems, home
appliances, elevators. However, FL is ideal for applying heuristics clustering and
improving routing to accomplish various goals simultaneously. This algorithm gen-
erates non-optimal solutions, however, and fuzzy rules upon topology modifications
tend to be relearned [27]. The FL protocols incorporate heuristics clustering or rout-
ing optimization to accomplish several entities simultaneously. FCH sees capacity,
focus, and centrality as three linguistic factors to assess the probability of being the
head of the cluster. In terms of the first description, it was confirmed to achieve a
significant improvement in network lifespan. FMO is indeed excellent in this regard
with many other well-recognized heuristics in Web routing. Fuzzy multiobjective
routing characteristics applied to achieve several WSN routing goals at the same
time.

7.6 Cuckoo Search

The suggested algorithm for multicast routing built on the CS algorithm, which relies
upon the environment concerning the cuckoo species [27]. The algorithm takes into
account three rules:

I. The bird lays one egg at a time, which is a solution, on a randomly selected host
nest
II. The high-quality egg or the best-fit solution is the algorithm
III. The host bird leaves the poor quality alien egg when picking the best with a
probability

Application of the newly developed fitness functions in the CS algorithm solution
to automate multicast routing. Si and Pb (probability of egg discovery) have values
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between zero and 1. Eu is derived from a regular normal distribution with zero mean
and standard deviation of unity. It can further be practiced as a Levy Flight distribution
and holds a random step-length walk depends on the current position plus a chance
of transition [28, 29].

7.7 Adaptive Critic Design

A dynamic optimization, a novel action-dependent adaptive critical design (ACD)), is
created. The suggested combination of an optimization-based particle swarm actor
and a neural network critique illustrated by complex sleep scheduling of wireless
sensor motes. The adaptive critical approach deters optimal control laws for a sys-
tem by integrating two subsystems, an agent (dispensing feedback signals) and a
critic (learning the ideal output index for each of the functions associated with the
program) [30]. The ACD-determined integrated sleep pattern appears in high-quality
data collection and enhanced energy efficiency. One possible way to this research to
be expanded is to explore lightweight types of PSO and compact neuronal structures.
Besides, there is room for investigating the use of the ACD in collective multinode
sleep scheduling.

8 Conclusion

In this chapter, machine learning and computational intelligence technique improve
WSN capability to respond to the complex behavior of the natural surroundings.
Analysis of CI algorithms, which act as a reference for practicing CI algorithms
for WSN, is provided. An innovative CI methodology known as adaptive critical
design (ACD) aims to provide realistic, optimal/suboptimal solutions to the problem
of dispersed sensor scheduling has been discussed. In this chapter, a thorough analysis
and current investigation of ML and CI techniques in routing has been presented.
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Distributed Traversal Based Fault )
Diagnosis for Wireless Sensor Network e

Deepak Kumar, Rakesh Ranjan Swain, Biswa Ranjan Senapati,
and Pabitra Mohan Khilar

Abstract Wireless Sensor Networks (WSNs) have become a new information col-
lection and monitoring solution for the various application. Faults occurring to sensor
nodes are prevalent due to the sensor device itself and the harsh environment, where
the sensor nodes are deployed. To ensure the quality of service and to avoid further
degradation of service, it is necessary for the WSN to be able to tolerant of the faulty
nodes present in the network. The fault diagnosis techniques are classified based on
the methods they employ to determine the faults. In this paper, we have proposed a
traversal-based diagnosis algorithm that seeks to diagnose both permanent as well as
intermittent fault in WSN. The proposed algorithm employs a special node called an
anchor node to traverse the field. The traversal of the field is decided by a proposed
traversal algorithm taking into consideration the length and breadth of the sensor
field, and the transmission range of the nodes. The anchor node stops at defined posi-
tions in the deployment field where it executes the fault diagnosis algorithm taking
into consideration the normal sensor nodes which are in its range. The diagnosis algo-
rithm uses a timeout mechanism to identify hard faults and adjusted boxplot method
to identify permanent and intermittent faults in the network. The adjusted boxplot
method takes into consideration the skewness of the data generated by the nodes
in the sensor field. The faulty sensor nodes are classified by using a Feed Forward
Neural Net (FFNN) model with Gravitational Search (GS) learning algorithm. The
proposed algorithm is implemented in the Omnet++ environment which shows very
promising results. The performance parameters, such as detection accuracy, false
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alarm rate, false positive rate, and energy consumption of the proposed algorithm
show significant improvement over the existing algorithms.

Keywords Fault - Sensor nodes - Diagnosis *+ Skewness * Intermittent

1 Introduction

Wireless sensor networks (WSNs) have become a data collection and monitoring
solutions for a large number of applications. WSN consists of automated sensor
nodes, which are deployed to collect and disseminate the data to the sink node,
where the appropriate application runs. Various types of sensors are there which
supports various type of data collection. Sensor nodes can be deployed to sense,
detect and report time-critical events and accordingly counter actions can be taken in
a coordinated manner. WSNs have the capability to be used in applications like bat-
tlefield surveillance, environmental monitoring, detection of an intruder, monitoring
of infrastructure and many more [1]. Due to the recent advancement in the field of the
wireless sensor node, the availability of low-cost and low power consumption sensor
nodes became possible. From military surveillance to health-care monitor, WSN is
also applied to many new existing fields. They are used to monitor environmental
conditions like temperature, pressure, pollutant, moisture etc [2]. Sensor nodes can
be used to give early signals in case of environmental hazards. They can be implanted
in the body of patients to monitor their health condition. Deployment of sensor nodes
in the volcanic area can give us early signals, helping to avert the consequences of
earthquakes and eruptions [3]. In the case of agriculture, it can be used to automate
the process of watering the plants based on the sensor readings of the moisture of the
field. Figure 1 shows deployment of sensor nodes in the area of interest. The nodes
collect and disseminate the sensed data to the user application.

Reliability of sensor nodes is a prime concern in the case of safety-critical sys-
tems. Sensor nodes generally operate autonomously in very less attended and hostile
environments and their deployment may last for some days to years. Thus, faults in
WSNs are liable to occur. The fault is an incorrect state of the hardware or program
as a consequence of the failure of a node’s component [4]. Faults may range from
simple crash faults to faults where nodes incorrectly or maliciously work [5]. As
faults are inevitable, so it is very important to find which nodes are faulty and which
are working correctly. Faults occurring in a sensor network can have severe conse-
quences in terms of human life, impact on the environment or economic loss. For
example, in the bridge monitoring application if faulty sensor nodes are not isolated
then the application would not be able to take appropriate decisions. The sole purpose
of employing the WSN to monitor the bridge will be defeated and will cause huge
loss including human life. The erroneous output may result in an incorrect decision
being made by the sensor network. So, in order to rectify this problem, we need to
correctly identify the faulty nodes from that of the whole set of nodes in the sensor
network.
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Fig. 1 Wireless sensor network monitoring a region

Faults can be classified based on the behavior of the faulty component of the
node or duration of the fault [6]. Faults can be classified broadly into hard faults
and soft faults. Hard faults are those kinds of fault in which the node is unable to
communicate within the network. In case of a soft fault, the sensor node continues
to work but with the altered behavior. Based on the duration of fault, faults can be
distinguished into permanent, intermittent, and transient [6]. Permanent faults may
be hardware or software fault which always produces errors. Intermittent faults are
the one which shows an error for some instances of the time and works correctly for
other instances. Transient faults are kinds of faults which occur momentarily due to
some environmental conditions like lightening etc.

In this paper, we are concerned about the permanent fault and intermittent faults.
One of the main issues in a wireless sensor network is energy constraint [7—11].
As the individual sensor nodes are not easily rechargeable, so it is highly beneficial
to prolong the battery life of sensor nodes. Hence, the use of the fault detection
algorithm must address this constraint and it should be energy efficient. We have
used an anchor node whose task is to identify the faulty nodes in its vicinity. As the
whole process of fault diagnosis is executed on the anchor node, the battery life of
the sensor node is prolonged.

In this paper, we present a traversal-based fault diagnosis (DTFD) algorithm. Our
major contributions are as follows:

i A fault diagnosis algorithm that works for both symmetric as well as skewed
data.
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ii Atraversal based fault diagnosis algorithm, where a special node called an anchor
node traverses the sensing region in an optimal way.

iii A protocol which is energy efficient and scalable in terms of energy requirement
of WSN.

iv A protocol that utilizes the advantages of both centralized and distributed
approaches.

The paper is organized in the following sections. Section 1 presents the introduc-
tion. Section 2 presents a brief description of related works. The system model of the
proposed protocol is described in Sect. 3. Section 4 presents the proposed fault diag-
nosis protocol and the methodology of various phases. The analysis of the proposed
algorithm is also presented here. Section5 describes the fault classification phase
using neural network model with Gravitational Search (GS) learning algorithm. The
evaluation of the proposed protocol using simulation is presented in Sect. 6. Section 7
presents conclusion and future scope of this research.

2 Related Works

Many research work is being done in the field of the wireless sensor network to diag-
nose the network of faulty nodes. Fault diagnosis algorithms are broadly classified
into two categories based on the participation of the sensor nodes in diagnosing the
network i.e., (i) centralized approach and (ii) distributed approach. In a centralized
approach, each sensor node transmits data to a common node which is compara-
tively powerful than other nodes in the network. Generally, the common node is
a sink node or a base station. This node takes the responsibility of diagnosing the
network of faulty nodes. The central node keeps track of all other nodes and thus is
superior to other nodes in terms of memory and computational power. In a distributed
approach, each node participates in the diagnosis process [12]. Each node tests other
nodes in its vicinity and thus they are both tester as well as a testing node. In the
distributed approach, a sensor node decides about the fault status of other nodes by
monitoring the behavior of nodes locally. Thus, there is less congestion in the net-
work as diagnosis related information are delivered locally and decisions are also
taken locally. We discuss here some of the proposed work concerning centralized as
well as distributed approaches.

2.1 Centralized Approaches

Staddon et al. [13] proposed an approach that allows the base station to learn the
topology of the network. Once the base station knows about network topology can
easily trace the failed nodes by executing divide and conquer strategy based on
adaptive route update message. Koushanfar et al. [14] introduced a model-based
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testing technique which finds out incorrect computation faults. Ruiz et al. [15] pro-
posed a management architecture based method for diagnosing faulty nodes, called
MANNA. In this scheme, a manager is present which receives the energy level of
each node in the network. For nodes which fail to reply to the query, the manager
node looks up the energy map to check its residual energy. It deals with the crash
faults. Kuo-Fend et al. [16] proposed a data-centric approach in which a source node
selects two different disjointed paths to the sink node, to transmit the same data. If
the received data are not identical, the source node sends another copy along with
the third separate disjoint path. The sink identifies the faulty paths as well as faulty
nodes by inspecting the contents of those packets.

Centralized approaches have lots of disadvantages and so the research has trended
toward the distributed approaches. In a centralized approach, every sensor node con-
veys the diagnosis data to the central node, so it consumes huge bandwidth and
therefore it cannot be recommended for large-scale WSNs. The most desirable prop-
erty of the WSNis is that it should consume very less energy. But in order to dispatch
data to the central node through multi-hop communication huge energy is depleted.
Moreover, the detection latency of faulty nodes in the network for the centralized
approach is high so they can not be used in real time. Due to these disadvantages,
we moved towards distributed approaches [17, 18].

2.2 Distributed Approaches

Lee and Choi [19] proposed neighbor coordination based approach in which each
sensor node performs a comparison between own sensed data with its neighbors at
a particular instant of time. This process is repeated for a constant number of times
and the result is locally stored, which is in the final step analyzed to calculate it’s
own fault status. Liang et al. [20] have proposed a weighted median based fault
detection algorithm. This method exploits the spatial correlation of measurements
by geographically distributed sensor nodes to identify soft faults. Nodes try to find
the ratio of the difference between the own sensed data from the median of the
neighboring data to the own sensed data. If this value is greater than a threshold, then
the node is detected as faulty otherwise fault free. Ji et al. [21] extended the approach
mentioned in [20]. They used the mean for finding out faulty node. Here nodes can
find their fault status by comparing it’s sensed data with that of the weighted average
of their neighbor’s sensed data. Panda and Khilar [22] used Neyman-Pearson method
in a distributed environment to diagnose faulty nodes. Byzantine faults are detected
using these methods. Mahapatro and Khilar [23] proposed an on-line cluster-based
distributed fault diagnosis algorithm for hard and soft faults. Sahoo and Khilar [24]
proposed an algorithm based on the comparison of sensed data of neighboring nodes
and time-out mechanism. They diagnose the permanent and intermittent fault. Chen
et al. [25] proposed majority neighbors voting based approach to diagnose soft faults
in the network. Panda and Khilar [26] proposed one step based three sigma edit test
fault diagnosis (DFD) approach. In this approach, every sensor node calculates it’s
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probable fault status by using three sigma edit test on the sensed shared data. The
probable sensed data of the node is found out by using the mean of the neighbor’s
reading. Sensor nodes then compare it’s reading with that of the probable reading.
Taking standard deviation into consideration to find out the outlyingness, the nodes
whose result is in the range of 2-3 is considered to be fault-free, and greater than
3 is considered to be faulty. Panda and Khilar [27] proposed a distributed self-
fault diagnosis (DSFD) algorithm for large scale wireless sensor networks using a
modified three sigma edit test. This protocol uses the median of the sensed data to
find out the fault status of itself. The message complexity is the order of constant.
They diagnose the hard permanent fault as well as soft permanent faults. Swain et
al. [28, 29] proposed a cluster-based heterogeneous fault diagnosis algorithm for
wireless sensor network. The protocol is designed to detect and classify the faulty
nodes (permanent, intermittent, and transient) in the network using a combination
of statistical approach and soft computing approach. Similarly, the cluster based
different neural network approaches are used for composite faulty nodes and links
detection [30-37] in the WSNs.

3 System Model

This section describes the assumptions, network model, communication model, and
fault model used in the proposed methodology. Table 1 shows the list of notations
used in the proposed methodology.

3.1 Assumptions

i Anchor nodes are the special nodes which have somewhat more power than
the normal sensor nodes. They are incorporated with the Global Positioning
System(GPS). They are also used for localization of the sensor nodes in the
network.

ii The sensing region is a rectangular field with length F and breadth F,.

iii Sensor nodes are randomly distributed in the field. They have equal power in
terms of transmission, battery, sensing etc. So they are homogeneous in nature.
iv Every node has a unique identification.

3.2 Network Model

Wireless sensor network is a network of spatially distributed autonomous sensor
devices that cooperate within themselves to collect and disseminate data to the cen-
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Table 1 List of notations used

Notation Meaning

N Total number of nodes in the network

Fy Length of sensor field

Fy Breadth of sensor field

ri(k) Sensed reading of v; at time k

Vii» Vi) coordinates of v; sensor node

T, Transmission range

Neg Number of neighbours of anchor node

Neg* Set of neighbour’s sensed data at time x instance
N, Average degree of the network

NT Neighbouring table stored at anchor node

F; Fault status of ith sensor node

Tout Estimated transmission time of nodes in the network
(init, init) Initial position of the anchor node

(curry, curry) Current position of the anchor node

(x,y) Next position of the anchor node

Neurr Degree of the anchor node at current position

tral location, where it is used for specific applications. Wireless sensor Networks can
be represented by using graph G(V,E), where V = {v{, v,, ..., v,} is the set of nodes
and E = {ey, ea, ..., ey} is the set of edges. A specific edge in E is a pair of node
thatis ex = (v;, v;), where a link exist between nodes v; and v;. Edges exists between
two nodes if and only if one is in the transmission range of another node. We can rep-
resent network by using adjacency matrix where each rows and columns represents
nodes and a value = 1 at the confluence of row; and column; represent there exists
a link between v; and v; and a value = O represents that there is no link between the
specified nodes or here nodes are out of their transmission range. Adjacency matrix
is a symmetric matrix meaning

(v,-,vj) e FE <— (vj,vi) e E. (1)

The nodes are haphazardly distributed in a rectangular field of length F, and breadth
F,. The position of node is defined by (v;;, v;;), where v;; and v;; are the coordinates
of node v; in X and Y directions of the field. Given the positions of nodes v; and
vj is (vi;, v;j) and (vj;, vj;) The distance between two nodes is calculated by using
euclidean distance (euclid (x, y))

euclid(vi, v)) = /(v — v)? + (v — vj)*. )
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The neighbor nodes of a node is decided by its transmission range. The neighbors
of a node are those nodes whose euclidean distance is less than it’s transmission
range(T,).

{(vi,v)) e E <= (v},V;) € E} <= Euclid(v;,v;) <=T, 3)

The proposed work seeks to implement a wireless network by randomly distribut-
ing 1024 nodes in a field of 120 x 120. The region has a special node called anchor
node. The anchor node is the one which has the GPS capability. Anchor node works
as a coordinator in its communication range. IEEE 802.15.4 protocol is used as the
MAC protocol [38—40]. As the anchor node traverses the field, so it is required that
the neighbor nodes are synchronized with it and send data whenever it receives a
beacon signal. The anchor node sends a beacon signal which is used by the nodes in
its vicinity to synchronize with that of anchor node. The anchor node moves in the
defined path as shown in Fig. 2. The deep black color line shows the traversal path
of the anchor node.
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3.3 Fault Model

The proposed methodology diagnoses the permanent fault and intermittent fault in
the network. Permanent faults are of two types such as hard permanent faults and soft
permanent faults. In hard permanent fault the nodes do not respond to the request
but in soft permanent fault nodes respond with sensed data but the reading is not
correct. In the case of an intermittent fault, the nodes provide a correct result for
some instances of time and wrong result for the rest. The readings of sensors are
spatially and temporally correlated, since the reading observed at time instance is
related to the readings at previous time instances and the readings observed at a
geographic location is related to the readings observed at adjacent locations. The
data {r; (k)}?]: , and {r;(k)},{:] are to be analyzed in order to find out the faulty nodes
in the network. Let the actual reading at time instance ¢ be represented by a and the
sensor node reading by node v; at time 7 be represented by r;(¢), then r;(¢) can be
written as:

rit)y=a+b+c+e(t), where i=1,2,...,N. 4

here b is the spatial coherence factor, c is the temporal coherence factor and e;(¢) is
the presence of the error in the sensed data which is independent of the spatial and
temporal coherence, since we already assumed it in the Eq. (4). Here we assume that
a is the actual data for all the sensor node at time ¢ but the error incorporated in each
node is different. The reading r;(f) can be represented by a normal distribution with
probability density function:

1 7(71(0;1')2
i) = == e ™ 5)
2% %0}
For fault-free nodes, the variance oiz is very less but for soft faulty nodes, this is
about 100 times of fault-free nodes. The factor b and c contribute very less to the

variance o?

i

4 Proposed Work

The Proposed algorithm has two parts one related to traversal of the anchor node and
another related to the diagnosis of the faulty nodes in the network. The anchor node
scans the whole sensor field based on the traversal algorithm. Anchor node stops at
certain locations in the field defined by the size of the sensor field and transmission
range of the sensor nodes in the network. This is explained in Algorithm 1. It gathers
the data from its neighbors at that locations and then it executes diagnosis algorithm.
The diagnosis algorithm identifies different kinds of faults like permanent hard faults,
soft permanent faults, and intermittent faults.
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4.1 Traversal Algorithm

The traversal algorithm seeks to scan the sensor field of F; x F), in such a way that the
whole of the area is covered and at the same time energy consumption is less. Given
the range of the node is 7, the anchor node is initially placed at (7}, T,) in X and Y
direction respectively as specified in Fig. 3. The anchor node sends a beacon signal.
Sensor nodes which are in anchor node’s range of transmission send the sensed data
to it. Anchor node executes Algorithm 2 to find out faulty nodes in its vicinity. Nodes
which are faulty, isolated from the network. Now the node moves to the next location.
Let x and y be the coordinates of the anchor node where the anchor node will move
after the current position. Let the current position be represented by curr, and curr,
in X and Y coordinates respectively. Then x, y can be given by Eqs. 6 and 7.

x=curr, +2 x T, (6)
y=curr, +2 x T, 7

In Egs. (6) and (7), two times transmission range is taken so as to optimize the
area coverage [41]. This in turn also optimize energy consumption by not allowing
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to sense the area which has already been covered. The proposed traversal approach
minimizes energy consumption, by optimizing the traversal area coverage.

This traversal scheme divides the rectangular field into IVTF ;2-| X IV%-I squares.

Thus, each square formed is of side = 2 x T,. Each square bounds the circle that
specifies the transmission zone inside the square by the anchor node, when it is
present at the center of the square. The diameter of the circle inscribed inside the
square is of 2 x T,. The percentage of area covered by the anchor node is given in

Eq.(8).
Fy Fy T2
Tox X m Xmw X1,

x 100%

F, xF,

®)

The Eq.(8) can be simplified to 25 x m %, which is equal to 78.5%. As the area
covered by this traversal algorithm is not 100%, so we propose another traversal
algorithm which covers 100% area of the sensor field.

Considering the Sensor field of F, x F,, we divide it into squares such that the
whole area is covered. Earlier the circle was placed inside the square and therefore
in each square, some of the area was not covered or only 78.5% of the area was
covered. Now considering the range(7,) to be constant and reaching till the vertex
of the square, so that in a square whole area is covered as specified in Fig.4. The
square is circumscribed with diagonal = 2 x T,,. Let the initial position of the anchor
node in this scheme is represented by (init, init), which can be found out by using
Pythagoras theorem and is given in Eq. (9).

init = /T2/2 9)

This traversal scheme shown in Fig. 4 divides the rectangular field into [mgxx 21 X

Lnix 2_| squares. Each square thus formed is of side = 2 x init and whereas the
radius of the circumcircle is 7,. Now the node moves to next location. Let x and y
be the coordinates of the anchor node where the anchor node will move after the
current position. Let the current position be represented by curr, and curr, in X and
Y coordinates respectively, here it is initially (init,init) as specified in Fig.4. Then
X,y is given by Eqgs. (10) and (11).

X = curr, + 2 X init (10)
y = curr, + 2 x init (11D

The detailed working of the proposed traversal algorithm is described in Algorithm 1.
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4.2 Diagnosis Algorithm

Both the traversal algorithm and fault detection algorithm are executed simultane-
ously. The fault diagnosis phase comprises of two phases, (i) Hard fault detection
and (ii) soft fault detection.

4.2.1 Hard Fault Detection

In the hard fault detection phase, the anchor node sends the beacon message at each
of the locations. The sensor nodes after getting the beacon message transmit its
sensed data to the anchor node. Those nodes which are unable to respond in time-
out period (7o) are considered to be faulty. The anchor node has a table, which
stores the information regarding each non-anchor nodes in the network. Initially, it
stores a 0 value, signifying a fault-free status of the non-anchor nodes. If the node
is a hard fault, then it changes the fault status to 1 in the information table. IEEE
802.15.4 protocol is used as MAC protocol in which carrier sense multiple access
with collision avoidance (CSMA-CA) mechanism is used for medium access by
the nodes. Considering no collisions by the neighboring nodes while accessing the
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channel, the time taken (7") by a node to send the data to the anchor node is given by
Eq.(12).
T =2xpd+tr (12)

where pd is the propagation delay, which is the time taken to transfer the packet
from source to destination and #r is the transmission delay which is the time required
to transmit a whole packet over a link. The other delays like processing delays and
queuing delays are very less, so they are not considered here. Now as the non-anchor
nodes can access the channel in any sequence due to contention among them, so we
can say only about the cumulative time taken by all the neighbors of the anchor node
for sending their data to it. The anchor node has Neg neighbors, so total time (Total)
taken by all the neighbor nodes to transmit their data to the anchor node is given in
Eq.(13).

Total = Neg x T (13)

Therefore, T, time can be defined as T, = Total. If a node does not respond in
Toue time, then it is considered to be hard faulty.

Algorithm 1: Traversal algorithm

// flag:=0, when traversal is being done and becomes 1 when whole field is
traversed.
// (currx,curry): current position of the anchor node
// minScaling=: defines the constant value which describes the next position
of the anchor node.
// (Fx*Fy): area of the sensor field.
// motion: when the anchor is moving in positive Y direction, it is 0
otherwise it is 1.
if (curry + 2 % minScaling) < Fy && (motion == 0) then
‘ curry < curry + 2 x minScaling;
else if (curry + minScaling) < Fy && (motion == 0) then
curry < curry + minScaling;
else if (curry + minScaling) >= Fy && (curry + 2 x minScaling) < Fx && (motion == 0) then
curry <— curry + 2 x minScaling;
motion = 1;
7 else if (curry + minScaling) >= Fy && (curry + minScaling) < Fx && (motion == 0) then
curry <— curry + minScaling;

T S

o

motion = 1;
9 else if (curry — 2% minScaling) > 0 && (motion == 1) then
10 ‘ curry < curry — 2 x minScaling;
1 else if (curry — minScaling) > 0 && (motion == 1) then
12 ‘ curry < curry — minScaling;
13 else if (curry — minScaling) <=0 && (curry + 2 * minScaling) < Fy && (motion == 1) then
14 curry <— curry + 2 % minScaling;
motion = 0;

15 else if (curry — minScaling) <= 0 && (curry + minScaling) < Fx && (motion == 1) then
16 curry < curry + minScaling;
‘ motion = 0;
17 else
18 | flag < 1;
19 return (curry, curry).
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4.2.2 Soft Fault Detection

In this phase, soft faults like soft permanent fault and intermittent faults are detected.
Initially, after the completion of the hard fault detection phase, anchor node receives
messages from its neighbors at time (#;) and at time (#,) instances. The anchor node
detects the presence of faulty nodes by using statistical-based method i.e., the adjusted
box plot introduced by Vanderviere and Huber [42]. This method does not assume
anything regarding the distribution of the data. In the real world, data are almost
skewed. This method can be applied to all distributional assumptions regarding the
reading of the sensors.

Medcouple(MC):
It is a robust measure of skewness of univariate sample X from a continuous
unimodal distribution F. let X = {x;, x, ..., x,,} is a set of data from a univariate

continuous distribution F and x,, be the median of X . We define two sets X and X ®
where

Xt = {xlx <= x,} (14)

X* = {xilx; >=x) (15)
Medcouple(MC) can be defined as

MC =med g(x;, x;) (16)

For x; € X® and x; € X" and x; # x;, we define the kernel function g(x;, x;) as

(xi — xm) — (o — ;)
Xi = X

g, xj) = a7

Equation (16) says that MC is the median of the set {g(x;, x;)|x; € X® and x; € X*}.
The kernel function is between —1 and 1.

Figure 5 shows the MC is negative for negatively skewed distributions, zero for
symmetrical distributions, and positive for distributions that are right skewed. The
interval of the adjusted boxplot is defined in Eq. (18).

PAWANAN

Negatively skewed distribution Normal distribution Positively skewed distribution
or Skewed to the left Symmetrical or Skewed to the right
Skewness <0 Skewness =0 Skewness >0

Fig. 5 Distribution and their skewness value
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[01 — 1.5 x exp(—3.5 x MC) x IQR, Q3 + 1.5 x exp(4 x MC) x IQR], if MC >0

[L,Ul={[01 -3 xIQR, 03+3 x IQR], ifMC =0
[01 — 1.5 x exp(—4 x MC) x IQR, Q3 + 1.5 x exp(3.5 x MC) x IQR], ifMC <0
(18)

where L and U are the lower and upper fence of the interval. Q1 and Q3 are first and
third quartile, and /QR is the interquartile range. The neighboring nodes whose sensor
reading in Eq. 18 fall out of range at #; and #, are considered to be soft permanent
faulty node and those nodes whose reading fall out of range only at #, is considered to
be an intermittent faulty node. The detailed working of this algorithm is summarized
in Algorithm 2.

4.3 Analysis of DTFD Algorithm

4.3.1 Time Complexity

Every time the anchor node moves to a certain position in the field and carry out the
fault diagnosis. At every location, it collects the data from the neighboring nodes.
It collects data at two instance #; and 7, and stores the data in Neg" and Neg™. The
proposed work consists of two algorithms, (1) Traversal algorithm and (2) Diagnosis
algorithm. Both the algorithms execute alternatively. The traversal algorithm is a
constant time algorithm as every single step takes constant time, i.e. O(1). This

{ fy —‘ times. Thus the time
1ml><2 initx2
complexity of the traversal algorithm is dependent on the area of the terrain where

algorithm will be called by main function [

Fy
the sensors are deployed, which is equal to [ n1t><2—‘ X {m-‘ X constant.

Now coming to the diagnosis algorithm, this algorithm is executed alternatively
with that of the traversal algorithm. So this algorithm is also called by main function

(ingxx 21 X Lnfx 2_| times. Now let us analyze each step of the diagnosis algorithm.

Step 1 and 2 takes a constant amount of time. Step 4 takes O (N,yr) time where N,
is the degree of the anchor node at current position. Step 5 takes O(Ncy 10g Neyyr),
which is simply sorting the neighboring data. Step 6 to 12 is a constant time step.
Again step 13-19 takes O (Neyrr). Step 20 finds out the medcouple of a set, in which
left half and right half of the given data set is passed. This step takes O (Neyrr 10g Neysrr).
Step 21 to 28 take O(1) time. Step 30 to 34 takes O(Ncyr) time. Finally step 38 to 40
takes O(N¢y;) time. Therefore we see that the maximum time being consumed by
any single step is equal to O(Neyr). As the diagnosis algorithm is called by anchor
node at different positions in the field. Now we can take the value of N, to be N,
which is the average degree of the network. Therefore, in terms of the dimensions
of the field and average degree of the network time complexity can be given as

Otz x [t | x M.



136 D. Kumar et al.

Algorithm 2: Diagnosis Algorithm

[

F

o

38

40
41
42
43
44
45
46

Input : Reading {r;(k)}

Output: Fault status of sensor nodes Neg;

Initialization Phase:

Anchor node placed at (init, init); Construct a table NT and set F; = 0; Anchor node collects data from it’s
neighbours at ¢1, Neg/l and tp, Neg'2;

Diagnosis Phase:
After Tout anchor node identifies hard fault by looking at data in Neg'l & NT; Set F; = 1
sort(Neg’l) //method for sorting in ascending order.
md:med(Neg’l) //method for finding out the median.
if |Neg'l|%2 == 0 then
Q1 =median of [Neg'l |/2 smallest entries.

else

‘ Q3 =median of |[Neg’l |/2 largest entries.
end
I0R =03 — 0y

fori=1... \Neg;l | do
if Neg'![i] < mdy then
| XE=XlUNegl[i]
else
| XR =XRU Neg/l[i]
end
end
mc = MC(XL,XR ,md) //method MC returns the medcouple.
if mc > 0 then
L=0Qp - 1.5 x exp(-3.5 x mc) x IQR
‘ U=Q3+ 1.5 x exp(4 x mc) x IQR
else
if mc < O then
L=Qq - 1.5 x exp(4 x mc) x IQR
‘ U=Q3 + 1.5 x exp(-3.5 x mc) x IQR
else
L=Q; -3 xIQR
U=Q3+3 x IQR

end
end
IFS =¢ //TFS holds the node index.
for i=1...|Neg'l | do
if (Neg'l [i] <L || Neg'l [i] > U) then
| FS;=2
else
| IFS=1IFSUi
end
end
repeat line 1 to 32 for Neg2
for i=1...|IFS| do
if (Neg2[IFS[i]] <L || Neg"2 [IFS[i]] > U) then
| Fs;=3
end

end

4.3.2 Message Complexity

Message complexity is defined as the number of messages exchanged over the net-
work in order to find faulty nodes. Every node broadcasts a single message to the
anchor node. Anchor node on the basis of the collected data from its neighbor finds
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out faulty nodes by applying the adjusted box-plot method. The proposed DTFD
algorithm needs maximum N messages over the network, where N is the number of
nodes in the network. Therefore message complexity of the DTFD is O(N).

4.3.3 Energy Consumption in the Network

Energy is consumed in the wireless sensor network for two purposes (i) Message
transmission and (ii) Processing. Message transmission consumes much energy
as compared to data processing. Therefore, in most of the related works, authors
have only expressed the energy consumption in message transmission. Though lit-
tle energy is consumed in processing but to some extent, the overall lifetime of the
network depends on this factor.

In our proposed model, energy is consumed by two kinds of nodes [43]. Anchor
node uses energy for sending, receiving messages as well as for its movement,
whereas the non-anchor node uses energy only for sending and receiving messages.
Energy is the biggest constraint in WSNs as nodes are deployed in the unattended
environment. Energy consumption by anchor node is not of primary concern as
anchor nodes does not have energy limitation and moreover, they are very few in the
network. Here, we determine the energy requirement by both kinds of nodes.

4.3.4 Energy Consumption by Anchor Node

Energy is required for two purposes (i) Energy consumption for receiving messages
(Etec) and (ii) Energy required for moving along the predefined path (Epove)-
The total energy consumption by the anchor node (TE,ychor) is given by Eq. (19).

TEanchor = Erec + Emoves (19)
where E. is given in Eq. (20).
Ec = N; X Ep, (20)

where N, is the avarage number of received messages and E,, is the energy required
per packet. Now Ej, is given by Eq. (21).

packet size
Ep = Prec X —, (21)
data rate
where P in Eq.(21) is the receiving power.
The energy required for the movement of the anchor node in its predefined path
can be given by finding out the length of the path being traversed by it and energy
required for unit movement along the path (E ).

Erove = lengthOfPath x Eypie 22)
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4.3.5 Energy Consumption by Non-anchor Node

Energy consumption by the non-anchor node is of prime concern in our case as it
affects network lifetime. Non-anchor nodes are static in the field. They send data to
the anchor node when it comes in its range of communication. Therefore the energy
required by the non-anchor node is given by Eq. (23).

Esena = Ny X Epa (23)

where N; represents an average number of messages transmitted and E,, represents
energy required for sending each packet. Ej, is given in the Eq. (24).

packet size
E,=P X ——, 24
P rans data rate @4

where Py 1S the transmitting power.

4.3.6 Energy Consumption in Processing (TEp)

Sorting is the single step in diagnosis that takes O(nlog(n)) time. Therefore, the
time complexity of DTFD is dominated by this step. Now let’s compare DTFD with
that of most optimized algorithm DSFD [27] in terms of energy consumption during
processing. Both DSFD and DTFD has one common dominating step i.e., sorting
of the neighborhood data. For an average degree of network N,, the energy required
for sorting by a single node in DSFD can be given by O(N, log(N,)). But, we can
take it as a constant as network degree is constant. In DSFD each node performs
computation, so total energy consumption for processing is given by in Eq. (25).

TEp = N x O(1), (25)

where N is the number of nodes in the network. Therefore, it is equal to O(N)
Energy consumed in processing by the proposed algorithm is given by the fact

that only anchor node does processing. Anchor node collects data and does sorting

which is the main energy consuming step, it takes O (N, log(N,)) and N, is constant.

Therefore, this step takes constant time O(1). Anchor node moves to different number
FX

of locations in the field which can be given by fm-| X ’Vmiﬁ—‘ . Therefore, energy

consumed in processing is given by Eq. (26).

TEp = F Fy o) (26)
P~ | init x 2 % init x 2 x ’

which is much less than that of DSFD. Moreover, anchor node is a powerful node with
extra processing capacity so, we can ignore this small amount of energy consumption,
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which does not affect the overall network lifetime. Therefore, energy consumed by
fault diagnosis algorithm is negligible during processing.

4.3.7 Size of the Table at Anchor Node

The anchor node diagnoses the network of faulty nodes by executing DTFD and
classify nodes as fault-free (0), hard fault (1), soft fault (2), and intermittent fault
(3). Therefore, it requires two bits to store the fault status. There are N nodes in the
network, to identify each nodes uniquely it requires [log(/N)] bits. The total size of
the table in bits is given in Eq. (27).

N([log(N)T+2) 27)

5 Fault Classification Phase Using Neural Net

In the fault classification phase, a feed forward neural net (FFNN) is used for faulty
nodes classification. The neural net model could learn from the historical events of
sensor node failures, then the acquired knowledge base is applied for the faulty node
detection. The neural net follows 3 layers such as input, hidden, and output layer [44,
45]. The sensor values are feed in the input layer for the processing and the output of
input layer are considered as input for the hidden layer. The hidden layer gives the
input for output layer processing and the predicate output could be generated in the
output layer with respect to the input instances.

Each sensor node n; collects the sensor values of its corresponding neighbor sensor
nodes. Let the sensor values 7? = (x1, X2, X3, . . ., X,) are collected by a sensor node
n; € N. The collected sensor values are the input patterns for the neural net training.
The input patterns can be represent as (X, , r), where X, is the input vector of the
sensor node n; € N and ¢ is the target class. The target class depends upon the failure
types of sensor nodes. In the training dataset, the target classes with respect to the
input patterns are known instances. Let n;, is the number of input layer instances,
Mhidden 1S the number of hidden layer instances, and n, is the number of output layer
instances respectively.

Eq.(28) shows the input to hidden layer computation, where x; is the input
instances, v; is the weight associated within input and hidden layer, and §; is the
biased associated within input and hidden layer. Equation29 shows the sigmoid
function computation for activation of instances. The output of hidden layer hqy is
represented in Eq. (30), where Ay, is the hidden layer output. The output layer input
vin 18 calculated in Eq.(31), where #; is the output of hidden layer, w; is the weight
associated within hidden and output layer, and B, is the biased associated within
hidden and output layer. The output of output layer yq, is computed in Eq. (32). For
each instance of training dataset, the above computation is executed. Then, the mean
squared error (MSE) is calculated in Eq. (33). The MSE is used to update the biases
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B1, Bz, and weights v;, w; of the neural net model. The weights and biases values
are updated based on the Gravitational Search (GS) optimization learning algorithm.
The Eq. (33) shows the MSE, where #;; is the target output and oj; is the actual output.

Nin

hin = B+ ) xv; (28)
i=1

= ] 29

pix} = dte (29)

hout = @ (hin) (30)

Yo =Bt Y hiw; 31)
i=1

Yout = @ (Yin) (32)

Nin  Nout

E) = % Z Z(Iji — Oji)2 (33)

i=1 j=1

The overview of neural net architecture is shown in Fig. 6. The input instances
such as (x;, #) is the input to the input layer, where x; is the input instance and ¢ is
the target class with respect to different fault types. The sensor node n; € N have
input data, which is represented as (x;, x3, X3, . . . , X, f) for the training process. The
training process gives the information about the historical failure with respect to
the input instances. For the testing process, the input instance should be represented
as (x;, 7), where fault class of the input instance is unknown (?). So, after training
process the actual fault type will be identified by the feed forward neural net model
using Gravitational Search (GS) learning algorithm.

Gravitational Search (GS) algorithm was developed by Rashedi et al. in 2009
[46][47]. According to the gravitational force the masses are attracted towards each
other. The lighter masses attracted towards the heavier masses and the heavier masses
called as good solution. Algorithm 3 described the GS based learning for feed forward
neural net model to classify the faulty sensor nodes in the network.

6 Performance Evaluation

The proposed algorithm has been evaluated and compared with the existing DFD
[26] and DSFD [27] algorithms. Performance metrics such as detection accuracy
(DA), false alarm rate (FAR), false positive rate (FPR), and energy consumption
are compared. We have implemented the algorithms in Omnet++ environment [48].
Default simulation parameters are listed in Table 2.
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Table 2 Simulation parameters

Parameters Value

Number of sensor node 1000
Deployment terrain 100x 100 m?
Radio range 5,6,8,9,10m
Mac protocol IEEE 802.15.4
Anchor node 1

Topology Random network
Average degree 10, 15, 20, 25
Framework Omnet++
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Algorithm 3: GS Based Learning of NN

1 Initialize the parameters with masses and iterator=0;
2 while iterator < Maximum iteration do

3 iterator=iterator+1;

4 Set Gravitational Force (F), Gravitational Mass (M), Velocity (¥), Position (IP), Acceleration («), to 0;
5 Set B; as random variable between [0, 1] interval;

6 for each agent do

7 ‘ Initialize weights (v, w) and biases (81, B2) of FFNN;

s end

9 Calculate fitness;

10 if obtained fitness is better than gbest then

11 ‘ Set gbest to obtained fitness;

12 end

13 Update Gravitational Mass (M ) and Gravitational Constant (G);
14 Calculate Gravitational Force (F) and Acceleration («);

15 Update Velocity (%) and Position (P);

6 | oke+1) =g x ok +aky

17 PK(r+1) =PX() + 0k + 1);

18 end

6.1 Detection Accuracy (DA)

It is the ratio of the number of defective sensor nodes identified as faulty to the
aggregate number of defective nodes present in the network. With the increase in
fault probability the detection accuracy of faulty nodes decreases. When the average
degree of the network is 20 and fault probability is 30%, the detection accuracy of
the DTFD is close to 90%, which is shown in the graph plotted in Fig. 7. The DA of
the proposed algorithm is greater than DFD and DSDF algorithms.

For the average degree of the network 25, with 30% fault probability, the detection
accuracy of the DTFD is approximately 95%. The proposed algorithm performs better
than the existing algorithms, which is shown in Fig. 8.

For the average degree of the network 30, with 30% fault probability, the detection
accuracy of the DTFD is approximately 97%. This has been shown in Fig.9. As the
degree of the network increases the detection accuracy increases. With the increase in
the average degree of the network, number of readings increases, which improves the
detection accuracy performance. The reason behind the proposed algorithm better
performance with respect to DA is that the statistical parameter used for finding out
faulty nodes based on the data is less susceptible to extreme values (Table 3).

6.2 False Alarm Rate (FAR)

It is the ratio of the number of good sensor nodes identified as defective to the
aggregate number of fault-free nodes present in the network. Figure 10 shows that at
degree 20 and fault probability 30%, the FAR of DTFD is 2%, for DSFD it is around
2.8%, and for DFD, it is around 3.4%.
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6.3 False Positive Rate (FPR)

143

It is the ratio of the number of defective nodes identified as fault-free to the total
number of defective nodes present in the network. When the degree of the network
is 30 and fault probability is 30%, FPR for DTFD is 3% and FPR of DSDF is 7%.
When the degree of the network is 25 and fault probability is 30%, FPR of DTFD is
4% and for DSDF it is 8%. Figure 11 shows that at degree 20 and fault probability
30%, the FPR of DTFD is 10%, for DSFD it is around 13%, and for DFD, it is very
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Table 3 Detection accuracy at degree = 30

Fault percentage (%) | DFD DSFD DTFD
5 0.56 0.94 1

10 0.42 0.95 0.99
15 0.24 0.94 0.98
20 0.21 0.94 0.98
25 0.20 0.93 0.97
30 0.13 0.93 0.97

high around 80%. As mean is affected by the presence of outlier data, FPR is very
less for DFD.

The proposed algorithm does not make any distributional assumption. In case
of symmetric distribution like normal distribution, mean = median = mode. The
robust measure of skewness, i.e., medcouple (MC) is zero. In this case, the proposed
algorithm sets the outlier detection boundary at equal distance from the median in
both the directions. It behaves similarly to DSFD and detection accuracy is approxi-
mately the same for both the algorithms. When the distribution is negatively skewed,
mean<median<mode. In this case, MC comes out to be negative. The median is
closer to 3rd quartile as compared to 1st quartile. The span between the median and
Ist quartile is more than the span between the median and 3rd quartile. The Proposed
algorithm adjusts it’s boundary accordingly. When the distribution is right-skewed,
mean<median<mode. The MC comes out to be positive. Now, in this case, the
median is closer to 1st quartile as compared to 3rd quartile. The proposed algorithm
sets it’s outlier detection boundary accordingly as explained in Algorithm 2. The
interval of adjusted box-plot is right skewed in this case. Moreover, the proposed
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algorithm does not depend on mean and standard deviation, which are very prone to
outlier data. When the data is skewed the proposed algorithm outperforms the exist-
ing algorithms in terms of detection accuracy, false alarm rate, and false positive
rate.
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6.4 Energy Consumption

Energy Consumption of the proposed algorithm is calculated in terms of the number
of messages transmitted and received in the network. The DTFD algorithm shows a
very efficient result with respect to one of the most optimized algorithm DSFD. The
energy consumption of the proposed algorithm is linear and it does not vary with
the degree of the network whereas DSDF and DFD algorithm’s energy consumption
varies with the degree of the network. Figure 12 shows that the energy consumption
of the proposed algorithm is constant.

In the proposed algorithm, each node broadcasts message at time instances f,
and another message at time instance t,. Therefore, the total number of messages
broadcast in the network is 2 x N, where N is the number of nodes in the network.
The total number of messages received in the network is dependent on the number
of nodes in the network and traversal scheme being followed by the anchor node.
As anchor node scans the field in an optimized way, there is a very less chance of
a sensor node coming in the range of anchor node twice. So anchor node is able to
receive the packet only once. Therefore, the total number of messages received in
the network is approximately equal to the total number of messages being sent in the
network, which is equal to 2 x N. As messages received in the proposed algorithm
is much less than existing algorithms, the energy consumption of the network is very
less. Moreover, the degree of the network does not influence the energy consumption
of the proposed algorithm, so it is constant with respect to the degree of the network.
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7 Conclusion

In this paper, we have proposed a traversal-based diagnosis protocol. The proposed
traversal algorithm seeks to cover the whole field in an optimal way by considering
the range of the nodes in the network. The anchor node having capabilities much
more than that of normal sensor nodes in terms of computation, battery power etc.,
does all the diagnosis related computation. Sensor node deployed in the network
sends messages to the anchor node when it comes in its neighborhood. The adjusted
box-plot method is used to find out the faulty nodes in the network. This method
employs parameters to find the outlyingness are robust to the presence of incorrect
data produced by faulty sensor node. Whereas in other methods, the parameters
deviate when a faulty node is present in the neighbor. This algorithm even takes care of
the skewed data. In general, real-life data are skewed. The network lifetime increases
as all the diagnosis related work are being done by the anchor node. The faulty sensor
nodes are classified by using the Feed Forward Neural Network (FFNN) model with
Gravitational Search (GS) optimization learning algorithm. The DA, FAR, FPR and
other parameters of the DTFD outperforms the existing algorithms DFD and DSDF.
The message complexity is O(NN). Since very less number of messages are required
to find faulty nodes, the algorithm is energy efficient.

In future, the proposed methodology needs to be implemented in real monitoring
field. This can also be applied to the dynamic environment where all the sensor node
moves thus changing its neighbors always. Moreover, apart from soft permanent fault
and intermittent fault, other types of faults can also be found.

References

1. Huang P, Xiao L, Soltani S, Mutka MW, Xi N (2013) The evolution of mac protocols in wireless
sensor networks: a survey. IEEE Commu Surv Tutorials 15(1):101-120

2. Senapati BR, Swain RR, Khilar PM (2020) Environmental monitoring under uncertainty using
smart vehicular ad hoc network. In: Smart intelligent computing and applications. Springer, pp
229-238

3. Yick J, Mukherjee B, Ghosal D (2008) Wireless sensor network survey. Comput Netw
52(12):2292-2330

4. Koushanfar F, Potkonjak M, Sangiovanni-Vincentell A (2002) Fault tolerance techniques for
wireless ad hoc sensor networks. In: Sensors, 2002; Proceedings of IEEE. vol 2. IEEE, pp
1491-1496

5. Yu M, Mokhtar H, Merabti M (2007) Fault management in wireless sensor networks. IEEE
Wirel Commun 14(6)

6. Elhadef M, Boukerche A, Elkadiki H (2008) A distributed fault identification protocol for
wireless and mobile ad hoc networks. J Parallel Distrib Comput 68(3):321-335

7. Das SK, Tripathi S (2019) Energy efficient routing formation algorithm for hybrid ad-hoc
network: a geometric programming approach. Peer-to-Peer Netw Appl 12(1):102-128

8. Das SK, Tripathi S (2018) Adaptive and intelligent energy efficient routing for transparent
heterogeneous ad-hoc network by fusion of game theory and linear programming. Appl Intell
48(7):1825-1845



148

9.

10.

11.

12.

13.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

D. Kumar et al.

Mazumdar N, Om H (2016) An energy efficient ga-based algorithm for clustering in wire-
less sensor networks. In: 2016 international conference on emerging trends in engineering,
technology and science (ICETETS). IEEE, pp 1-7

Das SK, Tripathi S (2018) Intelligent energy-aware efficient routing for manet. Wirel Netw
24(4):1139-1159

Mazumdar N, Roy S, Nayak S (2018) A survey on clustering approaches for wireless sen-
sor networks. In: 2018 2nd international conference on data science and business analytics
(ICDSBA). IEEE, pp 236-240

Mazumdar N, Om H (2017) A distributed fault-tolerant multi-objective clustering algorithm for
wireless sensor networks. In: Proceedings of the international conference on nano-electronics,
circuits and communication systems. Springer, pp 125-137

Staddon J, Balfanz D, Durfee G (2002) Efficient tracing of failed nodes in sensor networks. In:
Proceedings of the 1st ACM international workshop on wireless sensor networks and applica-
tions. ACM, pp 122-130

Koushanfar F, Potkonjak M, Sangiovanni-Vincentelli A (2003) On-line fault detection of sensor
measurements. In: Sensors, 2003; Proceedings of IEEE. vol 2. IEEE, pp 974-979

Ruiz LB, Siqueira IG, Wong HC, Nogueira JMS, Loureiro AA et al (2004) Fault manage-
ment in event-driven wireless sensor networks. In: Proceedings of the 7th ACM international
symposium on Modeling, analysis and simulation of wireless and mobile systems. ACM, pp
149-156

Ssu KF, Chou CH, Jiau HC, Hu WT (2006) Detection and diagnosis of data inconsistency
failures in wireless sensor networks. Comput Netw 50(9):1247-1260

Swain R, Dash T, Khilar P (2020) A lightweight approach to automated fault diagnosis in
wireless sensor networks. IET Networks

Swain RR, Dash T, Khilar PM (2017) An effective graph-theoretic approach towards simul-
taneous detection of fault (s) and cut (s) in wireless sensor networks. Int J Commun Syst
30(13):e3273

Lee MH, Choi YH (2008) Fault detection of wireless sensor networks. Comput Commun
31(14):3469-3475

Gao JL, Xu YJ, Li XW (2007) Weighted-median based distributed fault detection for wireless
sensor networks. Ruan Jian Xue Bao(J Softw) 18(5):1208-1217

Ji S, Yuan SF, Ma TH, Tan C (2010) Distributed fault detection for wireless sensor based
on weighted average. In: 2010 2nd international conference on networks security, wireless
communications and trusted computing. IEEE, pp 57-60

Panda M, Khilar PM (2015) Distributed byzantine fault detection technique in wireless sensor
networks based on hypothesis testing. Comput Electr Eng 48:270-285

Mahapatro A, Khilar PM (2013) Online distributed fault diagnosis in wireless sensor networks.
Wirel Pers Commun 71(3):1931-1960

Sahoo MN, Khilar PM (2014) Diagnosis of wireless sensor networks in presence of permanent
and intermittent faults. Wirel Pers Commun 78(2):1571-1591

Chen J, Kher S, Somani A (2006) Distributed fault detection of wireless sensor networks. In:
Proceedings of the 2006 workshop on dependability issues in wireless ad hoc networks and
sensor networks. ACM, pp 65-72

Panda M, Khilar PM (2012) Distributed soft fault detection algorithm in wireless sensor net-
works using statistical test. In: 2012 2nd IEEE International Conference on Parallel distributed
and grid computing (PDGC). IEEE, , pp 195-198

Panda M, Khilar PM (2015) Distributed self fault diagnosis algorithm for large scale wireless
sensor networks using modified three sigma edit test. Ad Hoc Netw 25:170-184

Swain RR, Khilar PM, Bhoi SK (2018) Heterogeneous fault diagnosis for wireless sensor
networks. Ad Hoc Netw 69:15-37

Swain RR, Khilar PM (2017) Soft fault diagnosis in wireless sensor networks using PSO based
classification. In: Region 10 Conference, TENCON 2017-2017 IEEE. IEEE, pp 2456-2461
Swain RR, Khilar PM (2017) Composite fault diagnosis in wireless sensor networks using
neural networks. Wirel Pers Commun 95(3):2507-2548



Distributed Traversal Based Fault Diagnosis for Wireless ... 149

31

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

Swain RR, Khilar PM (2016) A fuzzy mlp approach for fault diagnosis in wireless sensor
networks. In: 2016 IEEE Region 10 Conference (TENCON). IEEE, pp 3183-3188

Swain RR, Khilar PM, Dash T (2018) Fault diagnosis and its prediction in wireless sensor net-
works using regressional learning to achieve fault tolerance. Int J Commun Syst 31(14):e3769
Swain RR, Khilar PM, Dash T (2018) Multi-fault diagnosis in WSN using a hybrid meta-
heuristic trained neural network. Digital Commun Netw

Swain RR, Khilar PM, Dash T (2019) Neural network based automated detection of link
failures in wireless sensor networks and extension to a study on the detection of disjoint nodes.
J Ambient Intell Hum Comput 10(2):593-610

Swain RR, Dash T, Khilar PM (2019) A complete diagnosis of faulty sensor modules in a
wireless sensor network. Ad Hoc Netw:101924

Swain RR, Khilar PM, Bhoi SK (2019) Underlying and persistence fault diagnosis in wireless
sensor networks using majority neighbors co-ordination approach. Wirel Pers Commun: 1-36
Swain RR, Dash T, Khilar PM (2019) Investigation of rbf kernelized anfis for fault diagnosis
in wireless sensor networks. In: Computational intelligence: theories, applications and future
directionsm, vol 2. Springer, pp 253-264

Swain RR, Mishra S, Samal TK, Kabat MR (2017) An energy efficient advertisement based
multichannel distributed mac protocol for wireless sensor networks (adv-mmac). Wirel Pers
Commun 95(2):655-682

Swain RR, Mishra S, Samal TK, Kabat MR (2014) Adv-mmac: an advertisement based mul-
tichannel mac protocol for wireless sensor networks. In: 2014 international conference on
contemporary computing and informatics (IC3I). IEEE, pp 347-352

Mishra S, Swain RR, Samal TK, Kabat MR (2015) Cs-atma: a hybrid single channel mac layer
protocol for wireless sensor networks. In: Computational intelligence in data mining, vol 3.
Springer, pp 271-279

Binh HTT, Hanh NT, Dey N et al (2018) Improved cuckoo search and chaotic flower pollination
optimization algorithm for maximizing area coverage in wireless sensor networks. Neural
Comput Appl 30(7):2305-2317

Hubert M, Vandervieren E (2008) An adjusted boxplot for skewed distributions. Comput Stat
Data Anal 52(12):5186-5201

Rezazadeh J, Moradi M, Ismail AS, Dutkiewicz E (2015) Impact of static trajectories on
localization in wireless sensor networks. Wirel Netw 21(3):809-827

Dash T, Nayak T, Swain RR (2015) Controlling wall following robot navigation based on
gravitational search and feed forward neural network. In: Proceedings of the 2nd international
conference on perception and machine intelligence. ACM, pp 196-200

Dash T, Sahu PK (2015) Gradient gravitational search: an efficient metaheuristic algorithm for
global optimization. J] Comput Chem 36(14):1060-1068

Rashedi E, Nezamabadi-Pour H, Saryazdi S (2009) Gsa: a gravitational search algorithm. Inf
Sci 179(13):2232-2248

Sabri NM, Puteh M, Mahmood MR (2013) A review of gravitational search algorithm. Int J
Adv Soft Comput Appl 5(3):1-39

Varga A, Hornig R (2008) An overview of the omnet++ simulation environment. In: Proceedings
of the Ist international conference on Simulation tools and techniques for communications,
networks and systems and workshops. p 60. ICST (Institute for computer sciences, social-
informatics and and telecommunications engineering)



Fuzzy Q-Learning Based Controller )
for Cost and Energy Efficient Load L
Balancing in Cloud Data Center

Subhra Priyadarshini Biswal, Satya Prakash Sahoo,
and Manas Ranjan Kabat

Abstract The goal of cloud controller is to focus on continuous delivery of services
to user on demand basis followed by “pay-per-use” model. Due to the increasing
demand of cloud services, energy consumption on data center is increasing rapidly
which lead to high operational cost. The harmful emission from this energy intensive
data center affects our environment badly and cause climate change significantly.
So as an alternative we have focused on onsite green power generation to reduce
the harmful effects of greenhouse gases. In this paper, we proposed a fuzzy Q-
learning based self-learning controller to optimize the load for specific data center.
The proposed method also helps to reduce uncertainty and solve the congestion
issue efficiently through fuzzy linguistic behavior and membership function. In this
proposal, fuzzy output parameter considered as reward value which is used to learn
and update the state for each data centre.

Keywords Cloud Computing * Q-learning - Data Center - Renewable Energy -
Fuzzy Logic

1 Introduction

Cloud computing is an IT paradigm which provide various set of services to user on
demand basis, that can be accessible at anywhere irrespective of time and place [1-4].
Here resources and services are always available on the internet and it can be released
on demand basis without interacting with service provider. Resources are available
to the user on pay per use model. User has to pay according to the resource usage
by them like amount of space used, number of CPU cycle etc. Due to the increasing
demands of cloud service, energy consumption of data center is increasing rapidly.
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Data center are always deals with providing various set of services like web, e-mail,
storage, processing etc. to user [5]. It always deals with delivering applications and
services over the internet. For this, they requires higher amount of electricity. It will
lead to high operational expenses. It adds significant impact on our environment by
carbon emission.

Coal, petroleum and gas not only cause climate uncertainty through emissions of
greenhouse gases, but also affect other economic, social and environmental area by
adding up a dangerous negative balance sheet. This fossil fuel is not renewable. The
harmful emission from this energy affects our environment badly and cause climate
change significantly. So, the proposed method used fuzzy Q-learning technique to
achieve the main goal. Fuzzy Q-learning is a meta-heuristic method which is used to
optimize imprecise information efficiently and produce optimal result [6, 7]. There
are several work are proposed based on meta-heuristic and fuzzy logic in the area of
network based on optimization technique [8—11]. In the proposed method, renewable
energy is derived from various natural processes like from sunlight, water, wind,
biomass etc. From various study, it was verified that wind and solar energy has lower
cost in comparison to other energy.

There are many approached has been proposed based on fuzzy inference system. In
fuzzy system the rules are defined at design-time which leads to the following issues
like user cannot describe any rule, user may only specify limited rules for some
situations, users specify rules are not always effective and it may lead to uncertainty
etc. There are several commonly used approaches are proposed like round robin,
weighted round robin, ant colony optimization, particle swarm optimization, first
come first serve, shortest job first etc. Each approach has its own advantages and
disadvantages. But most of them have disadvantages like higher average waiting
time, low throughput, requires detail task information, high response time. So to
overcome that complexity here we proposed a fuzzy g-learning algorithm which is
known as “a self-learning fuzzy cloud controller”. It helps to run and update each
state of the fuzzy logic based rules at runtime.

The main purposes of this paper are as follows.

(a) Design a self-learning cloud controller by combining Q-learning with fuzzy
inference system.

(b) It gives importance on utilization of renewable energy sources and minimizes
the consumption of brown energy.

(c) Deals with uncertainty caused by the incomplete knowledge.

The rest of the paper contain: Sect. 2 gives brief description cloud computing,
Sect. 3 describes the related works done on load balancing problem, Sect. 4 describes
about reinforcement learning. Section 5 contains proposed approach which consists
of algorithm and fuzzy rule base. Section 6 was about experiments and results. Finally
Sect. 7 contains the conclusion.
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2 Cloud Computing

Cloud computing is an IT paradigm which enables user to consume computable
resources (like storage, utility or application) on demand basis, that can be accessible
at anywhere irrespective of time and place. Here resources and services are always
available on the internet and it can be released on demand basis without interacting
with service provider. Resources are available to the user on pay per use model.
User has to pay according to the resource usage by them like amount of space used,
number of CPU cycle etc.

2.1 Characteristics of Cloud Computing

(a) On demand service: Resources are provision on demand of the user without
interaction of Cloud Service Provider. So it’s an automated process.

(b) Broad network access: Provides platform independent access through hetero-
geneous client platform.

(c) Resource pooling: A pool of resources are provided by the cloud service
provider for multiple user to fulfill their demand.

(d) Rapid elasticity: Resources can be rapidly scaled up or down on users demand
basis. There are two types of scaling are there given in below

(i) Horizontal scaling: it deals with lunching and provisioning additional
resources.

(ii)) Vertical scaling: it involves with changing the virtual capacity of the
server.

(e) Measured service: Cloud computing provides resources to the user as a
measured service. It applies pay-per-use model. User has to pay based on
the resource usage from the cloud.

(f)  Performance: This may be scale up or down based on dynamic application
workloads.

(g) Security: It improves security by centralization of data.

2.2 Cloud Models

There are various types of cloud models are available to the user like cloud
service model and cloud deployment model. Cloud service model are categorize
as JaaS (Infrastructure-as-a-service), PaaS (Platform-as-a-service), SaaS (Software-
as-a-service) as shown in Fig. 1. Cloud deployment model are categorized as public
cloud, private cloud, hybrid cloud and community cloud as shown in Fig. 1.
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SaaS User has the capability to provision storage & computing ’
PaaS User can develop & deploy the application. ’
Taas Provide user interface. ’

Fig. 1 Cloud service model

2.2.1 Cloud Service Model

(a)

(b)

Infrastructure-as-a-Service

It provides computing and storage resources to the users as virtual machine
instances and virtual storage. User can deploy operating system and application
of their choice. Cloud service provider maintains the underline infrastructure.
Bill will be calculated in pay-per-use model. It means user has to pay for
access on number of virtual machine hours and virtual storages. The example
of I-a-a-S frame work is Amazon EC2.

Software-as-a-Service

It provides user interface to the application itself. CSP maintains all. S-a-
a-S applications are platform independent. Here the application software is
provided to the user with in the cloud.

2.2.2 Cloud Deployment Model

(a)

(b)

(©)

Public Cloud

Here cloud services are available to general public. The cloud resources are
shared among every individuals, organizations, small and medium enterprises,
government etc. The cloud services are provided by the third party provider. The
example of public cloud are Amazon EC2 (Elastic Compute Cloud), Google
App Engine etc.

Private Cloud

Here cloud services are available for only a single organization. A single orga-
nization can access the resources from the cloud. So here security is more
concern. Here the services are managed internally or by any third party or by
the help of any single organization.

Hybride Cloud

It combines the services of multiple clouds that may be of private or public.
Hybride clouds are best suited for organizations that want their application to
be secured applications and want to host their data on a private cloud. It is cost
savings with hosting shared applications and data in public cloud.
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Public Cloud Available to general public.
Private Cloud Available to single organization.
Hybride Cloud Combine services of multiple clouds.
Community Cloud Services are share by several users.

Fig. 2 Cloud deployment model

(d) Community Cloud
Here cloud services are shared by several organizations that have the same
policy. It also supports load balancing techniques. The third party or any
organization from the community will manage all the infrastructures (Fig. 2).

2.3 Load Balancing

As we know the demand for cloud services increases day by day, as a result it will
lead to load balancing as a major problem. When number of user request increases
for more resources it becomes difficult for the server to execute their request in less
time. So it may lead to lots of complexity with performance degradation. To solve
this problem load balancing is efficiently required. This technique helps to distribute
the workload among all available servers so that the user can get their resource in less
time. Load balancing is an important concept which helps to increase the throughput.
As a result, it helps to maximize the user satisfaction level. It helps to enhance the
performance of the system by allocating virtual machine for the execution of user’s
request in less time. It also tries to minimize the user response time. The below figure
will show how the workload will be distributed across all available servers to execute
the users request as soon as possible (Fig. 3).

Generally there are so many load balancing algorithms are available. But most
of them are either static or dynamic algorithms which are given in below. These
algorithms are based on the existing status of the system.

(a) Static algorithm
These kinds of load balancing algorithm need earlier knowledge about detail
task information to execute the task. It doesn’t consider the present state of
the system. This kind of algorithm may face the problem like performance
degradation with lots of complexity which may lead to system failure. Some
example of this algorithm is Round Robin, max—min load balancing, shortest
job scheduling etc.

(b) Dynamic algorithm
These algorithms execute the work based on current state of the system. So
that there will be no need of any prior knowledge to distribute the workload.
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Fig. 3 Cloud load balance
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They give better performance in comparison to static algorithm. The example of
dynamic load balancing type of algorithm are fuzzy active monitoring, throttled
load balancing etc.

3 Related Works

Uma Singhal [12] proposed a new fuzzy logic and GSO based load balancing mech-
anism for public cloud. Here the cloud was partitioned in to different groups. Each
group will chose different load balancing strategy depending on the burstiness of
workload. It consists of a cloud controller which will manage the entire load. Then
it will forward to the load balancer. At last the most suitable virtual machine was
selected based on the information provided by the memory and storage space usage
etc. This algorithm has mainly focuses on the several parameters for load balance, i.e.
burst detector, fuzzifier and load balancing approach. The fuzzifier is used to enhance
the decision of choosing most suitable virtual machine. Here the author did not
consider about any energy efficient concept. Pooyan Jamshidi [13] proposed a self-
learning cloud controller. It automatically helps to compute the resource at runtime.
The proposed algorithm is based on fuzzy inference system and Q-learning. It helps
to adjust the rule at runtime. Here the parameter consider for further implementation
are workload and response time. The output is change in number of virtual machine.
The paper doesn’t consider about any energy efficient concept related to the data
center. Hamid Arabnejad [14] proposed comparison between different reinforcement
learning algorithms. A self-adaptive fuzzy logic controller is combined with two rein-
forcement learning approaches (Fuzzy SARSA learning and Fuzzy Q-learning). Here
both approaches are implemented and compared with their corresponding advantages
and disadvantages. Pasha et al. [ 15] proposed round robin approach was proposed for
virtual machine load balancing algorithm in cloud computing environment. It mainly
focuses on execution of each and every request arrives at the data center from the
user. [tincreases the throughput efficiently. The algorithm was based on Round Robin
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policy. Here time slot is allotted to every process. The workload will be assign to the
virtual machine only when the virtual machine will be free. So when huge amount
of task will be arrive at a time, then user has to wait until the next virtual machine
will be available which the main disadvantage of the algorithm. Michael Dale [16]
proposed comparative analysis of different types of renewable energy was proposed.
Here the author has compared the costs of Photovoltaic, Solar Thermal, and Wind
Electricity generation technologies. It describes the importance of renewable energy.
The comparison is done basically on three types of renewable energy sources which
are wind energy, photovoltaic solar power and concentrating solar power (CSP). The
comparison is based on operational cost, capital cost and levelized cost of electricity.
Capital cost means manufacture, energy requirement to process the material etc.
Operational cost means energy requirements for proper maintenance of the system.
For example washing solar systems, replacing worn parts, energy required to build
the spare parts, operating the whole system, energy associate with the fuel cycle
etc. Here they have describes different renewable technology sources developed in
different country in year wise. By studying all these, they give a graph of capital cost
of different renewable energy sources. From this they found that wind energy has
lower cost in comparison to photovoltaic solar power and concentrating solar power
(CSP). Sanyukta Raje [17] proposed different energy efficiency standard of the data
center. Here the energy efficiency concept was based on the country India. The author
focused on how the rising electricity cost, higher growth of Information Technology
industries and higher utilization of fossil fuel in India will lead to high operational
cost. It also gives harmful effects on our environment also. By using fossil fuel the
carbon emission from the energy intensive data center are increases rapidly. It will
leads to higher operational expenses. Due to the explosive growth of smart phone
technology, social media apps, internet banking, e-commerce, multimedia etc. will
lead to higher increasing demand for data center services. In India, the rising demand
for data center reliability, efficiency will lead to some challenges like lake of technical
awareness, energy efficient solutions etc. Suman Pandey [18] proposed a perspec-
tive study on cloud load balancing. Here the author has considered static, dynamic,
genetic, decentralized aware based load balancing algorithms. The most common
examples are round robin, shortest job first, max-mean, two phase load balancing,
power aware load balancing, throttled, honey bee, active clustering algorithm etc.
There are so many challenges are appear in cloud load balancing like virtual machine
migration, automated service provisioning, energy management, stored data manage-
ment. Pratibha Pandey [19] proposed fuzzy logic based job scheduling algorithm for
cloud environment. Here this paper mainly focused on selection of virtual machines
which are eligible to execute the task properly. The classification of task is done
on the basis of quality of services. These QoS parameters are Completion time and
Bandwidth. Bheda and Bhatt [20] has proposed an overview of all load balancing
techniques in cloud computing environment. Here the author focuses on various load
balancing algorithm available in cloud computing. They gives a comparison on the
throughput value, overhead, fault tolerance, response time, recourse utilization, scal-
ability, performance etc. For this comparison he considered load balancing algorithm
like round robin, dynamic round robin, PLBA, active monitoring, FAMLB, throttled,
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active clustering load balancing algorithm etc. Er [21] has proposed online tuning of
fuzzy inference system. Here the online tuning was done by using dynamic fuzzy Q-
learning. Here an online self-learning algorithm was proposed. It mainly calculates
the actions and Q-function in every iteration. If the temporal difference error value
is higher than it will start adjusting the membership function and again calculate the
action with Q-value. Ding et al. [22] proposed a method for task scheduling which is
energy efficient. This is based on cloud computing technique. Basic key element is
Q-learning which is used for reduce uncertainty and solve the related issue of cloud
computing.

4 Reinforcement Learning

The most important features of artificial neural networks (ANN) are the ability to
learn from the environment. The process of learning or training is required for making
proper parameter adjustment. There are several types of learning process are available
like supervised, unsupervised and reinforcement learning. In reinforcement learning
process the exact information is not available properly. The learning based on this
information is known as reinforcement learning. Here the aims is to find a proper
actions, behavior or label which produce reward to maximize long term benefits.

Generally the RL doesn’t have any prior knowledge about the environment. It only
contains the information about valid set of actions with number of observations. By
using repeatedly those actions it gains information about the corresponding envi-
ronment. It will improve its policies automatically. The most common example of
reinforcement learning is chess game. The block diagram of reinforcement learning
is given in below (Fig. 4).

Here it performs like a closed loop. The output generated by the agent will affects
the environment and similarly the environment will affects the agent. The environ-
ments will observe the current state of the system. Then the agent chooses the action
from the controller policy depending upon the observations. It will affect to the envi-
ronment. So, in this way one cycle will be completed and it will be repeated further
to affects the next observations. After every cycle the agent will receives a reward
value. Here the goal is to always choose the action with respect to the current state to

Fig. 4 Fuzzy inference
system Agent

State Reward Action

Environment
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maximize the reward value. Reward is defines that improvement of the performance
after applying the suitable actions. As reinforcement learning doesn’t contain any
prior knowledge, exploration and exploitation is most important part. Here explo-
ration means the knowledge gained by trying new things. Similarly exploitation me
knowledge gained by gathering more information. The most common approaches of
reinforcement learning are SARSA and Q-learning.

4.1 Elements of Reinforcement Learning

This subsection describe the basic concepts of reinforcement learning which consists
of three basic parameters that described below and its algorithm shown in Algorithm
1 and its related notations are shown in Table 1.

(a) Action: The agent has to choose from set of actions to perform. By applying
actions it will produce effects on the environment like state change.

(b) State: It is the original scenario where the problem and solutions are carried
out.

(c) Reward: It was defined as the agent receives reward after taking some certain
actions. Depending on the situation the reward value will be assigns to the
system. If the system reach the goal, then the reward value will be higher else
lower.

Algorithm 1 Pseudocode of Q-learning

Stepl: Initialize Q (s;, a;)

Step 2: Repeat

Step 3: Select an action “a” for state s & execute it

Step 4: receive immediate reward “r”’

Step 5: Evaluate the value of new state

QG a) <= Q(sp,a) +alr,+1+ymaxQ (s, @) —Q(sy, ar)]
Step 6: Update value in g-table

s—s’
Step 7: End
Table 1 Notation description Notation Description

s State
a Action
a; action taken at time t
Sy State at time ¢
Tial Reward at time ¢ + 1
o Learning rate set in between [0, 1]
y Discount factor also lies in [0, 1]
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5 Proposed Method

In order to make data center scheduling suitable for a cloud QoS aware, a number of
requirements have to be met which are given in below:

(a) Reliability: The proposed system must be highly reliable. It has the ability to
handle users request as many as possible.

(b) Scalability: The system must be capable of scaling itself when more number of
users and applications are arises. It must be stable when the user’s requirements
change. The user must be access recourse from the system easily.

(¢) QoS and real time constraint: The system must have advance QoS mechanism
and policies to fulfill users demand.

5.1 System Model

This approach always focuses on onsite green power generation. In each time interval,
the data center consumes energy from those renewable sources. The proposed
approach is based on fuzzy g-learning where the arrival request will be forwarded
to the most suitable data center. The selection of data center is done on the basis of
information provided by the monitoring agent. Thus the workload will be done in
minimum amount of time without any time complexity. Here the aim is to increase
the process of load balancing with less time and maximize the utilization of renew-
able energy sources with lower electricity cost. Such that the throughput and the
resource utilization will be maximized and the time complexity will be minimized.

This model consist of set of users transfer their request for the resource demand.
The request will be received by the cloud service provider. Then it forwards the
request to the cloud controller. Here the controller is based on fuzzy reinforcement
learning. Here the monitoring agent will monitors different characteristics of the
data center. It always deals with collecting the information and provides the data to
both the fuzzy controller and knowledge learning components. For characteristics we
have consider here workload, consumption of brown energy, utilization of renewable
energy, and processor speed. By seeing the data provided by the monitoring agent,
the controller chooses an action.

The fuzzy controller takes the observe data and generate the scaling actions.
The learning components learn the appropriate rule and update the knowledge base
continuously. After applying the action, system will generate the reward based on
reward function. So reward means the performance improvement after applying the
action. Then we observe the new state and reward. Here reward is calculated based on
cost. Based on this information, we have to update the Q-table value. The important
feature of Q-learning is that, it doesn’t require any prior knowledge or detailed
information about the system. Here if the fuzzy inference doesn’t determine the
scaling action, then the controller will randomly choose different actions and check
whether it will produce the reward or not (Fig. 5).
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Fig. 5 System model

This model consists of two types of renewable energy sources like wind and
solar energy. For wing energy, we have considered the wind turbine and for solar
energy we have consider photo voltaic cell to convert it in to electrical energy. It
mainly focuses on the utilization of renewable energy sources. The fuzzy rule base
also consists of several parameters which help to redirect the request to the suitable
datacenter. So that utilization of renewable energy sources will increase. As a result
the effect of brown energy sources will be minimizes and it gives less bad impact
on the environment. It also sees the cost of electricity at each data center based on
the location. The data center which has less cost with maximum renewable energy
sources will accept the request. Based on fuzzy g-learning every state of data center
produces the reward. The data center which reward value is highest will accept the
request from the user. Here the model consists of cloud controller, service provider,
and set of users. For the onsite green power generation, here wind turbine and solar
photo voltaic cells are considered. Here cloud controller is based on fuzzy logic.
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5.2 Fuzzy Q-Learning (FQL)

In proposed approach, we used Q-learning as Reinforcement Learning approaches
that we combine with the fuzzy controller. In this schema, a state ‘s’ is modeled by
four parameter (Ux, Bx, Lx, Sx) for which an RL approach looks for best action ‘a’
to execute. The combination of the fuzzy logic controller with Q-learning, known as
FQL, is explained in the following.

(a) Initialize the g-values: Here the g-table contains set of actions with state pair.
At the time of learning process each value will be updated by considering
reward value. So here we have to set the g table value to ‘0’ in initial stage.

(b) Observe the current state: After initialization of the g-values, the current state
of each data center will be monitored. The monitoring agent will continuously
monitored the characteristics of data center like utilization of renewable energy,
consumption of brown energy, available processor speed and assigned load.

(c) Select an action: Here the control action is chosen by fuzzy logic controller.
The fuzzy inference engine will observe each state value provided by the moni-
toring agent. Then it will process the value and generate the scaling actions.
Here the scaling action means suitability of each data center. The fuzzy rule
base only contains some rules defined by the user for some situations not for
all. In that case the controller will automatically choose random actions and
check whether it will generate the reward value or not.

(d) Calculate the control action inferred by fuzzy controller: It determines the
output values produced by the fuzzy inference engine. Here we have considered
Sugeno fuzzy inference engine. The output value is a constant value which lies
in between {—2, — 1, 0, 1, 2}. The action can be any number of finite set
of numbers. But for the simplicity we have consider here 5 possible actions
depending on our problem.

(e) Calculate the reward value: The controller receives the current values of
state and actions. Here the reward value is calculated based on cost value.
If the corresponding data center gives lower cost then it receives the reward
otherwise the reward value will be zero.

(f) Calculate the value of new state: After calculating the action value, it will
calculate the value of new state i.e. V(s/).

V(s') = Q(st,at) + afrt + 1 +y max Q(st + 1,a) — Q(st, ar)]

(g) Update the g-values: After calculating the value of new state, it will update
the corresponding state value in the g-table.

Algorithm 2 Fuzzy Q-learning

Stepl: Initializes the g-values to zero
Step2: Observes the current state s
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Step3: Repeat

Step4: Choose partial action ‘a’ from state s

Step5: Computes the action ‘a’ inferred by fuzzy controller
Step6: Receives reward

Step7: Apply the action and observe the new state s’

V() =Q(st,at) + a[rt + 1 + y max Q (st + 1, a) — Q (st, at)]
Step8: Updates the g-values

s—s’

Step9: End

53

Fuzzy Rule Base

We have considered here 12 fuzzy rules for the fuzzy rule base. All the above fuzzy
rules are in “if-else” format. Here we have considered four input variables for fuzzy
inference which are given in Table 2.

(a) Ry: Utilization of renewable energy sources
It defines the ratio of number of renewable energy sources used from the total
number of renewable energy sources. It can be defined as
R, = M (1)
Rtotal
Here )" R(x) is the total number of renewable energy sources used and Rtotal
is the total renewable energy available.
Table 2 Fuzzy rules to identify efficient data center
R, B, P, L, Suitability(Scaling action)
Low Low High Low Very high(2)
Low Low Low High Mid (0)
Low High High Low High (1)
Low High Low High Mid (0)
Mid Low High Low High (1)
Mid Low Low High Mid (0)
Mid High High Low Mid (0)
Mid High Low High Low (—1)
High Low High Low Mid (0)
High Low Low High Low (—1)
High High High Low Mid (0)
High High Low High Very low (—2)




164 S. P. Biswal et al.

(b) By: Consumption of brown energy sources
It is defined as the amount of brown energy consumed from with respect to
total available renewable energy.

_ Y B(x)

B, = (2)
Rlotal

Here X B(x) is the total amount of brown energy used.

(c) Px: Processor speed
(d) Ly: Assigned load at the data center.

The output value produced by fuzzy inference is defined in terms of “suitability”.
But for fuzzy g-learning, we have considered as scaling action. Here we have taken
some constant value in between {—2, — 1,0, 1, — 1} for easier evaluation. It can be
any finite number.

For example- IF Ux is low, Bx is low, Lx is low and SX is high THEN “sa = + 2”.

5.4 Reward Calculation

After finding proper action given by fuzzy inference system, the next job is to apply
the action and evaluate the next state. Then it will checks that whether this action
produce the reward or not. The reward calculation is based on cost.

Reward = 0, if cost > 0.5
1, if cost < 0.5

Here cost is calculated by amount of brown energy consumed by the data center
* electricity price per each unit.

i.e. Cost (Fy) = B, * electricity price per each unit 3)

5.5 New State Evaluation

The monitoring agent will monitor the state of each data center. If the current state
scaling action is greater than 0, the new state will be calculated as the addition of
both current state with the corresponding action value. If scaling action is less than
0, the new state will be same as the previous state.

New state = x +u, ifu >0&x > 1
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x, ifu <=0&x <=1

Here u = action, x = current state.

6 Result and Discussions

For the implementation of fuzzy rules, we used “MATLAB”. It provides a fuzzy
tool box system. The tool box contains the list of inputs, output and types of fuzzy
inference engine. Here we take four inputs i.e. Ry, Bx, Px, Ly and one output is the
suitability of each data center in form of scaling actions. For every input and output,
we have used triangular membership function. The name of the inference engine is
fuzzy load balance.

The inference engine is based on “fuzzy Sugeno inference engine”. It is the most
popular inference engine as it has less complexity. In fuzzy inference engine all IF—
THEN rules are defined by the fuzzy set. For different input, we have taken different
membership function to define whether it is in the range of high, medium, low etc.
The below figure will show the design of our fuzzy inference system (Fig. 6).

6.1 Fuzzy Sugeno Inference Engine

It is mostly suitable for mathematical analysis. Sugeno inference always gives output
that is either constant or a linear (weighted) mathematical expression. Sugeno-type

+.| Fuzzy Logic Designer: Untitled2 Lo | B |-
File Edit View
Linti a2
_____ = = == i)
(Bsugeno)
1 output1
FIS Name: Untitied2 FIS Type: sugeno
And method prod = Current Variable
Or method probor == Name nputt
Imphication e AVPe. input
Range o 1]
#Aggregation max
Defuzzification wiaver - Help Close I |
System “Untitled2™. 1 input, 1 outpul, and 0 rules |

Fig. 6 Fuzzy logic toolbox
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=] Fuzzy Logic Designern fql_load_balance L= | |
File Edit View

gl _lkood _ Dalan oo
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=] ==

| FIS Name: tal_load_balance FIS Type: sugenc I
Aund method prodg = Current Variable
Or method R == Name
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Aggregation —— Do
Defuzzification wiaver - Help | Close | |

| System “fgl_load_balance™ 4 inputs. 1 output, and 12 rules I

Fig. 7 Fuzzy Sugeno Inference

FIS uses weighted average to compute the crisp output. This is mostly helpful in
optimization and adaptive techniques. Sugeno FIS has some advantage over Mamdani
FIS which are given in below:

(1) Itis computationally more efficient.
(2) It works well with optimization and adaptive techniques.
(3) Itis so convenient to mathematical analysis.

Example- If A is X and B is X, then C = ax; + bx, + c¢ (linear expression)
where a, b and c are constants (Fig. 7).

6.1.1 Membership Function for Input and Output

For the design of inference engine we have used mat lab toolbox which is given in
below. Here the membership functions are in the form of triangular shape function.

This function is defined by a lower limit x, an upper limit y, and a value m, where x
<m<y.Itis easier to evaluate the membership value in compare to other membership
function.

(a) Utilization of Renewable Energy
This input variable is denoted by U,. It defines the ratio of the number of
renewable energy sources used to the total number of renewable energy sources.
Here the value of membership functions lies in between [0, 1]. This membership
function has divided in to three types i.e. low, mid, high (Fig. 8).

(b) Consumption of Brown Energy
It is denoted by Bx. It defines how much brown energy sources will consumed
for the electricity. Here the values of membership functions lie in between [0,
1]. This membership function has divided in to two types i.e. low and high
(Fig. 9).
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(c) Processor Speed
This input variable is denoted by Sx. It defines the speed of the processor. Here
the values of membership functions lie in between [0, 1]. This membership
function has divided in to three types i.e. low, mid, high (Fig. 10).

(d) Assigned Load
This input variable is denoted by Lx. It defines the assigned load of the given
data center. Here the values of membership functions lie in between [0, 1].
This membership function has divided in to two types i.e. low, high (Fig. 11).

(e) Suitability of the Data Center (Scaling Actions)
This input variable is denoted by “suitability”. Itis the output function produced
by the fuzzy inference system. Here the values of membership functions lie
in between [—2, — 1, 0, 1, 2]. This membership function has divided in to
four types i.e. very low, low, mid, high, very high. If the output values lies
in between [—2, — 1, 0, 1, 2], then it will be considered as in given format
(Fig. 12).

Fig. 10 Membership Membership function plots ¥t 29t 181
function of processor speed - high
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Fig. 11 Membership ) ) Membership function plots 7% | 181
function of assigned load ow high

Fig. 12 Linguistic variables
for output parameter
veryhigh
high

mid

verylow

[—2] — Very low

[—1] — Low
[0] — Mid
[1] — High

[2] — Very high

6.1.2 Rule Base

The rule base consists of 12 rules by using the input variables to determine the output
value or the scaling actions (Fig. 13).

6.1.3 Output of Fuzzy Inference Engine

We have taken an example to produce the output. The values of every parameter are

given in the figure. The data center which consists of higher suitability value will
accept request from the user for execution (Fig. 14).
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Fig. 14 Validation of fuzzy inference system

6.2 Result Comparison of Fuzzy and Fuzzy Q-Learning

In Table 3, comparison is done in between fuzzy and fuzzy Q-learning. The inference
system is based on Mamdani and Sugeno inference engine.
From the below comparison fuzzy g-learning gives batter result in compare to

simple fuzzy inference system (Fig. 15).
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Table 3 Comparison between fuzzy and fuzzy Q-learning

S. P. Biswal et al.

FIS

Input

MFs

Reward calculation

Fuzzy Mamdani

RX

N/A

BX

SX

LX

FX

FQL Sugeno

RX

Based on cost

BX

PX

LX

NN || W W ||| W

Fig. 15 Result analysis of
fuzzy and FQL

output(suitability of data center)

[=]

60

Resultanalysis

50

mfuzzy m®mFQL

40

30

20

10

10

20

30 40 50

input(number of data center)

6.2.1 Comparison of Cost with Respect to Utilization of Renewable

Energy

Here the comparison is done on the basis of cost value. Cost value is calculated based
on consumption of brown energy from each data center as given above on Eq. (3)

(Fig. 16).

As aresult if the consumption of brown energy will increases then the cost of that
corresponding data center will be also increased. So that it is important to choose the
alternate of brown energy which is known as renewable energy sources.

Fig. 16 Result analysis of
Fuzzy and FQL

Cost analysis

0.2 0.4 0.6 0.8 1

Consumption of brown energy(Joule)
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7 Conclusion

Fuzzy g-learning based algorithm for knowledge evolution is proposed here. This
is based on fuzzy inference and Q-learning. This approach provides a non-linear
mapping from the inputs like processor utilization of renewable energy, consumption
of brown energy, electricity cost, speed of the processor, assigned load on data center
to an output showing the appropriateness of the data center for the request redirection.
This can be done by using some fuzzy rule which make this approach simple with
out of any complexity. The Q-learning approach helps to learn each rule and update
it in knowledge base at runtime. In future work we will try to implement this using
cloud analyst software.
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Chandrika Dadhirao and RaviSankar Sangam

Abstract Wireless sensor networks monitor environments that amendment apace
over time. This dynamic behavior of the networks is either caused by external factors
or initiated by the system itself. Machine learning techniques help us to work with
extreme conditions and assist in avoiding the redesign of the network. The prominent
feature of training the machine or network itself to modify according to such kinds
of environments is being introduced in the sensor networks using machine learning
techniques. However, the performance of the sensor networks has many constraints
like energy efficiency, information measure or bandwidth, etc. Localization of nodes
is one of the major issues that have to be worked on, as proper placement of nodes
solves above-mentioned performance issues. The sensors in wireless networks gather
knowledge regarding the objects they are to be sensed by which machine learning
algorithms conjointly evoke several sensible solutions for localization of nodes that
maximize resource utilization and prolong the lifetime of the network. The machine
learning algorithms are categorized into three categories, namely supervised learning,
unsupervised learning and reinforcement learning algorithms. As localization is the
method of deciding the geographic coordinates of network’s nodes and its relevant
components as position awareness of sensing element of every sensor nodes plays a
vital role in network communication for further process. In this chapter, we are going
to focus on how the localization issue in wireless sensor networks can be solved using
the three categorized machine learning algorithms.

Keywords Wireless sensor networks * Localization + Machine learning
algorithms - Supervised learning - Unsupervised learning - Reinforcement learning
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1 Introduction

Machine learning(ML) is raised out of artificial intelligence (AI). Humans are intel-
ligent species on earth, they learn from past experiences and act accordingly. Intro-
ducing this concept in machine learning, the machine to learn from past experiences
and act accordingly is known as machine learning. Here, when related to computer
previous experiences are termed as data, we are introducing the intelligence in the
computer is termed as Al. Applying Al, we tend to needed to create higher and intel-
ligent machines. However, aside from a few minor tasks like finding the shortest path
between purpose A and B, we tend to were unable to program a lot of complicated
and perpetually evolving issues. There was a realization that the sole thanks to being
able to accomplish this task were to let machine learn from itself. This is similar to
the scenario compared with a child learning itself. Therefore, machine learning was
developed as a replacement capability for computers. And currently, machine learn-
ing is the gift in such a significant amount of segments of technology that we tend to
do not even realize it. Machine learning is an inspiration to be told from examples
and knowledge, while not being expressly programmed. Rather than writing code,
you feed information to the generic formula, and it builds logic supported the info
given [1]. On the other side, wireless sensor networks(WSNs) are extraordinarily
popular and are ubiquitous at present, and they have gained popularity over a decade
now. These wireless sensor networks became the key to the formation of the Internet
of things. They both collaboratively work in making a country digitization. WSN,
a big element of comprehensive computing that is presently being employed on an
oversized scale to supervise period environmental standing further on stimulate the
gathered results for future analysis. The main focus of the research in WSNss is the
deployment of nodes in the network to maximize its life and minimize energy con-
sumption in the system during communication. Sensors are mainly utilized under
extreme energy constraints, i.e., human intervene highly impossible. To overcome
the above scenario, creating a new wireless sensor node [2] is incredibly a tough task
and involves a range of different parameters of accessibility to the required applica-
tion which includes various ranges, transmitter/transceiver type, target technology,
components, collective memory, storage space, power, lifetime, security and safety,
quantum capability, inter/intra-communication technology, energy and resources,
etc. So, we can train the sensor networks to act accordingly to the environment or
according to the need by introducing machine learning algorithms(MLA) into wire-
less sensor networks [3—5]. Figure 1 shows the sensor network structure layout with
a sensing field, communication lines, nodes and base station sensor network.

1.1 Problem Formulation

In wireless sensor networks, node deployment and node localization are the primary
issue, and it is the root cause for most of the challenges/issues related in wireless
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Fig. 1 Wireless sensor network layout

sensor networks. The sensor’s position may be known or not. To get the correct details
about the target area, we should accurately define the location of each node in the
network. The actual localization problem can be resolved using two phases. Phase
one is called the assessment/estimation phase and phase two is the testing phase. In
three simple steps, this two-phase localization can be developed.

To address the localization problem, let us assume a randomly node deploy-
ment of network consists of number of predefined position nodes expressed in two-
dimensional coordinates and a set of sensors with unknown locations N. The local-
ization problem can be addressed using machine learning algorithms. Due to the
increasingly widespread presence of sensitive sensors on WSNs, an overall perfor-
mance location technique is insufficient for all applications. In recent years, therefore,
there have been some significant advances in WSN localization techniques. Steps in
Localization

1. Estimating distance between the nodes by time arrival of the signal and strength
of the message.

2. Apply localization algorithms for optimizing the distance between the nodes.

3. Based on the result in step 2, get the position of the node which needs to be
identified.

Figure 2 address the localization process. Table 1 represents the abbreviations used
in this chapter and Table 2 presents the symbols and notations used in this chapter.

This localization is mainly concerned with minimizing the error rates of the actual
node position and the position calculated when randomly deployed [6].

The rest of the chapter is organized as follows. In Sect. 2, we prioritize the role of
machine learning (ML) in networking of wireless sensors. Followed by the benefits
and detriments of implementing machine learning algorithms in sensor networks in
Sects. 3 and 4. Then, the categorization of MLA based on localization issue in wire-
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Fig. 2 Generalized localization process

Table 1 Abbreviations used in chapter

Abbreviation Full name

ML Machine learning

Al Artificial intelligence

WSNs Wireless sensor networks

MLA Machine learning algorithms

SMC Sequential Monte Carlo

DFL Device-free localization

MBCS Multitask Bayesian compressive sensing
NN Neural networks

TOA Time of arrival

RSSI Received signal strength indication
TDOA Time difference of arrival

DE Distance estimation

PSO Particle swarm optimization

ANN Artificial neural networks

LNSM Log normal shadow model

FFANN Feed forward artificial neural network
DT Decision trees

EB-MAC Event-based medium access control
DGPR Distributing the Gaussian process regression
GPR Gaussian process regression

SVM Support vector machines

LSVM Localization based on support vector machine
THMSO Two-hop mass-spring optimization
KNN K-nearest neighbor

GRT Geographical routing box

KBT KNN boundary box

SOM Self-organizing map

PCA Principal component analysis

MB Mobile beacons

IKNN 1 distant K-nearest neighbors

GPS Global position system
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Table 2 Symbols and notations used in chapter

Symbol Description

X Independent or input variable

Y Dependent or output variable

€ Possible random error

f Function that makes relation between X and Y

¢ Probability distribution function to learn uncertain concepts
T Collected data

(@|T) Posterior probability of the parameter ¢ given the observation T’
(T®) It is the likelihood of the observation 7" given the parameter ¢
S Initial state

Sit1 New state

Ay Action taken

o Learning rate

b(S;, Ay) Achieved reward

less sensor networks(WSNs) is mentioned in Sect. 5. In Sect. 6, the first category of
MLA, i.e., supervised learning is addressed and its related algorithms are discussed.
Followed by the second category the unsupervised learning is discussed along with
the relevant algorithms in Sect. 7. The third categorization of MLA which is the rein-
forcement learning is mentioned in Sect. 8. Finally, we draw conclusion and we give
future scope in Sect.9.

1.2 Motivation and Contributions

Researchers are working on the concept of deployment of sensor in networks appli-
cable globally for any application and localization of sensors to identify aggregate
data from a particular location without any congestion, corruption, or redundancy.
Machine learning is powerful tool for sensors that help to calibrate and correct sensors
when connected to other sensors measuring environmental variables. WSN monitor
dynamic environments that change rapidly over time. Sensor networks often utilize
ML techniques to eliminate unnecessary redesign while identifying locations of sen-
sors or during deployment of sensor nodes in the sensing area, etc. Machine learning
also inspires many practical solutions to maximize resource utilization along with
prolonging the survival of nodes in the network, as machine learning algorithms
originated from various fields like mathematics, neurosciences, statistics, including
computer science.
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Our contribution in this chapter is that we gathered a few of the machine learning
algorithms as categorized into three major categories, namely supervised learning,
unsupervised learning, and reinforcement learning. We given insights on few of the
techniques in each group which are more suitable for WSN domain. Finally, we
concluded the chapter with few ideas for future scope.

2 The Role of Machine Learning in WSN

The traditional WSN approaches are programmed that create the networks firm to
retort dynamically. Techniques for machine learning can be used by reacting to
overcome such eventualities. The method of self-learning from the experiences and
actions, while not human intervention or re-programming is machine learning. Due to
its size, efficiency and simply deployability, the WSN is responsible for monitoring,
gathering sure data and transferring it to the bottom of the station for a wide range
of sensor applications in the post-knowledge analysis range. The WSN is one of
the most promising technologies in every field. WSN has an overlay large number
of sensor systems. So managing such an oversized range of nodes need scalable
and efficient algorithms. In most scenarios, sensor networks adopt ML techniques
to remove the need for unnecessary redesign. Applying ML algorithms to WSN, it
invites you to use various sensitive solutions to maximize the use of resources and
extend the network life [7].

3 Benefits of Machine Learning in Wireless Sensor
Networks

There are many benefits in implementing machine learning algorithms in wireless
sensor networks. Few of them are listed below with an explanation.

(a) If we adapt machine learning techniques/algorithms in wireless sensor networks,
where we train the network to monitor dynamically in environments that change
over time, i.e., for example, environmental change can be erosion in soil or by
turbulence in sea, and many more situations similar to it can adopt such changes
dynamically and operate itself efficiently without any human intervention.

(b) WSN is mainly used in cases where human intervention is not possible, and
these sensor networks operate on behalf of human to identify the situations and
gather the data from such environmental locations.

(c) Machine learning algorithms can be used for maximum data coverage by the sen-
sors. As WSN applications cowl minimum knowledge thanks to limited detector
capability or hardware resources of the sensors.
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(d) Bigdata, cloud computing, Internet of things, cyber systems, and communication
between machinery with an intelligentsia motivation to support decisions along
with the control of free networks have made a significant contribution to ML
development in WSN. So, ML plays a prominent role to extract various levels
of distinct abstractions necessary to perform tasks of artificial intelligence with
very little human involvement [8, 9].

4 Detriments of Machine Learning in Wireless Sensor
Networks

However, when using machine learning techniques in wireless sensor networks, a
few disadvantages and limitations should be considered.

(a) Multiple ML methods are costly to compute. It can have adverse effects when
used on wireless sensor networks, depending on how much the measurements
are performed, leading to higher power/energy consumption.

(b) ML better perform as the amount of data you have increased. Because WSNs
are commonly used in volatile settings, we cannot be sure of the data we enter
(except in supervised learning).

(c) Training the nodes in the network with a large number of samples may not be
sufficient, and it cannot react automatically if any unusual thing has been sensed,
i.e., it may lead to reasonably tiny error bounds.

(d) At times it may land up with a resource crisis when training the network with
high computational units to manage developed systems with centralization to
perform the learning task [9].

S Categorization of Machine Learning Algorithms Based
on Localization

The primary purpose of localization is used to identify the geographical loca-
tion/placement of a sensor node. When we deploy the nodes randomly in a field/
environment, we are unaware of its location. When nodes are used randomly in an
environment there is a chance of change in the climate dynamically, during those
changes machine learning algorithms [10] help to improve the location accuracy. The
existing machine learning algorithms can be categorized into three types based on
the mode of the intended network structure of sensors. Here, we are primarily focus-
ing on localization issue in wireless sensor networks, and we are categorizing the
machine learning algorithms based on localization [11]. There are machine learning
algorithms that are categorized into two-three classes, namely supervised learning,
unsupervised learning, and reinforcement learning as shown in Fig. 3.
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Fig. 3 Classification of machine learning techniques in wireless sensor techniques

6 Supervised Learning

In supervised learning, the data sets with related labels(inputs) [12] are collected
and the relationships are found with the system, while training. At the end of the
training method, an activity from associate grade input can be carried out with the
best estimation of output y, important tasks of supervised algorithms are to develop
a model that reflects links between input options and predicted objective outputs.
During supervised learning, the machine learning algorithms consider two phases,
i.e., training phase and prediction phase [13]. The data set which is being used
represents the learned relationship between input, output, and system parameters. In
this, the data set is divided into two categories, namely regression-based supervised
learning and classification-based supervised learning.

A regression-based supervised learning is used when the resultant variable or
output is some real or continuous value. Some value (Y) should be predicted based
on a certain number of features (X) represented in Eq.(1). The variables (X) are
either continuous or quantitative in the regression model to predict precise results
(Y) with minimal errors.

Y= f(X)+e (1)

where Y is a dependent output variables (output), X indicates an independent input
variable (input) and represents the potential random error by the f is the function
making a relationship between X and Y [10].

A classification-based supervised learning attempts to draw certain conclusions
(Y) from the observed values (X). Given one or more inputs (X) in a classification
model will try to predict the value of one or more outcomes (Y'). This classification
of supervised algorithm is based on four basic ideas they are namely logic-based,
instance-based, perceptron-based and statistical-based classification which can be
classified into six popular algorithms.

(a) Bayesian statistics
(b) Neural networks(NN)
(c) Decision trees(DT)
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(d) Gaussian process
(e) Support vector machines(SVM)
(f) K-nearest neighbor (KNN).

6.1 Bayesian Statistics

Bayesian methods adapt the distribution of probability to learn certain concepts effec-
tively and without over-fitting. It is logical thinking desires a comparatively tiny set
of coaching samples [14] in distinction to machine learning algorithms. Bayesian
strategies use chance distribution operate to find out unsure ideas (e.g., ¢) while not
over-fitting with efficiency. The algorithmic rule applies the present data, i.e., col-
lected knowledge abbreviated as T to update previous beliefs into posterior beliefs
p(@|T) cop(¢) p(Tlp), wherever p(¢IT) is that the posterior chance of the parame-
ter ¢ given the observation 7', and p(T'l¢i) is that the opportunity of the observation
T given the setting ¢. One application of Bayesian logical thinking in WSNs is to
assess event consistency (¢) exploitation incomplete knowledge sets (') by investi-
gation previous knowledge concerning the atmosphere. But, such applied math data
demand restricts the full usage of Bayesian algorithms in the field of WSNs. The key
issue is to use the current to update prior assumptions in background assumptions
where the subsequent probabilities of the parameter given the observation are that
the setting is likely to be considered. The evaluation of the consistency of events with
integrated data sets using prior environmental knowledge is used to access Bayesian
inference in WSNss.

In [15], the authors Nguyen et al. dealt with the multi-source location of WSN and
proposed for this issue a statistical sampler solution based on new application of the
Monte Carlo sequence (SMCs) with unknown quantified source data obtained in the
fusion center by various sensors from anonymous wireless channels. The experimen-
tation results show that the proposed algorithm is best when compared with classical
methods. The authors [16] addressed the localization of the node, and the issue is
resolved by proposing a refinement of the Bayesian algorithm and referred to as the
progressive correction. The particle filtering technique is used for node localization
in progressive correction using a small number of parameters, but for a large number
of parameters, this technique is not implemented. So a generalization procedure is
proposed to significantly find more accurate node localization. The numerical simu-
lations demonstrated that the algorithm proposed is giving more accurate results for
node localization with the moderate expense of computation

Device-free localization (DFL) techniques were proposed by authors [17] to esti-
mate target locations by analyzing their shadowing impacts in the area of interest on
radio signals. They proposed a DFL technique-based compressive sensing to use the
diversity of the frequency of subcarrier information in fine grains. In this method,
it is a sparse recovery problem to build dictionaries from several channels on the
saddle surface model with a multi-target DFL. To estimate the location vector, a
multitask Bayesian compressive sensing (MBCS) framework develops an iterative
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location vector estimation algorithm. In comparison with CS-based multi-target DFL.
approaches, the superiority of its work is demonstrated through the simulation results.

6.2 Neural Networks

This algorithmic learning rule cascades chains of decision units, i.e., perceptron’s or
radial basis functions and is employed with efficiency to spot nonlinear and sophis-
ticated features. The appliance of neural networks in WSNs in distributed manners
continues to be not thus pervasive because it wants high procedure power to be told the
network weights and depends on senior management overhead. In distinction, at the
centralized manner, the NNs learn multiple outputs and call boundaries without delay
that resolves many networks challenges victimization the identical model. Neural
networks are known for various inputs and multiple outputs along with uncountable
hidden layers for processing between inputs and outputs. The application of neural
networks, for instance, sensor node localization downside is taken into account in
WSNs. The node is located at the angle spread and distance measurement of anchor
node signal received, which means arrival time (TOA) with received signal strength
indicator(RSSI) received as well as arrival time distinction(TDOA) as illustrated in
Fig.4. The localization considers in three layers. The input layer is responsible for
considering distance or angle estimation between the nodes. The former hidden layer
it can be called as single layer or multiple layers for computing position calculation
of each single node. The final stage is the output layer in which localization of whole
network.
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In [17], the authors identified localization of nodes could not be determined using
traditional mechanisms due to hardware restrictions of the nodes. Later, they iden-
tified soft-computing techniques like neural networks could be used as a solution
for localization problem. They suggested the new technique of the neural network
by minimizing the number of neurons from hidden neural network layers by an
algorithm of particle swarm optimization. They proved that the unique algorithm
has a lower rate of localization errors [18] and a lower storage requirement than
the existing analog methods. The authors in [19] suggested a problem of range-
free localization with artificial neural networks and introduced an algorithm named
“the anisotropic signal attenuation robust localization” that uses distance estima-
tion (DE) approach to effectively derive the gap in closed from in order to attain
anisotropic signal attenuation for the location of the node. The simulation results
prove that the proposed algorithm presents a range-free localization both in accuracy
and robustness. In [20], the authors identified a solution for localization problem for
application-based which uses both techniques particle swarm optimization (PSO)-
based in advanced version and artificial neural networks for the application indoor
and outdoor application tracking. There are two approaches to the proposed method.
The first approach is based on a proposed hybrid particle swarm optimization and
artificial neural networks (PSO-ANN) algorithm to improve the distance estimation
between the nodes of accurate node localization by using the feed forward neural
network type and the Levenberg—Marquardt training algorithm. The first approach
is based on a log normal shadow models(LNSM) for canal propagation and the next
strategy. The authors concluded their research in this paper by saying “there was a
mean absolute error of 0.022 and 0.208 m for both the outdoor and indoor environ-
ments.” Indoor environments were investigated by the density of anchor nodes for
the precision of the location. In the paper by Payal et al. [21] proposed the creation of
a fast coverage and low costs neural network feed forward artificial neural networks
(FFANN) to develop the wireless sensor networks (WSN) location framework. In
order to build a cost-effective locale framework, this FFANN method has shown
conclusively conjugation grade-based sensor nodes.

6.3 Decision Trees

Decision trees (DT) are a type of supervised ML classification method focused on
if-then rules to improve readability. This algorithm predicts labels of data by iterating
sample data (input) through a learning tree. In this processing, a comparison of feature
property is made with decision conditions to reach a specific category (output) based
on the decision condition [13]. DT offers an easy but efficient method to identify
WSN connection reliability by defining a few critical features such as loss rate,
corruption rate, mean failure time (MTTF), and mean restore time (MTTR). DT
works with linearly separable results, however, and the process of building optimal
learning trees is NP-complete [9]. Merhi et al. [22] developed a method for WSNs
for acoustic target localization. Exacting locations of targets are determined using
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one of the two ways in decision trees is the time difference of arrival (TDOA) metric
using a spatial correlation in the decision tree. They proposed the design of the
protocol “event-based medium access control” (EB-MAC) to establish an acoustic
localization in WSNSs.

6.4 Gaussian Process

This Gaussian process is the solution in the selection optimum sensor locations to
achieve resistance to node failures in the network and model ambiguity. Krause et
al. [23] proposed an optimized solution algorithm called lazy learning algorithm
for placement of sensors based on the application for which it is being used. One
exciting feature of this solution is the development of an investigation phenomenon.
Lazy learning algorithms store samples of training and delay the main workload until
the request for classification is received.

A distributed node motion protocol for location in networks of wireless sensor
systems was developed by the authors [24]. This approach is used to predict optimal
locations of motive nodes based on their movements by distributing the Gaussian
process regression (DGPR). It overcomes the disadvantage of traditional Gaussian
process regression (GPR) algorithms, where N is the number for sample size, with
O(N3)’s computational complexity. The algorithm proposed formed the solution to
overcome the computational complexity by adopting a sparse Gauss process regres-
sion algorithm. In this process, each node will independently execute the regression
algorithm using only local neighbor’s spatial time information for locating nodes.

6.5 Support Vector Machines

This method is used in each unfeasible sensor in the wireless sensor network to self-
place the node in every device. The localization based on support vector machines
(LSVM) method for locating the nodes in WSNs has been proposed by Tran and
Nguyen [25]. LSVM adopts a number of decision metrics, including connectivity
information and indicators to achieve its design goals and to produce suitable training
data. Although LSVM provides a distributed localization quickly and efficaciously,
its performance in training samples is still sensitive to outliers. The nonlinear SVM
2D visualization is shown in Fig. 5.

In [26], the author proposed a new range-free localization algorithm based on
polar coordinates sensor nodes to solve the locational problem within wireless sen-
sor networks by support vector machine (SVM). With the WSN field boundaries,
each sensor node can be located in one of the endless networks by dividing into a
certain number of polar grids. Then, the center of the resident polar grid is calculated
as the sensor node location. Furthermore, the authors suggested a new algorithm to
enhance node accuracy. In THMSO, both neighborhood information and northern
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node information is used as refinement to locate the sensor node. The algorithm
proposed is the THMSO two-hop mass-spring optimization (THMSO). The findings
show that the algorithm proposed improves better than existing methods of local-
ization. When the detection area is too wide, the author [27] proposed a solution
that requires each sensor node to be classified several times to locate SVMs, which
means that placement time is too long which hampers good SVM performance. For
the similarity measure, the proposed quick-SVM uses the minimum spanning by
dividing the support vectors into groups according to the minimized functions. A
linear combination of * determining factor” and “adjusting factor,” based on a sim-
ilarity of classification speed, is replaced by each group of support vectors. Vector
support machines provide the most popular options for resolving no convex free
improvement problems for neuropathic networks. The malicious behavior of sens-
ing element nodes, security, and location should be used in the context of the WSN
for intrusion detection or police work. It is possible to reveal in knowledge with SVM
the spatiotemporal correlations [28].

6.6 K-Nearest Neighbor

K-nearest neighbor is a query processing algorithm. This query is applied to the
classified data and generates output values for the adjacent data samples as labels.
Several functions are available to determine the closest node set. K-nearest neighbor
requires a high computer capacity, as it is calculated on the basis of simple connected
points. In this article [29], the authors proposed a solution for the novel spatial query
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question in mobile sensor networks, 1 distant K-nearest neighbors (I-KNN). The
consequence of the question implies well-scattered objects closest to the interest field.
The 1-KNN method can be used in most KNN applications, whether we want the KNN
result to be well-distributed or narrowly protected. 1-KNN divides the search space
into several track-sectors where all sides are equal or greater than the distance limit.
By choosing QO-nodes in alternating track-sectors, we ensured 1 distances between
any two Q-nodes. To keep the gap tight, we changed the track-sectors’ central angles
and radius.

7 Unsupervised Learning

In unsupervised learning, there is no output (unlabeled) related to the inputs; even the
model try and extract the relationships from the information. Unsupervised learning
approach used as classifying the set of comparable patterns into clusters, spatiality
reduction, and anomaly detection from the info. The main contributions of unsu-
pervised learning in WSNss are to tackle different problems like property downside.
In this, the output vector is not provided. Its primary goal is to classify the sim-
ple sets to different clusters or groups by investigating the similarity between the
input samples. It tries to extract the relationships among the data associated with the
input. Classification based on unsupervised learning: The classification of supervised
algorithm is based on four basic ideas they are, namely logic-based, instance-based,
perceptron-based, and statistical-based classification.

(a) Self-organizing map (SOP)
(b) Principal component analysis (PCA)
(¢) K-means clustering.

7.1 Self-Organizing Map

The WSN-based self-organizing maps (SOM) solution consisting of thousands of
nodes was introduced by Paladina et al. [30]. The proposed solution involves the
execution of each node with a simple SOM algorithm which considers three layers
which have one input layer and two output layers. Here, the input layer has spatial
coordinates of anchor nodes which are 8 in number. An unknown node surrounds
these eight anchor nodes. After training the hidden nodes which are spatially coor-
dinated in a 2D space by the output layer. To find the absolute locations from the
nodes is difficult from traditional methods, as a solution in [31] proposed a localiza-
tion algorithm based on node connectivity information and the SOM algorithm. This
algorithm works well for networks with limited resources. The proposed algorithm
can be termed as a centralized algorithm as each nodes information is transmitted
to the central processing unit to design an adjacent matrix for identification of node
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location. In [32], Lee the author proposed a scheme for node localization. In this, the
author presented a new way of localizing nodes without the need for the anchor nodes.
This scheme also uses the SOM algorithm process efficiently without any restriction
on the number of nodes. From [31, 32], we can analyze that both the authors used
the SOM algorithm but in different ways. By the analysis, we can say that [31] is
more efficient over [32] because it minimizes the overhead of node transmission by
eliminating the need for the central unit.

7.2 Principal Component Analysis

It is essentially a technique to compress information by reducing its dimension by
extracting vital info exhibited from collected information set and rework it into a
brand new orthogonal variable known as principal elements. It is a dimensionality
reduction with the multivariate method for compression of data, aiming to extract
relevant priority-based information from gathered data in the form of orthogonal
variables called principal components. The technique is used for the acoustic location
of the underwater and the detection of abnormalities in wireless networks. The 2D
visualization of the principal component analysis is shown in Fig. 6.

In [33], the authors proposed a scheme using probabilistic pattern recognition in
eigenspace of PCA for underwater localization. Based on the proposed system, the
information can be easily obtained by probabilistic pattern recognition of projected
features in PCA space. Experimental results have shown that the proposed under-
water localization scheme is efficient and accurate when compared with existing
techniques.
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Fig. 6 PCA 2D visualization. Source Pandey, “Localization Adopting Machine Learning Tech-
niques in Wireless Sensor Networks”, 2018
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7.3 K-Means Clustering

The k-means algorithm groups information into entirely different categories referred
to as clusters. The unsupervised learning formula is widely adopted in a bunch
of detector node as its implementation is smooth and has a linear process complex-
ness. The authors [34] addressed cost-effectively to measure cost-effective K-nearest
neighbor queries in a 3D sensor network using intelligent mobile data collectors.3D
plane rotation algorithm that maps selected sensor nodes on different planes to a
reference plane and a novel neighbor selection algorithm based on node distance and
signal-to-noise parameters. We have implemented GlomoSim’s 3D-KNN algorithm
and validated the cost efficiency of the proposed algorithm through comprehensive
performance evaluation over well-defined device parameters.

8 Reinforcement Learning

Reinforcement learning allows a sensing element node to find out its surroundings
by interacting it. The agent learns to require the most effective actions that maximize
its long edges mistreatment its expertise.

8.1 Q-Learning

A widely known rule, Q-learning [35] is a form of reinforcement learning technique
is explained in. As illustrated in Fig.7, associate degree agent updates its achieved
edges no inheritable due to the action taken at a given state regularly.

The entire advantages awarded called the Q-value of performing arts associate
degree action (A;) at a given state St is calculable as shown in equation (2).

O(St41, Ary1) = Q(Sy, A) + a(b(S;, Ar) — Q(Si, Ar) 2
This rule is often applied only in a highly distributed design, such as a network of

wireless sensing elements, when each node takes action to maximize its length. It
is essential to note the extensive use of Q-learning and efficiency in WSN routing

Sensor Node as an

Obtained Beneﬂq;, A)

Fig. 7 Visualization of the Q-learning method
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downside. where « (S;, A;) denotes the immediate reward of acting A, a given state
S; and is the learning rate that determines how fast learning occurs (usually set to
value between 0 and 1) [13].

Lietal. [36] stated that the Q-learning rules does not represent the various positions
of the MB, and also the rule target is to hide all the sensors within the monitored
space (i.e., all the sensors ought to hear a location update message from the MB at
some stages). The entire operation is conducted within a mobile phone, which can
save hidden node resources. However, the whole system can fail in case of mobile
beacon defects as a centralized technique.

9 Conclusion and Future Work

In several applications of WSNs, localization of the physical/geographical location
of a node is outlined. The sensor node that is placed in an excessive field without
knowing its position and no other infrastructure on the market is available to track its
status. The location of the sensing element, however, may be a vital task in this unique
situation. This task is familiar by means that of manual assignment or geographical
position system (GPS). The position of device nodes within the surroundings will
support an amendment by dynamically due to some external causes. To handle such
situations, machine learning algorithms can be needed to avoid the stress and strain
of re-programming or reconfiguring the network and improve the accuracy of the
location of nodes in wireless sensor networks.

Machine learning offers a range of techniques to strengthen the power and dynamic
behavior of wireless sensor networks. Although machine learning techniques are
applied to several applications in WSNs, several problems are still open, and addi-
tional analysis efforts must be put into execution to solve many issues in WSNs.
Furthermore, process intelligence paradigms like neural networks and neuro-fuzzy
strategies, swarm intelligence algorithms like ant colony optimization, and evolu-
tionary formulas like the competitive imperialist algorithm might also be applied
to enhance the performance of networks, and soft-computing techniques can also
be used to solve the challenges of wireless sensor networks. Moreover, numerous
problems are still open for future analysis like developing lightweight and distributed
message passing techniques, stratified agglomeration patterns, online learning algo-
rithms, and adopting machine learning is additionally in resource management draw-
back of wireless sensor networks.
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Abstract In this intelligent era, vehicles are exploited for a different mobile sensor
activity. Vehicular delay tolerant network is the application of delay tolerant network.
Nowadays, when conventional network does not work or fails in the emergency sit-
uation, vehicular delay tolerant networks provide solutions. Vehicular delay tolerant
networks is very useful for solving many problems such as sensor-based applica-
tions, intelligent traffic, weather forecasting and many more delay tolerant services
like campus information services etc. Many more delay adaptive services to save
infrastructure-based network load, and these type of networks are very successful.
For efficient routing strategy, the efficient selection of vehicular relay node is very
important. So in this chapter, we have proposed “vehicular delay tolerant network-
based communication using machine learning classifiers.” First, we have analyzed
which machine learning classifier is the best solution for our problem. We have used
machine learning classifiers for filtering efficient vehicular nodes, so that packets
can be delivered from source to destination.

Keywords Vehicular delay tolerant network - Routing strategy + Machine
learning - Classifier - Relay selection

1 Introduction

In this chapter, we have considered network scenario in which group of moving vehic-
ular delay tolerant nodes(VDTN) and fixed nodes operate as a relay for transferring
data opportunistically, when they come in the range of each other. The considered
network is delay tolerant network (DTN) [1, 2] and the considered mobile vehicles
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operate as vehicular delay tolerant network (VDTN) nodes, the network topology
continuously changes and disconnection depends upon other factors also.

DTN is a research area concentrated on network, wherein interface availability
might be habitually disconnected and the continuous path to a destination is absent.
These types of networks generally applicable to interplanetary communications, very
provincial territories, emergency situations, and different type of mobile ad hoc net-
works(MANETS). The DTN architecture [3] includes bundle [4] layer provides many
of the facilities to the architecture. Bundle protocol is an important aspect of DTN
architecture; on the basis of this layer, network layer between the application layer
and transport layer, datalink layer, and physical layers are designed. The bundle layer
works as a medium layer between different types of network. Bundle layer provides
a store, carry, and forward dependent paradigm, so that when disconnection occurs
packets can be stored and then carried to the destination and forwarded once connec-
tivity restores. The packets can be forwarded to a destination even continuous path
does not exists with the help of relay nodes moving between source and destination.
In addition to the above concept, it provides the way to differentiate the lower level of
strategy, so that different protocols can use transport layer to physical layer accord-
ing to the situation. The bundle layer is also responsible for binding and storage and
carrying of the packets till a suitable transfer time found, and also responsible for
transfer of bundle custody, and packet routing also.

Vehicular delay tolerant network (VDTN) is an emerging application area of
DTN which uses the same paradigm of store, carry, and forward mechanism as
DTN. In real life, VDTN is very prominent to solve many problems, e.g., traffic jam
problem, awareness in public, and provide connectivity in disconnected area. With
the help of machine learning, VDTN can provide a better solution to the problem
of disconnectivity in emergency situation also. In real life, generally, conventional
network stops working or it gets down because of some emergency situations or
natural disaster. And disconnection occurs between any two point in the network
or end-to-end network does not exists. In this case, VDTN is very reliable solution
to the problem. For example, in connection between any to road side units(RSU)
disconnects any point of time for a certain time period, then VDTN can provide
solution and fills the gap of disconnectivity by relaying packets with the help of
vehicular nodes. But for this, it is very important to have efficient routing strategy.
An efficient routing strategy can only designed when an nodes are efficient enough
to deliver the packets to the destination. So these problems motivated us to proposed
our strategy.

VDTN is an easy alternative to conventional network when conventional networks
fails to work. Conventional network depends upon continuous end-to-end connec-
tivity nut VDTN can work where network is dis-continuous. In Fig. 1, there is a
disconnention between Point 1 and Point 2. These two points may me road side units
(RSUs) or any source or destination. Suppose Point 1 wants to send packet to Point
2 but there is no end-to-end connectivity between these points. So in the absence of
end-to-end network, VDTN nodes are forwarding packets from Point 1 to Point 2.
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Fig. 1 Vehicular Delay Tolerant Network

1.1 Motivation and Contribution

The motivation of this chapter centers around the advancement of a machine learning-
based routing protocol for VDTN. Many routing protocols have been produced for
both opportunistic and DTN. RAPID [5], PRoPHET [6], Spray-and-Wait [7], and
DTLSR [8] are among the most notable for sharp organizing situations. Inside the
domain of interplanetary organizing, one of the most well-known routing protocols
is contact graph routing [3, 9] or CGR, which utilizes the known contact times and
separations of booked system advantages for deciding a useful course. Routing pro-
tocol expected for defer open-minded systems and specifically space networks must
address a few issues. Flight equipment is frequently restricted in terms of handling
ability and memory assets, so the calculation must be productive and not utilize
over the top protocols or require much information stockpiling. In deep space, there
might be a vast spread postponement between arranging nodes, so the exchanging
of network status information becomes exorbitant and may not mirror the present
condition of the system. In expansion, correspondence joins are frequently uneven,
with the goal that an enormous measure of information might be sent from a network
node. However, there might be constrained transmission capacity to get affirmations
or then again different status data.

2 Literature Review

VDTN is one type of wireless networks which rapidly usage in real-life applica-
tions due to its flexible and efficient nature. Wireless network has several variation
based on it frameworks which is describe in [10, 11]. This book contains several
frameworks such as optimization, security and privacy, localization, and network
lifetime enhancement. This book provides the basic frameworks ideas of the users
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and new researchers. In [12], the authors proposed nature-inspired-based methods
in WSN. This book contains several popular nature-inspired algorithms that helps to
the readers and researchers both for designing as well as innovating any algorithm.

There is a lot of successful standard research work available in the field of oppor-
tunistic routing for DTNs [7, 13—17]. Many are in light of the fundamental technique
for scourge directing in which nodes experiencing each other exchange whatever
messages the other does not as of now have. Right now, different hubs experience
one another, numerous duplicates of the message are spread all through the system.
Except if the message lapses previously, the goal is reached, or it is in certainty routed
to a few hubs that are inaccessible inside the system by some other node, the packet
will be conveyed. The main disadvantage of this method is that the various dupli-
cates of a similar packet in the system expend hub information stockpiling and packet
moving time pointlessly. Most shrewd steering conventions center on an approach to
decide how to pick the best hubs to duplicate packets, which means nodes that have
the best possibility of reaching the destination node. PROPHET is one such strategies
which utilizes the history of delivery records of nodes to decide the probability that
a node will reach the destination. PROPHET depends on human versatility designs,
and also the perception that countless contact openings between the two nodes will
follow a regular pattern [6]. Packets are recreated and sent to nodes present in its n
that have a high likelihood of conveying it to its goal.

PRoPHET decides this probability dependent on a conveyance consistency metric.
Every node keeps up a vector of conveyance probability of all nodes experienced
and trades this data with different nodes during an underlying contact stage. The
conveyance consistency is determined at whatever point two hubs are in contact.
Nodes those are regularly in contact will have a higher conveyance consistency, and
as such, the calculation picks up the two nodes as the favored way. There is very few
words that apply machine learning methods to directing in DTNs [18-20]. Choice of
tree-based classifiers tried to boost directing choices in case of epidemic routing by
creating a group of nodes utilizing a quality vector and a determined grouping name
[21] The technique used in [19] additionally utilizes locales, a time-sensitive list, and
message goal as characteristics for a Bayesian classifier. These two strategies used to
put away network traffic. Yang [22] designed an intelligent system for transportation
system in wireless network. This is based on an existing transportation system based
on process structured system. Finally, it helps to enhance network capabilities and
services of the network. It also helps to user function and usages in the network
and network metrics properly to maintain the network. Chandrakar [23] designed an
authentication system for the users in wireless network. This is basically based on
healthcare system and used for medical purpose. This proposal is used for sensing
patient body information and send to the doctor for treatment and diagnosis purpose.
It also helps in user authentication, privacy and data security purpose, so that efficient
result comes from the diagnosis system. In WSN, data is gathered from multiple
homogeneous or heterogeneous sources because, and real-life data is connected with
different IoT, IoV, or cloud environment. So, it is difficult to keep the natures of the
data in same structure. Information retrieval is very important part in modern research
areas which indicates collect information that are stored in unstructured form based
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on multiple local languages and process it in particular pattern after observing. Hao et
al. [24] designed an evaluation system for big data analysis. This data is based on oV
where it means Internet of vehicle. This proposal is based on K-means algorithm that
isused here as a clustering. In this work, different behaviors of the driving are involved
for controlling vehicle. Finally, it helps in reducing fuel consumption and helps in
transportation globally. Shen et al. [25] designed a predictable-based routing method
for ad hoc network. In this work, topology is organized by the helps to static and
dynamic topology distribution with the help of not completely predictable method.
Here, incomplete predictable technique initiated by anti-pheromone system. Finally,
it achieves energy efficiency and node utilization both for enhancing the network
lifetime. Chatterjee and Das [26] designed an ACO-based routing technique for
MANET. The main aim of this routing method for enhance the QoS by increase ratio
of packet delivery ratio and decreasing network delay by using ant. This method
uses DSR routing as a base routing protocol. The basic route packet like RREQ and
RREP is used here “request ant” and “reply ant” packet for managing the network.
Finally, it determined level of pheromone for each route to decide optimal route of the
network. Fatemidokht and Rafsanjani [27] designed an anomaly detection method
for VANET based on clustering approach. In this paper, VANET contains some
malicious nodes that act as several vehicles in the area of transportation. The nodes
in this work disconnected and organize frequently in term of changes of topology.
The clustering method in this work used for decision of gateway selection, proper
neighbor selection, and also cluster head selection. Finally, it helps in packet delivery
ratio and reduction of end-to-end delay. Lakshmanaprabu et al. [28] designed ACO-
based routing technique for smart city in the context of VANET. This work basically,
proposed influence of big data technology in term of smart city. Basically, these
type of cities provide more secure travel and effectiveness lifestyle of the people.
The big data technology of this work helps to enhance the traffic system of the
cities. And it also helps to manage cluster of the nodes. Kadono et al. [29] proposed
routing method for ad hoc network. This routing is based on GPSs system. The
proposed method uses ACO technique for handling network path of the ad hoc
network. In this network, ant works as an agent that handle and compromise several
network parameters and maintain parameters changeability. In this work, due to GPS
system, ant behaves as intelligent agent uses their pheromone intelligently. Finally,
it helps in packet delivery ratio. Vinoba and Vijayaraj [30] designed a topology
control-based method for ad hoc network. The proposed method is the fusion of
ACO and Bayesian reasoning technique. The combination of both is used to manage
dynamic position of the network and control residual energy of the nodes. Finally, it
outperforms by several network metrics based on several parameters. Bello-Salau et
al. [31] designed a routing method for VANET based on an optimization technique.
This technique is based on GA optimization where several parameters are used
to design constraints along with objective function. The names of the parameters
are loss of path, link frequency, residual energy, and strength of the signal. The
aim of this method is to reduce anomaly and help to reduce noise in the network.
Robinson et al. [32] proposed routing method for MANET that is used to reduce
overhead of the network. This routing method is based on knowledge information
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of the neighbor that is consists of two popular packets such as RREQ and RREP
for requesting and replying. This neighbor knowledge helps to reduce to traffic of
the network and overhead of the network, enhances broadcasting mechanism of the
MANET. Wang et al. [33] designed ACO-based routing technique for MANET. In
this network, bandwidth and energy both are crucial parameters, so here nature-
inspired swarm intelligence technique is used for controlling these two parameters.
It manages by the fusion of zone based routing and concept of ACO optimization.
During this fusion, some feature is extracted from two popular routing protocols such
as DSR and ZRP routing protocols. Giagkos and Wilson [34] designed a routing
method for WANET using swarm intelligence nature-inspired technique. The main
agent of this routing method is insect that behave intelligently to solve the solution.
This is a multipath routing technique that work fusion of some intelligent behavior
such as scalable, efficient, and adaptive nature. Finally, it outperforms under several
network conditions. Misra et al. [35] designed energy aware routing protocol for
WANET based on swarm intelligence. This is based on ACO technique that helps
to optimize the network efficiently in term of battery energy. In this work, several
energy consumption situations are controlled such as idle mode, sleep mode, and
helps to prolong the battery life. Finally, it reduces the energy consumption and
enhances the network lifetime. Bitam and Mellouk [36] designed a multicast system
for routing in VANET. This is based on bee colony optimization which is used here
to solve NP complete issue in VANET. This routing protocol is designed by the
fusion of network simulator with C++ language. It helps to enhance the QoS of
the network by optimizing some metrics such as bandwidth, jitter, network delay,
and cost. These metrics considered as objective function for solving the network
issues. Rosati et al. [37] designed an algorithm for ad hoc network. This algorithm
is based on ant optimization where base routing protocol is used as AODV. This is
based on distributed system. In this method, used heuristic approach helps to increase
network lifetime and decrease the complexity of the node expenses. Finally, it helps to
produce optimal solution that is suitable for the network. Kumar et al. [38] designed
a technique for route determination in WSN based on several constraints. The basic
key element of this method is ACO for optimizing the path between source node and
sink node. In this work, the sensor node collect information from the environment
and process it path finding. Finally, validate it in terms of network metrics and help
to reduce delay and enhance the network lifetime.

3 System Model and Proposed Protocol

3.1 System Model

Our plan endeavors to take care of the VDTN routing issue as a machine learning
problem. We picked up this technique for a few reasons. The arrangement ought
to be versatile to new entering nodes in the concerned network, an assortment of
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the conditions, working in possibly unique time network and leaving the network.
Furthermore, we needed an answer which may be ready to decide examples of inter-
ruption or examples of communication traffic which is not quickly self-evident. The
network of machine learning can utilize information got from the network condition
to decide such examples.

Very few types of techniques of machine learning can be considered for routing
problems. The machine learning strategies are divided into supervised and unsu-
pervised. The strategy with supervise learning is having huge number of associated
information which is utilized for learners. The researchers create rules from the
dataset to characterize new occasions of the information dependent on the prepara-
tion set. Information in the preparation set is marked, and the student makes forecasts
that might be right or mistaken. Similarly, unsupervised learning strategy is utilized
to show the information and learn increasingly about relationships inside the infor-
mational index. One more class of learning which is important is reinforcement
learning which allow student to settles on choices at first in an experimentation strat-
egy. Choices that bring about a positive result to gain the student a prize. Right now,
researchers figure out what is acceptable and terrible choices in a given case.

Reinforcement type of learning is recommended for directional conventions in a
few works [17-19]. There are, in any case, a few disadvantages on account of VDTN.
One is that capacity must be resolved to empower the learners to get rewards. In
VDTN, the objective is, for the most part, to limit conveyance time and boost con-
veyance likelihood. Utilizing time as a measurement in VDTN may prompt uncertain
outcomes since postpone time may change on organize conditions that are out of the
control of the learner (spread postponements between nodes, for instance) or, on
the other hand, postponements may happen as a result of poor directing decisions.
Conveyance consistency is a decent pointer of steering achievement, nonetheless
by and large, in VDTN, it might be obscure at the source node side if the packet
was in certainty conveyed. Conventions such as TCP/LTP can guarantee dependable
conveyance; however, since these depend on affirmations or retransmission demands
from the goal, there might be impressive postponement before this is known at the
source node relying upon the separation between nodes and the information rate. It
might be favored as far as speed, what’s more, productivity to send information in
straightforward datagrams (UDP/LTP green portions). Inside bundle protocol, con-
veyance receipts and care move can be mentioned at the group layer, yet once more
it is constraining to expect that these instruments will consistently be utilized. It
very well may be restrictive to expect that affirmations what’s more, receipts will
be engendered back to the sender and much work has been done in the VDTN peo-
ple group to attempt to address the downsides of having possibly long full circle
times to send a message and get an affirmation back. Along these lines, we might
want to maintain a strategic distance from a convention that depends on affirmation,
conveyance receipts or status parcels, especially the case in which the practicality
of getting such input is critical to the exhibition of the calculation. On account of
support learning, if the research depends on positive criticism from the destination
to settle on better choices, this input could come at a significant time later and result
in a progression of lackluster showing.
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3.2 Proposed Strategy

Our motive is to focus on the learning so that nodes can learn to find the best possible
path between source and destination. The objective is basically to decide the future
system state-dependent on the historical backdrop of the system. We have considered
few factors which can impact which highway a group of nodes should be taken;
furthermore, and these factors can be utilized as a input for the algorithm made for
learning the paths. The mentioned factors are future and current topologies of the
network (all the information about source node, relay node, and destination node),
duration of contact in interface range, data transfer rate, buffer capacity, and location.
Every highlighted factors will change with time; however, we have implemented that
a few and all will follow the same periodicity. We have considered this duration of
time the age and it will be separate every age into time cuts. This is basically the idea
as one hour, which can be separated into 60 min. All the nodes will have the same
movement model for packet creating in the specified significant time.

3.2.1 Working Steps of the Protocol

Passing by nodes come in the interface of source node Point 1 in Fig. 1.
Source node uses classification of VDTN nodes.

VDTN nodes are classified as performing and non-performing.

All the classifiers are checked one by one for efficiency.

Efficient classifier is selected.

We chose three notable classifiers (decision tree, Naive Bayes, and K-nearest
neighbors) to figure out which can give the best execution. The classifiers are straight-
forward and naturally fit the portrayed issue. Nodes follow a given an example all
through the age (people heading to work each day simultaneously); thus, it is sensi-
ble to expect that they keep on following this design in whenever section (commute
home simultaneously also and it will return back at a comparative time the following
day). The input in our classifier depends on a trait vector X comprising of the time
file in the age, source node, destination node, and if the message was conveyed or
not (1 or then again 0). The name information Y, or yield of the classifier, is the
arrangement of nodes that the message sends to relay. On the off chance that the
message has visited node I, at that point, the bit in the position inset; it is zero in any
case.

The technique depicted partitions the routing by classification issue into n number
of separate issues, with one classifier can produce a twofold yield showing a node is or
is not an individual from the arrangement of hubs along a given course. It can be con-
sidered a multi-level classifiers, precisely the binary relevance technique (BR) [39].
It is one of the least complicated strategies for multi-level issues and uses an issue
change approach. A separate characterization issue with different yields is changed
into various grouping issues. Much work in the multi-mark arrangement has been
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centered around deciding the connections between marks to improve arrangement
exactness.

Classifier chains [40] (CC) likewise change the multi-mark issue into a lot of
individual twofold characterizations; in any case, the property space for each model
is reached out with the twofold mark pertinent relationships of every single past
classifier, shaping a chain. CC takes the relationship between recently grouped marks
into account when performing grouping of the following mark. A poor decision of
request can contrarily affect execution.

The above-mentioned approach utilizes past effective ways taken to attempt to
foresee an acceptable way in the following age. Be that as it may, one of the features
of machine learning also, characterization is to consider various beforehand watched
credits to give a general likelihood for guaranteed result. Extra highlights, for exam-
ple, area, support limit, also, information rate may improve execution by considering
potential postponements brought about by moderate connections or unreasonable
queueing times. We initially start to assess diverse node properties by considering
the node area. Our methodology is to utilize the notable K-mean clustering algo-
rithm [41] to decide districts in which hubs much of the time visit, which would then
be able to be utilized as a credit to our classifier, much like the area code utilized
in [16]. Instead of essentially isolating the zone into equivalent parcels, the K-mean
clustering algorithm will give an information-driven way to deal with gathering node
areas.

3.3 Performance Evaluation

To evaluate the multi-label classification problem, four notable multi-label predic-
tions parameter are used generally. The two important related parameters for multi-
label prediction are Hamming loss, furthermore, zero-one misfortune [42]. Hamming
loss ascertains the part of marks that are erroneously arranged. That is:

1 m
Lu(y, h(x))) = . Z[[yi # hi(0)]] (D
i=1

In Eq. (1), Ly(y, h(x)) is the Hamming loss(HI) function, in the same equation
y is the arrangement of m measured marks for a provided occurrence and A (x) is
the output of the classifier (the m number of predicted labels). The articulation [X]
assesses to 1 if X is valid and O in any case. The Hl is rather than zero-one loss, which
considers the whole forecast is mistaken if any mark in the expectation is inaccurate,
as appearing in Eq. (2):

Ls(y, h(x))) = [y # (h(x))] 2
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Hl is an increasingly permissive parameter that scores based on singular marks. In
both Hl and zero-one loss values inclining toward zero demonstrate great execution,
while values inclining toward one show a higher level of misclassification.

In both the engineered portability situations and in the real-world follows, deci-
sion tree-based classifiers played out the best over each of the four measurements.
The base classifier chose had a lot more prominent effect on execution than either
the basic steering strategy used to create the preparation information or the policy
for multi-label classification. Result shows the exactness of ordering singular hubs
dependent on past information recorded from steering with a few routing algorithms
(PRoPHET and Epidemic). Orders are finished utilizing Naive Bayes, K-nearest
neighbor, and Decision Tree classifiers. Results show the different measurements
for the multi-level order approach. And from the results, it appears that decision
tree-based characterization is a promising technique as a fundamental classifier, and
this appeared to have the most noteworthy effect on execution, considerably more
so than the multi-label approach utilized (chain classifiers, independent classifiers,
gathering, and label powerset). Our results show the normal results from this arrange-
ment of testing, looking at epidemic strategy, a multi-label classification is the best
for all scenario. We have used Python for our simulation and scikit-learn module of
Python to simulate the classifier. Scikit-learn is machine module for Python used for
various classification, regression, and clustering. The results from Python simulation
are plotted with the help of Matplotlib package of Python. The plotted results are
shown in Figs.2, 3,4 and 5.
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Fig. 2 Regions in nodes located by K-means clustering
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Influence of Model Complexity - GradientBoostingRegressor
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4 Conclusion

We have proposed the VDTN routing strategy “vehicular delay tolerant network-
based communication using machine learning classifiers.” And our results propose
that classification technique is a suitable strategy to anticipate and classify the traffic
and decide the in all probability, and VDTN nodes to be experienced in a given way
which can be utilized to settle on increasingly educated steering choices, diminish-
ing overhead in pestilence-based steering draws near. The regular time and asset
expending undertaking of preparing a learning calculation should be possible in a
disconnected way, with information put away from a prior time. When the learning
model has been produced, it very well may be traded to nodes in the communication
scenario which basically need to play out the forecast figuring, which is substan-
tially less escalated than preparing. This strategy has experimented as restricted to
learning progressively since numerous order calculations include a preparation stage,
trailed by model approval previously they can be utilized to make forecasts on new
occurrences of information. In any case, it is conceivable in certain calculations to
refresh the model as new information shows up, with the end goal that the model is
continually adjusted. We leave this methodology for future work.
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Applications of Big Data and Internet )
of Things in Power System L

Ramesh Chandra Goswami, Hiren Joshi, Sunil Gautam, and Hari Om

Abstract In recent years, Internet of things (IoT) technology is the fastest growing
technology which connects physical device or sensors to Internet. IoT devices collect
the information from object’s then store or transfer information over the Internet
without help of any manual involvement and with the help of embedded technology.
The big data play a vital role in IoT because it is a process of a huge amount of
information on real-time basis. This chapter highlights the use of big data and IoT
for the power systems. IoT can be used in various areas of power system such as
metering, transformer monitoring, prediction of demand and planning for future
consumption. The main objective of this chapter to make a clear understanding of
the use of big data and IoT in the power system and how it will improve customer
service and social welfare.

Keywords Internet of things - Power system - Smart grid - Big data

1 Introduction

All of us know that electric energy is an essential element for today’s life. The
automation is at the top level in current society. Everything in human life is either
automated or in pipeline of automation. The automation require electric energy,
similarly industrial activity of any country, society also require electric energy. In
similar way, whatever we do since morning to the evening, practically consume
electric energy; either water heating in winter season or toaster in daily routine needs
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electrical energy. In offices, without electric energy no computer can work for all
time. After generation of electric energy, it is transmitted as load may not be near to
the power generation center. Thus, transmission should be cost effective as in this
activity cost is an important factor. The transmission takes much time also because
the coal or raw material needs not to be available in the vicinity of load. There is
variation in consumption pattern throughout the year; so there is a need of storage
of electric energy. The storage of energy increases its cost.

Unfortunately, energy cannot be stored in large volume. So, the requirement of
energy; it will produce. A system that deals with the business of electricity generation
along with its transmission and distribution is called a power system. It is one of the
most complex and largest human-made systems, which provides a very important
service to the human society. As much the air is required for human life, in the same
way, the electrical energy is just like an air for industrial system.

The early power grid systems contained number of interconnected synchronous
alternate current grids [1]. In these systems, the flow of electric power is in only
one direction from an electric service station to consumers. In the first step for
power generation where a large number of power plants are involved to generate
electrical energy, the majority of them use carbon and uranium-based fuels. In the
second step, i.e., power transmission, the generated electricity is sent from power
generation centers to remotely located places using the power transmission lines.
The third step, i.e., power distribution, it is distributed to end users by reducing
voltage. The power consumption of per capita plays a vital role for the growth of
country. The electricity consumption of increase when the industrial development is
fast and it goes reduced when industrial revolution is either completed or about to
complete. The electricity demand is growing quickly according to the International
Energy Agency, it is predicted that it will be increased by two-third by 2035[2]. It
is committed by the European Union to reduce 20% their energy consumption by
2020. The continuous increasing demand of electricity is putting pressure on old
power setup. Apart from this also creating congestion problem and reduce power
quality. The current power grid lost reliability due to inefficient monitoring, fault
analysis and automation techniques. This put a wrong impact for solutions point of
view. Smart grid is the solution of such issues where name itself indicate an intelligent
power infrastructure. This technology enhances the world power system to efficient,
secure and reliable. These are happen by use of information and communication
networks. In smart grid systems, the real-time monitoring is very useful to solve the
various difficult situations in power system.

In the nation building, power management plays a vital role. There are various
countries involve on the project working to conserve energy because there is rapid
increase in energy consumption and the energy is not sufficient to meet the rising
demand. In last century, hydroelectric power was the major source of energy is now
being replaced by nuclear energy. But nuclear plants have several security issues. The
power problem can be managed by the efficient utilization of energy and incorpo-
rating efficient method of power management system based on IoT [3]. In the current
scenario, the power system is facing different types of challenges from power gener-
ation to transmission and distribution, and due to this reason, various technological
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innovations happen through the digital system [3]. Smart grid is a major step in this
direction which is producing large amount of data. The power system can take bene-
fits from the large data such it can find the consumption pattern which is varying
throughout the year, i.e., it can be found when the demand is high, low or medium by
utilizing the data with the help of various data analysis technique of big data. There
are some factors affecting the performance of existing grid.

i.  Supply shortfalls of electricity: There is an energy gap between what we
produce and what we expected to deliver.

ii.  Need of reducing losses: When the electricity is transmitted there is loss of
electricity between the production unit and the consumption unit. If this loss
is greater it will create an imbalance between the demand and supply.

iii. Management of peak demand: The consumption of electricity is not constant
throughout the year. Some part of the year there is less demand and some part
have highest demand.

iv.  Increasing demand of electricity: As the per capita consumption of energy is
increasing so the demand of electricity is increasing every year.

Internet of things is simply “a network of objects connected to the Internet that
is capable of collecting and exchanging data.” It contains two main parts: Internet
for connectivity and things mean objects or devices and it plays a vital role in smart
grid.

The primary contribution of this chapter explains the power grid is to make the
grid more efficient such as reducing overall system losses and losses on transmission
systems.

2 Motivation

In a traditional system, it is very difficult to predict the price of electricity due to the
uncertain and nonlinear pattern. Big data facilitates to simplify difficult patterns of
data and forecasts accurately. There are several automated extraction feature process
of advanced learning method machine and deep learning which are able to extract
important and hidden pattern of data very effectively. There are some other factors
which are also work as driving force are out dated infrastructure, improving system
efficiency, big data for better management, balancing supply—demand, stability and
safety. The deficiency of global energy directly affects the growth of a nation and
also the environment due to greenhouse gases. The requirement of energy is growing
exponentially worldwide. Outdated network infrastructure and climate, etc., result
inefficient and unstable electric system are the basic reason for innovative thinking
in the direction of smart grid.
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3 Related Work

In smart grids, the big data techniques can be helpful finding the pattern of energy
cost and its consumption. Further, they can also help design the program for predic-
tive supply and demand, a fundamental prerequisite for balance of demand—supply.
Various efforts have been done which overview the facility of smart meters and
advanced metering infrastructure in smart grids. For example, authors discuss advan-
tages and challenges of integrating smart meters and also focus on smart meters [4].
Sun et al. [5] discussed various smart energy meters such as electricity, gas and heat
meters and also discuss benefits and applications. Researchers [6] discuss the struc-
ture for smart grids from all perspective such as operation, transmission, distribution
and customer perspective from security and privacy point of view. They also discuss
about advanced metering infrastructure. Authors in [7] review the communication
technologies which are utilizing in smart metering systems and network deployment
schemes with reference to regional context. Paper [8] focuses on smart meters func-
tionalities with data analysis point of view such as collection speed, volume of data
and complexity. Paper [9] analyzes the loT-based framework for managing the need
of contingencies for the future. The concept of smart cities is the latest one in the
growth of IoT technology. Smart grid is latest attraction between the engineers and
researches in information technology and electric power transmission areas [10].
Author describes [11] that smart grid is the enhancement of the combination several
technologies such as communication technology and electrical information tech-
nology. In paper [12], the author focuses on cloud-based IoT structure that combines
the need of cloud computing and edge computing. Authors in [13] propose a scheme
for lightweight data report which uses mechanism based on the hash tree and data
integrity verification for protecting user’s privacy and data integrity of data. Paper [5]
discusses about the smart energy meters for electricity, heat and gas along with their
benefits. Paper [14] studies the use of the smart meters including such as advanced
metering infrastructure and communication technology at medium voltage and low
voltage levels.

Author in [15] states that the information which is stored and processed is used
for tracking and observing. The per capita consumption of energy is too low in some
developed countries like India as compared to developed countries. So the per capita
consumption of energy is likely will grow in developing countries with growth in
economy which put more pressure on energy demand.

4 Big Data and Its Characteristics

The big data was defined as early as 2001. It can easily be understood that amount of
data whichis large in size such that it is difficult to store, manage and process in proper
way [16]. Itis not an absolute concept but it is relative concept. There is no uniformity
among the definition of big data. If we compare big data with traditional dataset big
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data include a lot of unstructured type of data which required real-time analysis. It
also provides a very proper platform for searching new values which help to gain
deep knowledge of value available in the data and also gives challenges for properly
managing the datasets. The services related to big data of the Internet companies are
growing very fast. Real-time big data which is generated on the Internet have several
challenges such as evaluation, storage, analysis and transmission [17]. Facebook
generates 4 petabytes of data per day. The basic characteristics of big data [18]
include volume, velocity, variety, veracity and value, as shown in Fig. 1. The volume
refers to the amount of data being generated and its understanding is important for
making the data-based decisions, and the velocity refers to the rate at which the
data is produced. It is helpful to understand and design appropriate techniques to
process the data. The variety can be defined as the structural heterogeneity in a data,
which can be of three types: structured, semi-structured and unstructured data. The
structured data is organized in table structure such as relational databases and the
semi-structured data also has an organization, but no table structure. This type of data
can more easily be read and manipulated, for example, XML files and Web pages. The
unstructured data has no organizing structure and the big data technologies provide
different ways to add structure, for example, a combination of images, videos, text
files, etc. The veracity refers to the trustworthiness of data in terms of its quality and
accuracy and the value refers to how much data is useful and meaningful.

5 Smart Grid

A smart grid is a technology that permits bi-directional communication between
the utility and its customers, and sensing along the transmission lines. In a smart
grid, there are two flows: electricity and information, which flow in different direc-
tions. The smart grids monitor the customer preferences, their appliance as well as
each activity at power plants. So, in near future, the new technology will change the
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Fig. 2 Smart grid architecture
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whole direction of power systems. The bi-direction flow of electricity and informa-
tion is controlled by the demand. One important aspect of smart grid is distributed
generations that play a significant role in new area of power grid.

5.1 Smart Grid Architecture

The smart grid incorporates the sources of renewable energy into the system and
manages power consumption, its production, and its flow along with data among
the power generating systems, distributing system and consuming centers [19].
The power generating systems consist of energy sources such as wind, nuclear,
hydropower and renewable and they directly communicate and coordinate with
distributing systems. The power distributing systems comprises a network connecting
with the consuming centers with the electricity grid and transmits the data using
advanced metering infrastructure. The power-consuming centers comprise the users
of electricity residential as well as industrial units. To optimize the services, it is very
important to supervise the consumption and production. Figure 2 shows the basic
architecture of a typical smart grid.

5.2 Smart Grid Infrastructure

The infrastructure of a smart grid comprises of five main layers that interact with each
other and exchange data [19]. These layers include component layer, communication
layer, information layer, functional layer and business layer as discussed below [19].

(i) Component layer
This layer primarily contains the physical devices which are responsible of
getting information, function and communication means from other layers.
(ii) Communication layer
This layer employs different techniques and protocols to exchange the data
between the components of grid.
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(iii) Information layer
The information layer contains the details about the data model and commu-
nication systems used to exchange the information.

(iv) Function layer
The function layer provides the details about the logical functions. The logical
functions or applications are independent of the physical architecture.

(v) Business layer
This layer provides the details about the business models and regulatory
requirements being deployed in the grid.

The various smart grid layers interact with each other to ensure energy manage-
ment.

5.3 Source of Data in Smart Grid

The smart grid implementation generates large amount of data due to smart meter and
sensors which are installed in the smart grid networks. Data is collected from power
generation by plants to power consumption by customers. Such data has readings
from smart meters, economic situation, and weather condition of a certain region.
Smart meter sends the energy consumption after a certain intervals so large number of
meters installed generates huge amount of data [20]. Due to this reason, apart from
the energy management, the smart grids are required to able to data management
which is of high velocity, storage capacity and also data analytics.

6 Architecture of IoT

There is no consensus about the single architecture for IoT, which is agreed unan-
imously and several researchers have discussed different architectures. The basic
architecture of IoT consists of six layers: perception layer, network layer, application
layer, transport layer, processing layer and business layer [21].

(i)  Perception layer
This layer contains the physical devices such as sensors that collects infor-
mation by sensing about their environment. It identifies the smart objects
available in the surrounding and also physical parameters by sensing.

(ii)) Network layer
This layer is basically used to connect the smart things, network devices,
servers and to transmit and process the sensed data.

(iii)  Application layer
This layer is used to deliver the application-specific services to users and
contains information about various applications that can use the IoT, e.g.,
smart health, smart homes, etc.
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(iv) Transport layer
It sends the collected data from sensor devices to processing layer and from
processing layer to the perception layer using various networks such as
wireless, LAN, RFID, NFC, etc.

(v)  Processing layer
This layer manages and processes the data coming from transport layer. It
provides various services by employing several technologies like databases,
cloud computing, etc.

(vi) Business layer
This layer manages the whole IoT system, including applications, business
and profit models and also the user privacy.

7 Application in Power System

The smart grid provides intelligent transmission and distribution networks to deliver
electricity. It improves the electric system’s reliability, security and efficiency by
using bi-directional communication of consumption data and dynamic optimization
of electric-system operations, maintenance and planning. The smart grid consists of
various resources, applications and technologies. The resources comprise the devices,
which affect the energy supply, load, or grid conditions, information about infras-
tructure, networks, end-user systems and distributed energy resources. The applica-
tions comprise the operational strategies that create the value using resources. The
technologies comprise elements of smart grid to provide resources and applications
[22].

In this system, customers will know how much electricity he/she used at any
moment of time without waiting the monthly statement which is generated at end
of the month and this is possible by smart meters. In other words, the customer
can analyze the consumption pattern and by using it they can reduce their monthly
bill. So we can say customers have control over their electricity which will overall
reduce the electricity consumption. It is very expensive to build power plant to supply
occasional high demand of electricity. Apart from this, some economical approach
can also be applied to reduced electricity such as automatic turn off devices which
are no longer in use, these are possible only by using the smart grid and its related
technologies. The smart grids have billions of smart objects or things such as sensors,
smart meters and smart appliances.

All the implementation is sensor-based. Sensor detects the environment and
takes the decision. For example, electricity consumption is changed according to
season. In each season, humidity and temperature are the major variable factor when
humidity and temperature increase the air conditioner consume more electricity but
when humidity reduced and temperature increased the air conditioner consume less
electricity [22].
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The important functionality of smart grid is the efficient transmission of electricity
quicker restoration of electricity after the disturbances power, reduced operation and
management of cost for utilities and finally lower power cost for consumers.

In smart grid, each step of power network contains intelligence and bi-directional
communication capabilities to monitor and control of the grid from anywhere. For
example, the smart homes have all the devices smart including smart meters. The
power generators, electric transmission and distribution networks contain sensors
and actuators. Apart from this, the smart grid contains a balance in real time between
the energy generation and its consumption by monitoring and controlling the power
chain. Factors associated with the performance of existing grid are:

i.  Increasing demand of electricity

ii. Management of electricity at peak duration
iii.  Shortfall in supply of electricity

iv.  Integrating of renewable energy systems.

In smart grid system, the real-time data is collected after that transmitted through
the smart meters that gives information related to energy to customer as well as utility
company. Smart grid requires reliable as well as real-time monitoring to provide the
quick solution to users at the time of natural turbulence. So, smart sensing and moni-
toring potential are required. There is an important term, called as advanced metering
infrastructure, that consists other things such as set of smart meters, communication
module, data collectors, LAN, WAN, network management system, outage manage-
ment system, meter data management systems, etc. [23]. So, itis a collective term used
to explain the complete infrastructure from smart meter to two-directional commu-
nication to control center equipment and other applications that help gathering and
transferring the energy usage information in regular activity.

7.1 Smart Grid Communication

The smart grid communication deals with communication among various compo-
nents of the smart grid, which has the following components.

i.  Smart appliance at home

ii.  Smart meter

iii.  Gateways

iv.  Data aggregator units

v.  Meter data management system.

The smart meters are installed in smart homes including appliances. The data
aggregator units (DAUs) basically collect the data from different appliances of the
homes, which along with their smart meters are connected to DAUs and then meter
data management system (MDMS). Figure 3 shows the flow of data among various
components.
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Fig. 3 Data flow in various components

7.1.1 Smart Meters and Gateways

The gateway connects very closely to the smart meters the smart meters forward
the energy consumption information from the appliances located at homes to the
gateways and also forward the billing amount and the control information from the
gateways to the home appliances these, i.e., gateways act as a link between the smart
meters and the data aggregation units. So, we can say that gateway helps in two-way
communication.

The smart objects facilitate good management and an efficient balancing of
demand and consumption. In this context, smart meter is a key technological element
of IoT. A smart meter gives facility of reading, recording and monitoring of user
consumption in systematic manner such as at certain time period and daily basis.
Smart meters also provide bi-directional real-time communication between the utility
system and meters, which allow the utility to collect interval data, time-based demand
data, outage management, interruption/ restoration, monitoring the service quality,
network analysis of distribution, distribution planning, peak time demand, reduc-
tion of demand, customer billing, etc. In smart meters, the microcontroller works
as a fundamental part where the majority of data processing occurs [24]. So, the
activity which is controlled by the microcontroller in smart meters consists of
power management, reading of smartcard, calculations, detection of tamper and data
management.

7.1.2 Data Aggregator Units and Meter Data Management System

The data aggregator basically perform the task such as energy request of a certain
area, forward energy consumption information to the central co-coordinator which
is meter data management system and also maintain a buffer to queue the energy
consumption information of the customers. Basically, the meter data management
system has the following functionality.
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i.  Acts as a central coordinator for smart grid communications
ii.  Itis handled by the energy service providers

iii.  Part of operation center

iv.  Decide the price per unit energy one needs pay.

7.1.3 Reliability of Power and Smart Meter

Power reliability is associated with the electric interruptions that occur in a power
system. A power system is said to be reliable when the consumers are getting power
continuous without any interruptions. There are various factors which are affecting
the reliability of power system. Nearly 80% reliability of power-related issues is
happening in the distribution part of power system [25]. In traditional system, the
details of interruptions were difficult to know, but in the current system to find out
issue of power system is very easy due to data analysis and measuring the seriousness
of interruption [26].

7.2 Requirement of IoT and Big Data in Smart Grid System

The primary purpose of big data analysis in smart grid is to find the trends of electricity
consumption and its cost. It helps to develop a program for predictive demand and
supply, an important basic factor for balancing demand and supply. Big data and
smart grid studied for detection of anomaly in power system and proper positioning
of computing unit for communicating data to smart grid. Author in [27] has studied
about price predictions.

Smart grid-based IoT technology is generally used in long distance communica-
tion of data from the utility center to end user. For this, we require a better wireless
technology in order to reduce the complexity related to long range transfer. The
information that flows has two parts.

i.  Flow between all smart meters that are connected in a hub with IoT-enabled
devices
ii. Flow between the control centers and utility providers.

Figure 4 shows the smart grid and IoT layer relationship.

8 Big Data Analytics

In current industrial phase, the data analytics play a crucial role that incorporates the
information and communication technology. A new additional phase is added to the
conventional network by using smart meter.
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Fig. 4 IoT layers and smart grid

The industry generally treats data in the order of terabytes or petabyte and beyond
as big data. Majority of this data consists of information generated by Web-based
sources such as social networks like Facebook and video sharing sites like YouTube.
In big data, this is also known as unstructured data, that is, not in fixed format such as
spreadsheet or the kind that can be easily stored in a traditional system [28]. In other
words collectively the volume of data being generated has come to be termed big
data and analytics that include a wide range of faculties from basic data mining to
advanced machine learning is known as big data analytics, i.e., performing analysis
on large-scale datasets in order of tens or hundreds of gigabytes to petabytes can be
termed big data analytics.

The main aim of using big data analysis is to draw useful information or value
from the data. This value can be extracted from the collected data by performing
analysis on the data as shown in Fig. 5 [29]. Consumers and utilities may make
informed decisions based on the resulting value.

N 3 5

Fig. 5 Extracting value using big data analytics
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(i) Data collection
In this phase collection of data take place on which analytics will be performed.
The collection of data can be from various sources such as smart meters and
smart devices.

(ii)) Data pre-processing
The data collected from various sources are extracted. These data values are
then cleaned to remove error values [30]. After that the data is transformed
to the repository’s format from where data are loaded into a repository. After
this phase, various data analytics techniques are applied on the pre-processed
data to extract valuable information based on which some action/decisions
can be made.

(iii)  Analytics

a. Consumer analytics
b. Operational analytics
c. Enterprise analytic.

9 Smart Grid Based on IoT Security, Requirements, Issues
and Challenges

The smart grid involves thousands of devices; so, the security is one of the important
factors. Here, we investigate security issue, challenges and requirement [31].

9.1 Smart Grid Security Requirements

The security services considered for the Internet of things-based smart grid are as
follows.

(i)  Authentication
It is the capability to verify the identity of any communicating device or object
in the smart grid system. For example, to generate the bill of a particular
customer, it necessary to authenticate smart meter [32].

(i) Data integrity
It refers to that the data is not modified by anyone.

@iii))  Confidentiality
It ensures that details available only to the main recipients. For example, the
consumption of a user’s will be known only to the energy provider and smart
grid operator apart from these no third party should know the information
[32].

(iv)  Availability
It ensures that resources and information are only available to those who need
them.



222

9.2

R. C. Goswami et al.

Security Challenges in Smart Grid

The smart grid extensive infrastructure provides significantly better awareness along
with smooth command and control, which is important to demand—supply, elec-
tricity storage and also to automate distribution and transportation. Just like any
other complex system, the smart grid also has some vulnerabilities and challenges,
which arise due to the integration of several technologies. Some challenges are listed
as follows [32].

®

(i)

(iii)

(iv)

v)

(vi)

9.3

Trust

Trust can be defined as confidence in a system that a user accesses correct data
produced by the desired device and also believes that the data is not modified.
Communication and device security

The smart grids use the Internet technologies without adequate security
and reliability planning. The traditional communication contains the devices
installed with physical access controls in locked buildings, and the two-way
meters deployed can be accessed by consumers and adversaries. So, there
should be automatic meter reading (AMR) environments in such cases.
User Privacy

The major security concerns are availability, integrity and confidentiality.
The smart grid incorporates smart metering and load management. The user
privacy is an important issue. The pattern of electricity consumption can lead
to not only the amount of energy a customer uses but it also indicates when he
is at home or work. It can also be analyzed to some extent that when one is at
home whether he is sleeping or watching television. Further, it can be found
what types of appliances and devices are present in home.

Scalability

In smart grid, it is difficult to make security solutions scalable, for example,
authentication management due to very huge number of objects and smart
devices and broad area coverage.

Constrained Resources

Smart devices are resource-constrained device so it is very difficult to imple-
ment the classical security solution. So, security solution for these devices
should be specially designed.

Heterogeneity

The inconsistency in devices of smart grids creates problems in having end-
to-end communication secure, which is a major difficult issue.

Smart Grid Security Issues

In the environment of smart grid, several millions of devices and its related infrastruc-
ture are connected to each other’s which expose the smart grid to security vulnerabil-
ities. On the other hand, the cloud computing enables applications to be virtualized,
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i.e., sharing the cloud platform with millions of users creates another set security
concerns. Apart from this smart grid must be highly scalable and accessible in real-
time application where lower latency is a huge challenge. The important security
issues are given as follows.

(i) Data sensing and communications security
In smart grid, the sensing and communication of data may be target of intru-
sion, malicious activity or any other kinds of threats. The used public network
could be vulnerability for various threats. In other words, we can say that
when the data is traveled between two smart object then intruder can modify
the exchanged data, which creates a major problem to service providers as
well as customers.

(ii)  Authorization
It gives permission that only an authenticated person or object allowed to carry
out some tasks or access some resources.

(iii)  Privacy Issue
The smart meters in day-to-day life collect and transfer huge amount of data to
consumers, and the service providers contain the private user information that
can be sometimes used against the consumer, devices, etc. But, in smart grid,
there are some intelligent devices involved in management of both demand
and supply of the electricity. These devices may act as entry point of attack.
So security can be considered as severe issue in smart grid. Authors in [33]
describe the techniques of privacy preserving, focus mainly on data aggrega-
tion. Due to this, authors decide to focus techniques of data aggregation which
are used for preserving privacy of smart grids. Based on analysis, major chal-
lenges such as secure cryptographic algorithm, limitation related with hard-
ware and signal processing without considering some security requirements
such as authentication, integrity, access control and privacy smart grids cannot
be broadly deployed.

10 Future Scope

The researchers consider smart grid is next generation grid, which supply bi-
directional flow of information and electricity, with more power, reliability, secu-
rity, and efficiency of generation, transmission and distribution of power. As smart
grid continues to develop, the realization of a reliable and stable system is necessary.
Further, it also provides real-time information, lower cost of operation and electricity.
The scope of future scope is the researcher will overcome the failure of smart grid
the save the time.
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11 Conclusion

The importance of electricity is a well-known thing. The demand of electricity is
increasing with rapid speed. Smart grid is an initiative in this direction which plays
a significant role from generation, transmission and distribution of power. Internet
of things is the developing technology which facilitates the communication between
two objects or devices irrespective of location across the globe. In the large-scale
deployment and adoption of the smart grid, it takes maximum use of [oT. Thus, we can
say that the power management system based on 10T is an effective method for power
management. Big data also plays an important role to understand various aspect of
power consumption, seasonal trend of consumption of electricity consumption and
self-healing. Thus, in short, we can say that in power management through smart
grid IoT and big data technology plays a key role.
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Abstract Wireless sensor network (WSN) is a collection of sensor nodes that are
attached with base station (BS) and sink node to achieve a specific purpose. The main
purpose of the WSN is sensing environmental parameters such as energy, tempera-
ture, and humidity. There are several parameters of the WSN that changes time to time
and frequently based on the operation. Each sensor node contains limited capacity
of battery that is insufficient during any operation and fails to send the data packet to
the BS. So, there is need of some modeling using some intelligent technique. In this
paper, a fuzzy quadratic programming (FQP) is used to optimize network parameters
efficiently. FQP is the fusion of fuzzy logic and quadratic programming. Fuzzy logic
is a multi-values logic which is used to reduce uncertainty and estimate imprecise
parameters efficiently. Quadratic programming is a nonlinear programming based
on second order of mathematical polynomial for reducing the main objective. The
combination of both helps to analyze conflicting network parameters and decide the
optimal objective value along with constraints. The proposed method is validated
in LINGO optimization software in terms of several rounds to predict the optimal
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1 Introduction

Wireless sensor network (WSN) is a collection of sensor nodes that provide the
services to the users and customer with the help of sensing system [1-3]. It consists
of base station (BS) and some sink node. The purpose of sink node is to receive data
and information from the source node. The purpose of BS to collection data and
information from the multiple sensor nodes and analyze it for performing operation.
Figure 1 shows WSN network that consists of several information such as sensor
nodes, BS, user, and computer. In this figure, within range all sensor nodes are
deployed, this range is connected with BS for analyzing and validating data packets.
BS station is further connected with a computer that helps to store sensed information
for predicting and analyzing. This computer is connected with user that work as
an administrator that works fully with sensor nodes and BS for managing several
applications as follows.

(a) Military application

(b) Entertainment application
(c) Business and marketing
(d) Educational

(e) Disaster management.

~ Sensor nodes

Base Station

User

Fig. 1 Wireless sensor network
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The WSN have several applications in terms of efficient working principles, but
it has also some limitations such as battery issue of the sensor nodes, low commu-
nication ranges within different hop nodes, speed between sensor nodes, etc. These
several types limitations are arise due to its variation of network parameters. In
this paper, a fuzzy quadratic programming (FQP) [4] is used to optimize network
parameters efficiently. FQP is the fusion of fuzzy logic and quadratic programming.
Fuzzy logic is a soft computing technique which produces soft results that indi-
cate approximation results [5]. It is a multi-values logic which is used to reduce
uncertainty and estimate imprecise parameters efficiently. Quadratic programming
is a nonlinear programming based on second order of mathematical polynomial for
reducing the main objective. The combination of both helps to analyze conflicting
network parameters and decide the optimal objective value along with constraints.

The rest of the paper is divided as follows. Section 2 highlights some existing
work related to some routing techniques. Section 3 shows details analysis parts of
the proposed method. Section 4 shows simulation and analysis part of the proposed
method. Finally, in Sect. 5, conclude the paper.

2 Related Works

In several years, various works are proposed in the context of ad-hoc network
and WSN. Some works are discussed in this section as follows. Mandhare et al.
[6] designed a meta-heuristic-based routing protocol for MANET. The purpose of
this routing is to enhance QoS of the network. The proposed method reduces the
issue of non-deterministic NP hard issue. The key technique is used in this method
that is cuckoo search method. The method is used in the AODV routing technique
with the help of RREQ and RREP packets for finding the shortest path. Finally,
it compares with some nature-inspired techniques such as PSO, ACO, and simple
AODYV, enhances the matrices scalability and mobility, and reduces congestion of the
network. Phoemphon et al. [7] proposed a hybrid method for WSN using PSO based.
The proposed method is based on localization technique. In this work, two basic
parameters are considered such as hop-count and distance for evaluating localization
system. In WSN, all parameters are based on approximation technique. The proposed
method uses this localization system using PSO technique. The basic parameters of
the PSO and its tuning parameters considered with the help of network parameters,
and finally, it helps to enhance the network lifetime. Tripathi and Das [8] proposed
five input parameters based intelligence routing using multiple criteria of ad-hoc
network. This is based on soft set method which mixed by extended fuzzy set, i.e.,
intuitionistic fuzzy set and two techniques of the multi-criteria decision system.
Each input parameter is mapped into the soft set in terms of three elements such true
membership value, false membership value, and between both which is known as
hesitation membership value. Finally, it helps to resolve the uncertainty of the network
efficient and derive optimal route of the network. Sun et al. [9] proposed an opti-
mization technique for handling attack in WSN. This is based on PSO optimization
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along with multiple objectives of the network. It minimizes the energy consumption
of the nodes and maximizes the load balancing of the network. The natures of both
objectives are nonlinear formulation, and nature of the PSO optimization is binary.
Finally, it helps to dynamically maintain all the objectives and their constraints,
maintains the convergence of the system, and finally helps to enhance the network
lifetime. Cao et al. [10] designed a PSO based distributed optimization technique for
WSN. It is based on the deployment system of the network. In this system, nodes
are heterogeneous types and divided into two types as relay nodes and simple nodes.
This system helps to maximize coverage of the network and maximize the network
lifetime with the help of relay nodes. In this paper, nodes are deployed in the 3D
environment system, and finally, it helps to reduce time of the passing message and
cost of the network. Yang et al. [11] designed an intelligent system for transportation
system in wireless network. This is based on an existing transportation system based
on process structured system. Finally, it helps to enhance network capabilities and
services of the network. It also helps user function and usages in the network and
network metrics properly to maintain the network. Loganathan and Subbiah [12]
designed an energy-based communication system for device-to-device communi-
cation in the network. It is based on multi-criteria decision-making system where
multiple criteria are involved for integrating the network metrics efficiently. Finally,
it helps to enhance the network lifetime and helps in communication system. Hu
et al. [13] designed an algorithm for WSN for cooperative maintenance of the nodes
using PSO. This method is based on multiple sink nodes of the network for recovery
of the route. This routing technique is used to reduce overhead of the network that
rose in the communication system by using two basic parameters such as delay and
overhead of the network. The tuning parameters of the network help to enhance
the global optimization of the PSO, so that accuracy convergence of the network is
increases. Elhabyan and Yagoub [14] designed a PSO based optimization technique
for WSN. This is based on clustering technique in the network. In this work, the
nature-inspired technique PSO mixed with linear programming boosts cluster head
for identifying its work within the network. This cluster head helps to collect infor-
mation from all the sensor nodes and send it to the base station for analyzing and
aggregating information to the source to the destination node. Finally, it outperforms
the network metrics in terms of delivery ration and scalability. Hayes and Ali [15]
proposed a routing protocol named as RASeR for mobile sensor networks. In this
paper, topology changing issue solves with the help of global time division multiple
accesses using fixed nodes. Singh et al. [16] designed a distributed routing algorithm
for WANET. The proposed work is based on two existing routing protocols such
as DSDV and AODV where performance of these protocols is analyzed based on
pause time of the nodes mobility. Chandrakar [17] designed an authentication system
for the users in wireless network. This is basically based on healthcare system and
used for medical purpose. This proposal is used for sensing patient body informa-
tion and sending it to the doctor for treatment and diagnosis purpose. It also helps
in user authentication, privacy, and data security purposes, so that efficient result
comes from the diagnosis system. Jat et al. [18] designed an intelligent technique for
QoS in WLAN. This proposal is based on video delivery system. This is based on
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multimedia application for video data processing and analyzing. The data analyzed
here is based on real-time data that generated by the Internet. It also helps in video
data transmission, storage, evaluating, and broadcasting. Sattari et al. [19] used an
ACO inspired algorithm for routing in VANET. In this work, several traffics are
controlled and managed for finding feasible paths of the network. It is also used for
reliable transmission. Finally, a cellular-ant-based algorithm is designed to find an
optimal solution. Abdallah [20] proposed a smart partial flooding routing algorithm
for ad-hoc network. In this paper, two 3D geographical routing algorithms are used
for maintaining two things like overhead and flooding in the network. In WSN, data
is gathered from multiple homogeneous or heterogeneous sources because real-life
data is connected with different IoT, IoV, or cloud environment. So, it is difficult
to keep the natures of the data in same structure. Information retrieval [21] is very
important part in modern research areas which indicates collecting information that
are stored in unstructured form based on multiple local languages and process it in
particular pattern after observing. Hao et al. [22] designed an evaluation system for
big data analysis. This data is based on IoV where it means Internet of vehicle. This
proposal is based on K-means algorithm that is used here as a clustering. In this
work, different behaviors of the driving are involved for controlling vehicle. Finally,
it helps in reducing fuel consumption and helps in transportation globally. Singh
et al. [23] designed a method for pattern adopting in ad-hoc network. The proposed
method is based on security system. It illustrated different attacks of the ad-hoc in
terms of passive and active attacks. It also highlights process to overcome traditional
issues and constraints. In the above literature, all authors did not analyze the network
parameters with respect to network lifetime. In this paper, this is proposed based on
mathematical optimization.

3 Proposed Method

In this section, the proposed method is illustrated briefly with the help of mathe-
matical formulation and analysis. Let N is the set of wireless sensor nodes that are
deployed in the workable area as shown in Eq. (1).

N ={n;} where i =1,2,3,...,k (D)

In this equation, k varies based on user requirement and deployment. WSN consists
of several parameters for transmitting data packet such as “energy consumption,”
“hop-count,” “distance,” “delay,” and “overhead,”’. In this paper, there parameters
are considered as “energy consumption,” “delay,” and “overhead.” These parame-
ters affect the network lifetime of the WSN. If energy consumption increases, then
network lifetime decreases; if delay increases, then network lifetime decreases, and
if overhead increases, then network lifetime decreases. Hence, nature of these three
parameters is contradictory with network lifetime. Table 1 shows several assumptions
of the network with parameters that help to formulate the network lifetime statistic.
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’sI;?ilt)ilsetiis (I)Afstsli:n:’lz ttlv(\)/rcl)il:md Node (N) | Energy consumption (E) | Delay (D) | Overhead (O)
ny el d; 01
n e d> 02
n3 e3 d3 03
ng 4% di Ok
3111212 iugg::a:g; fn(i)r dreo,l:le(.l, ! Energy consumption Delay Overhead
kyiss ep =35 dy =2 o1 =1
er=1 dy=4 0p=3
e3 =3 dy3=2 03 =4
es=1 dy =2 o4 =4
es =3 ds =2 05 =2

In this paper, nature of the considered parameters is conflicting with network life-
time, so here objective is to minimize these parameters based on satisfied constraints.
So, objective function and their constraints are shown in Eq. (2). In this equation, x1,
X7, and x3 are decision variables for three parameters such as energy consumption,
delay, and overhead. Summation of three needs to be minimized, and its constraints
contain considered parameters and statistic of the network. The symbol ‘k’ is the
variation of nodes that vary several time based on the deployment as ki, k7, k3, ...,
k,. Here, difference of each ‘k’ varies by five nodes. So, correspondence equation
for different rounds is shown in Egs. (3)-(6). The correspondence datasets are given

in Tables 2, 3, 4, 5, and 6.

Table 3 Dataset for round 1

where number of node, i.c.. Energy consumption Delay Overhead
ko is 10 e =11 dy = 01=2
ey =10 dy=4 0p=5
€3 = 5 d3 =8 03 = 4
es =06 dyg =2 04=28
es =3 d5 =7 05 =2
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5?1212 iurlrjlli:a?g; fn(i)r dl:’l::il Energy consumption Delay Overhead
k3 is 15 e1 =10 dy =1 01 =38
e =16 dy=2 0 =4
e3=4 ds = 03="6
es =9 dy =6 04=2
es =11 ds =6 05=15
g‘v?ll;ee iurﬁia)zs(e); fl(z)r dre(?l?l:,l Energy consumption Delay Overhead
kq is 20 ep =12 di =11 01 =9
er =11 dy) = 0p=3
e3=9 dz = 03=17
€4 =06 dy = o4 =38
es =3 ds =17 05=2
g?llc):lrz flurglit;ss; fl(z)r dre(jlifle(.i,l Energy consumption Delay Overhead
ks is 25 ep =14 dy =11 01 =10
er =10 d) =14 0y =15
e3 =5 d3 =8 03 =4
e =6 dy =2 04 =28
es =17 ds =17 05 =3
Minimize : Zi=x1+x+x3
Subject to constraints : e;x; + djxy + 01x3 > kg
exx) + drxs + 02x3 > ki ?)
e3xy + d3xs + 03x3 > ki
esx| + daxy 4 04x3 > ki
esxy + dsxy + 0sx3 > ki
Minimize : Zy=x1+x)+ x3
Subject to constraints : e;x; + dix3 + 01x3 > k»
exx) + drxs + 02x3 >k 3)
e3x| + d3x; + 03x3 > k
esx| + daxy 4+ 04x3 > ko
esxy + dsxy + 0sx3 > k
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Minimize :
Subject to constraints :

Minimize :
Subject to constraints :

Minimize :
Subject to constraints :

Zys=x1+x2+ X3
e1xy +dixs + 01x3
exx) + doxy + 02x3

e3x| + dsxs + 03x3 >

esx1 + dyxy + 04%3

esxy + dsxy + os5x3 >

Zy=x1+x2+ X3
e1x1 +dixa +01x3
exx; + daxy + 02x3

e3x| + dsxs + 03x3 >

esx] + dyxy + 04%3

esxy + dsxy + osx3 >

Zs =Xx1 + X2+ x3
e1x; +dixs + 01x3
exx) + daxy + 02x3

e3x| + dsxs + 03x3 >

esx1 + dyxy + 04%3

esxy + dsxy + os5x3 >
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Z “4)

Z (&)

Z (6)

Equations (2)—(6) are in the form of linear where both objective functions and
constraints are linear for three parameters such as energy consumption, delay, and
overhead for five rounds such as k; to ks, here k; to k5 are varied based on difference
of five. Dataset in Tables 2, 3, 4, 5, and 6 has shown several constraint values of the
objective values. Quadratic programming is more efficient than linear programming
in term of estimation and efficiency. Itis an optimization technique like meta-heuristic
[24] technique for optimizing several problems based on objective function and their
constraints. So, Eqs. (2)—(6) are converted into the form of quadratic and shown in

Egs. (7)~(11).

Minimize:
Subject to constraints:

24 2.4 .2
Zy =xi{ + x5 +x3

e1x1 +dixo +o01x3 > ki

exx) +daxs + 02x3 > ki

)

e3x) +dsxs + 03x3 > ki
e4x1 + dyxo + 04x3 > ki
esx) + dsxy + 05x3 > ki
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Minimize: Zy = xi +x3 +x3

Subject to constraints: ey x; + djx; + 01x3 > kp
exx) + doxy + 02x3 > ks ®)
e3x; +dsxy + 03x3 > ky
e4x1 + dyxy + 04x3 > ko

esxy +dsxo + 05x3 > ky

Minimize: Zy = xi +x3 +x3

Subject to constraints: ey x| + djx; + 01x3 > k3
exx) + doxy + 02x3 > k3 ©)
e3x) + dsxo + 03x3 > k3
esx) + dyxy + 04x3 > k3

esx) +dsxo + 0s5x3 > k3

Minimize: Zy=x} +x3 +x3

Subject to constraints: ey x; + djx; + 01x3 > ks
exx) +doxy + 02x3 > ky (10)
e3x) +dsxo + 03x3 > ky
esx1 + dyxy + 04x3 > ky

esx) +dsxo + 05x3 > ky

Minimize: Zs = xi +x3 + x3

Subject to constraints: ey x| + djx; + 01x3 > ks
erx1 + doxy + 02x3 > ks an
e3x) + d3xa + 03x3 > ks
e4x1 + daxo + 04x3 > ks

esxy + dsxs + 0s5x3 > ks

Equations (7)—(11) are in the form of quadratic where the nature of the objective
functions is nonlinear, but nature of the constraints is in linear. So, the combination
of both is nonlinear for three same parameters and same k; with difference five.

4 Simulation and Analysis

The proposed method is simulated and verified in LINGO optimization software
which is used to optimize linear and nonlinear both formulations. In this paper, total
linear objective functions used are five, and nonlinear objective functions used are
five, so total objective function is ten. Each objective function contains five linear
constraints. So, here, total constraints are 5 x 10, i.e., 50, 25 for linear and 25 for
quadratic formulation which is nonlinear formulation. In this simulation, minimum
node is 5, maximum node is 25, and in each iteration or round, node varies by 5. The
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objectives are to minimize three network parameters such as energy consumption,
delay, and overhead. Total simulation parameters are given in Table 7.

Figures 2, 3, 4, 5, and 6 show linear formulation of three objective function such
as (x; to x3) such as energy consumption, delay, and overhead for five rounds (Z; to
Zs) such as 5, 10, 15, 20, and 25. The values of different rounds depicted as values
of the objective functions and values of the decision variables such as Z; =2.08333,
x1 = 0.833333, x, = 0.4166667, and x3 = 0.833333 in round 1 by 5 nodes; Z, =
2.146018, x; = 0.3982301, x, = 1.061947, and x3 = 0.6858407 in round 2 by 10
nodes; Z3 = 2.904412, x; = 0.5147059, x, = 1.397059, and x3 = 0.9926471 in
round 3 by 15 nodes; Zs = 4.257426, x; = 0.3465347, x, = 2.227723, and x3 =
1.683168 in round 4 by 20 nodes; and Zs = 4.51807, x; = 1.506024, x, = 1.35542,
and x3 = 1.656627 in round 5 by 25 nodes. In each round, it is observed that when
number of nodes increases, optimized objective value also increases.

Figures 7, 8, 9, 10, and 11 show formulation of quadratic programming based
on three objective functions such as (x| to x3) such as energy consumption, delay,
and overhead for five rounds (Z; to Zs) such as 5, 10, 15, 20, and 25. The values
of different rounds depicted as values of the objective functions and values of the
decision variables suchas Z; = 1.515152, x; =0.7575742, x, = 0.6060645, and x3 =
0.7575743 in round 1 by 5 nodes; Z, = 1.689190, x; = 0.6079219, x, = 1.013556,
and x3 = 0.5406711 in round 2 by nodes 10; Z3 = 2.922078, x; = 0.7790705,
x; = 0.9739913, and x3 = 1.168960 in round 3 by nodes 15; Z, = 6.756759, x| =
1.216193,x, =2.027032, and x3 = 1.081099 in round 4 by nodes 20; Zs = 6.849669,
x1 = 1.509525, x, = 1.354422, and x3 = 1.654251 in round 5 by nodes 25. In each
round, it is observed that when number of nodes increases, optimized objective value
also increases; but in quadratic programming, values are more optimal than linear
programming.

Table 7 Simulation

parameters Parameter Description
Software LINGO
Linear objective function 5
Nonlinear objective function 5
Constraints 50

Number of nodes

Minimum 5, maximum 25

Number of rounds

5

Network parameters

Energy consumption, delay,
overhead
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Global cptimal soluction found.
Objective wvalue:
Infeasibilicties:
Total solver iterations:
Elapsed runtime seconds:

Hodel Class:

Total wvariables:
Honlinear variables:
Integer variables:

Total constraints:
Honlinear constraincs:

Total nonzeros:
Honlinear nonzeros:

Variable
X1
X2
X3

Wk W g

2.083333
0.000000
4

0.03

Le

Value
0.8333333
0.4166667
0.8333333

Slack or Surplus
2.083333
0.8333333
0.000000
1.666667
0.000000
0.000000
0.8333333
0.4166667
0.8333333

Reduced Cost
0.000000
0.000000
0.000000

Dual Price
=1.000000
0.000000
-0.8333333E~01
0.000000
-0.416666TE-01
-0.2916667
0.000000
0.000000
0.000000

Fig. 2 Linear formulation based on node 5

Global optimal solution found.
Objective value:
Infeasibilicies:
Total solver iterations:
Elapsed runctime seconds:

Model Class:

Total variables:
Honlinear variables:
Integer variables:

Total constraints:
Honlinear constraints:

Total nonzeros:
Honlinear nonzeros:

o oW

ow

Variable
X1
X2
X3

Row
1
2

2.146018
0.000000
3

0.04

e

Value
0.3582301
1.061947
0.6858407

Slack or Surplus
2.146018
0.000000

Reduced Cost
0.000000
0.000000
0.000000

Dual Price
-1.000000
=-0.8845558E-02

Fig. 3 Linear formulation based on node 10
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- x —=
Glcbal optimal sclution found.
Objective value: 2.904412
Infeasibilivies: 0.000000
Total solver iterations: 3
Elapsed runtime seconds: 0.05
Model Class: Lp
Total variables: 3
Nonlinear variables: 0
Integer variables: (1]
Total constraints: | 9
Nonlinear constraints: 0
Total nonzeros: 21
Nonlinear nonzeros: U]
Variable Value Reduced Cost
X1 0.5147059 0.000000
X2 1.397059% 0.000000
X3 0.9926471 0.000000
Row Slack or Surplus Dual Price
1 2.904412 =1.000000
Fig. 4 Linear formulation based on node 15
v . " i
Global optimal solution found.
Objective value: 4.257426
Infeasibilities: 0.000000
Total solver iterations: 3
Elapsed runtime seconds: 0.04
Model Claass: Lp
Total variables: 3
Nonlinear variables: ]
Integer variables: 1]
Total constraints: -]
Nonlinear constraints: ]
Total nonzeros: 21
Nonlinear nonzeros: 0
Variable Value Reduced Cost
X1 0.3465347 0.000000
X2 2.227723 0.000000
X3 1.6831¢68 0.000000
Row Slack or Surplus Dual Price
1 4.257426 =-1.000000

Fig. 5 Linear formulation based on node 20
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| Global optimal solution found.

Chbjective value: 4.518072
Infeasibilities: 0.000000
Total solver iterations: 3
Elapsed runtime seconds: 0.04
Model Class: LP
Total variables: 3
NHonlinear variables: 0
Integer variables: [+]
Total constraints: -]
Honlinear constraints: 1]
Total nonzeros: 21
Honlinear nonzeros: 0
Variable Value Reduced Cost
X1 1.506024 0.000000
X2 1.355422 0.000000
X3 1.65€6627 0.000000
Row 5lack or Surplus Dual Price
1 4.518072 =1.000000
Fig. 6 Linear formulation based on node 25
F L 2 T
| Global optimal solution found.
Objective value: 1.515152
Infeasibilities: 0.000000
Total solver iterations: 8
Elapsed runtime seconds: 0.09
Model is convex gquadratic
Model Class: QP
Total variables: 3
Honlinear variables: 3
Integer variables: o
Total constraints: 9
Honlinear constraints: 1
Total nonzeros: 21
Nonlinear nonzeros: 3
Variable Value Reduced Cost
X1 0.7575742 -0.1355101E-03
X2 0.6060645 0.7278113E-05
X3 0.7575743 0.129431%E-03
Row Slack or Surplus Dual Price
1 1.515152 =1.000000

Fig. 7 Quadratic formulation based on node 5
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| Global optimal sclution found.
Objective value: 1.6891%0
Infeasibilities: 0.000000
Total solver iterations: 7
Elapsed runtime seconds: 0.05
Model is convex quadratic
Model Class: QF
Total variables: 3
Honlinear variables: 3
Integer variables: ]
Total constraints: ]
Honlinear constraincs: 1
Total nonzeros: 21
Nonlinear nonzeros: 3
Variable Value Reduced Cost
X1 0.€07921% -0.3659123E-03
X2 1.013556 0.,7007295E-04
X3 0.5406711 0.2770642E-03
Row Slack or Surplus Dual Price
1 1.689150 =1.000000
2 1.822708 =0.7845753E~07
3 2.836800 -0.6298379E-07
4 3.310743 =-0.1837121E-07
5 0.1302686E-04 ~0.6756480E-01
13 0.108988%E-05 =-0.2702731
7 0.607%215 0.000000
8 1.013556 0.000000
9 0.5406711 0.000000
Fig. 8 Quadratic formulation based on node 10
| Global optimal solution found.
Objective value: 2.922078
Infeasibilicies: 0.000000
Total solver iterations: 11
Elapsed runcime seconds: 0.05
Model is convex quadracic
Model Class: QP
Total variables: 3
Nonlinear variables: 3
Integer variables: 1]
Total constraints: -}
Nonlinear constraints: 1
Total nonzeros: 21
Honlinear nonzeros: 3
Variable Value Reduced Cost
X1 0.7790705 -0.3052318E-03
X2 0.9735513 -0.7053814E-04
X3 1.168960 0.261618%E-03
Row 5lack or Surplus Dual Price
1 2.522078 -1.000000
2 B.960326 0.1541824E-08
3 4.088951 0.000000
4 0.4388708E-06 -0.3856096
5 0.1935024 -0.8633607E-06
& 5.258524 =-0.1224784E-07
7 0.7790705 0.000000
8 0.5739513 0.000000
9 1.168560 0.000000

Fig. 9 Quadratic formulation based on node 15
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=TT

| Global optimal solution found.
Cbjective value: 6.756759
Infeasibilities: 0.000000
Total solver iterations: g
Elapsed runtime seconds: 0.05
Model is convex gquadratic
Model Class: QP
Total variables: 3
Honlinear variables: 3
Integer variables: 1]
Total constraints: ]
Honlinear constraincs: 1
Total nonzeros: 21
Nonlinear nonzeros: 3
Variable Value Reduced Cost
X1 1.216193 =0.9492500E-04
X2 2.027032 0.8730804E-04
X3 1.08109% -0.5855620E-04
Row Slack or Surplus Dual Price
1 6.75675%9 =1.000000
2 26.62155 0.1491635E-07
3 €.756576 -0.4650402E-07
4 14.72968 0.1535528E-07
5 0.102300SE-04 -0.1351508
6 0.9988515E-06 -0.5405251
7 1.2161593 0.000000
8 2.027032 0.000000
9 1.08109% 0.000000
Fig. 10 Quadratic formulation based on node 20
Y SCIution REpoIt - WiTeless suntosh U 23 E=mE=E "~
Global optimal solution found. ~
Objective wvalue: 6.849665
Infeasibilities: 0.000000
Total solver iterations: 13
Elapsed runtime seconds: 0.06
Model is convex quadratic
Hodel Class: QF
Total variables: 3
Nonlinear variables: 3
Integer variables: Q
Total constraints: ]
Nonlinear constraints: 1
Total nonzeros: 21
Honlinear nonzeros: 3
Variable Value Reduced Costc
X1 1.509525 ~0.3301063E~04
X2 1,354422 0.9339614E-05
X3 1.654251 0,2221811E-04
Row Slack or Surplus Dual Price
1 6.849669 =1.000000
2 27.5744% 0.6190590E~08
3 33.87082 0.7008817E-08
4 0.6526101E-06 -0.2687851
5 0.6019293E-06 -0.2791541
13 0.1037760E-01 ~0.303%9886E-04
7 1.509525 0.000000
8 1,354422 0.000000
9 1.654251 0.000000 it

Fig. 11 Quadratic formulation based on node 25

241



242 M. K. Mandal et al.

5 Conclusion

This paper is based on the fusion of linear programming and quadratic programming
with the help of three basic network parameters such as energy, delay, and overhead.
The paper is formulated in two ways, firstis based on linear programming, and second
is quadratic programming. In each formulation, objective function is considered with
the help of some constraints. Finally, it is observed that in each iteration, data is opti-
mized based on increase of number of nodes in the network. In this proposed work,
both linear and quadratic programmings are compared and validated that quadratic
programming formulation is better than linear programming formulation.
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Analysing of Troubleshooting Techniques



IDS Detection Based on Optimization )
Based on WI-CS and GNN Algorithm ek
in SCADA Network

S. Shitharth, N. Satheesh, B. Praveen Kumar, and K. Sangeetha

Abstract Industry control systems (ICS) are considered as one of the inevitable
systems in this contemporary smart world. In that supervisory control and data acqui-
sition (SCADA) is the centralized system that control the entire grid. When a system
is considered to be a whole and sole control, obviously an uncompromised security
would be the prime. By having that as a major concern, a lot of research is being
done on IDS security. In spite of that it has several cons including increased fake
positive and fake negative rates, which will invariably lead to a larger chaos. To get rid
of these problems, a weighted-intrusion based cuckoo search (WI-CS) and graded
neural network (GNN) methods are proposed in this chapter. The key purpose of
this chapter is to identify and categorize the anomalies in a SCADA system through
data optimization. At initial stage, the collected real-time SCADA dataset is given
as input. Then, by using the aforementioned proposed machine learning algorithms,
these data are clustered and optimized. Later to find, the type of intrusion will remain
as a further challenge and for that we propose HNA-AA algorithm. The investiga-
tional results estimate the efficiency of the system by considering sensitivity, false
detection rate, precision, recall, Jaccard, accuracy, dice and specificity.

Keywords SCADA - Cukoo search * Neural network - Intrusion detection
system - Clustering + Feature optimization
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1 Introduction

SCADA collects information from the remote systems which is a part of ICS [1,
2]. It is an automation system that is used to receive the data from various sensors
and components located at remote sites and transmit the data at a master site for
monitoring purposes. SCADA systems are mainly used to both control and monitor
various industrial applications. The significant and most essential duty is to detect
intrusions in SCADA network. In real life, every country is moving toward a digital
and smart environment. Smart grid is one of the prime setups in making a smart
city. Marinating the smart grid security is always a vital area to look out and that is
been done by SCADA systems. SCADA is primarily used to monitor electric power
generation, transmission and distribution in smart grid systems. Along with that
water sewage system, traffic signal controlling, mass transit, manufacturing, building
facilities and environment are the other prime real-time uses of a SCADA system
[3]. Intrusion detection is the process used to detect and monitor such malicious
activity on a network. Monitoring the network manually is quite impossible. The
foremost target of IDS [4-6] is to defend the availability, integrity and confidentiality
of the system by digging out the malicious nodes, intrusions and destructive attacks.
The IDS achieves the subsequent processes: Both user and system behavior were
observed and analyzed. Then, the network configurations and its vulnerabilities are
audited and also assess the reliability of critical organization and data files. The
research work by Santosh and Sachin elaborated on [7] methodologies like software
defining network (SDN) along with linear programming in ad hoc network are used to
overcome uncertainties and imprecisions. These stats again have a larger impact while
calculating confusion matrix results in any network security. Based on calculating
those results and matching of well-known attacks, activity patterns are analyzed
along with the irregular activities of the nodes in the system are also analyzed. The
Modus operandi of anomaly detection in SCADA system is shown in Fig. 1.
Intrusion detection systems (IDS) are used to observing network and system activ-
ities to detect malicious activities. It can be categories into network-based intrusion
detection system (NIDs) and host-based intrusion detection system (HIDs) [8, 9]. For
protecting host computer networks and monitoring networks, the host-based IDS [ 10,
11] are used largely and also to spot the burglar attack activities, malicious actions
nodes in the system and application anomalies. It classifies and prevents the risky
incidents to investigate and observe the actions happening over the host system. The
network-based IDS [12, 13] openly examines the traffic in the network system. For
supervising the intrusive actions, based on its invariable changing state, it collects
system’s data initially. Then, finding and identifying the intrusions in the SCADA
network becomes a significant and tedious task. Perhaps, it has its own disadvantages
like complex installation and frequent network overheads. The major issue with the
existing approaches is its high fake alarm rates and classifying unknown attacks and
its feature absence in the intrusion attack library. To get rid of these issues, this paper
proposes an enhanced IDS system and an optimization techniques using machine
learning algorithm. The prime motto of this work is to pick the finest attributes for
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Fig.1 Anomaly detection in SCADA network

optimization using WI-CS algorithm. In order to categorize the attacks or intrusions
accurately in a SCADA system, a GNN categorization method is developed. The
grading or hierarchical method is used in order to calculate the performance of the
developed system. Moreover, this research work uses the real-time power system
dataset which has been subjected to intrusions. The other sections of this chapter are
structured as follows: Sect. 2 is more of literature survey that takes hold of previous
research methods done in SCADA IDS. Section 3 is all about the full description of
the developed WI-CS and GNN method, and the Sect. 4 assesses the enactment of
the developed methods with already available methods for claiming the improved
performance. The section V concludes in a way how this work is carried forward for
future enhancements and concluded.

2 Related Works

This related work is more of a literature survey that explains previous research works
done by various authors in SCADA IDS. A novel IDS idea given by Almalawi et al.
[14], which identified only the usual and dangerous criteria that degrade the system
efficiency. The prime focus of this paper is followed by:

e State recognition
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e Extracting own decision statements on detection
e Decrease of high false positive rate
e Compute to assess criticality.

The major drawback of this proposed method is that the work did not dig deep
into the constancy modifications in the network. Mitchell and Chen [15] proposed
some major takeaways such as:

e To create a logical methodology for counteracting the attack
e To identify and find out the dissimilar failures types in industry control systems
(IPs).

The major drawback of this research is, CPS system’s solidity is been questioned
during the intrusion times. Based on telemetry study, an approach to find out anoma-
lies in SCADA system was developed by Ponomarev and Atkison [16]. In this paper,
using master—slave process, the traffic is well divided between sender and receiver.
The telemetry-based IDS supervised all packets in the ICS system, so it detected
the irregularity in traffic. To spot the control-related attacks in SCADA system, a
semantic analysis framework was designed by Lin et al. [17]. In this research, with a
power flow analysis, the control results are optimized. A regular expression (RegEx)
was proposed by Liu and Torng [18]. The supplies contain nondeterministic finite
automata (NFA) size and deterministic finite automata (DFA) speed which is made
more scalable and adaptable. Moreover, the condition copying and evolution copying
were arrested using the projected automata mode. Marchang et al. [19] developed a
mobile ad hoc network (MANET) to decrease the period of lively moment without
compromising their efficiency. Here, a behavioral observance of nodes is calculated at
a specific check point to reduce the energy consumption of the nodes in the network.
Dirichlet-based detection scheme (DDOA) was introduced by Li et al. [20] mainly
to identify the outliers residing in the smart grid. They done it by using the real-time
IEEE power system database and by using a software tool called power world simu-
lator. Ambusaidi et al. [21] proposed a method using square vector to find out the
outliers in SCADA. They used KDD and NSL dataset for feature classification and
optimization.

Hasan et al. [22] proposed a trust-based monitoring system for incoming and
outgoing traffic. The main objective is to get rid of excessive capital and operational
cost used by the nodes and he has done it by calculating trust values if every node
in the system. Yang et al. [23] proposed a research methodology for the attacks
having dissimilarity and parameter variation among themselves. He used behavioral
approach of the nodes and try to whitelist the genuine nodes. Based on this, the
author can separate the inliers and outliers from the network. A three-layer IDS for
providing protection to SCADA was developed by Samdarshi et al. [24]. Based on
partition system and dividing the IoT devices based on their router gateway, it is the
major takeaway from this research. The core intent of this research is to use various
cybersecurity applications use the trust system placement scheme. Sayegh et al. [25]
proposed a way for IDS based on patterns and traffic of the incoming nodes in the
network. This research includes the below five stages:
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Intrusion whiffing
Attribute extraction
Training phase
Testing phase
Anomaly detection.

Now, the relationships among the packet were anticipated to recognize its authen-
tication. The problem of attack isolation and intrusion detection was investigated by
Amin et al. [26]. The objectives of this research are as follows:

e [t provides solutions for anomaly detection
e It considers the sensor data for attribute classification.

Maglaras et al. [27] proposed a vector classification which is used to improve the
efficiency by a numerical method. In addition by using clustering methodology, it
classifies the SCADA alarm into low, medium and high. The major problem of this
technique is the need to reduce the fake alarm rate. Yang et al. [28] proposed an IDS
to track malicious interventions in the SCADA network. The objective of this work
was based on the signature-based rules and it detects the unknown attacks and the
major benefit of this work was to detect the outliers accurately. Yasakethu and Jiang
[29] proposed a methodology using Markov model that finds out the intruders. It
also uses Markov matrix plot for data representation. This is again based on a set of
pre-defined rules and if the nodes violate that it would be blacklisted. Finally, the
confusion matrix results how the improved the true positive rate is and a reduced
fake positive rate. A relation-based intrusion detection (RID) system was proposed
by Wang et al. [30] to find a SCADA network’s false data injection attacks. The
major claims made in this research are of:

e The system state of RID is observed; the inconsistent situation is detected and the
compromised origins were inferred.

¢ The intrusion detection model is used to attain real-time exposure on resource-
constrained machines.

A model-based IDS was proposed by Goldenberg and Wool [31] which was
extremely responsive that flags the irregularities with the help of the Modbus scheme.
In the SCADA system, for finding the integrity attacks, an unsupervised anomaly-
based IDS was developed by Almalawi et al. [32]. The major ideas of this research
were as given below:

e SCADA system’s steady and conflicting states were identified.
e From the identified states, it took out the proximity of finding a policy.

Here, based on the finest inconsistency, threshold conflicting annotations were
divided from the steady annotations. A survey of several detection methods for
finding the irregularities in the system was done by Ahmed et al. [33]. This survey
contains the below groups: organization, numerical, information theory and groups.
Besides, it also discusses the challenges in research while collecting dataset that
is used for detecting system intrusions. Santhosh and Sachin [34] have detailed
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about multi-criteria decision-making (MCDM) technique which works based on a
ranking methodology based on preferences. The work offers a decisive route or the
mobile nodes to travel by combining the aforementioned MCDM technique with
intuitionistic fuzzy soft set (IFSS).

3 Proposed Method

This part of the chapter discusses the detailed explanation of the proposed opti-
mization technique for anomaly detection. The ultimate target of this research is to
correctly spot the intrusions in a system with the help of extracted features using a
learning methodology. WI-CS and GNA-NN are the two types of algorithms proposed
in this research. In the first stage, the real-time data derived from the Mississippi
University SCADA test bed is fed into the system, in which the features and the
groups are arranged. After that, the features are extracted using the projected WI-
CS-based optimization technique. Then, it selects the finest attributes and training
data which are given as input to classification. In this phase, the HNN-based cate-
gorization algorithm is introduced to categorize the attack types. Figure 2 shows the
flow graph of the research method and it consists of the below stages:

Initialization of dataset

Arrangement of attribute

Initialization of cluster

Optimization of feature and selection of attribute
Classification.

In this analysis, the SCADA test bed dataset is fed as the input to evaluate the
performance of the proposed IDS, which is formulated based on the PRC technique. A
unique dataset feature contains 37 power system events that accompanied 15 different
sets, which are used to fabricate the dataset. These features are further classified on
an event basis like a natural event, attack event and no events. To get more in detail,
these conditional scenarios are furthermore subdivided into other categories in a
random manner such as three-class, multi-class datasets and binary. The integration
of a huge number of sensors is available in the SCADA system. As a result, the
memory intricacy of the system is amplified. Based on the response from all sensors,
feature selection is executed to resolve the above-mentioned problem. This enhances
the efficiency and, decreases the storage intricacy. The conditions are created, derived
from every attribute, because of that one can use a vast data sources. With the aim of
finding variations among parameters, GNN structure is developed. Huge attributes
are used for accurate detection throughout the progression of classification.
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3.1 Optimization of Feature

Here, all the extracted features are scanned for any possible intrusion of an anomaly.
The main motto of our work is to select the appropriate attributes for optimization.
It finds outs and senses the irregular node behavior based on preferred attributes.
The developed WI-CS is an optimization-based technique which is used to cluster
and organize the node attributes. Generally, fitness and a cost function comprised to
form input. Optimization is the course of regulating the inputs and uniqueness of a
machine to get the utmost outcome. Here, we use cuckoo search algorithm which is
inspired by the brood parasitism of cuckoo birds. The cuckoos laying their eggs in
the nests of other host birds. If a host bird discovers the eggs in the nests are not their
own, it will throw away these alien eggs away. Else it will abandon its nest and build
a new nest somewhere. Based on this observation, the cuckoo search algorithm is
described by the following rules:
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e Every cuckoo lays solely 1 egg at a time and the eggs are exactly set in a nest
(randomly selected).

e The nest having better quality eggs which are carried onto the next phase.

e The number of nest is fixed and the quality of nest is static and is not alterable.

In this research, huge attributes are used to develop a SCADA organization. There-
fore, it is necessary to spot whether the attributes are grouped or not. If the attributes
are grouped, the precise results can be achieved; or else, this directs to the misclassi-
fication rate. Then, the cost function is predicted based on the difference that caused
by the anomalies compared with legal nodes. Also, based on the weight, the prob-
ability of the particle is predicted. Then, the fitness value falls somewhere between
anomaly and non-anomaly node ranges. These calculated values would be considered
for cuckoo’s egg laying probability [35]. Then, the finest attribute is selected based
on previous and current values. This repeats for every iteration. The finest attribute
is picked once the fitness average rate becomes higher than the calculated cost esti-
mated value. In the proposed algorithm, input feature matrix 7', cuckoo particles P,
initial radius r and cost Cy are initialized. The cost rate is predictable by the length
and radius of searching particles.

Algorithm I -Weighted Intrusion based Cuckoo Search (WI-CS)

Input: T Feature matrix;
Output: ST Select Feature;
Step 1: Initialize cuckoo particles and cost rate;

P ={T,,T, ... Ty} // Cuckoo Particles;
Cst = 0; //Initial cost value;
r=1; //Initial Radius;
Step 2: Estimate cost value as,
Cst = {P(1), (g x W)}
Where,

r o .
g—1+m //l—],2...N,

r — Radius of searching;
N — Length of particles;

h=1- |2
g

Step 3: Co-ordinates of particles;
x = P(Fitness, 1);
y = P(Fitness, 2);
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Step 4: Objective function;

_ (P ifx <y I o
0 { 0 olse }// Objective function,

Step 5: Update radius;
ro=dy + (Vo to rX(d2—d1))

Where,
d = Min (Cst) % (@ x (Max(Cst)) — (Min(Cst)))
Step 6: Reproduce and Update Cuckoo particles;
fori=1toM // ‘M’ — Number of iteration
if (Cst; < Cst;_,)
Cheaa = P(indx) // Cluster head selection;
Lif (Pxe V) <0

Where, indx = {
0, else

1

Xupaate(@ =x((—1) + ((Rand_ﬁ) * cos(Cst * 2 * pi))
1

Yupdate(n) =y@i-1+ ((Rand_a) * cos(Cst * 2 pi))

1
Yipdate(m) = y(i—1) + <(Rand_5) * cos(Cst * 2 % pi)>

P(m) = <1 S 1) //Probability of laying eggs;
(M-1)K
if P(Cst) < P(m) /Mutation

Xysutation(®) = x(i = 1) + (P(m) x (Max(x) — Min(x)))

Vitutation (M) = y(i = 1) + (P(m) x (Max(y) - Min(»)))
Cstimutation = {P(1), (g X h)}
End if;
Update radius r;
End i loop;
Step 7: ST = T(Cst > Average(Cst))

3.2 Classification Using HNN

By using the projected HNN method, the attacking and non-attacking labels are
properly categorized only next to optimize the features. In the proposed method,
the inputs given are the label Lb, select training set Str and testing feature Sv. At
the start, the preferred testing feature, ¢, directionality D, and iteration(theta) are
initialized as zero. The unsystematic values like Wxy and Wxh are initialized with
the range of testing Sv and also training Str. The NN includes three dissimilar kinds
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of layers contains hidden, input and output layers. Normally, the final result can be
obtained from the output layer. Here, net 1 and net 2 indicated the input—output layer,
respectively. Then, the exponential is calculated for the layers H/ and Y. Then, the
temporary distance is calculated. The temporary distance s; is obtained only after
getting the calculated load value of ¢ that is upgraded by including the present value.
After that, for the differential features, the directionality D is estimated, D and theta
values are upgraded. The association r among the attribute sets are estimated, in case,
it is larger than the D value, Lb(i) label is allocated as the classified label (CL).

Algorithm II — Hierarchical Neural Network (HNN)
Input: Str as choosen training set; Sv as choosen testing feature and Lb as Label;
Output: Classified Label CL;
Step 1: Initialization,

N
SV = norm (SV)’

Theta =0,D =0, =0;
Step 2: for (i = 1to Rowg,, (Str))

Step 3: Wxh = Rand(STr), Why = Rand(SV);
Step 4: netl = SV X Wxh — Theta;
e(net1)_,(-net1)
Step 5: H1 = W"
Step 6: net2 = H1 X Why — Theta;
e(netz)_e(—netz)
Step 7: Y = W’.
Str(n,:) =Y)2
Step 8: s; = (Z(( (Y) ) ));
Step 9: AY =(1+Y)X (1 -Y)X(STr; —Y)
Step 10: @ =@ +s; + Theta;

Step 11: D = (¢ * AY + s;) * @, // Directionality for differential features;

Step 12: Theta = Theta * D;

Step 13: ¢ = @ + Theta;

Step 14: Y Sl G
[P 92

Step 15: If (r > min(D)) // Feature verification condition;

Step 16: CL = Lb (i); // Classified label;

Step 17: End if;

Step 18:  end i loop;

s/ Correlation between the feature sets;
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Table 1 Parameter dataset with and without intrusion

Factor Dataset
OLIRD OLORD MLIRD MLORD
Humidity factor Without intrusion 44-52 32-65 42-55 44-75
With intrusion 45-90 50-87 50-92 57-94
Temperature factor Without intrusion 25-30 24-36 28-32 25-35
With intrusion 25-55 26-38 25-55 28-50

4 Performance Investigation

This part of the chapter gives the outcome using detection rate and false alarm rate for
both proposed as well as existing algorithms. Here, in the presented research, with the
help of the Ns-2 simulator, one dataset is formed by designing the system organization
with a hundred nodes. After that, MATLAB tool is used to detect the intrusion by the
implemented dataset. For validating the proposed method, two scenarios were taken,
i.e., with and also without attacks. The compared datasets [13] in this section are as
follows, one-leap indoor real data (OLIRD), multi-leap indoor real data (MLIRD),
one-leap outdoor real data (OLORD) and multi-leap outdoor real data (MLORD).

4.1 Description of Dataset

Table 1 illustrates the dataset formed and utilized in this proposed work. Temperature
and humidity are some of the parameters considered for analysis. Those above-
mentioned factors point out the significant states from various densities in two-
dimensional (2D) space. It shows the various levels of discriminations which is near
to the low, medium and large-risk conditions. Besides, considering without and with
attack, the factors are evaluated. Now, the lowest and largest values of temperature
and humidity factors are calculated. For example, 44-52 in OLIRD dataset, 44 is
the lowest and 52 is the largest humidity level. The dataset including low and high
values are tabulated below:

4.2 Metrics for Accuracy

In the proposed method by using detection and false positive rate, the accuracy
metrics is measured for intrusion detection. Efficient data-driven clustering (EDDC)
[36] and proposed WI-CS with GNN techniques the detection rate and fake positive
rate are given in Table 2.
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Table 2 Detection rate and false positive rate

Dataset Detection rate (%) False positive (%)
EDDC WI-CS with GNN | EDDC WI-CS with GNN
OLIRD 100 100 0 0
OLORD | 96.88 97.57 1.94 1.14
MLIRD | 100 100 0.31 0.18
MLORD |92.98 94.28 0.04 0

Detection Rate = —— (D)
TP +FN
where
TP  True positive
TN  True negative
FP  Fake positive
FN  Fake negative
The fake positive rate is calculated as follows:
» FP
False Positive Rate = ——— 2)
FP + TN

where TP specifies the count of perfectly identified critical states, similarly FN spec-
ifies the count of the present but not identified critical states, FP specifies the wrongly
flagged normal states as critical, and furthermore, TN specifies the count of properly
identified normal states. Hence, it is observed from the analysis when compared to
the other methods, the developed method gives the finest results for the datasets of
four different cases.

4.3 Accuracy

A Number of critical states 3)
ccuracy =
y Total number of states

For different datasets, the accuracy values are shown in Table 3 for proposed as well
as existing methods. For all datasets, high accuracy is obtained for the proposed
method when compared to the existing method.
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Table 3 Accuracy Dataset Accuracy (%)
Existing Proposed
OLIRD 100 100
OLORD 97 98
MLIRD 100 100
MLORD 93 95
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Concerning the number of iterations, Fig. 3 shows the objective cost value. An
increase in the numbers of iterations (0-200) will decrease the cost value as in
progress. In the proposed method, the cost is reduced for intrusion detection which
can be concluded from the above analysis.

4.5 Performance Rate

The incorporated WI-CS with SVM does not give the improved performance results,
because of the restrictions of SVM but the proposed WI-CS is a competent optimiza-
tion method. The major disadvantage of SVM is that it digs out an additional quantity
of irrelevant features. Lacking of WI-CS, the time complexity is increased because
of the whole data is necessary for analysis. During the normal attack detection and
abnormal attack detection, it may guide to high misclassification rate. To overcome
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Fig. 4 Sensitivity and 100
specificity

801

60

401

Performance Rate (%)

201 1

Bl1WP-CSO with HNA-NN
B 1WP-CSO with SVM

Sensitivity Specificity

all these, WI-CS is created to obtain the optimal features. Similarly, to rise above
the difficulty of SVM, the GNN method is collaborated with the WI-CS method. In
general, to calculate the efficiency of the system, two major values are considered.
One is sensitivity and the other one is specificity. It can be calculated as given below:

. TP Number of true positive assessments
Sensitivity = = — 4)
(TP + FN) Number of all positive assessments
Likewise, specificity is calculated as given below:
L TN Number of true negative assessment
Specificity = (5)

(TN + FP) ~ Number of all negative assessment

These values of IWP-CSO/WI-CS with SVM and proposed IWP-CSO/WI-CS
with GNN techniques are shown in Fig. 4. When compared to other methods, the

proposed method gives a high-performance rate which is obtained from the above
analysis.

4.6 Jaccard and Dice Coefficients

The similarity between data can be measured mainly by using the Jaccard and dice
coefficients. Itis given as the fraction between the sizes of the intersection of a couple
of set to the union of two sets. These coefficients are used in the paper [37, 38] for
comparison of different algorithms like random forest, K-means, etc. The metrics
can be calculated as given below:
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Jaccard = (6)
IX|+1Y|—=]|XNY]|

where X and Y specify a couple of datasets. Likewise, dice is furthermore a simi-

larity measuring method that discovers the similarity between information. It can be
calculated as given below:

. XnY|
Dice =2———— (7
[X|+ Y]

Jaccard and dice of WI-CS with SVM and proposed IWP-CSO / WI-CS with
HNN method are shown in Fig. 5. The high-performance results are obtained in the
proposed method when compared to the existing method.

4.7 Precision, Recall and Accuracy

Figure 6 shows the performance rate of IWP-CSO with SVM and proposed IWP-
CSO/WI-CS with HNN methods. These three rates are highly considered or the
performance criteria. Precision and recall are calculated mainly based on true positive

detection rate, whereas accuracy majorly depends on sensitivity and specificity values
as mentioned below:

.. TP
Precision = —— ®)
TP + FP
TP
Recall = —— )

TP + FN
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Fig. 6 Performance rate 100
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It is very clear that the proposed method gives a very high precision, recall, as
well as accuracy measures than the existing methods.

4.8 False Detection Rate

It is very important to get rid of genuine nodes which are misclassified as anomalies.
To find out that we calculate false detection rate (FDR) as given below:

. number of honest users misidentified
False Detection Rate = (11

number of nodes identified as attackers

The false detection rate of an existing method as well as the proposed method is
shown in Fig. 7, in which the x-axis corresponds to the alarming rate (in %) and the
y-axis corresponds to the detection rate (in %). The proposed method gives a very
high detection rate than the existing methods which is obtained from the analysis.

5 Conclusion and Future Work

Nowadays, even SCADA and ICS systems are more likely to be using a wire-
less sensor network. Even in the medical field, wireless sensor system became so
inevitable nowadays. This study [39] deals with a detailed review of how ECG moni-
toring model works and about the evaluation of zig bee medical sensor networks in
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clinical networks. This shows really how much impact WSN has made in health care
sectors. Hence, this chapter’s security proposal is not just enough for the traditional
SCADA network but also for SCADA that is using WSN. This chapter presents an
improved WI-CS and GNN techniques for a SCADA system to filter the anomalies
in it. The major motto of this work is to find out the outliers in this network and to
classify the unknown attacks in the SCADA system. In this, the real-time dataset of
the SCADA network is fed as input, and appropriate parameters are chosen. Then,
in the training dataset, the attributes are selected which are optimized by employing
the proposed WI-CS technique. After that, the filtering the finest attributes they are
optimized by the GNN classification algorithm that guesses the intruder and also non-
intruder label. The investigational results estimate the performance of the proposed
method considering sensitivity, false detection rate, precision, recall, Jaccard, accu-
racy, dice and specificity. Furthermore, SIRD, SORD, MIRD and MORD which are
the four different datasets are considered in this research for showing the improved
performance of the introduced system. From this study, when compared to the other
algorithms, the developed WI-CS through HNN algorithm gives better results.
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Abstract Mobile ad hoc network (MANET) has been a challenging field with its
foremost criteria like heterogeneity of nodes, dynamic topology, energy constraint
and security over the years. MANETS are globally popular for their cost-effectiveness
ease of access and configuration. However, MANETS are vulnerable to many types
of attacks like Blackhole, Wormhole, Grayhole, etc., which makes MANETSs pretty
much risky to rely upon when scaling up on a large scale. Under mobile ad hoc
networks, all the transmission between the mobile nodes occurs wirelessly. Due
to the infrastructure-less, self-organizing and dynamic nature of the nodes, it is an
arduous task to enforce any security solutions against these kinds of vulnerabilities.
Adhoc on-demand vector (AODV), a supremely significant route-on-demand routing
protocol for MANET, relies on the routing table at each intermediate node location.
In this paper, we are mainly analyzing the performance of a MANET under Grayhole
attack as per AODV routing protocol using NS-2 simulation environment.
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1 Introduction

Mobile ad hoc network (MANET) [1] is constituted of dynamically self-orienting
mobile nodes, making it an infrastructure-less model of network design. These nodes
may function as servers as well as clients, as required, demolishing the demand of a
dedicated server or router in the network [2]. This provides autonomity to the system,
boosting its performance. These nodes have the ability to create a suitable path for
the communication channel to form and function. However, MANETS are not a good
choice if seen from the point of view of security and integrity of data. The absence
of a dedicated server or router may also produce serious security breaches as there
is nearly no authentication or encryption available.

MANET as a network arrangement is also much cost effective than the conven-
tional ones, although they cannot be scaled up to a large scale, as despite having
undeniably excellent features, have never been a preferable choice as the data in
the communication channels are left exposed to tons of security threats and other
limitations that are associated with MANETS.

Figure 1 presents a pictorial portrayal of the arrangement of the nodes in the
network and their configuration to form a bigger communication channel. We have
a total of 7 nodes participating in the channel with no dedicated router or a similar
central medium to act as a bridge to connect the nodes. The individual nodes have
one or more transceivers between them [3]. The application of MANETS is not as
popular in small or medium-sized business or personal/home networks, as compared
to a conventional router-driven setup.
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Fig. 1 Overview of MANET
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Although MANETS have tons of advantages to count on [4], the flip side of the coin
has some serious demerits of MANETS, which are mostly security oriented. These
types of networks are mostly prone to Grayhole attack, especially when operating
under the AODV protocol.

2 Literature Study

We are presenting an elaborative study on MANET and its characteristics (Sect. 3),
its overview (Sect. 3.1) and its working principle and the AODV routing protocol
(Sect. 3.2). In Sect. 4, we have presented the problem statement, i.e., about the risks
that MANETS are exposed to. Section 5 gives an account on Grayhole attacks and
its functional mechanism. For generating a real-like attack on a dummy network
arrangement have used NS-2 (network simulation environment), via Linux Fedora.
We have discussed the attack environment in Sect. 6, while Sect. 7 contains results
and comprehension of our simulation.

We have tried to stress on the risks that MANETSs come packaged with, which
will facilitate us and also other researchers to come up with better solutions against
this kind of attacks and be able to fix those issues, resulting in making MANET a
safer communication environment than before.

In this section, we discuss some related and underlying research works by different
researchers/authors in the field of wireless networks and Grayhole attacks. Over
time, a considerable number of researchers have shared their ideas, findings and
conclusions in this subject and also suggested several defense techniques to detect
and diffuse Grayhole attacks on ad hoc networks based on intrusion detection systems
(IDS) and related mechanisms.

Gupta [5] et al. discuss about sensor networks with regards to load-based routing
schemes. Through their work on MANET, Jha et al. [6] shed light on the loss of
performance and other security breaches associated with Wormhole attacks. Many
authors have worked on Grayhole being launched on ad hoc wireless networks, which
itself highlights its severity. Sharma [7] has done a survey on Grayhole attacks on
MANETS, which makes it crystal clear that Grayhole attacks can prove deadly in
terms of compromising with the network. Dhaka et al. [8] proposed a method to
detect Grayhole attacks and Blackhole attacks in MANETS. Later on, Aarti et al.
[9] and Mittal [10] have proposed an enhanced multipath approach to deal with the
threat of Grayhole attacks on MANETS.

Researchers in this field have made noteworthy breakthrough in this area, but
unfortunately, we are yet to have a high-accuracy defense system against Grayhole
attack. With regards to the scope for development that we have in this area, we
are properly visualizing the attack scenario in a detailed fashion through this paper
for (we researchers) being able to develop an enhanced fighting mechanism against
Grayhole attacks.
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3 Brief Study of Mobile Ad hoc Networks:

i.  Dynamic topology: MANET’s multi-hop network topology is capable of
sudden and spontaneous reorganization in both unidirectional and bi-
directional routing architecture.

ii.  Cost effective: Being hardware-less and peer-to-peer in nature, MANETS are
considerably cheaper for small to medium level business as well as residential
networks.

iii. Power supply constraint: Battery led (or similar energy source) power supply
being incorporated here is not a reliable or promising source of power per se,
and it is the reason why the mobile nodes in the network have light weighted
features, low power and storage capacity.

iv.  Autonomous/self-configuring: The prime feature of MANETS is the ability
of its components (participating nodes) to re-role themselves into routers and
hosts themselves.

v.  Mediocre throughout: As MANET is a wireless form network arrangement, it
struggles against factors like noise, multi-access, interference condition, etc.,
which dramatically reduces its productivity based on efficiency, throughput
and reliability.

vi. Lack of data security: Being infrastructure-less by design, MANETS have no
dedicated routers, because of which a standard host configuration or firewall
rule-set cannot be enforced. This gives rise to potential threat to the data present
in the channel [11] as well as the quality of service (QoS) [12] of the network.

3.1 MANET—Highlights

Wireless ad hoc networks are fairly popular with its users at a mass level. Being a
‘plug and play’ kind of network setup, MANETS do not require a dedicated router.
Although MANET is an awesome mode of network, but it also has some flaws
attached with it when implemented at a large scale. Below are some of the forward
most ins and outs of MANETS:

i.  Infrastructure-less mode of design.

ii.  No central administration.

iii. Human intervention independent, as each node can re-purpose themselves as
a router or host as needed.

iv.  Vulnerable to security threats.

v.  Intercommunication interferences causes poor throughput.

vi.  Cost effective.
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3.2 MANET—Working Principle

MANETs are mostly developed using a table-driven network protocol. AODV
protocol [13] is one of the foremost protocols in this matter which enables its nodes
to be follow a dynamic, self-configuring and multi-hop routing method. This proves
to be a key element in route maintenance. Maintaining routes with inactive nodes
are not required because of the dynamic re-routing in AODV.

If there are 5 nodes in a channel and only three of them are participating in an
active communication and the remaining two are merely present in the network, then
the working nodes need not preserve a route with them. To promote optimal load
balancing, AODV supports real-time re-routing and re-orientation of the nodes and
avoid any disruption in the channel.

Each node has a specific range till which it can establish communication. This
is much similar to a scenario of a classroom where a student from the first bench
wants to pass a notebook to their friend at the last bench. Here, the notebook will
be passed to the recipient student via many students acting as intermediate sender.
If the destination node in MANET is unreachable from the sender, then the nodes
use a similar strategy of sending it via multiple intermediate senders. This process is
known as multi-hopping in AODV routing premises.

These nodes are designed to be able to re-design the network topology as a
response to a security breach, when detected. Once a malicious activity is reported
in any node, it is denied permission to perform any action in the communication
channel. Again, since this whole process may require some time and until then some
sensitive data might already have been compromised; hence, it cannot be accepted
as a fail-safe mechanism.

AODV strictly follows a request-reply technique to verify the authenticity of the
participants in the network. It contains a few message type definitions such as route
requests (RREQs), route replies (RREPs), route errors (RERRs) and acknowledg-
ment (ACK). For every transfer of a data packet, the source generates a route request
(RREQs) toward the recipient node and the receiving node replies with an acknowl-
edgment (ACK) of receiving the data in order to prove its authenticity. In case if this
process fails, a breach is assumed to have taken place and it leads to broadcasting an
error message (RERRs), which immediately suspends all transactions until the node
is verified.

AODV routing involves of a couple of episodes:

i.  Discovery: Discover new paths using RREQ and RREP.
ii. Maintenance: Report an error when found, using RERR.

AODV protocol maintains a separate routing table per node. Each node’s route
table contains information about the distance to other nodes in the channel, which
is measured in terms of hop-counts. The route table contains the following details
gathered while the route discovery phase:
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ii.

iii.
iv.
Vii.
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Source/previous node

Next node/hop

Time to leave (TTL)
Hop-count to reach destination
Destination IP address.

4 Problem Statement

MANET has many challenges when scaling out on large scale, but it becomes worth
a little more concern from the security hotspot as it is vulnerable a plethora of attacks
[14, 15]:

1.
ii.
ii.
iv.
V.
Vi.
vii.

Session hijacking [16]
‘Wormbhole attack [17]
Blackhole attack [18]
Jamming [19]
Eavesdropping [20]
Denial of service [21]
Grayhole attack [22].

Grayhole attack is one of the deadliest attacks against MANETS with regards to:

il.

1.

iv.

Throughput: The ability of the network to transfer a particular quantity of
information per unit time is known as throughput. In other terms, it is the
measure of a network’s efficiency.

Quality of service (QoS): It is the maximum bandwidth attaining capacity of a
network, which affects other parameters such as latency, error rate and uptime
[23]. Thus, higher QoS translates to a healthier performance.

Data rate: Also knows as data transfer rate, it is the measure of the number of
bits of data transmitted per second over a network. In simpler terms, it is the
speed of data transfer over the network, conveyed as bytes per second (Bps or
B/s)

Integrity: It enforces that a dataset MUST only be accessed by an authorized
and intended user, i.e., if a data is not meant for a particular entity, it must be
forbidden for them and it should be private to the legitimate user only [24].

For the sake of analyzing the effects of Grayhole attack on the performance of
MANET, we are simulating a dummy network with a number of nodes against a
Grayhole attack scenario using AODV routing protocol.
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5 Grayhole Attack

Grayhole attack [25, 26] is basically a packet drop attack, which is an extension
of Blackhole attack. Here, the routing packets and control are forwarded by the
malicious or Grayhole node, but the data packets are completely dropped. This attack
uses the method of selective data packet dropping to disguise the compromised node
as a legitimate one. This node tries to take part in the data transfer window, and then
by advertising a false route, it lures the legitimate nodes to establish the active route
through itself. The Grayhole node responds with a route reply after receiving a route
request packet and thereby passes a false information that of having the shortest
path, which creates an illusion for the source node that the optimum route is through
the malicious node and the data packets are redirected toward the malicious node.
This series of incidents gives rise to a confusion in the detection and prevention
mechanism as packets may as well sometimes drop due to genuine reasons like:
congestion, overload, etc. The following are the two ways how Grayhole attacks
work:

i.  Strictly dropping all the incoming UDP packets.
ii. Randomly/selectively dropping some UDP packets.

Due to its ability to act both as a normal node and switch over to malicious
node as needed, a Grayhole node changes its behavior from a legitimate node to a
sinkhole, which fools the system to identify whether it is indeed a genuine node or
a compromised one. The Grayhole attack takes place in two phases, as below:

i.  In this stage, the malicious node exploits the AODV routing protocol table by
diverting all the data packets to itself rather than genuine route; thus claiming
itself as the shortest route in next hop column.

ii. The attack is launched in this phase where malicious node starts dropping the
data packets using a probabilistic method for packet selection. The attacker
node changes its behavior rapidly and the malicious node also forward some
packets to create an illusion of legitimacy. Hence, this type of attack is pretty
difficult to detect.

6 Simulation Environment

For the purpose of simulation, we are using Network Simulator 2 (N'S-2) on a Linux
Fedora distribution, which is quite a familiar and popular simulator in MANET
research community due to its ease of access and because it supports a variety of
network routing protocols. NS-2 is an object-oriented network simulator written
using C++ as its backend and object Tcl (OTcl) as its front-end and runs on top
of UNIX environment. Below are the details of our attack environment and the
parameters at which the system was tuned in to (see Table 1).

Initially, the network is simulated under normal and stable conditions, i.e., without
any attack and its throughputis recorded. Later on, we generated an attack of Grayhole



274

S. Gupta and H. N. Jha

Table 1 Configuration details of the simulation environment

Parameter Value/type
Number of mobile nodes 10

Link layer type LL

Antenna type Omni antenna
Simulation duration 1200 s

Propagation model

Two-way ground

Mobility model Random waypoint
Interface type Phy/WirelessPhy

MAC type Mac/802.11

Interface queue type Queue/DropTail/PriQueue
Routing protocol AODV

Channel type

Wireless channel

Simulation area

1000 m x 850 m

nature on the same setup to record and analyze its throughput in order to be able to
comprehend the aftermaths of the attack on the network. Here, we noticed that the
network throughput drops to zero immediately as soon as the channel in under the

attack (Fig. 2).

Fig. 2 Simulation information of our dummy network
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Throughput: The average amount of data transferred between the sender and
receiver nodes per unit time within a network is called throughput. It is expressed
in terms of kilobytes per second (kbps) and calculated using the following equation
(see Eq. 1).

Data transferred (in bytes)* 8
Throughput = - - (1)
Time taken (in seconds)

7 Attack Simulation and Results

Scenario 1: Without Attack
I. Deploying the mobile of nodes
As shown in Fig. 1, we started deploying nodes to participate in the network. There

are no dedicated routers or a similar central administration device present in the
network (Fig. 3).

II. A self-arranged ad hoc networks by the deployed nodes

Now as we have deployed a total of 10 nodes in the network (Fig. 4), namely 0 till
9, we observe the nodes interacting with each other as per the AODV protocol.
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Fig. 4 Individual nodes forming an ad hoc network

III. Identifying the source, destination and forwarder nodes

MANETS are dynamic and self-organizing in nature, i.e., it decides the communica-
tion path, thus as seen in Fig. 5, we have a source, a destination and an intermediate
node to facilitate the communication as the source and destination are not reach-
able to each other directly. Whenever there is a scenario like this where the source
and destination nodes are unreachable (as their reachable zone is limited), MANETSs
adapt a multi-hop mechanism to transfer data.

IV.  Communication via the established path

In the previous step, we already had our source, node and intermediate nodes iden-
tified. In this step, we can actually see the data transfer in action (Fig. 6). There is
no loss of data and the communication is happening smoothly. This is an ideal case,
without any attack, characterized by a stable throughput and QoS.

Scenario 2: Network under attack

V. Malicious node starts dropping packets

Until now, we were simulating the best case for data transfer with optimum
throughput. At this point of time, we launched a Grayhole attack on the network
with node ‘2° dropping the data packets. It is pretty obvious from Fig. 7 that the
communication is still happening but the data rate is considerably lower than before,
as a lot of data is being drained by the malicious node.
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Fig. 7 Malicious node starts dropping data

VI. Loss in throughput

Evident from Fig. 8, we can confirm what we saw in the previous step. The channel’s
throughput spikes fall miserably, and at the same moment, we launched attack and
that continued until the attack persisted.

VII. Trace file of the network scenario at the moment

Figure 9 shows the network trace of the above attack simulation of MANET. From
the simulation presented above, it is clear as a mirror that Grayhole attack is indeed
a prominent vulnerability to MANETs. These kinds of attacks not only put the data
integrity at stake because of the possible leakage in the communication channel, but
also pose great threat to the network as a whole, in terms of overall productivity.

8 Conclusion

After a detailed analysis of the performance of MANETSs under the effects of a
Grayhole attack using AODV protocol via NS-2 simulator, our final inference is that
these kinds of ad hoc networks have a strictly linear throughput trend which starts
deteriorating dramatically under an attack. Along with throughput, other factors like
datarate, QoS, etc., parameters of the network were also affected at an alarming level
to be considered as abnormal and concerning. The data transfer within the network
kept on falling as long as the attack was kept alive on the network.



Performance Analysis of MANET Under Grayhole ... 279

Fig. 8 Network throughput during attack

From the above analysis, itis clearly understandable how a Grayhole attack cannot
only hamper the network QoS and throughput, but bully privacy as well. Grayhole
attacks are difficult to detect also because the data rate does not drop to zero at once,
i.e., the communication keeps on taking place, but it degrades slowly and steadily
which also might be misunderstood as a usual network glitch such as channel noise
or interference. Until one smells anything fishy, a lot of data might already have been
leaked. However, with further advancements in the MANET’s immune system and
an improved intrusion detection system, it can be guarded against Grayhole attacks.
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] [@ 4]] (REQUEST)

r 1.006588644 7 RTR --- © AODV 48 [0 ffffffff 2 800] ------- [2:255 -1:255 29 @] [8x2 2 1 [1 @
[0 4]] (REQUEST)
1.006588838 6_RTR --- @ AODV 48 [0 ffffffff 2 80@] ------- [2:255 -1:255 29 0] [ex2 2 1 [1 @
[0 4]] (REQUEST)

r 1.006588940 1 RTR --- @ AODV 48 [0 ffffffff 2 800] ------- [2:255 -1:255 29 0] [6x2 2 1 [1 @

] [0 4]] (REQUEST)

5 1.006588940 1 RTR --- O AODV 44 [0 & 0@ O] ------- [1:255 ©:255 30 2] [6x4 1 [1 4] 10.000000]
(REPLY)

r 1.006589643 8 RTR --- © AODV 48 [0 ffffffff 2 800] ------- [2:255 -1:255 29 0] [6x2 2 1 [1 0

1 [@ 4]] (REQUEST)

r 1.006589116 4 RTR --- O AODV 48 [0 ffffffff 2 800] ------- [2:255 -1:255 29 ©] [ex2 2 1 [1 @

1 [@ 4]] (REQUEST) [

"~fsimple.tr" 4676L, 4081489C i

Fig. 9 Network trace while the attack
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Abstract When the fourth generation for wireless communication networks was
developed, it was upgraded to provide both enhanced coverage area and higher data
rates to every mobile user with lower latency. However, wireless communication
system for the next-generation network will need to challenge new requirement with
a greater diversity of application requirements such as ultra-high data rate, ultra-
low latency, flexible use of spectrum and spectrum sharing, and battery-powered
sensors that needs extremely low energy consumption, and some other control appli-
cations that want a very short round trip time (RTT). Due to problems with orthog-
onal frequency division multiplexing (OFDM) and next-generation demands, OFDM
is not used as a promising waveform for next-generation wireless communication
network. In these circumstances, alternative multiplexing schemes such as general-
ized frequency division multiplexing (GFDM), due to flexibility in pulse shape and
single cyclic prefix in a multi-path system, GFDM is becoming common every day,
making it eligible for 5G wireless technologies. GFDM looks as generalization of
OFDM technique. But one of the common drawbacks of every multicarrier system
is their high peak to average power ratio (PAPR). The main effect of strong PAPR
is instability in the analog to digital converter (ADC) and digital to analog converter
(DAC), decreased its performance and raised costs. A PAPR reduction technique
such as clipping and filtering that greatly improves the efficiency compared to the
initial GFDM signal PAPR. Overall peak re-growth can be reduced by using repeated
clip and filter operations. Simulation is performed for this scheme to evaluate this
system’s PAPR output for different values of roll-off variables.
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1 Introduction

Today, wireless communication is one of the fastest growing fields in the world of
engineering. Rapid development in the domain of wireless communication system,
services and application has drastically altered the way we live, communicate and
works. Wireless communication has several variations in term of applications like
ad hoc network and wireless sensor network [1-3]. It has several design frameworks
and nature-inspired applications and metaheuristic application that solves the several
issues of the networks [4—6]. Wireless communication provides a dynamic and broad
technological field, which has stimulated incredible excitement and technological
progression over last few decades. Initially, communication services offered only
voice, but currently along with voice, high data rate transmissions, multimedia service
and Internet application are also supported [7, 8].

Currently, SG (5th cellular networks generation or Sth mobile communication
generation) is a term used in some research papers and Sth cellular networks genera-
tion or 5th mobile communication generation is a term used in some research papers
and initiatives to describe the next major step of wireless communication technology
beyond the current 4G standards. Nevertheless, 5G is not an official term used by
standardization bodies for any specification or official document such as Wi-MAX
Forum, 3GPP or ITU-R or various telecommunication companies around the world.
New versions of the existing 3GPP including 4G and LTE Advanced are being intro-
duced; however, they are not considered to be new generations. All of the previous
wireless technologies enjoy the convenience of telephone and data sharing, but 5G
makes real mobile life. It is expected to improve its offerings and applications [9].
The set of challenges in 5G is given by C = {C1, C2, C3, C4, C5, C6, C7}.

C1 Serving large amount of user

C2 Effective use of spectrum

C3  Supporting traffic volume 1000 X in ten years
C4  Supporting large number of user

C5 Reducing power consumption

C6  Security cloud

C7  Cost factor

The set of features in 5G is given by S = {F1, F2, F3, F4, F5, F6, F7}.

F1 Massive MIMO

F2 Reduced latency

F3  Very high data rate

F4  Very high capacity

F5 Improved securities

F6 Device to device communication
F7 Long battery lifetime

We need a dramatic shift in the ideas of cellular architecture to overcome the
above difficulties and satisfy the preconditions of 5G network requirements. One of
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the key ideas for 5G cellular network architecture is to separate the situation outside
and indoors. We have been in indoor condition since 80 percent of the time, and
there is a huge loss of penetration by construction. So we have got to stay away from
that. This is related to the distributed antenna system (DAS) and the massive MIMO
network [10].

OFDM is not appropriate for 5G as a result of its low spectral efficiency and
synchronization issue. The approach of new applications in 5G wireless systems, for
example, Internet of things (IoT), machine-to-machine (M2M) communication and
media-rich high transmission capacity applications requires the requirement for new
waveforms. Compared to OFDM, signals which present in these waveforms are more
localized in frequency and time. In this voyage, we need to search for new waveform
contenders for the physical layer (PHY) of 5G correspondence. Some important
promising waveform contenders are generalized frequency division multiplexing
(GFDM), filter band multicarrier (FBMC), universal filtered multicarrier (UFMC)
and bi-orthogonal frequency division multiplexing (BFDM) [10].

With FBMC, the subcarriers have a separate pulse shape to lower the OOB emis-
sions, [11] one of the most examined multicarrier filter systems. From response of
transmit filter, length is usually long, as the subcarriers have limited transmission
capacity. As a result, only when the large number of symbols is transmitted, then
FBMC can achieve good spectral efficiency. Obviously, the above arrangement is
not useful for situations of low latency. UFMC is the ongoing proposal on filtering
subcarriers groups to reduce OOB emissions. UFMC needs no CP that means time lag
is more responsive. It is therefore not suitable for applications where time synchro-
nization is needed to save energy [12]. BFDM [13] uses well-localized pulse shapes
on both sides of the transmitter and receiver. In order to achieve entirely localized
pulses in both the frequency and time domains, BFDM uses offset QAM (OQAM).
Therefore, it is not easy to integrate very high density BFDM with MIMO, one of
the key features of 5G technology.

The benefits of the GFDM technique [14] come at the disadvantage of a
contrasted enhanced bit error rate (BER) and OFDM procedure whose deteriora-
tion is attributable to the way; GFDM is a non-orthogonal waveform. Subsequently,
the non-orthogonality of the adjacent subcarriers and time slots results in self-
interference. Matched filter (MF), zero forcing (ZF) or minimal mean square error
(MMSE) receptor can be extracted to tackle this self-impedance. There are different
benefits of GFDM which are given below.

i.  Provides the flexibility required by 5G applications
ii.  Large spectral and energy efficiency
iii.  Block-based transmission using insertion of cyclic prefix
iv.  Robust to time synchronization
v.  Frequency and time domains multi-user scheduling
vi.  To support high mobility and large diversity
vii.  Reduce the power consumption
viii.  Application like IoT, Tactile Internet, M2M communication, etc.
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Yet PAPR is one of the GFDM system’s big concerns, which is strong in trans-
mitted signal side that corrupts system output while utilizing a nonlinear high power
amplifier (HPA). It is necessary to use the proper PAPR reduction technique on the
transmitter side along these lines.

This chapter is explained as following. Section 2 describes the concept of the
GFDM device and its operation. The description of the PAPR issue and its results are
described in Sect. 3 and the suggested PAPR reduction strategy and the approximation
of the outcome of this PAPR reduction for the various roll factor values are described
in Sect. 4. The conclusion is ultimately presented in Sect. 5.

2 GFDM System Description

For the 5G PHY layer, GFDM is a promising solution as it can handle a number
of prerequisites. To satisfy certain latency conditions [14] in block structure of the
MK samples, where subcarriers K convey M sub-symbol, the signal duration must
be reduced to meet certain latency requirements [15]. The time—frequency structure
can be established to manage the time limits of low latency applications. Thus, this
scheme retains all the main benefits of OFDM, but adds additional implementation
complexity.

Fettweis et al. proposed GFDM, which is a flexible multicarrier modulation tech-
nique [16]. It has also been proposed for 5G networks air interface. GFDM’s flexi-
bility makes it possible to cover CP-OFDM and unique carrier frequency domain situ-
ations. When M = 1, GFDM modifies the OFDM. For K = 1 and SC-FDM, SC-FDE
is acquired. The important property recognizing the scheme proposed by OFDM and
SC-FDE is, however, that similar to SC-FDM it allows the separation in K subcar-
riers and M sub-symbols of a given time—frequency resource. GFDM relies on the
modulation of the independent block. Each block is made up of different subcarriers
and sub-symbols [14, 17].

Subcarriers are filtered with a time and frequency domains cyclically shifted
prototype filter. This method eliminates OOB emissions and allows the allocation
of fragmented and complex spectrum to existing services and other users without
significant interference. Subcarrier filtering can produce subcarriers that are non-
orthogonal and generate ISI and ICI [13]. This interference can be avoided by an
appropriate acceptance process. For example, in different channel models, a matched
filter receiver with the iterative interference cancelation [ 14] can achieve a better SER.
From Fig. 1, the OFDM frame has a cyclic prefix for transmitting all K subcarrier
symbols and the GFDM frame has a single CP for sub-symbols, all of which we can
see are included in K subcarrier. This is possible because a single CP is sufficient to
ensure that the linear conversion with the channel is equal to the circular conversion.
The MK constellation symbols can be transmitted using only one CP with GFDM,
but OFDM requires an M CP interval to transmit MK constellation symbols. In that
case, the loss of efficiency due to OFDM and GFDM CP overhead can be described
as [18]:



Technique to Reduce PAPR Problem in Next-Generation ... 287

D D D
A A A

(a) CP - CP = CP . K Subcarrier
A A A

—— >
OFDM SYMBOL1  OFDM SYMBOL2 OFDM SYMBOL3

® 1 cp

K Subcarrier

> 3> | T
> | » |0
> |3 »|UT

N
!

M Time Slot, M=3

A

Fig. 1 a Three sequential OFDM symbols in one OFDM frame and b three sequential GFDM
symbols in one GFDM frame

tsymbol
NOFDM = 1)
tcp + tsymbol
M x tsymbol
NGFDM = —————————— 2)

tcp + M x tsymbol

If tsympol is OFDM symbol length and 1/M of GFDM frame duration excluding
the CP interval duration is equal to OFDM and GFDM transmission bandwidth.

2.1 GFDM System

The block diagram or signal model are shown in Fig. 2 [19], b bits of data given by
data source and the data is encoded and mapped. In other words, for this function,
M-QAM is the modulation used to symbolize a complicated constellation measured
at 2", where u is the order of modulation. Therefore, vector is obtained, where the
block of data consists of elements N. Every factor can be divided into subcarriers K

> . > T
and sub-symbols M that relate as N = KM, leading to d = (dOT ar,..., dAT,I_l) ,

T

where each vector is denoted by symbol dy = (J rodr il ) . Meaning

Om> “1lm> > “K—1,m
of T is transpose of matrix. Each and every entity corresponds to the data transmitted
on the subcarrier kth and sub-symbol mth in the block, and of these data symbols
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Fig. 2 GFDM transceiver block diagram

are transmitted in domain time and frequency as independently followed with a
corresponding pulse shape, where n is defined as the sampling index.

2.2 Modeling of GFDM System

Transmitted signal in GFDM transmitter is given as follows [14]:

M—-1K-1

x[n] =YY dimp[(n — MK)y]giln] 3)

m=0 k=0

Various operations inside GFDM modulator as shown in Fig. 3 [19]. If M corre-
sponds to the total number of GFDM symbols within the GFDM frame, K is equal
to the total number of GFDM symbols within the GFDM frame [20]. From Eq. (3),
p [(n — MK) N] represents the circular shift impulse response of pulse shaping filter
pln] by MK with modulo N. g,[n] is the complex exponential multiplier that shifts
the baseband spectrum to the location of the subcarrier kth in Eq. (4) [14].

guln] = e /% )

Performance of the GFDM transmitter, x[n] can be written in Eq. (3). Defining
pmln] £ pl(n — mk)y] can be given as

M—-1K-1
x[nl =" dimpmlnlgln] 5)
m=0 k=0
F=Ad ©6)

where
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Fig. 3 GFDM modulator

do,0
di0

x(.l) i dx—1,0 ’
: do,1
X(N —1) di

| dx—1,m-1 |
P0.,0(0) P1ooy e PK—-1,00)

Po.1(1) Piiay e PK—1,1(1)
A | . .

PO.M—1(N=1) PILM—1(N=1) +-+ -+ PK—-1,M—1(N—-1)

where matrix A is defined as transmitter matrix with KM x KM dimension.
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2.3 Pulse Shaping Filter

Due to the multi-path propagation in wireless communication, signals spread in time
domain and therefore ISI takes place. It significantly increases the error probability
at the receiver side. It creates a major obstacle in high data rate communication.
The effects of ISI can be minimized, if the symbol duration is allowed to be suffi-
ciently large but it lowers the data rate performance and poor bandwidth efficiency.
Techniques are desirable to minimize the effects of ISI without lowering bandwidth
efficiency. Pulse shaping is one of such techniques which used before transmission
which help to suppress OOB radiation. Before transmission through channel, the
signal is passed through a pre-modulated filter which lowers the amount of radiation
into the adjacent bands [7].

Rectangular pulses are used in OFDM. Its frequency response theoretically
extends to infinity. Practically transmission of rectangular pulses incurs high side
lobes which causing significant amount of out-of-band radiations. This results into
undesirable ACI. ACI depends on the spectral characteristics of a transmitted signal.
A signal with good spectral characteristics should depend on the transmission power
within the transmission bandwidth.

Nyquist Criteria for pulse shaping.

Nyquist found out that the effect of ISI can be completely mitigated if the signal is
passed through a filter with an appropriate frequency response. Theoretically, it is
proved that the minimum bandwidth required to transmit a signal with R symbols
per second without ISI is § Hz. This becomes possible when the transfer function
S(f) assumes a rectangular shape. Then, its single sideband becomes equal to %T. Its
impulse response is represented by s(#) which is a sincfunction. The different pulse
shaping filter used in the GFDM are as,

(1) Raised Cosine: The most common pulse shaping filter used in mobile commu-
nication. The frequency response S(f) is equal to the composite frequency
response of transmitter, channel and receiver. Using this filter, ISI can be
completely removed if S(f) is designed such that

: for0 < |f| < fi
[14 cos(55=(If| = B —a)))], for fi <|f] <2B — f,
, for|f] > 2B — f

2

I-=l-

S(f) =

[N
&

(7

« is the roll-off factor which is defined as ¢ = 1 — %, points to the excess
amount of bandwidth ‘B’ over an ideal shape of a pulse (when o = 0). Its
indicate the minimum Nyquist bandwidth. As « increases, the required amount
of bandwidth also increases. A special case, « = 1 indicates that the required
amount of excess bandwidth is 100%, this is called full cosine off pulse.
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(2) Root Raised Cosine: It is variant of RC pulse shaping filter. It is derived by
taking the square root of the frequency response of the RC pulse shaping filter.
Its waveform occupies a larger dynamic range than a RC filtered waveform.
The frequency response S(f) of RRC can be expressed as

75 for0 < |f] < fi
S = S+ cos(i& (1f1 = BA —a))]. for fi < |f| <2B — fi
0. for|f| = 2B — fi

()

3 PAPR Problem

PAPR is characterized as the ratio between the maximum power and the average
power for the envelope of a baseband and passband complex signal, s(¢), i.e.,

o max 0P
PAPR{s(?)} = W 9
PAPR(dB) = 10log,,(PAPR) (10)

PAPR is also known as crest factor. CCDF is to be calculated as a signal PAPR,
because the CCDF is one of the most commonly used PAPR reduction techniques.
CCDF means complementary cumulative distribution function [21].

Due to the wide dynamic range of waveforms, PAPR occurs. High PAPR essen-
tially emerges as a result of IFFT pre-processing. Data symbols in all subcarriers
here generate high peak signals as shown in Fig. 4.

Fig. 4 Peak signal and 18
average signal

14} Peak Power

sl | J ' l |
LR '[s"]'1'|= L
] | H I Average

f Power
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3.1 Complementary Cumulative Distribution Function

The cumulative distribution function (CDF), or the distribution function, is likely to
be found in probability theory and statistics, with a value that is not exactly matched,
or similar to ‘x’ represents CDF, to determine the distribution of multivariate random
variables. Equation (11) shall be used for each real number ‘x’ of the CDF of the
random variable indicated by ‘X’.

Fr(x) = P(X = x) Y

where on the right side of the equation, the random variable ‘X’ has a value equal
to or below ‘x’. The CDF of ‘X’ is definable as the density function frequency, f as
defined in Eq. (12).

F(x) = / f(t)dt (12)

where F(x) is cumulative distribution function and f (t) is probability density function.
The CCDEF referred to by F(x) defines the probability of a real random ‘X’ with a
given probability distribution being found to a value greater than ‘x’. Equation (13)
describes the equation of CCDF of ‘X’.

Fx)=PX>x)=1-FX) (13)

F(x)—Real and imaginary parts of the time domain are given as a mean of zero
and a variance of 0.5 in order to carry out, to the degree that a central limit theorem
has been performed for a multicarrier signal with a large number of subcarriers (K).
In this way, Rayleigh distribution is used for the multicarrier signal amplitude in
which a central, two-degree chi-square distribution is used for the distribution of

power in the system. At that point, the CDF of the signal sample amplitude is given
by [22],

F(X) = (1 - e*xz) (14)

PAPR’s CCDF for data block non-oversampling is given as:-

PPAPR>x)=1-FX)X=1- (1 - e*xz)K (15)

where it has assumed to be a large number of subcarriers.
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3.2 PAPR in GFDM

A discrete GFDM signal [19] is given as

M—-1K-1

x[n] =YY " dimp[(n —mK)y]eln] (16)
m=0 k=0

guln] = e~/ % (17)

where K x M = N and py ,[n] = p[(n — mk) mod NJ - e 727 are pulse shape
filter p[n] time and frequency conversion equation. d(k, m) is the kth subcarrier data
in the block sub-symbol [23]. Therefore, the expression for PAPR of GFDM signal
is

maXp<p<N-—1 [|xn|2]
E[lx,[*]

PAPR(dB) = 10log,, (18)

3.3 Parameters Influencing PAPR

Parameters which influencing the PAPR performance are mentioned in Table 1.

Table 1 Parameters influencing PAPR

Parameters Influence on PAPR

Modulation schemes PAPR is linearly dependent on constellation of modulation
schemes. It is more for M-QAM than M-PSK

Roll-off factor («) It varies from O to 1. As ‘e’ increases, PAPR reduces
significantly

The number of subcarriers (K) | PAPR is directly proportional to the K (total number of
subcarriers). As it increases, device PAPR also increases due to
the greater the number of peaks PAPR can appear [24]

Filter length (L) influence The filter length L has a high importance for PAPR estimation.
The PAPR increases with the filter length
Oversampling factor The oversampling refers to the no. of samples per symbol

period. Oversampling is a technique, which can be used to
calculate the more accurate value of PAPR of signal
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3.4 Factors for Selecting the PAPR Reduction Strategy

A few considerations are taken into account when selecting the strategy that can
efficiently diminish the PAPR just as excellent performance can be sustained. These
following factors are to be considered [25] as:

i.  Strategies for decreasing PAPR should be permitted to decrease PAPR without
adding in-band interference and radiation from OOB.

ii. Low average power: The increased capacity need a high level operational area
in HPA and therefore decrease the output of the BER.

iii. No BER performance degradation: The aim of PAPR degradation is to show
signs of improvement of system performance.

iv.  Power efficiency in the reduction of PAPR should be considered. If more power
is needed to operate the technique that reduces the PAPR, then the inherent
feature of the BER is destroyed.

v.  No spectral spillage.

3.5 PAPR Reduction Method

PAPR reduction strategies can mostly be separated into two domain technologies: a
frequency domain technology and a time domain technology. Examples of frequency
domain techniques include selective mapping (SLM), partial transmitting sequence
(PTS), precoding and more. Examples of time domain technique are clipping and
filtering, peak widowing and so on. Contrast between accessible PAPR degradation
strategies is appeared in Table 2 [24-28].

3.6 PAPR in GFDM

Figure 5 is plot between CCDF versus PAPR (likewise as probability vs percentage)
in GFDM system with ‘o’ equal to 0.3 and 0.8, respectively. This plot is determined
for the values, where no. of subcarriers = 128, no. of sub-symbols = 5, CR =4, 16-
QAM modulation are utilized. The PAPR of original GFDM signal is not exactly the
PAPR of OFDM system as appeared in this figure. In this way, we have to diminish
the estimation of PAPR which is examined in the next section. Figure shows the
GFDM RC filter system’s PAPR with specific ‘@’. Increment the PAPR of GFDM
with the « extension. The RRC filter is contrasted with the RC filter more with PAPR.
The results show that the option of the pulse shaping filter affects GFDM system
performance. In this manner, PAPR is impacted by either a similar filter with different
‘e’ or different filter with a similar ‘«’.
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Fig. 5 Plot between CCDF 1
versus PAPR[0] in GFDM Roll-off factor=0.9
with different roll-off factor 08t Roll-off factor=0.3 | |
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4 Problem Solution

The Clipping technique which is used to reduce the PAPR in GFDM signal mostly
similar to the OFDM clipping technique [29]. GFDM signal is generated from GFDM
modulator where IFFT operation is done with circular shifting of the signal. This
signal is then clipped using clipping technique. The clipping is then filtered to the
out-of-band strength. The forward FFT converts the signal being clipped back into
the distinct frequency domain. In this method, where all band-edge subcarriers are
unused and the corresponding components are null and void. The resulting filter is
a time-dependent filter that excludes out-of-band frequency but passes components
of in-band frequency. It does not cause distortion to the signal within the band.
Here, filter works on a symbol-by-symbol basis, and it does not cause any conflict
between symbols. The filtering causes re-growth to some peak in transmitter side
before transmitting the signal. Proposed model for PAPR reduction using clipping
and filtering method is shown in Fig. 6.

The flow diagram of clipping and filtering technique which is applied on the
GFDM system is shown in Fig. 7. Finally, clipped GFDM signal is passed over
AWGN channel which provide better SNR performance compared to original GFDM
signal. Condition of clipping is signal power of GFDM signal is greater than product
of CR and mean power of GFDM signal.

-------------------------- Clipped
GFDM : G
FDM
_s| GFPM pignal Clippi FFT rrT  (Siggal
> 1pping > —>
Modulator : e
1
1

i Clip and filter

Fig. 6 Block diagram of proposed method for PAPR reduction
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Fig. 9 Clipping on GFDM 1
signal for RC pulse at o = “
0.3 0.8 \ i
0.6 1 9
k<]
8 |
0.4} “ ’ ‘
0.2 ST "
3 4 5 6 7 8 9
papr(dB)
Table3 Simulation Total no. of subcarriers 128
parameters
Total no. of sub-symbols 16
Modulation method used 16-QAM
Total no. of iteration 4
Pulse shaping filter used RC and RRC
Roll-off factor («) 0.3,0.8
Clipping ratio 4

Figures 8 and 9 show the repeated clipping and filtering using our proposed
method significantly decreases the PAPR for the values of roll-off factor 0.3 for both
RRC and RC pulse shaping filter (note the logarithmic scales), and there are two
iterative clipping on original PAPR of GFDM system. The parameters of the above
simulation are given in Table 3. From the figure, it shows RRC filter has the more
PAPR compared to RC filter which is true. The results demonstrate a strong effect
on the output of GFDM system, when choosing the pulse shaping filter.

5 Conclusion

Wireless communication network does not stop growing; the evolution from 1 to 4G
has developed the quality of human life dramatically. Lots of dreams came to reality
by wireless communication technologies and applications. 5G promises to evolve
the wireless technology with its speed, reliability and other features. GFDM is the
most promising 5G technology waveform competitor that offers high bandwidth and
low OOB radiation for the 5G communication network. Multiplexing strategy used
in 5G technology still has a problem of PAPR but less than the others. Clipping could
be one of the effective methods for the degradation of the PAPR. But this process is
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nonlinear and could lead to significant bandwidth degradation, which degrading BER
performance and OOB noise, reducing spectral performance. Filtering can reduce the
spectral splatter after cutting, but it can also cause a peak re-growth. In the wireless
communication device with various a-roll factors, pulse shaping filter is a significant
factor in the efficiency of GFDM. The performance of PAPR without degrading SNR
performance may be improved. All simulation and result are performed using this
technique are on MATLAB software.
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Abstract The present chapter deals with the time series of worldwide monthly
mobile data traffic per smartphone during January, 2014-December, 2019. Firstly,
an attempt is made to understand the nature of memory in this time series by taking
into account scaling pattern and the issue of persistence or anti-persistence by means
of Hurst exponent. Next its self-similarity or self-affinity which is coined as fractal
behaviour is analysed using Higuchi’s method of fractal dimension estimation. Next
the self-organized criticality (‘soc’) of the present data is analysed with the help of
the integrated (cumulative) distribution. To examine the nonlinearity and determin-
istic/stochastic nature of the governing mechanism, we use delay vector variance
(DVV) method. We have taken into account 0-1 test for chaos and recurrence plot
(RP) analysis with recurrence quantification analysis (RQA) to test the signature of
chaos in the present data. In fine, the proposed chapter employs certain statistical
signal processing techniques to realize the memory, self-similarity, self-organized
criticality, nonlinearity and chaos in the present time series of worldwide monthly
mobile data traffic per smartphone. This study possibly indicates a persistent, self-
similar, deterministic, nonlinear and non-chaotic profile with no ‘soc’ for the present
time series.
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1 Introduction

The present era is the period of wireless technology, and it has a huge
impact in our daily life. In our circadian lives, willingly or unwillingly, we
interact with different wireless networks like cell phone networks, wireless local
area networks, wireless sensor networks, satellite communication networks, terres-
trial microwave networks, etc. After the inception of the Internet, the persistently
enhancing volume of network users and their reciprocated exchange of information
is turning out to be an imperative conduit of communication. From the perspective
of dynamical system, the governing mechanism of a wireless network traffic can be
a highly nonlinear occurrence.

Earlier there have been certain attempts to investigate nonlinearity and chaos [1—
4] and self-similarity or fractal nature [5, 6] in different forms of wireless network
traffic. In the modern era, usage of mobile phones has become a very essential part and
parcel in daily life. After the launch of smartphones, mobile Internet data traffic has
emerged as an immensely interesting and challenging domain of scientific research.

1.1 Objective and Motivation

In the present correspondence, we have considered the time series of worldwide
monthly mobile data traffic per smartphone during January, 2014-December, 2019
[7]. The objective of the present work is to investigate the memory, nonlinearity and
chaos in the present time series in order to have a broad understand of the pattern of
sharp growth in mobile data traffic worldwide.

1.2 Contribution

The analysis of the present time series starts with the investigation of memory in it by
means of scaling analysis, and we have used the concept of Hurst exponent [8—12]
for the same. After that we inspect the self-similar (fractal) nature in the present time
series by using Higuchi method [13, 14]. Next we apply the integrated (cumulative)
distribution analysis [ 15—17] to identify whether any form of self-organized criticality
(‘soc’) is present in the data or not. Next, we use delay vector variance (DVV) [18, 19]
method to inspect the deterministic/non-deterministic profile as well as nonlinearity
for the present time series. Then, 01 test for chaos [20-24] is implemented on this
time series. Finally, recurrenceplot (RP) [25] is used over this data with recurrence
quantification analysis (RQA) [26—33] to have a more precise and invasive approach
to trace whether any chaos is present in it or not. After demonstrating the working
theories and before going to furnish the results with the present time series, we first
present the updated and projected scenario of mobile-broadband subscriptions and
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volume of data usage from the perspective of both global and Indian context with
certain graphical profiles to realize the background and importance of this present
analysis.

2 Working Theories

In this section, we present the theories we have worked with. First, we present theory
of the estimation of Hurst exponent which is followed by theories of estimation
of fractal dimension, estimation of self-organized criticality, delay vector variance
analysis, 0—1 test for chaos, recurrence plot (RP) analysis and finally recurrence
quantification analysis (RQA), respectively.

2.1 Scaling Analysis and Estimation of Hurst Exponent

Hurst exponent plays a very important and convincing role to understand the memory
of a time series. This term was coined by H.E. Hurst in a study of hydrology during
analysing the hydrological characters of the Nile river in Egypt [8].

For the scaling analysis of a given time series, finite variance scaling method
(FVSM) is a very useful technique [8—12]. A well-known version of FVSM is the
standard deviation analysis (SDA) [10]. For a given finite time series {x(¢,)} (Where n
=1,2,....,N and ¢ represents time), this method gives rise to a sequence of cumulative
standard deviations D (¢;) associated with the partial time series {x(z,)}(n = 1, 2,
..o, j) (Where j =1, 2, ...., N) by the following manner:

J J
D(j) = = > (t) - & Y x@)P1E, forj=1.23...,N (D
J e J

n=1

For self-similar time series, eventually, we can find that this D (¢) in Eq. (1) follows
a power law by the following way: [8—12]

D) o 17 2

Here, in Eq. (2), H is the Hurst exponent, and it can be estimated calculating the
slope of the line of regression for the log—log plot of D(¢) versus .

Range of value Hurst exponent (H) lies between 0 and 1. H = 0.5 implies a
Brownian motion and hence a true random walk of the time series. 0 < H < 0.5
indicates that the time series is of anti-persistent behaviour (negative autocorrelation)
and hence ruled by a short memory process. 0.5 < H < 1.0 occurs for a time series
with persistent behaviour (positive autocorrelation) and hence governed by a long
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memory process. H = 0 and H = 1 indicate a white noise and a smooth time series,
respectively.

2.2 Self-Similarity and Higuchi Method to Determine Fractal
Dimension

Higuchi [13, 14] developed a method for calculating the fractal dimension of a given
time series. The method is as follows.

We take a finite set of time series {x(#,)} where n =1, 2, ...., N and ¢ represents
time taken at a regular interval, i.e. here #, = t; + (n — 1)t where t represents the
uniform gap in observation instants.

From {x(z,)}, we develop another time series as {X(m), X(m + k), X(m + 2 k),
.., X(m 4+ [(N — m)/k]. k)} where [] refers box function and k, m € Z with the
restriction m = 1, 2, 3, ..., k. m and k indicate the initial time and the interval time,
respectively. In this process, for each k, we obtain k sets of new time series. We fix
the length of the curve corresponding to each m for a particular value of k of these
new k time series as follows:

[(N—m)/k]

Ly (k) = X k) — X | — Dk V-1 k(3
(k) = ; X (m k) = Xm 4 G = DR 17k )

The length of the curve for the time interval k, (L(k)) is fixed as the mean value
over k sets of L,,(k) as found in Eq. (3). If (L(k)) o k=P, we deduce that the curve
is of fractal nature with dimension D. We derive fractal dimension D estimating the
slope of the regression line from the plot of log(L(k) against log k.

2.3 Self-Organized Criticality by Means of Integrated
(Cumulative) Distribution

Self-organized criticality or ‘soc’ is described as the tendency of large dynamical
systems to organize themselves into a critical state, with avalanches or exhibits of
‘punctuations’ of all sizes. In the critical state, events which would otherwise be
uncoupled become correlated. ‘soc’ is one of the factors by which complexity arises
in a dynamical system. The idea of ‘soc’ was first suggested by Bak et al. [15, 16] to
illustrate the mechanism of open and extended driven systems exhibiting avalanche
like energy dissipation. The philosophy of ‘soc’ is associated with the idea of scale
invariance of the distribution of relaxation events and the simultaneous existence of
self-regulatory internal mechanism that can drive the system to a statistical stationary
state.
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‘soc’ may be present in a dynamical system provided the system is governed
by a power law. The knowledge of the dynamics of the process is decisive for the
characterization of the possible ‘soc’ behaviour. Presence of scaling signature in
the signal strengthens the link between the governing dynamics of the signal and
‘soc’. Distributions n(x) of events with property x that behave like n(x)~ x~* are
most conveniently analysed with the help of the integrated (cumulative) distribution
[15-17]:

M

Nx) = / n(x)dx 4

X

where M is the maximal event encountered in the data set. Eventually, we can find
if M is finite

T—1
N ~ —TH1 1— <i> 5
(x) ~x [ i ®)

Thus, the log—log plot of N(x) versus x definitely departs from a straight line as
X approaches M.

2.4 Delay Vector Variance (DVV) Analysis

When a time delay is embedded in a time series demonstrated by a temporal signal
X;, the time series can be described in ‘phase space’ by a set of delay vectors (DVs)
xk) = [xk_m,, e, xk_,] (where k=1, 2,..., N), the embedding dimension is given
by m, and the embedded time delay lag is denoted by 7. Inside a fixed Euclidian
distance t4 to DV x (k) DVs are assembled which are referred by A (4). Mean target
variance o *2 throughoutall setsof Ay k= 1,2, ..., N isestimated. Optimal embedding
dimension m is that embedding dimension for which minimum mean target variance
(0*?) is obtained. The entire ranges of pair wise distances are examined by varying
standardized distance [18, 19, 33, 34]. Next, distance axis is standardized by is
replacing 74 by (tq — pq)/oq wWhere g and o4 are mean and standard deviation,
respectively, for the whole range of 74, calculated over all pair wise distances between
DVs defined by

di, j) =1lx(@) —x(DIli #J (6)

The DVV plots are produced from the plot of target variance o*>(zq) versus
(T4 — pa)/oq. The estimation of the noise present in the signal is given by minimum
value of target variance 053 = min,,{0**(rq)}. The prevalence of the noise is
overriding for the stochastic component of the signal. Hence, stochastic components
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should deliver larger values of 6,%2 On contrary, smaller values of 0,2, indicate that
the signal is deterministic. The DVV plots converge to unity at the extreme right as
all the DVs are interior to the common universal set, and the variance of the target
DVs is identical to the variance of the signal for maximum span.

Iterative amplitude adjusted Fourier transform (IAAFT) [35, 36] can be employed
to obtain surrogate signal. Original signal’s embedding dimension is used to plot
DVYV of surrogated signals. A DVV scatter diagram may be composed where target
variance o *?(4) of the original signal corresponds along horizontal axis and mean
of target variance o*?(t4) of surrogate signal corresponds along vertical axis. If the
DVYV plots of the original signal and the surrogate are analogous, then the DVV
scatter diagram merges with the bisector line, and the signal is judged to be linear.
Conversely, if the two DVV plots are not alike, then the curve deviates from the
bisector line, and the signal is judged to be nonlinear. The amount of nonlinearity
can be understood by measuring the root mean square error (RMSE) between the
0*2(ty) of the original signal and mean of the o*?(t4) of the surrogate signal and is
shown below:

)

2
lec\];l O—;i(fd)
N;

RMSE = mean{o*z(rd) -

where o;‘ji(td) is the target variance at span 74 for the kth surrogate, and the average
is considered over all span of t4 valid in all the surrogate as well as DVV plots
[20, 29, 30].

2.5 0-I Test for Chaos

In 0-1 test [20, 21] for chaos, time series vector is taken as input and ‘0’ or ‘1’
results as output whenever the input time series vector is ‘non-chaotic’ or ‘chaotic’,
respectively. This test is authentic, easy to apply and robust [22] to determine if
deterministic chaos present in a time series.

From the time series x(k) for k = 1, 2, ...,N, a Fourier transformed series p,, is
constructed as follows [23].

Dn = Zx(k)e”“' wherel <n < N )
k=1

corresponding to different random values of c. We have generated 100 random values
of ¢ in the interval [7r/5, 47t /5] to obtain100 sets of p,,. The smoothed mean square
displacement D (n) is obtained as
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N—m

1 1 — cos nc
D.(n) = N_m Z |Pkin — prl* — () ———
k=1

€))

1—cosc

where (x) = (1/N) Z/]cv=1 x(k) andn <m < N/10 < N. m is not chosen larger then
N/10 to enhance effectivity of the test. If x (k) is chaotic in nature, then D¢ (n) < n
and plot of Real (p,) versus Imaginary (p,) shows a Brownian motion. Otherwise if
x(k) is non-chaotic or regular in nature, D.(n) follows a bounded function of n, i.e.
D.(n) does not increase infinitely with n and plot of Real (p,,) versus Imaginary (p,,)
represents a bounded motion. As D.(n) may be negative due to second term of the
right hand side of Eq. (9),

D:(n) = Dc(n) + o Viamp (1) (10)

has been set to make the test more robust where Vyamp(n) = (x)? sin (\/ 2n).

The amplitude « of the term Vgamp(n) controls the sensitivity of the chaos test
to weak noise and weak chaos. The asymptotic growth rate K. is measured by
correlation method to measure the strength of the correlation of D*.(n) with linear
growth 7.

K. = corr(n, D*(n)) (11)

K results binary value O or 1.
Finally, median of these values of K. is computed to obtain

K = median(K,) (12)

If the value of K is close to 0, the time series is interpreted as non-chaotic or
regular and conversely, if the value of K is close to 1, the time series is interpreted
as chaotic or non-regular [24].

2.6 Recurrence Plot (RP) Analysis

The pictorial approach to identify all those times where a state of a dynamical system
recurs is the recurrence plot (RP) [25, 37]. A recurrence is the return of the system in
its previously occured state. A recurrence is obsereved when the a system at time i is
within the neighbourhood of an earlier point of the system at time j in the phase space.
This is picturized within a two-dimensional squared matrix R named as recurrence
matrix where both the axes are time axes. For a trajactory of length N and X, € R™,
R is defined as
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N

x,-—xj

Rij(e) = O(e - iij=12,...N (13)

where ©(.) is the Heaviside step function, ¢ is the threshold distance and ||| is a
suitable norm. Hence, elements of R are either O or 1. RPis a visualized representation
of R generated by marking black and white dots for 1 and 0, respectively.

AsR;;(e) =1Vi =1,2,... N, RP contains a long black main diagonal line, line
of identity(LOI). But this main diagonal does not contain any useful information
about state of recurrence. Other diagonal lines are given by Ry j4x = 1 for k =
1, 2,.., I where [ is the length of the diagonal line. The length of diagonal lines
(excluding main diagonal) of RP is a good estimation of predictibility of the system.
The RPs with long diagonal lines indicate predictable, and hence, regular signals,
short diagonal lines represent system which are sensitively dependent to the initial
conditions, i.e., chaotic system and no diagonal line or single point infers that the
system has homogeneous distribution of stochastic signals.

2.7 Recurrence Quantification Analysis (RQA)

The recurrence quantification analysis (RQA) [26-33, 37] is an efficient quantitative
approach to study nonlinear data. It quantifies RP based on the analyzation of the
diagonal lines occurring in its recurrence plot.

We here measure a set of four recurrence variables. First among them is percent
recurrence(REC) or recurrence rate(RR) which quantifies the proportion of recurrent
points existing within predefined threshold.

REC is expressed as

1 N
REC(er) = 5 ) Rij(ei) (14)

ij=1

It estimates the probability to find a recurrence point in RP for a fixed threshold
and the probability that a particular state will recur by calculating number of black
dots in the recurrence plot. REC ranges between 0 and 1. O indicates no recurrent
point, and 1 indicates all recurrent points in RP. More the REC, more the chance of
time series of being regular.

The second recurrence variable is percent determinism (DET) determined by
fraction of recurrent points which form diagonal lines of RP.

DET is given by

N
N D
DET = iz D (15)

JJ
N
Zi,j:l Ri,j
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where

D;;=1,if(i,j)and G+ 1, j+1)or (i —1, j— 1) are recurrent (16)
0, otherwise

The value of DET is between 0 and 1. As diagonal lines are absent for stochastic
time series, long for periodic time series and short for chaotic time series, DET close
to 0 and DET close to 1 indicate stochastic and periodic time series, respectively. If
the value of DET is neither close to O nor close to 1, there is possibility of the time
series to be chaotic.

The third recurrence k variable is maximal line length in the diagonal direc-
tion(LMAX) which is length of the single longest diagonal line segment in the entire
RP excluding the main diagonal.

LMAX = Max(;),i = 1,2,... N, (17)

where [; is the length of the ith diagonal line and N; is the number of diagonal lines
excluding main diagonal. As diagonal line estimates the range where a segment of
the trajactory is close to another segment, LMAX estimates the divergence of the
trajactory segments. So, smaller LMAX indicates trajactories tend to be more diver-
gent and hence more chaotic. On the other hand, larger LMAX implies trajactories
tend to be more convergent and hence more regular. Based on this fact, it is clear
that there is a inversely proportional relationship between LMAX and Lyapunov
exponent [25].

The fourth and last recurrence variable is Shannon entropy of the frequency
distribution of the diagonal line segments (ENTR).

ENTR is given by

N

ENTR = — > p()In p(0) (18)

i=l1

where p(/) is the probability distribution of lengths of diagonal lines.

Calibrated over integer bins in a histogram., ENTR determines the complexity of
deterministic structure of the trajactory. If the value of ENTR is small, low complexity
in the dynamics of the trajactory indicates its chaotic nature. On contrary, high entropy
indicates more complexity in the trajactory supporting its non-chaotic nature.
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3 Mobile-Broadband Subscriptions and Volume of Data
Usage: Global and Indian Scenario

Figure 1 demonstrates the active mobile-broadband subscriptions per 100 inhabitants
during 2007-2019 [38].

To understand the power law behaviour for the three curves as depicted in Fig. 1,
corresponding log—log plots are sketched in Figs. 2a—c, and the corresponding best-
fitted straight line with equation (along with the goodness of fit measured in the form
of R?) is provided in each case.

From the estimated equations of the best-fitted straight lines against the log—log
plots (base e), we can estimate the forecasting power law models for the three patterns
as follows:

Number of active mobile-broadband subscriptions per 100 inhabitants in devel-
oped countries in a particular year = 16.8728 x time®7>%*.

Number of active mobile-broadband subscriptions per 100 inhabitants worldwide
in a particular year = 2.7294 x time!>%,

Number of active mobile-broadband subscriptions per 100 inhabitants in devel-
oping countries in a particular year = 0.4785 x time!2%7,

Here in each case time = concerned year-2007 + 1.

Figure 3 represents the total volume of mobile data usage (in million GB) in India
by year, starting from 2014 up to the end of 2018 [39]. It shows in 2014 the volume
was 828 million GB, while in the years 2015-2018, it creeped up to 1375, 4642,
20,092 and 46,404 million GB, respectively.

Figure 4 gives the increasing profile of the number of wireless Internet subscribers
in India during 2007-2019 [40].
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Fig. 1 Active mobile-broadband subscriptions per 100 inhabitants, 2007-2019
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Fig.4 Wireless Internet subscribers in India (in Millions) (Year: 2007-2019, calculated at the end
of March)

To understand the power law behaviour for the profile in Fig. 4 corresponding
log—log plots are drawn in Fig. 5, and the corresponding best-fitted straight line with
equation (along with the goodness of fit measured in the form of R?) is provided.

From the estimated equation of the best-fitted straight line against the log—log plot
(base e) in Fig. 5, we can estimate the forecasting power law model for the present
case as follows:

Number of wireless Internet subscribers in India (in million) in a particular year
=35.9885 x time!?!%2 where time = concerned year-2007 + 1.
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Fig. 5 Log-log plot of wireless Internet subscribers in India (in Millions) (Year: 2007-2019,
calculated at the end of March)

4 Results

From Sect. 3, we can get an idea of the rapidly increasing volume of usage of wireless
Internet as well as mobile-broadband subscriptions globally as well as in Indian
context. Especially, after the inception of smartphones, the usage of Internet has
started to show a remarkable inflation day by day. First, we produce Fig. 6 to report
the vast and steeply increasing global profile of mobile data traffic in smartphones
[7].

To understand the power law behaviour for the profile in Fig. 6, corresponding
log—log plots are drawn in Fig. 7, and the corresponding best-fitted straight line with
equation (along with the goodness of fit measured in the form of R?) is provided.

From the estimated equation of the best-fitted straight line against the log—log plot
(base 10) in Fig. 7, we can estimate the forecasting power law model for the present
case as follows:

Mobile data traffic per smartphone worldwide (in GB/month) in a particular year
= 0.6738 x time'**!® where time = concerned year-2014 + 1.

Figure 8 demonstrates a finer profile of actual monthly mobile data traffic
worldwide per smartphone from January, 2014 to December, 2019 [7].

We use this monthly data for further analysis. First, we go for scaling analysis of
this data. Figure 9 demonstrates the profile of this scaling analysis.

From Fig. 9, we get the slope of the best-fitted straight line against the log—log
plot of cumulative S.D. versus month as 0.6895 which is the current estimation of
Hurst exponent. As the value of the Hurst exponent is here obtained to be greater
than 0.5, it suggests that the governing mechanism of the growth in mobile data
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Fig. 7 Log-log plot of mobile data traffic per smartphone worldwide from 2014 to 2024 (in
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traffic worldwide is a long memory process. Again, as here we get a power law, we
anticipate that the present data may have a fractal nature.

So next, we go for fractal analysis of the present time series, and the corresponding
result is shown in Fig. 10.

From Fig. 10, we get the slope of the best-fitted straight line against the plot of log
< I(k) > versus log (k) as (—1.0658) which gives us the estimate of the corresponding
fractal dimension D = 1.0658. As here the fractal dimension lies within the interval
1 < D <2, we can infer that the present time series is fractal or self-similar in nature.
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Fig. 9 Scaling analysis of monthly mobile data traffic worldwide per smartphone from January,
2014 to December, 2019 (in GB)

Next, we inspect whether any form of ‘soc’ is present in the data or not. For that,
we use the integrated (cumulative) distribution of the events, and the corresponding
profile is shown in Fig. 11.

Figure 11 shows the log—log plot of N (x) versus x to examine ‘soc’ in the data.
From the slope of the best-fitted straight line against the plot, we get (—¢ + 1) =
1.9012 which gives ¢ = —0.9012. This surely determines that this data does not
possess any form of ‘soc’.

In Fig. 12, we present the DVV plot of the present time series, and Fig. 13
demonstrates the DVV scatter plot.

Outcome of the DVV analysis is furnished in Table 1.
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Fig. 11 ’soc’ analysis of monthly mobile data traffic per smartphone worldwide from January,
2014 to December, 2019 (in GB)

From the DVV Plot, min target variance is very less (0.035). So, the deterministic
component of the data overpowers its stochastic component. DVV scatter diagram
and moderate value of RMSE clarify nonlinearly of the data. As nonlinearity is
observed, we next go for examining whether chaos is present in the time series or
not.

Next, we produce Figs. 14, 15, 16 and 17 as the results from O to 1 test of chaos.

The profiles of both D.(n) and D .(n) are oscillatory in nature (from Figs. 14 and
16) and hence may be considered as bounded indicating non-chaotic nature. For p,,
a kind of spiral pattern with certain crossovers are observed (Fig. 15) which again
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Table 1 DVYV analysis of monthly mobile data traffic per smartphone worldwide from January,
2014 to December, 2019 (in GB)

No. of Embedding | Embedding |Number of | Number of | Min target RMSE
datapoints | dimension lag reference surrogates | variance of
DV’s original data
72 1 1 50 99 0.035 0.087
6

10 12 14

Fig. 14 Plot of D. (n) versus n

points to the possible absence of chaos. Again, from Fig. 17, we can find K = median
(K.) has the value —0.09 again indicating possible absence of chaos in the data.
Next, we produce the plot of RP analysis for the present time series in Fig. 18.
RP plot (Fig. 18) shows more or less long diagonal lines indicating regular
behaviour of the data. Next, we produce Table 2 for the RQA analysis.
The value of REC appearing larger than threshold indicates that the data may be
regular. The high value of DET (0.93) possibly shows that the data is deterministic.

Again, high values of LMAX and ENTROPY possibly suggest that the present data
is non-chaotic in nature.

5 Conclusion

The present chapter produces an in-depth statistical signal processing approach to
understand different perspectives of the monthly mobile data traffic per smartphone
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Fig. 15 Plot of p, in the complex plane
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Fig. 18 RP analysis of
monthly mobile data traffic
per smartphone worldwide
from January, 2014 to
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Table 2 RQA analysis of monthly mobile data traffic per smartphone worldwide from January,
2014 to December, 2019 (in GB)

Range after normalizing

Threshold value

REC

DET

LMAX

ENTR

2.83

0.05

0.06

0.93

7.42

1.70
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worldwide from January, 2014 to December, 2019 [7]. The study shows a prevailing
long memory in the governing mechanism. We can find a self-similarity in the present
time series which strengthens and its predictability and perhaps eases the procedure
of forecasting. We also can observe that ‘soc’ is possibly not present in this time
series which in turn indicates that the growth as visible in the mobile data traffic in
smartphone worldwide is probably an unstable growth and governing mechanism
may not be able to survive and self-repair if any substantial damage or perturbation
occurs in any of its favourable components at any level of time due to some unavoid-
able external factors. The study also indicates a possible deterministic and nonlinear
profile and absence of chaos. This finding is interestingly different as there are avail-
able communications [1-4] which demonstrate chaos for different wireless network
traffic. The possible absence of chaos in the present time series should enhance the
reliability of predictions both short-term and long-term. The task of forecasting over
the present trend can be a very interesting future course of study. The present mode
of study can also be extended in designing smart mobile data-based transportation
system [41], dynamic mode decision for cellular D2D communications [42], intrusion
detection and prevention in wireless sensor networks [43], etc.
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