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Preface

Technologies become an enabler of strong and resilient local communities. The rapid
development of technology has influenced everyday practice and people’s behavior
towards disaster preparedness and response.The socio-technological perspective tells
us the importance of deep understanding of technologies, as well as human systems,
that would be a user of certain technologies or a recipient of information generated by
new technologies. We notice that disaster resilience is enhanced by the advancement
of technology, however, there exist challenges in its use and management by people.
The correct comprehension of a whole ecosystem is necessary.

This book has 13 chapters, which deal with various aspects of disaster resilience
and addresses different types of technologies and their management. The first section
discusses specific use of emerging technologies, issues, and a future prospect. The
second section focuses on communication and information management through the
use of technologies and their impact on disaster resilience. The third section deals
with technologies that support decision-making in a field.

Covering significant aspects of emerging technologies and disaster resilience, this
book is intended for students, researchers, academia, policymakers, and develop-
ment practitioners in the fields of disaster resilience and technology implementation,
especially in the Asia-Pacific region. It will help to better understand the role of tech-
nology and its use in local communities under a severe disaster. We will be happy if
the readers find this book useful and relevant.

Minato Ward, Japan
Fujisawa City, Japan

Mihoko Sakurai
Rajib Shaw

v



About This Book

Technological advances have helped to enhance disaster resilience through better risk
reduction, response, mitigation, rehabilitation, and reconstruction. In former times,
it was local and traditional knowledge that was mainly relied upon for disaster risk
reduction. Much of this local knowledge is still valid in today’s world, even though
possibly in different forms and contexts, and local knowledge remains a shared part
of life within the communities. In contrast, with the advent of science and technology,
scientists and engineers have become owners of advanced technologies, which have
contributed significantly to reducing disaster risks across the globe.

This book analyzes emerging technologies and their effects in enhancing disaster
resilience. It also evaluates the gaps, challenges, capacities required, and the
way forward for future disaster management. A wide variety of technologies are
addressed, focusing specifically on new technologies such as cyber physical systems,
geotechnology, drone, and virtual reality (VR)/augmented reality (AR). Other sets
of emerging advanced technologies including an early warning system and a deci-
sion support system are also reported on. Moreover, the book provides a variety
of discussions regarding information management, communication, and community
resilience at the time of a disaster. This book’s coverage of different aspects of
new technologies makes it a valuable resource for students, researchers, academics,
policymakers, and development practitioners.
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Part I
Application of Emerging Technologies

in Disaster Resilience



Chapter 1
Existing, New and Emerging
Technologies for Disaster Resilience

Mihoko Sakurai and Rajib Shaw

Abstract Technologies have evolved over years in terms of their contents, usage,
target groups and innovations. Over the last 30 years, different technologies at
different phases of the disaster have been evolved, used and evaluated. We argue
here that the technology includes both product and process and emphasizes the
importance of the definition of (Kameda, Disaster management: global challenges
and local solutions, University Press, Chennai, India, 2009). Technology needs an
enabling environment, which needs governance support with techno-legal provision.
There exist global and national mechanisms for enhancing governance. However,
the key need is at the local level, where additional initiatives/efforts are required
for technology-based decision-making, and as well as local ecosystem to promote
technology and innovation in DRR. Innovation in technology development needs
youth involvement, where multi-stakeholders, multi-disciplinary youth groups can
interact, co-design and make co-delivery of the new innovations.

Keywords Innovation · Process and product technologies · New and emerging
technologies · Co-design and co-delivery · Governance support

1.1 Introduction

Technologies have always been there for disaster risk reduction (DRR) and disaster
resilience. However, its form, application, user groups have evolved over time. As we
know that as of 2020, disaster risk reduction as a subject is now 30 years old (Shaw
2020), starting from 1990 as the United Nations International Decade for Natural
Disaster Reduction (UN IDNDR). These 30 years have seen many major disas-
ters in different parts of the world, and each disaster brought some unique lessons

M. Sakurai (B)
Center for Global Communications, International University of Japan, Tokyo, Japan
e-mail: msakurai@glocom.ac.jp

R. Shaw
Graduate School of Media and Governance, Keio University, Fujisawa, Japan
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and new technologies emerged, applied and tested. The evolution of the terminolo-
gies is also important. Earlier, it was hazard reduction, which gradually changed to
disaster reduction, risk reduction and resilience building. Similarly, natural disaster
has been changed to natural hazards, cascading hazards and complex emergencies.
At the global level, science technology advisory committee has played certain roles
in advancing science and technology application at the national level. However, more
important roles have been found by the national level science technology committee,
which formulated strategies, policies and frameworks for applying science and tech-
nology in disaster risk reduction. The evolution from engineering-based solutions
to social engineering multi-disciplinary solutions has also been prominent in recent
years. Capacities to apply technological solutions at local levels have also been
emphasized in different global, national and local forums. Thus, the traditional custo-
dians of technologies have also evolved from scientists/academics to private sectors
and non-government organizations.

The year 2020 was supposed to be a super year as the 5 years from major global
frameworks: SDGs (sustainable development goals), Sendai Framework and Paris
Agreement (Djlante et al. 2020). However, the global pandemic in terms of biolog-
ical hazards has influenced the technological pathways for the last several months.
Cascading disasters (natural hazards like flood or typhoon in the time of pandemic)
have also posed new challenges of using technologies and prompted new innovations
in linking different technologies.

This chapter provides a categorization of DRR-related technologies and argues
that an enabling environment with a proper governance mechanism helps in gener-
ating new technologies as well as applying the existing technologies. The chapter
also provides a brief background on the innovation of DRR technologies. Finally,
the summaries of other chapters of the book are provided.

1.2 Categorization of Technologies for DRR

It is always challenging to categorize DRR-related technologies. There is hardly any
specific definition or categorization. Kameda (2009) argued that “conventionally,
technology meant just engineering products. But when we consider implementation
strategies, technologies should involve not only products but processes as well. This
requires innovation to move from ‘product-focused research’ to ‘process-oriented’
or ‘product-process-linked research’. He also mentioned that there needs to be a
paradigm shift in disaster risk reduction research and development.

Kameda (2009) argued for three types of technologies:

• Implementation-oriented technology (IOT): This relates to the outcomes that are
practiced under clear implementation strategies.

• Process technology (PT): This contains knowhow for implementation and
practice, capacity building and social development for knowledge ownership.
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Fig. 1.1 Suggested matrix to categorize technologies

• Transferable indigenous knowledge (TIK): This refers to traditional art of disaster
reduction that is indigenous to specific regions having potential to be applied to
other.

The research program conducted by his group also developed a catalog for DRR
technologies called DRH (Disaster Reduction Hyperbase), where the above three
categorizations were used.

Over last decade, there has been tremendous progress in the technology domain,
and there aremany new and emerging technologies. Thus, we can possibly categorize
the technologies in the following matrix (Fig. 1.1) with three types of technologies
mentionedbyKameda (2009) and existing, newand emerging technologies.Needless
to say that traditional knowledge of TIK would be under existing technologies;
however, if this can be combined with new technologies, can also be considered
as emerging technologies. This matrix can be used for disaster preparedness, early
warning and evacuation as well as post-disaster recovery, thus can cover the full
disaster cycle.

1.3 Enabling Environment

While technology generation is very important, it is equally important to develop
an enabling ecosystem for technology and innovation. There, governance plays
an important role, which needs resource support, legal support, capacities/human
resource support, etc. for the generation andmanagement of new technologies. These
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days, start-ups have contributed significantly in different domains, and disaster risk
reduction is also no exception to that. Although compared to public health, educa-
tion, or other development sectors, the number of start-ups is still low in DRR, its
enabling environment or start-up ecosystem needs to be more promoted for the field
of DRR.

At the global level, in 2019, a Science and Technology Roadmap to Support
the Implementation of the Sendai Framework for Disaster Risk Reduction 2015–
2030 was evolved, which includes four expected outcomes and 58 actions under four
Priorities of Sendai Framework. There are specific governance-related actions, which
are linked to: (1) assessing and updating data and knowledge, (2) dissemination, (3)
monitoring and review and (4) capacity building. All these four outcomes become
crucial elements of disaster risk governance, which is linked to enabling environment
of technology development and its implementation.

At the regional level in Asia, specific attributes of DRR actions for science and
technology have been formulated by science technology regional advisory group in
consultation with larger stakeholders like governments, non-governments, private
sectors, media, etc. (Shaw et al. 2016). A normalized science technology attribu-
tion score is developed for 11 countries with three specific attributes: (1) science and
technology in decisionmaking, (2) investment in science and technology and (3) link
of science and technology to people. A survey of wider science technology partner
groups in Asia mentioned that the key need for science and technology implemen-
tation is techno-legal regimes, where innovation, existing and new technologies can
be applied pro-actively in different aspects of disaster risk reduction.

At the national level, different countries have taken different initiatives for
linking technology and innovation at the national level. Some of them have formed
the formalized structure for that, e.g., in case of Malaysia, there is a science
technology group, which advises the national disaster management authority for
science technology-based decision-making. In case of the Philippines, the partner-
ship between government, science technology sector and private sectors has been
formalized through national resilience platform. In case of Japan, a high-level multi-
disciplinary science technology advisory committee (ChuoBousaiKaigi in Japanese)
provides critical advice to the cabinet office.

The real need of applying technology is at the local level. There still remains a
gap inmany countries. Involving local research and technical institutes to collaborate
more proactively with the local governments is critical in this aspect. Local govern-
ment may not have enough resources for this purpose. Certain resource sharing from
national governments, new resource generation with private sectors and other enti-
ties is important. Co-design, co-delivery of solutions with both technical and social
disciplines can make value addition to enhance enabling environment of applying
science and technology at the local level.
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1.4 Innovation in DRR Technologies

Innovation is a buzz word that has been used widely in recent years in different
sectors, and DRR is not an exception to it. Aligning with Kameda (2009)’s argu-
ment of product and process, Izumi and Shaw (2020) developed “30 innovations”
in disaster risk reduction with 14 products and 16 process innovation, which have
changed the course of DRR over years. Each innovation was evaluated with six
factors: (1) number of death/affected people, (2) reduction of economic losses, (3)
cost of effectiveness, (4) level of application/penetration of innovation to the mass,
(5) environmental friendliness and (6) behavioral changes. It was found that some
innovations like GIS/remote sensing or drones have been used effectively for level
of penetration/application, cost-effective as well as environmentally friendly, but not
that effective to reduce the casualty. On the other hand, concrete/steel building mate-
rials were able to save many people lives, but are not environmentally effective. With
a survey of more than 220 respondents from different stakeholders, disciplines and
countries, it was observed that community-based disaster risk reduction and hazard
mapping are the top two innovations over last 30 years or so which have impacted to
save lives and properties in the case of disasters. This shows the importance of both
process and product innovations in disaster risk reduction.

Recently, an innovative online hackathon by different universities in Japan and
India has found interesting and innovative ideas to deal with SDGs, climate change
and disaster risk reduction (SIOH 2020). University students, youth groups have
immense potentials to generate innovations, provided they are properly guided and
mentored for the social needs and market demands. Thus, the “last mile” becomes
the “First mile” to start with underdamping community’s needs and priorities. The
concepts of “Living Labs” are getting popular where students and different other
stakeholders can interact with communities to co-design and co-deliver the products
and innovations. An enabling environment, as mentioned in the previous section,
would be useful for generating an innovation ecosystem for young entrepreneurs in
the field of DRR, and thus enhance disaster resilience.

Shaw (2020) described eight essential technologies (from original source of
PWC), which have impacted significantly to the DRR. Society 5.0 concept of
Japan promoted a human-centric yet technology-driven societywhere the technology
benefit should get rid of digital divide and will reach the most vulnerable and needy
people in the remote areas. Innovations in recent years should try to focus on this
“inclusivity” aspects of DRR, and should benefit the “whole of society”.

1.5 About the Book

This book is designed with 13 chapters. There are three parts of the book: the first
part (with four chapters) discusses applications of emerging technologies in disaster
risk reduction. A set of chapters provide specific use of emerging technologies and
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discuss issues and a future prospect. A framework or implementation of geospatial
information technologies, an earthquake early warning system, drones and VR/AR
are discussed. The second part (with five chapters) focuses on communication aspect.
Chapters in this part reveal the issues of information management and its effects
to disaster resilience. Variety of topics, information-sharing and delivery, commu-
nity resilience, management of social media information, situation awareness and
communication infrastructure are discussed. The third part (with three chapters)
deals with technologies for decision support. Cases of a living lab-based emergency
control center, a real-time mapping system for evacuation, and the Japanese national
information sharing platform are introduced.

Chapter 2, “Developing the eXtended tangible user interface as an experi-
mental platform for Geo CPS” by Yan et al., introduces the development of the
eXtended tangible user interface for cyber–physical systems (CPS). After providing
an overview of the tangible user interface concept, authors show a model of new
Geo CPS platform. The given architecture bridges GIS content both in cyber and
physical worlds. The chapter also shows a case trial in a Japanese city and discusses
a potential use for future disaster reduction.

Chapter 3, “Innovation in earthquake early warning system: A case study
of EQ Guard” by Dabral et al., discusses an earthquake early warning system
(EEW). It proposes innovative early warning system developed in Japan after
reviewing different EEWs in Mexico, the USA and Taiwan. Authors argue that the
proposed system, named EQGuard, could be a better equipment for a community
in making decisions under earthquake safety. Features of the proposed system and
implementation are discussed.

Chapter 4, “Drones for disaster risk reduction and crisis response” by Furutani
et al., provides empirical cases and discussions to understand how drones work for
disaster prevention. The cases are illustrated under torrential rain in western Japan
in 2018 and the typhoon Hagibis in 2019. Technological considerations, as well as
training human resources, and a way of collaboration with local municipalities are
discussed for future drone implementations.

Chapter 5, “VR/AR and its application to disaster risk reduction” by Itamiya,
discusses evacuation drills and associated virtual reality (VR) and augmented reality
(AR) technologies. The author developed a smartphone-based CG technology and
collaborated with Japanese elementary and junior high schools in order to provide
disaster preparedness seminars. Empirical demonstration reveals such technologies
help people to understand flood or smoke situation and contribute to raise their
awareness.

Chapter 6, “Communication structure, protocol and data model towards resilient
cities in Japan” by Sakurai, discusses issues under communication and information
sharing among municipal officials, first responders, relief agencies and citizens in
Japan. The author introduces practical research project with Japanese local munic-
ipalities. The project illustrates structural problems under information collection,
sharing and delivery among related stakeholders. The chapter proposes common
data model and structure for information sharing and delivery for future disaster
resilience.
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Chapter 7, “A conceptual framework for designing an effective community
resilience management system” by Fayoumi et al., provides a conceptual framework
for community resilience management system (CRMS). The framework employs
a holistic perspective for community resilience and is structured with data, infor-
mation systems, communication technology networks, rules/regulations and various
stakeholders. The authors extracted eight design requirements for a proposed system.
The chapter also discusses an implementation scenario of the CRMS under a health
pandemic situation.

Chapter 8, “Social media technologies and disaster management” by Tanaka,
discusses benefit and issues through social media communication in an event of a
disaster. Socialmedia enables rapid information sharing among individuals, although
it includes potential threat to information reliability. The chapter provides a frame-
work of true and false information incorporating the definition of rumor. Various
cases of social media communication in the world are discussed, and a way forward
to controlling and managing rumor under a disaster is given, based on educational,
technological and psychological perspectives.

Chapter 9, “Use of IT for situation awareness for disaster risk reduction” by
Murayama, provides discussions of IT roles to increase situational awareness of
people under a disaster. Discussions incorporate five phases of disaster manage-
ment, which employs different expectations and requirements to IT in each phase.
The author introduces the influence of information systems in immediate response,
sustained response, recovery, mitigation and preparedness. Discussions show the
process in which data are transformed into intelligence, being essential to disaster
management and risk reduction.

Chapter 10, “Emergency communication and use of ICT in disaster manage-
ment” by Mondal et al., illustrates communication infrastructure named Suraksh
IT developed by authors. It employs deployment feasibility, infrastructural scala-
bility and information management capabilities, which enables such communication
infrastructure being resilient in the time of a disaster. The chapter reviews various
emergency communication networks such as unmanned aerial vehicles and satel-
lite phones, etc. The developed communication network infrastructure was tested in
India and authors discuss its potential impact to disaster-resilient communication.

Chapter 11, “Experimental command and control center for crisis and disaster
management: A Living-LabApproach” by Radianti, introduces the innovative exper-
imental control room for disaster management. Author applies a living-lab approach
in implementing such a command and control center (C2C). The chapter discusses
the benefit of C2C and a living-lab approach, so called a co-creation process, to
disaster risk reduction. Essential technologies for C2C are also discussed. Insights
into how to evaluate and what a requirement for a living-lab based C2C are drawn
based on field experiments in Norway.

Chapter 12, “Real-time mapping system of shelters’ condition for safety evacua-
tion” by Kitsuya et al., introduces a real-time mapping system developed by authors,
which visualizes condition of an evacuation shelter. The system crawls information
online and provides the location of opened shelters and its capacity (the real-time data
of the number of evacuees) usingWeb API and open source mapping library. It helps
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local residents see where to evacuate. The prototype system was implemented in a
Japanese local municipality. The chapter discusses obstacles regarding data usability
and data format for future system development and implementation.

Chapter 13, “Decision support system and new technologies” by Usuda, provides
an overview of the national decision support system named SIP4D (Shared Infor-
mation Platform for Disaster Management), which has been developed by National
Research Institute for Earth Science and Disaster Resilience in Japan. The imple-
mentation of the system is helped by an information support team (ISUT) who
is dispatched to a governmental office in disaster areas once a disaster happens.
The development of the system is an ongoing process, however, due to the
increased number of natural disasters in Japan, the system has been utilized since
2016 Kumamoto earthquake and has supported decision-making in the disaster
management headquarters.
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Chapter 2
Developing the eXtended Tangible User
Interface as an Experimental Platform
for Geo CPS

Wanglin Yan, Yoshifumi Murakami, Akinobu Yasuda, Terukazu Makihara,
Ryutaro Fujimoto, and Shun Nakayama

Abstract Geotechnology, including GIS, remote sensing, and GNSS, is finding
many applications in disaster risk reduction. Information flows in conventional
systems tend to be one-way, however, from the physical world to cyber world, and
their effectiveness often depends on professional training while support for partic-
ipation is weak. This chapter overviews the history of the concept of the tangible
user interface (TUI), which intuitively bridges GIS content in the cyber world onto a
“tangible table,” a mock-up of the physical world for intuitive communication. After
examining the common features of TUIs, we extend the concepts to recent appli-
cations in cyber-physical systems (CPSs) in the geographic dimension. We show
how a Geo CPS platform (a CPS spatialized in the geographic world) with eXtended
TUI (XTUI) can enhance the integration of information within cyber, physical and
social spaces as well as the interactions among them in the application context. The
system architecture and functions of Geo CPS with XTUI are constructed to reflect
intuitive interactions of sensing, process and actuation (iSPA). Finally, we present a
community trial at the Urban Living Lab in Yokohama City and discuss the potential
for the Geo CPS platform with XTUI for disaster risk reduction.
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2.1 Introduction

Geotechnology, a collective term that these days include geographic information
systems (GIS), remote sensing (RS), and the Global Navigation and Service Systems
(GNSS), is often applied in the area of disaster risk reduction. These three technolo-
gies all emerged in the 1960s, grew in the 1970s and 1980s, boomed in the 1990s,
and developed further in the 2000s. For more than half a century, geotechnology has
steadily evolved and established niches in various combinations in the spectrum of
modern information technology. GNSS, started with the Global Positioning System
(GPS) in the USA, has transformed positioning and become part of the infrastruc-
ture of human daily life and services; remote sensing gives us a periodic bird’s eye
view of the planet surface at low cost and with high performance; GIS can manage
a huge amount of spatial data and is commonly used in various applications from
daily life to business; participatory decision systems supported by GIS can engage
communities in preparing for, organizing relief from, and managing reconstruction
after disasters. The three technologies complement each other to form an informa-
tional chain for sensing in the physical world, processing in the computational cyber
world, and visualizing by the user community in society. Geotechnology has been
seen as one of the frontiers in the twenty-first century along with nanotechnology
and biotechnology (Gewin 2004).

Disaster risk reduction (DRR) has benefited substantially from geotechnology
in terms of sensing/monitoring, modeling/analyzing, and visualization/presentation
(Ghapar et al. 2018). However, traditional geotechnology solutions were generally
built on closed-system conditions with stand-alone or centralized computational
architectures. Data transactions were siloed, requiring time to cooperate across
sectors and sites. Sophisticated uses of geospatial systems often require intensive
training for operation and data interpretation. User interfaces were typically confined
to several input devices for operators and lacked the appeal needed to attract general
users.

The proliferation of mobile devices and the Internet of Things (IoT) are bringing
about change; however, location-aware devices can continuously track when, where,
and how people and objects appear andmove. From there it becomes possible to learn
behaviors and extrapolate trends, to considerwhatwas there previously, and to predict
what might happen next (Bosch 2018). By integrating with IoT, geotechnology is
enabled to not only collect geospatial data in the physical world and manage it in the
cyber world but also to actuate tangible objects in real time. For instance, driverless
vehicles can move around in the midst of complex road conditions. Drones can
take off and land anytime, anyplace, and collect and process images in real time.
These systems exemplify a new type of sensing and mapping technology—a cyber-
physical system (CPS)—in which data and information interact across cyber and
physical worlds quickly and seamlessly.

CPS along with IoT is considered one of the most promising technologies for
Industry 4.0 and Society 5.0. It has been studied in engineering and applied in manu-
facturing, civil construction, and utilitymanagement, etc. and has emerged quickly in
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market applications, such as drone surveillance, driverless vehicles, robotic services,
and so on. However, the term and concept of CPS have not yet been widely accepted
in the geographic dimension. To have completely driverless vehicles operating on
public roads, much intensive experimentation is needed. Communication gaps exist
betweendevelopers, engineers, andusers. Thedevelopment of solutions has generally
been a one-way process flowing from engineers to clients, which has less flexibility
for user interaction and lacks methods for solving social issues in an open geographic
environment. We know that “one size does not fit all” in open conditions, particu-
larly in disaster risk reduction, which requires fine accuracy of data, high speed
system responses in harsh natural conditions, and much cooperation with the public.
Interactive platforms that bring together complex natural and social conditions are
constantly being sought.

Regarding interaction and user communication, a unique approach has been
explored by using a tangible user interface (TUI) (Ishii et al. 2004; Maquil et al.
2015; Petrasova et al. 2018; White and Ross 1984). TUI is a technique to mock up a
physical space on a 2D, 2.5D, or 3D landscape table by using augmented reality. The
key concept of TUI is to bridge the cyber and physical worlds in a tangible way for
multiple users to participate simultaneously in discussions. The idea of TUI has been
evolved with tangible bits (Ishii andUllmer 1997), message bricks (Fitzmaurice et al.
1995), a dynamic terrain machine, and recently with “Tangible Landscapes” where a
physical space can be mocked up by illuminating clay, plasticine, or sand (Petrasova
et al. 2018) and GIS data in cyber space are projected onto the 3D mock-up by map
projection. Modifications of the landscape in clay and sand can be captured with a
gesture camera, processed, and projected back onto the landscape table.

Although TUI is powerful for use in presentation and communication, its appli-
cations are currently largely limited to demonstration and education. On the other
hand, CPS and TUI share the idea of linking the cyber and physical worlds. CPS
aims to work directly in the real world while TUI mocks up the physical space for
social communications. This commonality shows the potential for us to combine their
advantages by extending TUI for CPS, making the “black box” of the processing in
CPS visible for user communication. We believe that linking CPS and TUI will help
to explore a new style of system development and practice in information technology
and social communication.

Therefore, this chapter proposes the eXtended Tangible User Interface (XTUI) for
a CPS platform in the geographic dimension by connecting sensing, processing, actu-
ation, and social interaction in cyber–physical–social worlds. Our idea is to extend
TUI for co-designing CPS solutions in a participatory way by bridging cyber, phys-
ical, and social worlds in a physically shared space for group discussion. The system
can be used as a platform for education in environmental and disaster management,
or as a tool for technical training with GIS and CPS, or as a testbed for business
solutions in a specific social context. In the following sections, we will first review
the history of TUI and CPS trends. We will then introduce the concept of XTUI and
system architecture for the Geo CPS platform. Finally, we will discuss the potential
of XTUI for participatory disaster risk reduction.
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2.2 History of TUI

TUI was originally an inspiration by Durrell Bishop in his graduate project at the
Royal College of Art in 1992 (Petrasova 2015). Users could place a message ball
at the designated points of a machine to receive and actuate messages. This could
be considered the first experiment of IoT, making a physical space integrated with
conceptual workings by a platform and a moveable device. Based on this idea, Ishii
and Buxton introduced a concept of graspable user interfaces or “bricks” in 1995, an
interface to control electronic or virtual objects on an ActiveDesk (Fitzmaurice et al.
1995). ActiveDesk is a large display surface on which the message “bricks” could
be moved around and actuate responses. Since then, TUI has evolved continuously
in terms of three issues: how to make the ActiveDesk tangible, how to enrich the
contents of the table, and how to establish communications between the physical
table and the cyber world.

In the early stage, efforts went toward the ActiveDesk. The first idea was the
“tangible bits,” which allow users to “grasp &manipulate” bits in the center of users’
attention by coupling the bits with daily physical objects and architectural surfaces
(Ishii and Ullmer 1997). It could be considered to be one of the origins of cyber–
physical systems though the accuracy was limited to the size of bits. Underkoffler
and Ishii (1999) set up a system dubbed “Urp” to cast light shadows on a physical
architecturalmodel for urbanplanning.This could be considered as oneof the original
examples of map projection.

A utopia of full interaction and communication between tangible table and cyber
space was an experiment at Mitsubishi Electric Research Laboratories by the inven-
tion of the Diamond Touch Table (DTT) in 2001, and later under license to Circle
Twelve Inc. in 2008. It is a multi-touch, interactive PC interface device that has the
capability of allowing multiple persons to interact simultaneously while identifying
which person is touching where. Profile recognition through radio frequency iden-
tification (RFID) is used in the system. Before the user approaches the system, the
user information is gathered, stored in a database, and coupled to a RFID tag, which
is part of the badge provided. When the user moves toward the model the person’s
profile is recognized and a selection of datasets will be automatically created based
upon the profile information. This could be considered to be a pioneer of cyber–phys-
ical interactive communication systems with IoT in a laboratory setting for multiple
users.

With ActiveDesk, a table can be equipped with a touchable 2D screen. A team in
theNetherlands led byAlessandra Scotta developed a prototypemulti-user touchable
user interface (MUTI) in the form of a tangible table on whichmap layers and objects
appear as buttons and icons.MUTI involvesmuchmore than touch-sensitive interface
screens orwhiteboards shaped like tables (Hofstra et al. 2008). In contrast to theDTT,
this system does not “remember” what is drawn by whom. Participants did not see
the flat screen table with buttons as being very inventive or attractive.

An ultimate trial of TUI is inFORM, a dynamic terrain model by Follmer et al.
(2013). It is a 2.5D actuated shape display that supports object tracking, visualization
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via projection, and both direct and indirect physical manipulation. The shape display,
the TerrainTable, is moved by a dense array of pins linked by connecting rods to a
larger array of actuators below. Using an array of vertical pins beneath a silicone
skin, the table can create virtually any curved surface within an area 52 by 40 inches,
6 inches high. When synchronized with a computer-controlled overhead projector,
the TerrainTable makes a convincing topographical map. The table is equipped with
an engine connected to a PC, which adjusts the height of the pins according to the
raster values to be visualized in 3D on the table. When performing a change of
location on the table, such a zoom or pan, pins are sent down, the user chooses the
new location with movements of the hands and when the new extent of the raster
to be displayed has been evaluated by the underlying GIS engine, the heights of the
pins are recalculated according to the new input, and the silicon layer adapts again
to produce the new 3D representation on the table. The advantage of the trials is the
flexibility of terrain models. Users can manipulate the pins directly and model the
terrain of a landscape quickly. However, the equipment is expensive, the system is
heavy to move around, and its applicability is limited by the size of pins (Petrasova
2015).

TUI aims to combine the benefits of physical and digital models in the same repre-
sentation.More generally, TUI gives physical form to digital information, seamlessly
coupling the dual worlds of bits and atoms (Ratti et al. 2004b). People can make
changes to the interface simply by using their hands. To take advantage of the capa-
bilities, people using the interface must first have the idea that it is useful and that it
brings added value. Second, theTUImust be easy to use (Scotta et al. 2006).However,
the transportability of the ActiveDesk strategy was not always simple because of the
amount, dimensions, and fragility of the components. The table interface, beamer,
sensor, screens, and frame to hold components together needed to be moved from
one location to another (Scotta et al. 2006).

Instead of the ActiveDesk, concern was also paid to the relationships that occur
between different terrains, the physical parameters of terrains, and the landscape
processes that occur in these terrains (Mitasova et al. 2006; Ratti et al. 2004a). Illu-
mination of clay and sand was used as a low-cost alternative that also had high
performance in terms of communication. Another prototype TUI was developed in
2002 by illuminating clay to model the physical space, using a scanner to capture the
model on an ordinary table, and a projector to cast maps of GRASS GIS or a camera
to receive infrared light under a transparent table (Piper et al. 2002; US007181362B2
2004) (Ratti et al. 2004a; Ishii et al. 2004). The University of California Davis devel-
oped the AR Sandbox to physically create topographic models that can be used as
backgrounds for simulations (Kreylos 2020). The sand is overlaid by a digital projec-
tion of contour lines and a color elevation map. Data can be sent through a Microsoft
Kinect 3D camera into either Ubuntu system or Grass GIS (Petrasova 2015), and into
a software program that displays information onto the sand through the projector.
Users can manipulate the sand table and observe changes in the elevation map, and
the corresponding contour lines are projected back onto the sand. In other words,
users shape the real sand which is then augmented in real time with contour lines,
elevation color maps, and simulated water flows. By holding the hands under the
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Kinect 3D camera, the user can add virtual water to the surface of the sand, flowing
over the real surface of the sand with real-time water simulation (Kreylos 2020).
The AR Sandbox can be used to teach many geographic concepts to users, such as
reading and interpreting contour lines and topographic maps, flooding and forma-
tion of watersheds, and can also be used in field trip preparation and trail planning
(Kreylos 2020).

TUIs combine the advantages of reality and virtuality by active desk, map projec-
tion, and interactive sensing–processing–actuation algorithms. They provide ameans
of visualization and interaction that attracts participants to the table and invites them
to interact with each other, facilitating and assisting the conversation around the table.
TUIs make interactions between humans and computers more natural and intuitive
by giving digital data a physical form (Petrasova 2015).

Regarding the contents of the tangible table, one effective solution is to couplewith
GIS (Mitasova et al. 2006). Mitasova et al. have worked steadily with tangible GIS
for decades (Maquil et al. 2015; Mitasova et al. 2006 2007). The latest development
of TUI is the Tangible Landscape Project using GIS. GIS offers a set of ready-to-use
tools for different types of geospatial analyses and simulations as well as an interface
for visualization (Petrasova et al. 2014). However, because of the unintuitive nature
of understanding andmanipulating physical objects in the abstract, systems that work
in the digital space via a graphical user interface (GUI) are often so challenging to
learn and use that they restrict creativity (Petrasova 2015).

Tangible landscape is a tangible interface for GIS. It interactively couples phys-
ical and digital models of a landscape so that users can intuitively explore, model,
and analyze geospatial data in a collaborative environment. Conceptually, tangible
landscape gives users the feel of GIS in their hands as they can feel the shape of the
topography, naturally sculpt new landforms, and interact with simulations like water
flow. Since it only affords a bird’s-eye view of the landscape, some attempts coupled
it with an immersive virtual environment so that users can physically walk around the
modeled landscape and visualize it at a human scale (Tabrizian et al. 2016; Harmon
et al. 2016; Petrasova et al. 2018). Tangible landscape is a free, open source project
with source code hosted on GitHub.

Nowadays, TUIs are increasingly accepted as an alternative paradigm to the more
conventional GUIs (Ullmer and Ishii 2000). More than 150 facilities around the
world have installed and are using AR Sandbox in various fields, mostly in educa-
tion (Kreylos 2020). However, despite its popularity, its performance has not been
evaluated objectively except in the recent research by Harmon et al. (2018). In their
research, landscape architecture students, academics, and professionals were given
a series of fundamental landscape design tasks—topographic modeling, cut-and-fill
analysis, and water flow modeling. It turned out that the tangible modeling tool
helped participants build more accurate models that better represented morpholog-
ical features than with either digital or analog hand modeling. Participants were
able to work in a rapid, iterative process informed by real-time geospatial analytics
and simulations. With the aid of real-time simulations, they were able to quickly
understand and then manipulate to see how complex topography controls the flow of
water.
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Fig. 2.1 A conceptual extension of TUI for the interaction of physical space, cyber space, and
social space

We consider that the tangible user interface could be a bridge to connect physical
space of real world, cyber space in computer world and users in social world, as
illustrated in Fig. 2.1. The physical space ismocked up to theTUI table andmonitored
by IoT sensor to clous GIS in cyber spaces. The behaviors of users at the tangible
table are scanned by 3D or thermal scanners and processed in GIS. The results shall
be rendered and projected back on the tangible deck for user communications and
actions to the real world. The detail of this novel idea is going to be discussed in the
following sections.

2.3 CPS Platform in the Geographic Dimension

2.3.1 CPS, IoT, and Geo CPS

Yan and Sakairi (2019) have conducted an intensive review on the histories of key
geographic technologies and then proposed the term Geo CPS.

CPS, proposed first Branicky et al. (2001), generally refers to physical and engi-
neered systems whose operations are monitored, controlled, coordinated, and inte-
grated by a computing and communicating core (Monostori et al. 2016; Hu et al.
2012; Lee and Seshia 2015; Liu et al. 2017). The functionality of CPS is built on
the ability of sensing, cognition, and mapping of the physical space deployed in
a geospatial context. “CPS requires the close interaction between the two distinct
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worlds. The interactions involve the discrete dynamics in the cyber space and the
continuous dynamics in the physical space” (Shen 2015). The emergence of IoT
has rapidly accelerated the integration of the two worlds, and precision of CPS has
significantly improved. The commonality of CPS and IoT is the interaction between
the cyber world and physical world.

CPS spatialized in the geographic world is referred to as “Geo CPS” (Yan and
Sakairi 2019). Geo CPS is seen as a means of coming to grips with both the static
and dynamic spatial relations between and among cyber and physical worlds. The
physical world outside the laboratory is much more complex than indoor and comes
with a high degree of uncertainty. They are often safety–critical, so the existing
techniques focus on reducing latency to provide real-time performance. These open
conditions call for advanced specifications in systemdesign, power supply, and proto-
cols for real-time communication. For example, driverless vehicles must simultane-
ously respond to traffic conditions, and healthcare robots must communicate with
patients according to their conditions. The performance of Geo CPS will be deter-
mined by the ability of systems to process, analyze, and represent the vast amount
of data that are gathered and stored.

Yan and Sakairi (2019) have proposed the basic framework of Geo CPS in which
the bold horizontal line expresses the interactions between cyber and physicalworlds.
Sensing is the technology to recognize the static and dynamic situation of the physical
world, cognition is applied to understand the ways in which the “world” works, and
mapping is for rebuilding the physical “world” in cyber space. However, the interface
between the cyber and physical worlds was not defined, the structure and function
of the interface were not developed yet.

2.3.2 Geo CPS Platform

A key feature of Geo CPS is the integration of information within each space and the
interaction between the pairs of spaces. Information integration within cyber space
and physical space is characterized as Pseudo CPS and True-CPS, respectively (Yan
and Sakairi 2019).

Pseudo CPS achieves information integration by using the position of IoT as a key
to overlay real-time observations onto cyber space. This kind of pseudoCPS has been
widely realized and applied. Doctors can provide telemedicine while they observe a
monitor. Space centers can control a space station while watching monitors. Disaster
response headquarters can make emergency response decisions while observing a
large screen that combines information from multiple locations and departmental
functions. Traffic management centers can monitor road conditions in real time.
Conventional car navigation was also basically such an example. The GNSS system
obtains the location, which is displayed on a digital map provided byDVDor internal
HDD, and the user sees the current location. Road traffic information is sent with
a delay of a few minutes via vehicle information and communication system (for
instance, VICS in Japan) and that is displayed on the monitor. The information is in
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a separate layer, not incorporated into themap data. A similar technique is augmented
reality (AR) (Khalid et al. 2015). GIS and computer-assisted design (CAD) are the
same. Objects and systems in cyber space are not tactile and are too complex for
non-professionals to understand. The dysconnectivity of closed systems with each
other makes the feedback of information from cyber space to physical space difficult
in real time. An operator plays a key role in the effectiveness of the system. There are
other issues as well. For example, operator training takes time, systems may not be
well suited to strategic decision-making, and systems might be partially optimized
but not necessarily result in improved overall productivity.

On the other hand, a true CPS (TCPS) is a system that combines information
from and to the physical world tightly in order to actuate objects. Sensors interact
with object cross layers. Driverless vehicles are an example in the geographic dimen-
sion, using IoT online to obtain and monitor vehicle position, traffic conditions, and
the peripheral environment in the physical world, process everything in real time,
conduct integrated analysis for any layer, and actuate people and moving objects.
Here, location-aware IoT in situ is the key to make the interaction possible. A TCPS
places an emphasis on interactive functionality of systems. Sensing, processing,
and actuation are installed, invisible, and work without human intervention. For a
mature, complete system, this works well. However, problem-solving and system
development often require intensive communications between developers and users.
Solutions for social and environmental problems culminate from the participation of
stakeholders. The interface between the cyber and physical worlds is critical in the
installation of technologies.

As a solution to maximize the advantages and compensate for the disadvantages
of PCPS and TCPS, we propose the Geo CPS platform with XTUI to accelerate the
communication across spaces in specific social–physical contexts. The goal of the
platform is to provide an intuitive tool for developers and stakeholders to understand
how the physical environment evolves and how the interactions could be improved
with cyber technologies. As functions, the tools actuate sensors in the physical space
in real time and processors in cyber space and motivate people intuitively in the
social space in order to co-design solutions to solve complex problems. As shown
in Fig. 2.2, XTUI links physical, cyber, and social spaces with a common system
architecture consisting of platform, network, apps, and users. The details of the
concept and system architecture are discussed in the next section.

2.4 eXtended TUI for the Geo CPS Platform

The philosophy behindTUIs is to allow people to interact with computers via familiar
tangible objects, therefore taking advantage of the richness of the tactile world
combinedwith the power of numerical simulations (Ratti et al. 2004a). Informational
flow in TUIs, from the acquisition of user input and the generation of GIS processing,
to map projection andmanipulation of the mock-up, forms a pseudo cycle of sensing,
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Fig. 2.2 The framework of XTUI and its system architecture, iSPA

processing and actuation in the laboratory. Our purpose is to create a TUI applicable
for the development of CPS solutions in geographic and participatory conditions.

2.4.1 Conceptual Framework of eXtended TUI

The conceptual framework of eXtended Tangible User Interface (XTUI) is illustrated
in Fig. 2.2. It is composed of physical, cyber, and social spaces, plus the interac-
tions between each pair. Each space possesses its own structure of layers (platform,
network, services, and users). XTUI is vital in the triangular relationships, which
completes the link from the tangible table with the physical environment and cyber
space. While maintaining interactivity for visualization, XTUI extends the functions
in three ways.

First, XTUI considers TUI not only as an interface but also as a platform for
participatory design of system solutions on social issues. TUI has indeed been a
tool for human communications because from the beginning it has aimed to bridge
gaps between cyber space and the physical environment, as well as the foreground
and background of human activities (Ishii and Ullmer 1997). Compared with the
cyber and physical spaces, however, the concept of TUI was generally limited to
technical operation while other important factors (the social context and community
of users) were hidden. Human factors did not receive much attention in applications
so far. In XTUI, we introduce the user community (here referred to as the social
space). Thus, the mission of XTUI is extended to the co-design of solutions for
problem-solving, rather than mainly the demonstration of a pre-designed product.



2 Developing the eXtended Tangible User Interface … 21

This provides an innovative perspective for developing applications of TUI in disaster
risk management.

Second, XTUI extends the target of TUI from the tangible desk to the real world
through the IoT network and human network. Programs and algorithms can be tested
by TUIwith stakeholders so TUI is used as a participatory testbed. Human communi-
cation and decisions can be tested on the tangible table, reflected in cyber space, and
actuated remotely with sensors and rovers. This extension connects the TUI tightly
to the physical world while the mock-up becomes a living simulator in a specific
context.

Third, XTUI is not only a visualization tool but also a platform for community
and stakeholders to co-design solutions with a participatory approach, and it is used
as a testbed in a living laboratory, rather than a manufacturing laboratory. XTUI
establishes a third apex to cyber and physical systems by adding the interactive and
intuitive human factor of social space, so that the system architecture of CPS becomes
an interaction of sensing, processing and actuation. We call this structure iSPA, the
featured system architecture of XTUI. This feature particularly suits to disaster risk
communication in situ with support of scientific data.

In fact, CPS, GIS, and XTUI represent three ways of understanding, processing,
and manipulating our world, in which each technology takes a unique position.
CPS emphasizes direct interactions with the physical world; GIS manipulates those
objects in the cyber world; XTUI fills the gap by brings the physical and virtual
objects together into the social space for decision-making.

2.4.2 System Architecture of XTUI

Information integration in cyber–physical–social worlds has been studied substan-
tially. As illustrated in Fig. 2.2, a computational cyber space is generally composed
of hardware, operating system, applications, and users/clients. A physical space is
constructed on physical terrain, social infrastructure including road and communica-
tion networks, institutions, and user services. The system architecture of CPS is often
discussed with four layers: sensor/actuator, supervisory, control, and applications.
The sensor/actuator layer contains various devices in the physical world. The latest
TUIs use GIS, CAD, VR, and AR as applications to render geospatial content for
map projections (Maquil et al. 2015, 2018). However, the interaction between all
three spaces has not been discussed as much as bilateral mutual interactions between
cyber, physical, and social spaces.

The key concept of the system architecture for XTUI is conceptually structured as
iSPA, as shown in Fig. 2.2, where S expresses the part of sensing of cyber–physical
system, P expresses algorithms of processing in cyber system, i expresses interaction
of userswith cyber and physical systems, andA expresses direct or indirect actuations
between the cyber-physical systems through social systems.

We see that three spaces are considered similarly in the bottom-up operational
structure by the layers of platform, network, apps, and users. A physical system
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works on physical terrain, infrastructure, private and public services, and cloud of
users for data fusion while a cyber system is on computer hardware and software,
the Internet, intelligent algorithms, and operators for virtual data fusion. XTUI is
operatedon tangible landscape,with a social network, intuitive interface, andmultiple
participants. While CPS is often considered to be interactive between cyber and
physical systems only, the system built on iSPA is inclusive, including not only
invisible communications in cyber–physical systems but also decisions and actions
of the participation and discussion in the social space. The role of XTUI is to activate
communication intuitively.

With iSPA, information is aggregated locally and delivered to the Internet in real
time. The supervisory layer organizes data sources, conducts analysis and simula-
tions, and provides the results to the application layer. IoT devices are monitored
and controlled at the control layer. Eventually, we expect value to be created from
connectivity based on aplatformby integrated utilization of sensor data fromdifferent
industries and sectors, as well as public data, and citizen data.

Therefore, iSPAprovides a system structure to co-design the solutions of problems
in the physical world, in a participatory fashion. Those solutions will be developed
through communications with XTUI in a series of practices. By using iSPA, the func-
tions and interactions between cyber, physical, and social spaces can be simulated
at the community level. The performance of such systems will depend on the depth
and breadth of interactions, as described in Fig. 2.1. A shallow level of interactions
relays only data and messages. A deep loop will learn the causes and effects inside
virtual content with real-time observation in the physical space and human operation
in the social space. The experience of learning may start from the mock-up stage of
XTUI, but more attention should be extended to multi-scales of cause and effect in
the physical world.

2.4.3 Functions of Geo CPS Platform

Figure 2.3 presents the system functions of the Geo CPS platform. It is roughly
categorized (on the left) in terms of iSPA, with sensing and actuation at the lower
level and processing and interaction at the higher level. The column highlighted
in gray expresses the classes of functions where sensor and actuation devices are
grouped with network and communication protocol. Functions relevant to cyber
space (data management, mining, and machine learning, etc.), are located near GIS,
VR/AR, and map projection. XTUI brings various user services to the platform in
tangible ways by using 2.5D, 3Dmock-up, or illuminating clay in the physical world.
Tangible landscape objects are enhanced with GIS projection or AR/VR simulation.
Tangible objects could be a mock-up of buildings, facilities, or any other objects.
Multiple users can touch the 2.5D or 3D objects to retrieve the deep layer of cyber
spaces by using app interfaces like REST and SPARQL as well as any customized
API. The potential of XTUI and the platform is demonstrated through a series of
working scenarios.
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Fig. 2.3 System functions of Geo CPS Platform with XTUI

User services could be diverse, ranging from transportation planning, energy and
environmental management, to innovation, social revitalization, and human health
and security. Issues in each sector could be described as applied cases in the physical
world by the integration of information from inside and interactions with the outside.
Working scenarios, such as water flow, object detection, thermal simulation, and
urban access assessment, provide several fundamental tools for the development of
solutions. Meanwhile, ideas, feasibility, and applicability can be examined in a Geo
CPS platform with XTUI.

2.4.4 Working Scenarios

The development of TUI has evolved since the early 1990s from (1) hand gestures
and grasping to (2) interactive simulations of physical worlds, (3) working scenarios,
and (4) commercial applications (Fitzmaurice et al. 1995). Although the tools have
evolved from graspable bits and dynamic terrainmodels toARSandbox and Tangible
Landscape, the fundamental issues have not changed significantly. To use TUIs,
people need to realize that they can be useful and bring added value (Scotta et al.
2006). Systems that model elevation, contours, and water flow on an abstract land-
scape are limited in the scope of potential applications (Petrasova 2015), but the
potential of the sandbox can be expanded by improving interactions in cyber space.
Thus, our idea was to extend TUI with CPS and expand scenarios that link directly
with the physical world.
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To address the relative absence of TUI in urban-related applications, we proposed
scenarios for a Geo CPS platform with XTUI using thermal cameras to simulate the
thermal radiation of different building materials. The landscape model is made by
contour map and buildings created by 3D printer. A thermal camera is installed to
monitor radiation in the physical model. Solar radiation frommaterials with different
albedo demonstrates the effects of anthropogenic surfaces on the living environment.
By manipulating the material of the ground surface and building surfaces, the system
simulates changes in real time and projects the results back onto the tangible table.
Meanwhile, the system dynamically connects thermal sensors in situ to the tangible
table and demonstrates the temporal change of observations. With this, environ-
mental temperature can be simultaneously brought into discussion. By comparing
reality and simulation in cyber–physical spaces, users in the social space are able to
easily understand the effects of reactions. This can be very useful for discussions on
mitigation of the urban heat island effect, for example.

Another scenario of XTUI is the accessibility to urban facilities. Urban access is
largely influenced by topography and walkability. Many neighborhoods of cities in
the world are built on hilly topographies, which results in extra effort required by
people who are walking, and the extra burden could be more severe for the elderly
and disabled persons. Having ways to assess walkability and visualize accessibility
in different landscapes for people with different health conditions will help residents
better understand the built environment and will assist urban planners and developers
to better locate urban facilities. An algorithm using GIS was developed in Nakayama
and Yan (2019) to evaluate “shop sheds.” This algorithm was installed in an XTUI
platform with topography mocked-up by contour map and buildings created by 3D
printer in 2.5D. The “walkable shed” from a grocery shop or convenience store is then
evaluated and projected onto the 3D model. Users can relocate a target object on the
tangible environment and then update the accessibility via the shortest road network
and consideration of “walk load” by age cohort. When the algorithm interacts with
in situ weather conditions, the walkable paths and consumption of energy can be
calibrated in real time.

The third scenario is application for risk communication in disaster management.
Disaster management is one of the most targeted uses of TUIs. A popular working
scenario in TUIs is for flood simulation in tangible landscape. While multiple users
modify the landscape with sand, the elevation is scanned with an infrared camera
and modeled in GIS. The contour map is generated and again projected on the
TUI. Rainfall runoff, the effects of a reservoir, and the collapse of a dam can be
simulated in real time. These intuitive education tools can help users understand the
mechanisms of hydrology. Environmental and river sensors in the physical world
bring information of water level to the social spaces and provide observations in real
time for simulators in virtual space. Tangible landscape and projection of flooding
simulators in XTUI give intuitive presentation of water level, flooding risk, and even
evacuation routes. It can also easily simulate the impacts of collapses of dams and
river banks and present the results on the tangible landscape.
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2.5 Experiment and Potential of Geo CPS

2.5.1 Community Trial in Urban Living Lab

Map projection is often used in participatory urban planning and design. Those cases
often consider TUI as a tool for visualization of cyber content only, without tight
connections with the physical and social contexts at the local level. For instance,
Maquil et al. (2015) introduce the concept of Geospatial Tangible User Interfaces
(GTUI) and report on the design and implementation of such a GTUI to support
stakeholder participation in collaborative urban planning. The proposed system uses
physical objects to interact with large digital maps and geospatial data projected
onto a tabletop. However, no researchers have mentioned how to set up the user
community in a social context.

We brought theGeoCPSwithXTUI to anUrbanLivingLab for a community trial.
An Urban Living Lab (ULL) is a geographical or institutional location or approach
to have researchers, citizens, companies, and governments voluntarily cooperate in
experimentation (McCormick and Hartmann 2017). A ULL provides a platform for
governments, businesses, research institutions, communities, and citizens to plan,
design, and test products and solutions cooperatively (Thinyane et al. 2012). The
intrinsic properties of ULL are to learn from the real world, create knowledge in the
real world, and produce solutions that can be applied in real life. Usually, companies
and universities bring projects forward, conduct planning, design, application, and
testing through co-creation, and receive social feedback. Early on, companies envi-
sioned ULLs as having the purpose of developing, designing, and testing products
from the user perspective (Kimbell 2011). This explains how in many cases ULLs
were created and used as venues for co-creation or testbeds for product development
by companies.

Yokohama has developed as a port town, with its city center near the waterfront
playing a major role as a center of commerce in the Tokyo metropolitan region.
Parts of Yokohama facing the mountains have large residential areas that serve as
bedroom communities for Tokyo. Many of these residential areas were planned
and constructed during Japan’s postwar period of high economic growth, so their
populations and infrastructure are aging, and the infrastructure is entering a period
requiring renewal. To examine this situation, the Yokohama municipal government
and Tokyu Corporation (a major private railway company) kicked off a joint project
in April 2012 on the “Next-Generation Suburban Town Project” (NST, https://jis
edaikogai.jp). Over the years, many study meetings and participatory workshops
were organized with residents, resulting in an activity report entitled “2013 Basic
Concept for NST: Community Development Vision for the Model District along the
Tokyu Den-en-Toshi Line.” Following the recommendations presented in the report,
Tokyu Corporation established the WISE Living Lab (WLL) in 2017 and opened a
facility at the property it owned in Tama-Plaza. WLL is an activity center for NST
and has become a forum for residents, governments, businesses, and universities

https://jisedaikogai.jp


26 W. Yan et al.

Fig. 2.4 System configuration of XTUI at WISE Living Lab

to communicate about local issues, think together about how to address them, co-
create, and produce results. Under this scheme, we launched a project to cooperate
with stakeholders, aiming to redesign the food life of the suburban town. A prototype
ofGeoCPS is installed atWLL.The site condition and systemcomposition are shown
in Fig. 2.4.

XTUI in this case is composed of a PC, a projector, an infrared camera to detect
gestures and the designed frame. Sensors of temperature and air quality are installed
at the living lab indoors and outdoors, and sensing data are transmitted to cloud data
storage on the Internet. The data are processed in GIS for mapping and visualization.
The processed data are presented by chart or map on the project website in virtual
space. Meanwhile, the maps are projected onto a 3D model of the area. As a result,
environmental conditions can be monitored in situ and the results can be reflected
in the XTUI in real time. Participants can manipulate the land surface mocked up
by clay or sand, or street blocks, buildings or road pavement by 3D printed objects.
The participants’ operations are captured by infrared camera and projected back as
the thermal effect of modifications.

The walking accessibility of the area is calculated and displayed by monitor in
a cyber system. It is projected onto the 3D model with the color red representing
high accessibility along the road network. The user can move a tangible icon of a
facility on the table to re-locate it. This interaction is in real time, so the result can be
confirmed immediately. Overall, this XTUI helps users better understand their living
conditions and consider ways to improve them.
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2.5.2 Potential for Disaster Risk Reduction (DRR)

Disaster risk is the intersection of events, exposure, and vulnerability (IPCC 2012).
Reducing the risk requires innovative techniques that can detect natural abnormalities
quickly, alert early, and improve public awareness effectively. Geotechnology has
attracted high expectations and found many applications due to its advanced use of
technologies and potential for public participation.

For decades,many have advocated for public participation in disaster riskmanage-
ment, but in reality, it remains elusive (Ray et al. 2017). Samaddar et al. (2017) exam-
ined the process and identified outcome-based factors that account for successful
participatory disaster risk management. The results unveiled that planners and prac-
titioners are still struggling to findways tomeaningfully involve local communities in
disaster management programs; so far, apparently successful projects and initiatives
have seldom been scaled up or replicated. The reason for this is that no comprehen-
sive framework for participatory disaster risk management exists, and no systematic
evaluation has been made to assess the necessary elements and appropriate paths for
meaningful public participation (Samaddar et al. 2017).

Some tools incorporate GIS and GPS and can be used by trained local communi-
ties to assess flood risk intensity at a local level and hence develop risk management
plans (Singh 2014). Participatory GIS (PGIS) offers tools that can be used to help
the public be meaningfully involved in decision-making processes affecting their
communities (Jankowski 2009). PGIS usually involves communities in the produc-
tion of spatial data and spatial decision-making (White andRoss 1984). Technologies
utilized in PGIS have involved both commercially available and open-source GIS
software, and more recently, free software. However, which PGIS tools should be
used in a given participatory process depends largely on what level of participation
is to be achieved (Jankowski 2009). Hazard inventories can also be produced using
participatory mapping and PGIS. WebGIS was often used to enhance community
resilience to flooding by identifying the Tangible and Intangible Local Flood Culture
of the City of York (Chitty and Sprega 2017).

Cadag and Gaillard (2012) developed participatory three-dimensional modeling
or mapping (P3DM) in the Philippines by building stand-alone scaled relief maps
made of locally available materials (e.g., cardboard, paper) and thematic layers of
geographical information. Guerin and Carrera (2010) used an interactive tangible
3D platform for the modeling and management of wildfires, with an interactive
tangible 3D platform applied to conduct wildfire training, incident command and
community outreach activities by allowing users to interactively visualize a variety
of scenarios on sand tables, based on underlying wildfire, traffic, smoke, rain, and
incident command models. “SandBox-FM” is a tool developed by Ottevanger et al.
to combine either a Delft3D-Flexible Mesh (FM) or an XBeach model with Tangible
Landscape (Ottevanger et al. 2017). Tonini et al. (2017) applied tangible landscape to
the complex problem of managing an emerging infectious disease affecting trees in
California, sudden oak death, and explored its potential to generate co-learning and
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collaborative management strategies among actors representing stakeholders with
competing management aims.

IoT technology has also attracted interest for DRR (Park et al. 2018). A frame-
work for how systems will come together for the purposes of DRR was proposed
by (Baloyi and Telukdarie 2018; Ray et al. 2017). For instance, Baloyi and Teluk-
darie (2018) proposed a multi-layer structure of a cyber–physical system, but it
lacks explicit consideration of the human interface. Zhang et al. (2018) reviewed
advanced sensing, processing, and data fusion technology and described a framework
for building an IoT-based geospatial sensor web focusing on service web capacity
with four key methods, namely, integrated management, collaborative observation,
scalable processing, and fusion. Some studies have also reviewed prototypes and
applications for environmental, hydrological, and natural disaster analysis. Unfor-
tunately, they mostly focus on sensing technology and pay less attention to inte-
gration and interaction with cyber and social factors, while interactions with user
communities are generally outside their scope.

Geo CPS has significant potential for applications in disaster management at the
community level by enhancing the integration and interaction of cyber–physical–
social spaces. Figure 2.5 shows scenes in the community trial at WLL mentioned
above, where GIS content is projected on the Tangible Table. In the photo on the left,
the colored road network represents accessibility to a re-located convenience store,
and the green coverage represents the landform of the neighborhood and low-lying
areas prone to flooding. AR GIS and the Tangible Table bring together information
in GIS and cyber space intuitively and interactively with participants.

Fig. 2.5 Geo CPS experiment in the suburbs of Yokohama City. a Tangible Table with topographic
information before development, accessibility after development. b Public participation with AR
of map projection on XTUI
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2.6 Conclusions

This chapter focused on the integration of geotechnology with IoT and TUI and
presented an innovative picture of a Geo CPS platform with eXtended TUI (XTUI)
for intuitive interaction in the cyber, physical, and social spaces.

Elemental technologies such as GIS, AR/VR, and GNSS have developed signifi-
cantly and come into popular use in themainstream of information society. Emerging
technologies such as IoT and CPS are driving a new wave of industrial innovation,
as in the example of Society 5.0. However, applications so far remain mostly in
scientific and manufacturing laboratories and have not so easily found a place in
light of the urgent demands of society. Geo CPS as a platform aims to bridge gaps
that exist between cutting edge technologies, established geospatial industries, and
practical issues of society. The platform, composed of CPS, GIS, and XTUI, takes
the common advantages of the elemental technologies in the geospatial dimension
and provides a new perspective to develop CPS solutions by focusing on integra-
tion and interaction in the physical, cyber, and social spaces. The platform requires
developers to understand the location-specific context and pay attention to interac-
tive processes with stakeholders and the synergistic effects of communications. The
introduction of Geo CPS at the Urban Living Lab exemplified a model of imple-
mentation with community, which brings the physical environment visibly onto the
XTUI table and intuitively drives interactive discussions. Interactions at the Living
Lab create opportunities for systemdevelopers and community leaders to co-discover
problems, co-design solutions, and co-deliver benefits to society.

Disaster management is mostly a social issue rather technological. Reducing
disaster risks and improving resilience of communities require support of infor-
mation and technology in a way of more real timely with finer datasets and seamless
communications. The mission itself is completely location and context sensitive.
The Geo CPS platform in this sense considers the importance of physical, cyber,
and social spaces simultaneously with a system structure and functions in common
structure. The working scenarios demonstrated the feasibility of implementation in
community, such as the urban living labs.

The platform presented here is still in its infancy. Its functions have not been
fully developed, the sensor network is still in the process of being installed, and
scenarios need to be further developed. Nevertheless, we believe there is potential
for the innovative ideas introduced here to make significant contributions in many
geospatial applications, including disaster risk management.
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Chapter 3
Innovation in Earthquake Early Warning
System: A Case Study of EQ Guard
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and Rajib Shaw

Abstract Global frequency of disasters is following an upward trend. While the
frequency of significant earthquake linked disasters is much less compared to
hydrometeorological disasters, the causalities attributed to earthquakes consider-
ably surpass those attributed to any other disasters. This makes earthquakes a low-
frequency but high-impact hazard. Further, unlike other natural hazard warning
mechanism, earthquake warning has a window of a few seconds to a minute, hence
catching us mostly unaware and leading to more injuries and causalities. With the
advancement in the field of earthquake research, and science and technology, many
countries including Japan, Turkey, Mexico, and USA boast of having an earthquake
warning system. Although it is not possible to reliably predict earthquakes, but the
existing technologies create a window for decisive action by analyzing the P-wave,
which provides advance information of the estimated seismic intensities and arrival
time of strong tremors prior to their actual arrival. Ranging from a few seconds to a
minute in hand, such a warning allows to take necessary safety measures including
individual safety, evacuation, shutting down of critical/hazardous processes to miti-
gate impacts, stopping elevators, trains, initiating response, etc. This study discusses
the innovation and advancement in earthquake early warning (EEW) systems in
Japan. It explores the functioning of the existing product, namely, Earthquake Guard
(EQG-III) developed byChallengeCo. Ltd., Japanwhich is being used for earthquake
early warning.
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3.1 Introduction

Globally, in 2018, a total of 315 natural disaster events were recorded with 11,804
deaths, over 68 million people affected and US$131.7 billion of economic loss.
Earthquakes were the deadliest type of disaster accounting for a whopping 45% of
these deaths, though, in terms of a number of events, they constitute just 6.3% of
the total 315 events (CRED 2019a). A similar trend is observed during 2000–2017
where the average death toll by earthquake (46,173) is 59.9% of the average deaths
due to all disasters combined (77,144) (Annex 3.1). Thus, it can be inferred that
while the frequency of significant earthquake-linked disasters is much less compared
to climate-related and hydrometeorological disasters, the causalities attributed to
earthquakes considerably surpass those attributed to any other disasters; making
earthquakes a low-frequency but high-impact hazard.

Death toll in earthquake arises from three main causes: structural collapses, non-
structural causes and cascadinghazards likefire, tsunami,NaturalHazardsTriggering
Technological Disasters (NATECH) and others. Structural collapses are responsible
for 75% of deaths in earthquakes (Cobum et al. 1992). Coupled with these, a possible
reason for high earthquake-related mortality is the fact that unlike other natural
hazards like cyclones, floods, tsunami, earthquakes mostly catch us unaware. In the
1989 Loma Prieta Earthquake in the San Francisco Bay Area and 1994 Northridge
Earthquake in Southern California, more than 50% of injuries were linked to falls
and non-structural falling hazards respectively; meaning that if everyone got a few
seconds’ warning of the coming shaking and dropped, took cover, and held on, the
number of injuries in an earthquake could have been halved (Allen andMelgar 2019).

TheSendai Framework forDisasterRiskReduction (SFDRR) 2015–2030 calls for
strengthening of early warning system for the reduction in loss of life and economic
assets. In the absence of any technology to accurately predict the occurrence of earth-
quakes, having in place an earthquake early warning system with even a few seconds
of warning can help in reducing life loss, injuries, prevention of cascading damages
in critical infrastructure and services by triggering automated or manual actions,
etc. Earthquake Early Warning (EEW) has been part of the Japanese Shinkansen
system since the 1960s and automatically slows and stops trains when earthquakes
are detected. The high-speed trains in China are now also speeding up the develop-
ment of EEW systems. In San Francisco, the Bay Area Rapid Transit (BART) train
system began using EEW system for slowing and stopping the trains in response to
strong ground shaking in 2012 (Given 2013). Elevators are another example of auto-
mated response application of EEW whereby they are prompted to go to the ground
floor and open the doors, thus preventing hundreds of people from being trapped. A
public survey in Japan in 2012 on the usefulness of EEW following the M9.1 East
Japan earthquake and Tsunami (EJET) on March 11, 2011 shares that 82% of those
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surveyed in whole of Japan responded positively, and specifically in the Tohoku-
Oki region, 90% responded positively (Allen and Melgar 2019). BART’s success
in maintaining continuous service directly after the 1989 Loma Prieta earthquake
reconfirms the importance of EEW system as a transportation lifeline (BART).

While considerable progress has been made in recent decades in the field of
early warning, these are generally less developed for geo-hazards and significant
challenges remain in advancing their development for specific hazards, particularly
for sudden-onset hazards such as earthquakes (UNESCO 2015). Even though the
concept ofEEWwasproposed as early as 1868, therewas hardly anyprogressmade in
the field till the advent of digital seismic instrumentation and digital communication
technologies. The occurrence of some of the destructive earthquakes around the
globe further underlined the dire need for EEWs and stimulated the pace of their
development. Currently, these systems are operational in Japan, Taiwan,Mexico, etc.
while in Turkey, Italy, Canada, Republic of Korea, China, USA (California), these
are in development stages or under restricted applications. These systems mostly
involve either development of a nationwide dense network of seismic sensors or
smartphone-based applications for detecting and generating alerts. While the former
is a long-term and costly affair, the latter is a non-stationary network and suffers
from issues like potential background noise and hence a trade-off between false
alarm probability and the detection delay.

This chapter briefly discusses earthquakes and different types of seismic waves.
It then explores the innovation and advancement in earthquake early warning (EEW)
systems, various algorithms and their limitations, the challenges or gaps in the func-
tioning and usability of different EEW systems. Further, it presents the functioning
of the existing product like Earthquake Guard (EQG-III) developed by Challenge
Corporation Limited, Japan, which is being used for earthquake early warning by
addressing some of the identified gaps in other existing EEWs, their limitations and
way forward.

3.2 Literature Review

The lithosphere, comprising the Earth’s crust and upper mantle, is fragmented into
various major and minor rigid slabs called tectonic plates. Driven by internal forces
of the Earth, these tectonic plates continuously move at rates of a few centimeters
per year. Their movement relative to each other distorts the crust in the region of the
boundaries creating systems of earthquake faults. Major faults and systems of faults
also exist in the interiors of plates. As the plates move together, apart or past each
other, tremendous stress is build up around the fault; however, due to the overlying
rock strata, the friction locks these plates together (NCERT 2016). At some point of
time, their tendency to move apart overcomes the friction resulting in abrupt slipping
of the fault. This sudden release of accumulated strain energy causes series of vibra-
tions (elastic waves) on the earth’s surface, which is called an earthquake. The point
where the energy is released is called the focus or hypocenter of an earthquake. The
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amount of energy released during an earthquake determines its magnitude (measured
in Richter scale) and is dependent on the size (surface area) of the fault rupture. The
energy waves travel from the focus in different directions and reach the surface. The
point on the surface, nearest to the focus (directly above it), is called epicenter of
the earthquake. It is the first one to experience the waves. Intensity of an earthquake
is the level of shaking caused by seismic waves at a specific location. It depends
on the magnitude of the earthquake, distance from the epicenter and local geology.
For ruptures extending hundreds of kilometers along a fault, the shaking intensity
at a location also depends on its distance to the fault rupture. Based on the causing
factors, earthquakes can be broadly categorized as tectonic earthquakes (caused by
rupture of earth crust due to geological forces), volcanic earthquakes (caused by
tectonic forces in conjunction with volcanic activity), collapse earthquakes (small
earthquakes in underground caves and mines caused by seismic waves produced
from explosion of rock on the surface) and explosion earthquakes (caused due to
detonation of a nuclear or chemical device).

Seismic waves, like all waves, transfer energy from one place to another without
moving the material. Seismic waves are fundamental of two types, compressional
longitudinal waves and shear transverse waves. Within the Earth’s body, these
are respectively called P-waves (primary because they are fastest) and S-waves
(secondary since they are slower); together known as body waves. When the body
waves reach the free surface of Earth, the two types of motion combine to form
complex surface waves, which propagate along the Earth’s surface. Surface waves
have much higher amplitudes than the P-waves and S-waves and are destructive in
nature. P-waves travel fastest and are the first to arrive at the earth’s surface. They are
generally smaller and have higher frequency than the subsequently reaching S-waves
and surface waves and hence are not destructive. Two types of surface waves are
L-waves (or lovewaves) andR-waves (or Rayleighwaves). Lovewaves exist because
of the Earth’s surface; they are largest at the surface and decrease in amplitude with
depth. They are dispersive, that is, their wave velocity is dependent on frequency,
with low frequencies normally propagating at higher velocity. Their depth of pene-
tration is also dependent on frequency, with lower frequencies penetrating to greater
depth. Rayleigh waves are also dispersive and their amplitudes generally decrease
with depth in the Earth. Their appearance and particle motion are similar to that of
water waves (British Geological Survey 2020).

Thewaves reaching the surface are recorded by an instrument called seismograph.
Its recording is called seismogram and is based on the relative motion of pendulum
and ground. The seismograph is equipped with the electromagnetic sensor that trans-
lates groundmotions into electrical changes, which are processed and recorded by its
analog or digital circuits (Britannica 2020). During an earthquake, the S-waves and
the subsequent surface waves which cause strong ground shaking travel at about half
the speed of the primary P-waves (Kumar et al. 2014), thus taking a few seconds or
even minutes more to reach the surface. With the help of the time difference between
the arrival of P-wave and S-wave, the distance between the earthquake and the seis-
mograph is worked out. The waves arrive first at the closest station and last at the
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farthest one. By comparing the time difference from seismographs of atleast three
recording stations, seismologists locate the epicenter of the earthquake.

The size of the earthquake or its magnitude depends on the size of the fault and
the amount of slip on the fault. It is determined using the logarithm of the amplitude
of the largest seismic wave calibrated to a scale by a seismograph. A short wiggly
line that does not wiggle very much means a small earthquake, and a long wiggly
line that wiggles a lot means a large earthquake. The length of the wiggle depends
on the size of the fault, and the size of the wiggle depends on the amount of slip
(USGS).

3.2.1 Earthquake Early Warning Systems

Early warning system is defined as an integrated system of hazard monitoring, fore-
casting and prediction, disaster risk assessment, communication and preparedness
activities systems and processes that enable individuals, communities, governments,
businesses and others to take timely action to reduce disaster risks in advance of
hazardous events (UNDRR 2016).

Earthquake earlywarning (EEW) systems rapidly detect and characterize ongoing
earthquakes in real time to provide advance warnings of impending ground motion.
The concept of EEW has emanated from the understanding that radio waves travel
about 100,000 times faster than the elastic waves that propagate strong shaking
through the earth. Much before the required technology was available, the physics
behind the EEW was highlighted by J. D. Cooper back in 1868 (Bakun et al. 1994).
But, the implementation of EEW got stimulated only by the availability of digital
seismic instrumentation and digital communication technologies. Further, over the
years, the development of EEW has also been driven by major earthquakes across
the globe. Some of these include the 1985 Mexico City earthquake (M 8.1), the
1995 Kobe earthquake (M 6.9) and the 2008 Wenchuan earthquake (M 7.9). The
1985 Mexico City earthquake even illustrated the possible time gap of at least 1 min
between detection by seismic stations along the coast and the time when shaking
was felt in the city (Allen and Melgar 2019); thereby highlighting the possibility of
generating EEW.

The existing earthquake earlywarning (EEW) systemsmake use of the time differ-
ence in the arrival of P-wave and S-wave. EEWs rapidly detect the first sign of an
earthquake, the P-wave and transmit the information to data center/servers for deter-
mination of location and intensity of earthquake, which is further disseminated to end
users within seconds, before the arrival of the destructive S-wave and surface waves.
This is possible because while seismic waves travel through the shallow earth at
speeds ranging from 0.5 to 3 miles per second, information through communication
systems can be sent instantaneously (Burkett et al. 2017). For local EEWinstallations,
the P-wave is detected onsite (i.e. at the user location), and the difference between the
P- and S-wave arrival times defines the maximum alert time. For regional networks,
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the P-waves are detected by sensors closest to the epicenter, and estimates are imme-
diately relayed to earthquake alerting applications (TV, smartphones, radio, etc.) to
the end users about the expected arrival and intensity of shaking at their location
(Strauss et al. 2016).

Allen et al. (2019) put forth some of the key algorithms being used by different
EEWs. Each of these algorithms offers some benefits and faces some limitations.
Point source algorithm uses a few seconds of P-wave data from a few stations close
to the epicenter for detecting an earthquake and finding its locations, time of origin
and magnitude. Information of ground shaking can also be gathered from these
using an appropriate ground motion prediction equation. While they are fastest and
are able to provide alert as close as possible to the epicenter, thus providing the most
warning time; they process information of only the first few seconds and also fail
to provide the lateral extent of the rupture, thus their predictions typically saturate
for M7 earthquakes. Finite fault algorithms can estimate the finite extent of the
rupture and have limited or no issue of magnitude saturation. Thus, while being
slower than point source algorithms, they are able to predict higher intensities of
shaking, and over larger areas, for the largest earthquakes before the shaking is felt.
Ground motion-driven algorithms are very different from the earlier two and do not
characterize the earthquake source at all. Instead, they make use of observations of
strong shaking to predict shaking at other locations. Thus, they are free from the
challenges and uncertainties involved in detection of earthquakes, their locations
and magnitude. However, their disadvantage is that the accuracy of ground shaking
prediction decreases as a function of warning time, thus providing short lead time to
act.

3.2.2 Importance of Earthquake Early Warning Systems

Unlike seismic retrofits, where a direct cost–benefit of damage reduction is tangible,
early warning reduces many hidden costs that are difficult to monetarily delineate
but are ultimately crucial for long-term resilience (Strauss et al. 2016). Even with
a very short lead time of a few seconds to a minute, an advance warning can allow
people and systems to take necessary safety measures including personal safety
like drop, cover and hold or evacuation; automated controls like shutting down of
critical/hazardous or production processes, stopping elevators, trains; or situational
awareness like initiating response, rapidmobilization of response agencies, etc. EEW
can reduce the number of injuries in earthquakes by more than 50% (ibid). Some of
the benefits EEW provide for are:

1. Personal safety at home, school, offices from falling objects by practicing timely
drop, cover or hold

2. Evacuating to safe assembly areas, if time permits
3. Planning for safety of vulnerable groups including differently-abled, old-aged

persons, infants, children, sick persons, etc.
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4. Protecting critical facilities or infrastructures through EEW-automated control
facilities or applications including slowing and stopping trains, preventing
planes from taxiing and landing, taking elevators to the ground floor and opening
doors, automatically isolating hazardous chemicals, and stopping heavy and
hazardous machinery

5. Preventing or mitigating NATECH and other catastrophic cascading impacts of
earthquakes like fire, leakages, spillage involving chemicals, gas, radioactive
material, etc.

6. Giving time to staff who work in more hazardous situations (construction sites,
utility works, hazardous chemical plants, etc.) for stepping away from hazards,
stopping machinery, putting down chemicals, securing safety harnesses and so
on.

7. Even when the intensities are not high enough to cause damages, warnings
followed by suitable actions by people allow them building a culture of seismic
preparedness among the community.

3.2.3 Existing Earthquake Early Warning Systems

It is observed that the development and implementation of EEW have been acceler-
atingwith the advancement of communications technologies but have been limited to
the regionswith seismic networks (Allen et al. 2019). Broadly, the existing and devel-
oping EEWs across the globe can be categorized as those with alert distribution to
nationwide or to public in large (as inMexico, Japan, SouthKorea and Taiwan), those
with limited alert distribution to only selected users (as in parts of India, Romania,
Turkey and USA) and those which are still under the development or testing phase
(as in Chile, China, Italy, Switzerland, etc.) (Allen and Melgar 2019).

Many countries are working toward establishing nationwide seismic observation
system, which requires a good network of high-quality ground motion sensors with
robust communication systems. Some of these include:

1. The Mexican Seismic Alert System (SASMEX) broadcasts EEWs to general
population through a network of numerousmonitoring stations,which are linked
to control and distribution centers that receive, decode and broadcast the alerts
by a redundant telecommunications network. The dissemination of EEW is done
through low-cost radio receivers, subscribing television and radio stations and
through system of municipal loudspeakers installed in the streets throughout
the city (Suarez et al. 2018). In the case of the great Tehuantepec earthquake of
2017 (Mw 8.2), SASMEX gave almost 2 min of warning prior to the arrival of
the strong-motion seismic waves in Mexico City (ibid).

2. Japan’s public alert system for earthquake is operated by the Japan Meteoro-
logical Agency and is based on the point source algorithm to locate earthquakes
based on arrival of P-wave. Alerts are broadcasted on cell phones, available
commercial smartphone applications, TV, radios and various other dedicated
communication channels. However, it faced many challenges during the 2011
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M9.1 EJET. The earthquake caused significant shaking over a much larger area
than predicted by the EEW algorithm, as the magnitude estimate saturated at
M8.1. It also faced issues in generating quality of alerts due to intense aftershock
sequence by not being able to distinguish seismic arrivals from separate simul-
taneous events. It has improved its algorithms ever since. Similarly, Taiwan also
has a national seismic network that works on point source approach (Allen and
Melgar 2019).

3. The demonstrative ShakeAlert system of United States Geological Survey
(USGS) for West Coast of the USA is another example of nationwide seismic
network. It has been in development since 2006 and began sending alerts to
test users in California in 2012. It leverages a network of more than 400 high-
quality ground motion sensors. The test users currently receive alerts through
a computer application with both audible and visual alert features about the
location of epicenter, time remaining until waves will reach the user’s location
and an estimated intensity. When fully operational, it will be able to distribute
alerts through all available distribution channels, including those of FEMA,
smartphone apps, social media providers and other electronic alert technologies
as they develop (Burkett et al. 2017).
While that system has demonstrated the feasibility of EEW in California, the
system is not yet sufficiently tested or robust enough for public alerts, or, for
institutional users to initiate potentially costly actions to mitigate the effects of
strong ground shaking. Capital investment costs for a West Coast EEW system
are projected to be $38.3M, with additional annual maintenance and operations
totaling $16.1M—in addition to current expenditures for earthquakemonitoring
(Given et al. 2014). Though once functional, such a system would save lives,
reduce injuries and damage, and improve community resilience by reducing
longer term economic losses for both public and private entities; the system has
two keys limitations: false and missed alerts are possible, and the area very near
to an earthquake epicenter may receive little or no warning.

Apart from making use of nationwide network of seismic sensors, another set
of EEW systems use smartphones for the purpose. Smartphones are equipped
with accelerometers for sensing and detecting the movements. Further, making use
of geolocation technology and internet connectivity, warnings are being sent and
received. As they make use of existing smartphone infrastructure, they have been
able to significantly address the cost concerns involved in developing a county-wide
network. However, due to their constant mobility, a lot of background noise is gener-
ated, thus making it hard to differentiate and detect an earthquake using a single set
of accelerometer data. Thus, data from a large number of smartphones in a specific
geographical area are observed for a similar pattern of movement at roughly the same
time (Finazzi 2016). Some of these systems include:

1. MyShake Platform is built on the existing smartphone technology to both detect
earthquakes and issue warnings; thus having a potential to provide EEW wher-
ever smartphones are available. It can also integrate other sources of alerts and
deliver them to users and can also deliver its alerts through other channels as
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needed. Its operations have shown that earthquakes can be detected, located,
and the magnitude estimated in around 5–7 s after the origin time and alerts can
be delivered to smartphones in around 1–5 s (Allen et al. 2019). It uses personal
smartphones as sensors collecting earthquake data and delivering earthquake
information to the user before, during and after earthquake, including EEW.
Its uniqueness is that it involves no separate deployment or maintenance of
sensors. Instead the sensing hardware is provided by smartphone owners and
the deployment process is facilitated by theGoogle Pay andApple iTunes stores.
It attempts to distinguish seismic motions from other motions and records 5 min
of accelerometer data when the motion is classified as an earthquake.

2. Earthquake Network is a crowdsourced smartphone-based EEW, which was
started in 2012. The application collects data from the phone’s accelerometer
only when it is plugged in, charging and not being used. When movement of the
smartphone exceeds a certain threshold, a signal is immediately sent to a central
server where an algorithm decides, in real time, whether an earthquake is occur-
ring. Based on many similar reports, if the occurrence of earthquake is deter-
mined, a warning is issued throughout the smartphone network (Finazzi 2016).
Apart from warning, it automatically sends the coordinates of smartphones in
the affected area to the trusted contacts before the internet gets compromised to
aid in search and rescue operations, if needed. It also provides users to submit
report after earthquake is felt, which helps in quick deployment of emergency
team (Finazzi nd).

3. Mexico’s SkyAlert and Grillo, run by private sector are other examples of
smartphone-based alert applications.

Another set of EEWs are those based on onsite approach. Some of these use
microelectromechanical system (MEMS) sensor to provide prompt onsite warnings
to locations close to the epicenter. Some of these are:

1. P-alert system of Taiwan developed by the National Taiwan University. MEMS
is a low-cost sensor and uses P-wave displacement thresholds to issue alerts
within buildings that have installed P-alert devices.

2. National Centre for Research on Earthquake Engineering uses a few seconds
of P-wave data for predicting the coming peak shaking but it uses six extracted
features and a support model to decide when to alert.

3. Earthquake Guard (EQG-III) developed by Japan-based Challenge Co. Ltd.
(discussed in detail in the subsequent section).

3.3 Gaps and Challenges

The development of a nationwide system for seismic observation and warning
involves two key challenges. First, this is a long-term process involving at least a
decade or two and second, this incurs a huge installation and maintenance cost. The
huge cost does limit their scope for deployment in underdeveloped and developing
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countries and the long gestation period leaves the gap of not having any system in
place to mitigate the losses due to earthquakes during this long development period.

Further, the 2011 M9.1 EJET earthquake highlighted a few limitations faced by
an algorithm being used by one such network in Japan. While an alert was success-
fully issued, there was a problem of magnitude saturation experienced by the point
source algorithm, which estimated the event at M8.1. Efforts are required for devel-
oping better approaches for more prompt and unsaturated estimation of large events
including exploring approaches for using the evolving features of a waveform rather
than fixed-length time windows.

In the backdrop of long gestation period and high cost incurred in installation and
maintenance of nationwide network, smartphone-based EEWs do overcome these
two concerns. As pointed out by Kong et al. (2019), smartphone-based EEWs do
away with the need of deploying and maintaining separate sensors and can be easily
scaled up to the regional and global level; thus reducing the financial costs involved
in establishing nationwide sensor network. Besides, such systems can be used as a
tool for generating public awareness and knowledge about earthquake. Further, with
the growth of smartphones, the network of inbuilt sensors would inevitably grow;
thus strengthening and improving the EEWs.

However, various gaps and limitations are also identified in the functioning of
smartphone application-based EEW. First, due to their mobile nature, sensor network
created by them is non-stationary and varies over time of the day and the region.
As phones keep moving, the majority of the motions recorded by the accelerom-
eter may not be seismic in nature. Thus, under this technology, there is a definite
trade-off between false alarm probability and the detection delay, which needs to
be balanced using appropriate statistical tools to ensure its efficacy. Second, users
can join or leave the network by installing and uninstalling the application. To make
such EEWs systems more acceptable and usable by end users, they are expected to
consume minimal power so as to not adversely impact the normal functioning of the
phone. Third, depending on the diversity of sensing hardware used in smartphones of
different make and brands, they tend to differ in their detection sensitivities leading to
potential inconsistency in timing of the ground motion recorded by them, which can
significantly impact the quality and effectiveness of detection and generated EEWs
(Kong et al. 2019). Besides, some of the smartphone-based EEW systems also face
the challenge of real-time estimation of earthquake magnitude.

Minson et al. (2018) bring forth the concern that despite various existing EEW
systems in various parts of the world, the question of how much warning time is
physically possible for specified levels of ground motion has not been addressed.
They further suggest that EEW systems have the greatest potential benefit for users
willing to take action at relatively low ground motion thresholds, whereas users who
set relatively high thresholds for taking action are less likely to receive timely and
actionable information. This is so because strong ground motion only occurs near
the rupture of a sufficiently large earthquake, where there is little wave propagation
time between the earthquake source and the user location (ibid).

Unlike warnings of other natural hazards, EEWs cannot be based on real-time
human oversight and approval before the issuance of alert to end users due to the
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very short time between rupture and propagation of ground motion. Besides the
potential over or under estimation of ground shaking, an EEW is prone to tech-
nical glitches like false alerts1 or missed alerts2 (Minson 2019). Another related gap
regarding the dissemination of the EEWs concerns lack of/inadequate understanding
of risk perception and tolerance of end users to false and missed alerts. Having this
understanding can help in making the EEW system more acceptable and usable to
the end users.

Given the limitation of source parameter-based EEWs in providing timely and
actionable warning of strong ground shaking, the information on false alert tolerance
of users can be useful in undertaking cost–benefit analysis for different users and
utilities for appropriate EEW systems and dissemination. False alert tolerant user can
still be benefitted from the EEWs for low threshold of ground motions including the
unnecessary alerts when these events do not go on to produce strong groundmotions.

Further,with a generalizedwarning being currently sent out to all the users ranging
from household, offices, schools, hospital staff and individuals engaged inmore risky
andhazardous sectors like construction sites, power utility, heavyplants,machineries,
etc., the onus of taking appropriate mitigation and response action is rested with the
end user. Thus, in the absence of awareness, specialized orientation and training of
end users on how to respond to alerts, practical effectiveness of EEW system would
remain very limited in saving lives and preventing injuries. This underscores the need
for proper awareness and training of end users for appropriate response and effective
utilization of the warnings received.

3.4 A Case Study of EQ Guard

As earthquakes can occur anytime and given that development of nationwide EEWs
still require higher density coverage of seismic stations/sensors, further testing,
enhanced technical and operational capacities, it may be useful to also explore other
quick and low-cost solution, which can be effectively and quickly deployed and used
even by developing countries. The need for such a technology and infrastructure is
also being underscored in SFDRR, which calls for the application of simple and
low-cost early warning equipment and facilities and broadening release channels for
early warning information. A case in point is EQ Guard III (EQG-III).

EQG-III is an earthquake sensor alarm equipment. The accelerometer in EQG-
III is a Micro-Electro-Mechanical Systems (MEMS) sensor, which is built to detect
the initial small P-wave and issue an alarm before arrival of the big S-wave. The
accelerometer issues the alarm immediately and the alarm through the server is issued
after 1 s. The key technical specifications of the EQG-III are listed in Table 3.1.

1False alert is the alert generated when the actual groundmotion falls short of the accepted threshold
of the users.
2Missed alert is a lack of any alert by the system even when the actual ground motion exceeds the
accepted threshold of the user.
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Table 3.1 Technical
specifications of EQG-III

Display: PC display

Noise level: 0.1 gal

ETA: PC display at −99 to 999 s per s display

Warning display: LED flash display

Audio/video output: Line output, Headphone output, Volume
adjust

Warning output: Loop output 6 circuits

Transmit method: TIPv4, 100BASE-TX

Operational switches: Test switch*2, Reset switch, Setting-
clearing switch

Power: DC5V

Exterior (mm): 188.7 × 160 × 50.5

Weight (g): Approx. 1 kg

Environment: Temp: −10 °C ~ +50 °C, no fogging

Facilities: Indoors, Power adaptor

Source (Authors)

Annex 3.1 Death toll by
disaster type

Events Average (2000–2017)

Drought 1,361

Earthquake 46,173

Extreme temperature 10,414

Flood 5,424

Landslide 929

Mass movement (dry) 20

Storm 12,722

Volcanic activity 31

Wildlife 71

Total 77,144

Source (CRED 2019b)

It is worth highlighting that EQG-III system works without the presence of
any nationwide dense network of seismometer. It can work as a standalone device
(Fig. 3.1) and multiple EQG-III devices can be used to develop a regional earth-
quake alarm system (Fig. 3.2). EQG-III is installed near the supposed epicenter and
is connected to the server by internet. In case of an earthquake, EQG-III nearest to the
epicenter detects the P-wave first and sends data to the data center. The data center
processes such data and can calculate the location of epicenter and the magnitude
of the earthquake. The shaking intensity is measured within 4 s from the arrival of
P-wave. The information on location and expected intensity is sent to all EQG-III
for issuing alarms.
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Fig. 3.1 System configuration of EQG-III. Source (Authors)

Fig. 3.2 Regional earthquake alarm system based on EQG-III; students conducting evacuation drill
‘Drop, Cover, Hold on’ triggered by alarm. Source (Authors)
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Key features of EQG-III:

1. It can issue alarm in 11 languages.
2. It has pre-set alarm provision
3. It provides for real-time display of seismic intensity from each observation point

indicated on the map.
4. Control signals from EQG-III can be issued to shut down critical facilities and

services like chemical plants, nuclear facilities, gas or power installations, trains,
etc. to mitigate any cascading impact of earthquake.

5. It makes use of a specialized software, which discerns an earthquake from noise
generated near it. The following parameters are used to distinguish seismic
waves from noise:

a. Predominant frequency
b. Time duration in peak amplitudes that exceeds a threshold level
c. Number of zero crossings
d. Seismic intensity in Japan Meteorological Agency (JMA) scale.

This system has been installed with varied end users and has been successfully
functioning in various facilities including schools, companies, factories, hotels, resi-
dential apartments in Japan, Romania, Indonesia, South Korea, Turkey, Kazakhstan,
Ghana, Papua New Guinea, etc.

3.5 Discussion

Many countries in the Indian Subcontinent, Southeast Asia, Central Asia, Middle
East, Eastern Africa, Southeast Africa, Central America, South America and the
Caribbean are located in the most seismically active regions of the world along
the ring of fire or in areas with moderate seismicity but with high vulnerability
and would strongly benefit from the development of an operational EEW system
(UNESCO 2015). With an initial cost of 3000 US$ per device (sensor) and short
installment period of 1 week for one unit, EQG-III can be a quick and low-cost
solution for under-developed and developing countries, for their critical facilities.
Further, it offers a potential of being developed into a regional earthquake alarm
system for high risk areas in a very short duration (up to 3 months for constructing a
regional alarm system with around 10 units) at a low cost by deployment of multiple
units. Thus, EQG-III overcomes the two keys limitations of setting up a country-wide
sensor system, namely, long gestation period and high cost.

EQG-III has also addressed the key challenge faced by most of the smartphone-
based EEW system, i.e. generation of false alerts due to background noises. It does
so by making use of a specialized software, which discerns an earthquake from noise
generated near it. Most conventional seismic observations are made with a sampling
frequency of 100 Hz or lower. Usually, most of the noise events have a frequency
in a bandwidth centered at about 100 Hz. Therefore, it is difficult for data sampled
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at 100 Hz to accurately represent the special character of the noise. The sampling
frequency ofEQG-III is designed to be 500Hz in order to: (a) accurately collectwave-
form data of the noise; (b) be assured of sufficient bandwidth for reliable analysis;
and (c) discriminate seismic events from noise (Horiuchi et al. 2009). In addition
to the software identification, since the data center collects each observation data
in real time, EQG-III distinguishes between earthquake and noise through multiple
detection method3 to prevent false alarm.

While other sensors like Servo type strong seismograph with noise level less than
0.1 gal are available, they are expensive and are more suitable for the investigation of
underground structure. EQG-III uses MEMS sensor with noise level 0.1 gal, which
is quite sufficient for the purpose of EEW and for saving life of people without high
financial implications.

As EQG-III is installed at the desired location and is stationary in nature, it
also overcomes the challenge of non-stationary and varying sensor system faced by
smartphone-based EEW systems. Besides, through its uniform and standard design
across all EQG-III devices, the limitation of varying detection sensitivities faced by
sensors of smartphones of different make is also overcome, thereby doing away with
potential inconsistency in timing of ground motion.

By generating warning in terms of shaking intensity and not mere magnitude
of the earthquake, EQG-III provides better understanding of the potential damage
at a specific location to its end users for necessary and appropriate safety actions.
However, as highlighted earlier, the efficacy of an EEW system lies in the right
actions taken by end users on being triggered by the EEW. If people are trained well,
given 5 s for evacuation, 80% of deaths can be prevented (Sasaki et al. 2019). Thus,
along with the installation of EQG-III, the awareness generation about actions to
be taken in case of earthquake is ensured through regular conduct of seminars and
earthquake evacuation drills by using the test switch of the device. The test switch
of EQG-III allows the end users to simulate the EEW for conducting mock drills to
test and improve their evacuation planning and response actions. This aims to bridge
the earlier highlighted gap of not effectively knowing what to do when a warning
is received. Besides, it significantly increases the usability and efficacy of such a
system.

With its ability to issue alarms in 11 languages, it aims to cater to end users in
their local languages, so as to ensure easy comprehension and better impact of the
disseminated warning on the end users and to trigger suitable actions at their end;
thereby striving toward the principle of ‘leaving no one behind’.

However, as the EQG-III is connected to its server through internet, the connec-
tivity with the server is subject to potential disruption during a major earthquake.
Though much before such a potential disruption, EQG-III would have passed the
warning to its users, a gap in generating warnings for any aftershock is possible, in
case of disruption of the internet due to the first shock. In the backdrop of this, redun-
dancy in the systemmay further be explored and established to enhance the reliability

3Multiple detection method: If one EQG-III detects a P-wave but another EQG- III in nearby place
does not detect the P-wave, so it is not an earthquake and no alarm is issued.
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of such crucial systems. Besides, as EQG-III provides the warning to only the users
who have installed the device, it can only be effective in alerting and reducing life
loss and injuries of these limited users and not the masses in general. Thus, the level
of risk perception of a community about earthquake and their level of risk tolerance
to its potential impacts are very crucial for them to understand the importance of
EEW and get it installed at an institutional or regional level.

Overall, the combined efforts are focusing on appropriate improvement and
advancement in the existing EEW systems to overcome the highlighted gaps and
challenges; enhanced use of such systems in earthquake-prone regions; and capacity
building of the masses about various aspects of earthquakes and usability of EEW
systems, would better equip the communities in making risk-informed choices and
decisions toward earthquake safety.

3.6 Way Forward

Allen et al. discuss that it may not be desirable that detailed earthquake information
(locations and magnitudes) is sent to all users who will then decide whether to react.
To address this, they suggest that as most users will want to react when shaking is
expected to be above some threshold, the information about the earthquake must be
reduced into a map of shaking intensity and then an alert be issued to the appropriate
region for different categories of users (ibid). Further, they also highlight that auto-
mated or other control applications with significant costs of implementation and/or
significant costs/consequences of taking alert actions are unlikely to be implemented
irrespective of high consequences of earthquake shaking. For example, nuclear power
plants are unlikely to use EEWas the cost of implementing an emergency shutdown is
significant because it shortens the lifetime of the reactor. In this regard, EQG-III and
other existing EEWs can explore the possibility of sending users and infrastructure
specific warnings by understanding their accepted threshold and seismic strength of
the existing infrastructure.

The four elements of efficient, people-centered early warning systems are disaster
risk knowledge based on the systematic collection of data and disaster risk assess-
ments; detection, monitoring, analysis and forecasting of the hazards and possible
consequences; dissemination and communication, by an official source, of authori-
tative, timely, accurate and actionable warnings and associated information on like-
lihood and impact; and preparedness at all levels to respond to the warnings received
(International Network for Multi-hazard Early Warning Systems 2018). Thus, an
EEW is only as effective as its users are in understanding and acting on the warn-
ings. Large-scale awareness of the community in understanding various terminolo-
gies related to the warnings and the systemmust go hand in hand with the installation
of such systems.

Further, EEWs can also explore the possibility of collecting feedback from the end
users to better understand the gaps and challenges, if any, they face in using the EEW.
The functional performance of EQG-III and other EEW systems during aftershock
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events may be assessed to understand its ability in distinguishing seismic waves from
multiple simultaneous events and generating quality alerts. Accordingly, necessary
modification canbemade in the algorithmused.The feedbackmechanismcanalso aid
in assessing the tolerance of end users to false and missed alerts and can thereby help
serve two-fold purposes. First, it can assist in designing contextualized/specialized
alerts for different end users based on their tolerance and need. Second, the feedbacks
from end users can provide field evidences on risk perception of local communities
and can guide the local authorities in planning suitable capacity building and risk
communication measures for respective communities.

Strategic installations of low cost and quick deployment systems like EQG-III
across critical infrastructures and services, areas with high seismic exposure, etc.
may be spurred to substantially mitigate life and other losses. EEWs may further be
integrated with communication channels of response forces for raising prompt alert
to the response force nearest to the area likely to be affected. This will aid in ensuring
effective and timely response during the golden hour.

By ensuring its successful installations at strategic locations or at regional level,
significant contributions toward achieving target A, B, C and D of the Sendai Frame-
work for Disaster Risk Reduction (SFDRR), namely substantial reduction in global
disaster mortality, number of affected people, direct disaster economic loss and
disaster damage to critical infrastructure respectively can bemade byworking toward
target G, which talks about substantial increase in the availability of and access to
multi-hazard early warning systems and disaster risk information and assessments.
It is noteworthy that one of the indicators for measuring target G of SFDRR includes
‘percentage of population exposed to or at risk from disasters protected through
pre-emptive evacuation following early warning’ (UNDRR 2016).
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Chapter 4
Drones for Disaster Risk Reduction
and Crisis Response

Tomoyuki Furutani and Masaki Minami

Abstract This chapter aims to introduce how drones are employed for disaster
prevention, disastermitigation and crisis response, especially in Japan. The following
threefolds are to be introduced; (1) needs of drones/UAVs for disaster risk reduc-
tion (DRR), (2) cases of drones/UAVs in Japan and (3) application technologies of
drones for DRR. First, needs and sequential flow of drones/UAVs usage for imme-
diate response, rescue and recovery after disaster are described. Processes and actions
conducted to the devastated area, local administration and crisis response team
are also explained. Second, drone DRR researches in Japan are to be introduced.
Third, technologies operated for DRR with drones/UAVs are shown. Photogram-
metry and SfM are essential techniques to build 3D model in the devastated areas.
Finally, the authors would like to describe organizational activities/collaborations
and preparedness for crisis responses as well as human resource education in Japan.

Keywords Drones · UAVs · DRR · Crisis response

4.1 Introduction

4.1.1 Backgrounds

Drones or unmanned aerial vehicles (UAVs) are emerging technology. They became
popular among people since the beginning of 2010s; a French venture company
Parrot launched a tinny “AR. Drone” in 2010 and a Chinese venture company DJI
launched “Phantom” series from2012.DJI nowoccupies almost 80% share of private
drone market. Characteristics of these drones are like as “flying smart phones” in the
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meaning that they employ cameras and sensors, and that they can be manipulated
by smart phones. Drones are now applied in the field of agriculture, construction,
environment monitoring, entertainment and logistics.

It is also expected that drones play important roles in crisis response, disaster
prevention and mitigation. Before private-use drones are deployed, helicopters had
been used in this field. However, there are several limitations to employ helicopters
for disaster management; (1) flight and maintenance costs are expensive in general,
(2) flight altitude is over 150 m (in case of Japan) and (3) licensed pilots are neces-
sary to fly helicopter. Instead, drones can be purchased for everyone in reasonable
price, pilots can fly under 150 m and licenses can be obtained simply. Therefore,
drones/UAVs are considered to play complementary roles to helicopters.

4.1.2 Everything Had Started on November 3, 2011

The authors’ journey on disaster research and practices that employ drones/UAVs
had started just after the East Japan Great Earthquake that had devastated a wide
area of Eastern Japan on March 11, 2011. This great earthquake caused explosions
of Fukushima Daiichi (No. 1) Nuclear Power Plant (F1) because of meltdown, to
diffuse radioactive materials especially in Fukushima prefecture. Drones/UAVs had
been employed to airborne surveys of air and soil radiation in the contaminated area
of F1 accident. Before F1 accident, it had been general to conduct airborne surveys
on radiation by employing helicopter that mounts high-spec scintillators. Ministry
of Education, Culture, Sports, Science and Technology (MEXT) of Japan had also
provided radiation maps by 1–2 km mesh scale that covers Eastern Japan by using
the same methods. However, these data are not satisfiable for dwellings and farmers,
because they would like to know about their local situation of contamination in
detail. Therefore, airborne survey by UAV became a very powerful tool to provide
contamination information, i.e. 5–100 m mesh scale on request.

In the winter of 2011, we started airborne survey by employing UAV (Robin
PARS), usually used for pesticide spraying,with a small size scintillator and a camera,
which was manipulated by professional UAV pilots (Furutani et al. 2012) (Fig. 4.1).
The main purpose to use a UAV was not only to detect radiation by scintillator but
also to build three-dimensional (3D) maps by structure from motion (SfM) so that
the detected radiation can be modified according to elevation and ground surface. As
shown in the right figure of Fig. 4.1, micro hot spots of radiation are detected in the
midst of the forest. Here, detected data are calibrated by estimating the difference
between aviation altitudes and surface elevation that is calculated elevation and the
ground feature height by using digital surface model (DSM) so that air radiations at
1 m from the ground are estimated.

Airborne disaster surveys by helicopter and UAV could be complemented mutu-
ally. It cost about 1 million JP yen to fly a helicopter for 1 h to detect radiation. When
scintillator failed to collect data, it costs higher than that. In 2011, airborne survey
with UAV and SfM software was about 4 million JP yen in total, but it could be flown
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Fig. 4.1 A UAV, scintillator and radiation map employed for airborne survey in 2011

arbitrary as necessary. Helicopter can fly in vast area at high altitude, and UAV can
fly in narrow area at low altitudes.

4.1.3 Outlines

This chapter aims to introduce how drones are employed for disaster prevention,
disaster mitigation and crisis response, especially in Japan. The following threefolds
are to be introduced; (1) needs of drones/UAVs for disaster risk reduction (DRR),
(2) cases of drones/UAVs in Japan and (3) application technologies of drones for
DRR. First, needs and sequential flowof drones/UAVs usage for immediate response,
rescue and recovery after disaster are described. Processes and actions conducted to
the devastated area, local administration and crisis response team are also explained.
Secondary, several drone DRR researches conducted in Japan (in Hiroshima (land-
slide in 2018), Okayama (flood in 2018) andKanagawa (flood and landslide in 2019))
are to be introduced. Third, technologies operated for DRR with drones/UAVs are
shown. Photogrammetry and SfM are essential techniques to build 3D model in the
devastated areas (Schumann et al. 2019; Gomez and Purdie 2016). Multi-spectrum
cameras are also employed to detect wet and vegetation areas in order to under-
stand the range of areas damaged by flood or typhoon. Hyper-zoom camera attached
to drones is useful to shoot photos without approaching the devasted spots. Multi-
weather type drones are developed to fly drones without considering weather condi-
tions. Not only VTOL UAVs and multi-purpose usage drones but also autonomous
vehicles (rovers) andwater drones are also expected as next-generation drones/UAVs.
A Robot test field in Fukushima is available for R&D on robotics including drones,
especially for DRR. Finally, the authors would like to describe organizational activ-
ities/collaborations and preparedness for crisis responses as well as human resource
education in Japan.
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Table 4.1 Needs and Usage of UAVs/drones after disasters

Phase Rescue, lifesaving and
relief

Recover Reconstruction

Expected usage • Understanding
situations of the
devastated areas

• Confirming rescuers
• Transportation path
• Guiding rescue
workers

• and conveying AED

• Collecting data of
secondary disaster

• Confirming route used
for recovery

• Confirming situation
of devastated
buildings

• Supporting to publish
damage certificates

• Estimating devastated
area and disaster
garbage

• Support
reconstructing life and
industry in the
devastated area

4.2 Why Drones in Disaster?

4.2.1 Needs and Usage of Drone

Drone is considered as one of the digital tools to solve social issues by utilizing air.
Drones andUAVsare expected to provide newand interesting perspectives on the data
gathering for disaster management (Tanzi et al. 2016). In the near future, the authors
expect that drones and air mobilities are employed for conveying relief supplies,
delivering victims and medicines and rescuing. In the Sendai Framework for DRR,
drones are indicated as one of the innovative tools for DRR and crisis response (Izumi
et al. 2019). In this chapter, unless noted otherwise, “disaster” means earthquake,
tsunami, torrential rain/heavy rain, forest fire, landslide and flood.

Needs and usages of UAVs and drones are changing as shown in Table 4.1.
Just after disasters happened, drones are used for rescue, lifesaving and relief. For
example, they are employed for understanding the situations of the devastated areas,
confirming rescuers required transportation path, guiding rescue workers, humani-
tarian supply chain (Rabta et al. 2018) and conveying AED. In the phase of recovery,
they can be used for collecting data of secondary disaster, confirming route used
for recovery, confirming situation of devastated buildings, supporting to publish
damage certificates and estimating devastated area and disaster garbage. In the phase
of reconstruction, drones can play roles to support reconstructing life and industry
in the devastated areas.

4.2.2 Drone Specialists/Volunteers in the Devastated Area

In the devastated areas, it is considered that not only responsible persons for crisis
response but also public servants, residences and volunteers need to understand risk
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of the sites and to make decisions by themselves. Local municipalities start to collect
necessary information according to Disaster Countermeasures Basic Law; recom-
mendations and orders to residents, disaster situation, protection of victims, reduc-
tion of disaster expansion factors, setting/elimination of dangerous areas, actions for
recovery/reconstruction, requests for support, financial measures, etc. On the other
hand, local residents require information to protect their and their family’s life and
safety of property; judgment of evacuation behavior, confirmation of safety, confir-
mation of property, securing of whereabouts, emergency rebuilding of life, grasp of
damage situation, rehabilitation of life rebuilding, acceptance of support, cleaning
up, response to evacuation life, etc. Asmentioned in the previous section, it is consid-
ered that information about safety and risks could be provided by using drones so
that local municipality, residents, volunteers and related organizations could share
situations of the site.

Once a disaster happened, not a few people try to visit the site in order to support
the devastated area as volunteers or specialists. Councils of social welfares (CSW)
in each municipality become contact counter because authorities and budges are
given by local municipalities so that volunteers could work. CSWs also confirm
safety of the site when somebody tries to enter the devastated sites. Because suffered
local municipalities are too busy to share risk information with residents, volunteers
and organizations to accept volunteers. Therefore, they need to make decisions for
recovery and reconstruction by understanding the risks of the sites.

4.3 Cases of Risk Surveys by Drones/UAVs

In this chapter, the authors introduce several case studies that we had conducted
surveys by drones after disasters in Japan. Here, cases of heavy rain and landslides
are to be introduced.

4.3.1 Torrential Rain in Western Japan (July 2018)

In July 2018, torrential rain had attacked Western Japan. Because of landslide and
sediment disaster after heavy rain had collapsed many houses that caused 263 dead,
8 missing and 6783 houses destroyed (Wikipedia 2018). Especially in Hiroshima
prefecture and Okayama prefecture, the number of dead and missing was 114 and
64, respectively (Fig. 4.2).

In August 2018, “UAV mapping project” had been launched in order to make
2D/3D map creation and to share created maps. Figure 4.3 shows a website and
drone survey result in Hiroshima city. In this project, copyrights and downloads of
aerial photos, photogrammetry maps and 3Dmaps are decided to be completely free.

In this case, the authors had conducted risk survey by configuring period, target
and method as follows.
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Fig. 4.2 Aerial photo by drone in Mabi town, Kurashiki city, Okayama prefecture in July 2018

Fig. 4.3 Website of UAV mapping project (left) and photogrammetry map by drone (right)

Period: 3 days after the disaster and later. Survival rate of the rescuers close to
0% after 72 h or 3 days after disasters and many residents start to recover their lives
after that.

Targets: Landslides, mudstone dam and debris flow.
Methods: 3D map creation by software.
InNinoshima Island, Hiroshima city, photogrammetry survey had been conducted

to the entire island so that the local municipality could detect sediment disaster. In
this case, pilots had operated Phantom 4 and Phantom 4 Pro at the altitude of 150 m
so that ortho-tiles with 3 cm ground resolutions are created (Fig. 4.4). As a result of
the survey, several landslide spots could be detected as shown in Fig. 4.5.
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Fig. 4.4 Photogrammetry survey in Ninoshima Island

Fig. 4.5 Landslide spots detected by photogrammetry survey by drone in Ninoshima Island

4.3.2 Typhoon Hagibis (2019.10)

Typhoon Hagibis, also known as the Reiwa 1st East Japan Typhoon, had devastated
Eastern Japan and caused widespread destruction in October 2019. In Japan, the
number of dead and missing is 86 and 3, respectively in total. In this case, a collab-
orative team of Keio University and Aoyama Gakukin University had conducted
photogrammetry mapping survey in Sagamihara city, Kanagawa prefecture just after
the typhoon passed. Because Sagamihara city had a disaster prevention agreement
with Prof. Furuhashi’s laboratory of Aoyama Gakuin University before typhoon, the
drone shooting team was able to act based on the agreement (Fig. 4.6).
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Fig. 4.6 Landslide spots by Typhoon Hagibis in Sagamihara City

4.4 Collaboration with Local Municipalities

WhenconductingUAVsurveys for disaster prevention and crisis response, it becomes
a crucial point to collaborate with local municipalities. This is mainly because local
municipalities need photogrammetry maps by UAV just after disaster attacked their
sites. However, not a few residents accept to fly drones even for detecting the
devastated areas. Therefore, the partnership between local government and drone
specialists is necessary before disaster. In some cases, new technologies and human
resources need to be developed according to the situations of target regions.

4.4.1 Provision of Data Collection and Analysis Results

Local municipalities request photogrammetry maps necessary to formulate a
recovery plan after disaster. In this case, drone specialists are required to make 2D
photogrammetry maps by using ortho-mosaic pictures and create 3D maps by using
SfM (structure from motion) software. It is also crucial to provide mapping results
so that officers in local administration could evaluate risks in the devastated areas.
Therefore, in many cases, mapping results are provided as paper maps instead of
digital maps on tablet PC or smart devices as ortho-photo pictures instead of videos.

On the other hand, residents in the devastated areas request bird’s eye viewpictures
or videos on mapping applications in order to know situations of their surrounding
area in detail via tablet PCs or smart devices. In case to provide photogrammetrymaps
to volunteers, the results are preferred to be provided as digital maps onGoogle Earth
or simply as mapper maps, so that they could inform the residents of the situation
easily.



4 Drones for Disaster Risk Reduction and Crisis Response 59

4.4.2 Crisis Response Agreement

As indicated in the case of Sagamihara city (3.2), it becomes easier for drone pilots
to fly drones after disasters when they have contracted some agreements with local
municipalities for the purpose of disaster prevention and preparedness. In the agree-
ments, it is clarified that drone pilots who belong to organizations certified by the
local municipalities could fly drones under certain situations such that magnitude
of earthquake excess M5, for example, occurred or breakwater due to heavy rain
happened. Crisis mappers (Rabta et al. 2018), an NPO in Japan, is a well-known
organization to create maps with UAVs for crisis responses.

This kind of agreement between UAV organization and local municipalities
spreads after 2016 Kumamoto earthquake. When the 2016 Kumamoto earthquake
happened, not a few drone pilots had thought to fly drone for the sake of rescuing and
finding victims. As there was no rule between drone NPOs and local municipalities,
pilots hesitated to fly drones by themselves. Several days after the earthquake, one
dead male victim’s body was found by drone. In case the drone survey had been
conducted immediately after the disaster, the victim might be found earlier than that.

Once agreements are partnered and drone teams are deployed for crisis response
after disaster, necessary expenses are borne by the drone teams and are claimed to
the local municipalities. This is almost the same system between civil engineering
companies and local municipalities for disaster recovery. It is also necessary for them
to discuss how to protect privacy in the devastated areas.

4.4.3 Human Resource Development

In order tomake it smooth to deploy drone pilots to the devastated areas after disaster,
it is also crucial for local drone deploy team to understand who and where are able
to cooperate as drone pilots after disaster. In many cases in Japan, they are licensed
pilots and doing business such as drone shooting or drone engineering. It can be said
that networking drone pilots in normal times can be useful in emergencies.

In Japan, emergency trainings are conducted in each local municipality every year
or regularly. Recently in emergency trainings, drones are sometimes demonstrated to
crisis response by fire brigades. As not a few fire stations introduce drones, training
firemen as drone pilots are also an important issue (Fig. 4.7).

4.5 Technical Considerations

When conducting crisis response and disaster prevention by drones, photogrammetry
is a pillar technology. 3D maps created by modeling techniques are very useful to
understand the situation of the devastated sites and disaster prevention area. Structure
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Fig. 4.7 Drone demonstrations in emergency training

from Motion (SfM) is one of the typical methods to create 3D maps from aerial
photos. SfM is a modeling method for restoring the shape of a three-dimensional
space from information that reflects the three-dimensional space contained in images
captured by a camera attached at the bottom of drone. Drone teams are required to
provide 3D maps to local municipalities or rescue teams immediately after survey.
In order to produce precise maps for decision-making, the following threefolds are
necessary to be considered; (1) to choose SfM processing method, (2) cleansing of
data with errors and (3) survey method. Therefore, in this chapter, technical issues
of photogrammetry that should be considered when 3D maps and aerial photos are
utilized for crisis response and disaster preventions are indicated.

Regarding SfM, opensource software (i.e. OpenDroneMap) and commercial-
based software (i.e. Pix4d and PhotoScan (Metashape)) are well known and well
used in the world. How to choose the software is mainly because analysts would
like to optimize disk I/O or to maximize GPU processing of their PCs. When motion
pictures are used for SfM, Pix4D and PhotoScan are selected inmany cases. 3Dmaps
created by SfM and ortho-tile photos can be shared with OpenArealMap. When we
consider to share themaps and photos on these kind ofwebsites, it becomes necessary
to describe the method of SfM by the analysts.

Because pictures taken by drone cameras sometimes have errors such as out of
focus, it is necessary to eliminate these data with errors. Normally, photogrammetry
measuring by UAVs has several reasons to include errors; (1) positioning errors by
GPS/GNSS and location information errors caused because camera focus position
(errors up to several meters) and (2) GPS receiver positions are out of alignment
(error increases as altitude increases). In order to eliminate photoswith out of focuses,
two-dimensional FFT and/or machine learning is employed. When photos are taken
by cameras, UAVs are operated in autopilot mode. In case that several drones are
operated by many operators/pilots, it becomes necessary to make rules to operate
drones in autopilot mode for homogeneous data quality.

The amount of aerial photo data is also one of the issues to be considered in order to
operate drone crisis response. In case of photogrammetry survey conducted in Mabi
town in Kurashiki city, Okayama prefecture, 3500 photos had been taken by using a
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fixed wing UAV. In Ninoshima Island in Hiroshima city, Hiroshima prefecture, 1900
photos were used to create 3D maps of the entire island by using rotate wing UAV.
Ninoshima Island is a triangular island of about 4 km in the north–south direction
and about 3 km in the east–west direction. Two teams (two to three staffs for one
team) had taken about 2000 photos for an entire day with DJI Phantom 4 Pro. It also
took about 4.5 h to create 3D map by Pix3D Cloud SfM processing. The key is how
many aerial photographs can be taken by a limited number of operators using the
autopilot.

4.6 Conclusions

In this chapter, how drones are employed in crisis response and disaster risk manage-
ment in Japan is introduced. The authors would like to point out the following items
in order to utilize UAVs/drones for crisis response and DRR in the future. (1) Human
resource development is crucial because UAVs/drones cannot be used in the emer-
gency in case that people do not use in the normal phase. It is important to deploy
pilots and technicians to operate drones with basic skills. In order to fly drones
smoothly and immediately after disaster, it is necessary to create a close relationship
between the locals and drone organizations. Universities could play important roles
to educate students with knowledge and skills on DRR, crisis response, GIS and
robotics. It is the next challenge to make international core-curriculum in this field.
(2) In many cases, offices of local municipalities are difficult to respond for requests
of drone crisis responses immediately. Therefore, it is necessary for drone manipula-
tors to clarify “needs of the disaster sites”, “purposes” and “implementing entities”
to fly drones and to cooperate with disaster response headquarters before disasters
happen. (3) It is also a crucial point to operate UAVs/drones by multi-operators in
order to maintain safety. This is mainly because operators are required to monitor
the sky, drones and grounds at the same time.
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Chapter 5
VR/AR and Its Application to Disaster
Risk Reduction

Tomoki Itamiya

Abstract Evacuation drills are commonly conducted as traditional disaster educa-
tion to reduce damage from natural disasters. However, participants are not always
interested in or committed to such pieces of training. Many researchers are studying
earthquakes and flood simulations, but there is a challenge for ordinary people to
understand them, especially for young students entirely. Elementary and junior high
schools and local governments host disaster preparedness seminars, using hazard
maps and photos of past disaster areas to educate about potential risks. To under-
stand the risk, participants select a house or school from the hazard map, read the
depth of the floods, and using a numerical value, imagine the disaster scenario. These
tasks are challenging to complete, especially for young students. Virtual reality (VR)
and augmented reality (AR) technologies are beneficial for solving these issues.

Keywords Virtual reality · Augmented reality · Evacuation drills · Training ·
School

5.1 Virtual Reality

Virtual reality (VR) can provide an exceptional immersive experience for the expe-
riencer. It has been used to train aircraft pilots and support design in manufacturing.
However, traditional VR equipment has been so capable that only a few people can
experience it. However, with the recent development of equipment, a realistic expe-
rience is now possible at a lower price. VR is the best way to experience the risk of
a disaster that is rarely experienced but needs to understand.
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5.1.1 Tsunami and Flash Floods when you are Driving a Car

It is necessary to evacuate as soon as possible when a tsunami occurs, but evacuation
using a car is risky. However, many people do not realize the risk. Moreover, many
people cannot correctly imagine a disaster situation only by looking at a paper map
of hazard. We have developed a virtual tsunami disaster situation experience system
called tsunami driving simulator utilizing Oculus Rift, a low-cost head-mounted
display (HMD). Our system provides exclusive immersive experiences, such as a
tsunami and flash floods attack while driving a car. A person wearing our system’s
HMD can visualize the disaster event in an actual representation of the area when it
might happen, for instance, Tokyo or Nagoya. They can experience the interior of a
car, and a tsunami flood that looks exactly like the real thing by 3D-CG using digital
stereo images. A person can have the virtual experience of their car getting washed
away and flooded by a horrible tsunami while looking at the situation from the driver.
Three thousand people experienced this system at evacuation drills and disaster
prevention exhibitions organized by local governments. Everyone who encountered
our system feels the potential danger of the disaster. The experience is beneficial for
disaster risk reduction education. It is an excellent way to help people become more
aware of the dangerous risks of a tsunami. Figure 5.1 shows the appearance of the
VR tsunami driving simulator. Figures 5.2 and 5.3 show the example of VR scene
of tsunami driving simulator.

Fig. 5.1 The appearance of VR Tsunami driving simulator
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Fig. 5.2 Example of VR scene of Tsunami driving simulator

Fig. 5.3 Example of VR scene of Tsunami driving simulator

5.1.2 Evaluation of VR Tsunami Driving Simulator

We evaluated VR’s usefulness. The same subjects experienced VR tsunami driving
simulator, watched amovie of real flooded situation shoot inside a car, viewed a paper
hazardmap, and completed afive-point scale questionnaire after each experience.The
survey was, “Did this experience make you want to do disaster preparedness?” The
order of each experience was randomized to avoid the occurrence of bias. Figure 5.4
shows the comparison between VR and Movie, Map.
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Fig. 5.4 The comparison between VR and Movie, Map

5.1.3 Earthquake

We developed the earthquake experience VR application software for citizens who
have not yet experienced a significant earthquake to realize the risk of a substantial
quake as their issue. The shaking of the VR earthquake is based on actual quake
motion observation data published on the Japan Meteorological Agency website.
Many people can experience the app simultaneously at low cost using stand-alone
head-mounted display Oculus Go works without PC. It is effortless to use for evac-
uation drills and disaster prevention events. Users can experience each earthquake
by launching this application and selecting the place where a massive earthquake
occurred in the past from Japan’s map displayed in the VR space with the controller.
Various types of earthquake experiences, such as near-field earthquakes and long-
period ground motions, can be performed in the same place so that users can under-
stand the differences of shaking. The experience of this app will be a chance to
reconsidering the way of thinking about evacuation and daily preparation, such as
fixing furniture. We applied the app to disaster risk reduction education at Nasu
junior high school at Nasu town, Tochigi prefecture, Japan. Thirty students were
able to experience it simultaneously, and a total of 500 junior high school students
had a very high educational effect. Figure 5.5 shows the scene of junior high school
students experiencing earthquake VR. Figures 5.6 and 5.7 show the example scene
of earthquake VR.
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Fig. 5.5 Junior high school students experiencing earthquake VR

Fig. 5.6 Example scene of earthquake VR (Classroom)

5.2 Augmented Reality

Augmented reality (AR) is different fromVR in that it can overlay computer graphics
on a real-life landscape. With the rapid evolution of smartphones in recent years, AR
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Fig. 5.7 Example scene of earthquake VR (Kitchen)

has become very familiar. While it is beginning to be used for directions and work
instructions, it is also instrumental in disaster risk reduction education.

Natural disasters frequently occur in Japan. In the great east Japan earthquake
in 2011 March and the massive rain disaster in western Japan in 2018 July, many
people did not have the crisis consciousness enough to evacuate fast and safely.
Numerous studies of flood simulation are performed (US Army 1992; National
Research Council 2000), but it is not effortless to understand for ordinary people,
especially young students. Elementary and junior high schools and local govern-
ments hold disaster preparedness seminars using hazard maps and photographs of
past disaster areas and educate potential risks in each area. To understand the risk,
they need to find a house from the hazard map, read the depth of the flood of people’s
home and school using the legend, imagine the disaster situation based on that numer-
ical value. These tasks are challenging for a young student. There is a need for
new teaching methods to improve the sense of disaster preparedness among young
students in peacetime. We developed the augmented reality smartphone application
called Disaster Scope. Users can recognize the danger of floods situation even at a
low water level less than 1 m. Also, this application can experience how smoke fills
the roomwhen a fire occurs. This app needs only a smartphone and a low price paper
headset; therefore, we can use it easily and can handle multiple at the same time.

5.2.1 Application of Tsunami and Flash Floods

The application Disaster Scope installed on a smartphone, CG flooding or fire smoke
is displayed superimposed on the real scenery video shot by the camera of a smart-
phone.Users can experience immersions bywearing a paper headset on smartphones.
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Many people can have a unique experience because the preparation is very easy. It
is beneficial that many people can experience it at the same time.

After launching the application, the CG water surface is displayed at an arbitrary
height, and the water height can be set every 10 cm. Real-time occlusion processing
can be done without delay so that the water surface is not displayed behind the actual
objects and above the set water height. It can also express the flooding stream and
the drifting thing (debris) accompanying it. Furthermore, the collision detection of
the real-world’s objects and CG debris is also possible. CG debris bounces off when
it strikes the actual wall and people. The flow speed can be set to three types (stable,
0.5, 1.5 m/s). Figure 5.8 shows the scene of elementary school students experiencing
Tsunami and Flash Floods AR. Figures 5.9, 5.10 and 5.11 show the AR view of the
tsunami situation with floating debris.

This app can connect to the Japanese Ministry of Land, Infrastructure, Transport,
and Tourism server and get the estimated inundation depth at the current location.
Users can view the flood level assumed by the government as augmented reality.

Users can change the color of the water surface. Users can choose transparent,
which is easy to recognize aswater, or brownas in actual floods. Figure 5.12 shows the
AR view of transparent water. Figure 5.13 shows the interface buttons for changing
water height and color, flow speed, debris, rainfall, wind speed, flying objects.

If the water height is higher than the height of the smartphone, the underwater
expression is displayed. The view becomes brown and cloudy, and the user can see
the bottom of the water surface when looking up overhead. By the AR depth meter

Fig. 5.8 Elementary school students experiencing Tsunami and flash floods AR
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Fig. 5.9 The AR view of a Tsunami situation with floating debris

Fig. 5.10 The AR view of a Tsunami and flash floods situation

display and occlusion representation, it is easy to understand the height even above
the overhead water height. Figure 5.14 shows the example AR view of an underwater
expression.
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Fig. 5.11 The AR view of a Tsunami and flash floods situation

Fig. 5.12 The AR view of a transparent water

5.2.2 Application of Heavy Rain and Storm

TheDisaster Scope can express heavy rain and storms. The user can change the hourly
rainfall and wind speed by tapping the button (shown in Fig. 5.13) on the smart-
phone screen. It can also represent flying objects caused by hurricanes or typhoons.
Figures 5.15 and 5.16 show the AR view of heavy rain and storm.
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Fig. 5.13 The display of interface buttons

Fig. 5.14 The AR view of an underwater expression

5.2.3 Application of Fire and Smoke

In the fire smoke experience application, a situation occurs where the fire occurs, and
the smoke fills the room indoors. When wearing paper goggles and launching this
application, the smoke expressed by CG is displayed superimposed on the image of
the real landscape. Since the height position of the smartphone from the floor can be
precisely sensed from the 3D depth sensor information or image processing (6DoF),
in the state of standing up, the smoke expressed byCG is very dense. The surrounding
visibility is inferior, but when taking a low crouching posture, even in the state, that
smoke becomes thinner, and the real landscape becomes easier to see. Therefore, the
user can feel the situation that there is little smoke near the floor. Users can realize
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Fig. 5.15 The AR view of heavy rain and storm

Fig. 5.16 The AR view of heavy rain and storm with flying objects

the existence of the neutral zone, which is the boundary between smoke and fresh
air. The place to use this application is assumed to be an accessible room with a
ceiling height of about 2.8 m, the height of the eyes experiencing the application in a
standing state is 1.4 m from the floor (1.4 m from the ceiling). The initial position of
the neutral zone is 0.5 m from the floor (2.3 m from the ceiling). Smoke descent time
generally depends on the amount of flammable material and the height of the ceiling.
It should measure the distance from the ceiling to express smoke concentration.
However, due to this application’s development specification, the distance from the
floor is also easier to obtain than the ceiling. Therefore, the placement position of
the smoke is determined based on the height position from the floor. This setting
can be arbitrarily changed. The ignition point can be set to any position from this
application activation position. The appearance range of smoke can be set to a shape
conforming to the actual building’s internal structure. The representation of smoke
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of this application is based on the video taken by the author about the appearance
of smoke generation, indoor filling, and diffusion in the actual fire training room
of the Kyoto city firefighting activity general center (Minami-Ku, Kyoto city). The
expression of smoke is under the guidance of firefighters. Figure 5.17 shows the
scene of elementary school students experiencing Fire and Smoke AR. Figures 5.18,
5.19 and 5.20 show the example AR view of the fire and smoke app.

Fig. 5.17 Elementary school students experiencing fire and smoke AR

Fig. 5.18 The AR view of the fire and smoke app
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Fig. 5.19 The AR view of the fire and smoke app

Fig. 5.20 The AR view of the fire and smoke app

5.2.4 Evaluation Scheme

As the first practical use in evacuation drills of elementary schools in this system, we
used it on evacuation drills for 343 students in the 7th primary school in Mitaka city,
Tokyo, Japan. All the students in that elementary school experienced it in one day.
Five sets of smartphones and paper goggles for tsunami flash floods applications, five
smartphones for smoke-experiencing applicationswere prepared, and five students in
one group were under the management of teachers. First of all, students experienced
a fire smoke situation experiencing an app in the corridor inside the school building,
then moved to the schoolyard and experienced the tsunami floods situation expe-
riencing application. Timekeeper staff was assigned, and the experience time was
managed within 2 min by each session. After the experience, the children completed
a survey and then attended a class with a disaster risk reduction specialist.
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5.2.5 Findings

As a result of the free response in the questionnaire survey, students commented
“In the smoke situation, it was full of smoke, I cannot see anything.”, “Water came
to my neck.”, “I felt like I could understand the feelings of those who died in the
tsunami.” “This training was an excellent experience. I want to be able to act calm
down even if I encounter a disaster.” “I was more nervous than the usual evacuation
drills.” “I thought that evacuation drills are essential.” “I thought that it is necessary
to prepare for the disaster daily. “I got the impression.” The elementary school
principal commented: “There was an effect in trying to think about themselves,
such as the way of evacuation so that they can be widely used not only at our
school but also at other schools.” In the questionnaire item, “Did you think about
preparing for a disaster through floods and smoke experiences?” 70% of the fifth
and sixth-grade 121 students in the 7th primary school in Mitaka city, Tokyo, Japan
answered “Extremely well,” and 26% answered, “Moderately well.” Fig. 5.21 shows
whether she/he thought about preparing for a disaster through floods and smoke
AR experiences. Also, we practiced in the following schools in Japan, and 3,000
students experienced the AR application. Ibaraki Prefecture Tsuchiura Municipal
Manabe Elementary School, Shizuoka Prefecture Kakegawa Municipal Chihama
Elementary School, Aichi Prefecture Kota Municipal Southern Junior High School,
Kanagawa Prefectural Kawasaki High School, Tochigi Prefecture Nasu junior high
school.

Fig. 5.21 The result of
questionnaire survey of AR
app
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We also did a comparison survey between the tsunami and flash floods situation
experience AR app and the tsunami hazard map made by paper. We did a question-
naire survey on 31 participants in evacuation drills and disaster prevention events
held at Toyohashi city andNishio city, Aichi prefecture, Japan.We set two conditions
for this evaluation experiment. The first is to use two types of tsunami hazard maps
published by Aichi prefecture Toyohashi city and Nishio city, Japan. The second is
to indicate flood height using this AR app to 1.2 m above the ground. Similarly, a
tsunami hazard map was designated with a circle marking one inundation point of
1.2 m above the ground and explained to the subjects. Table 5.1 shows the evaluation
item of the AR app and the hazard map.

Figure 5.22 shows the comparison result between the tsunami and floods AR
application and the tsunami hazard map.

In the fire smoke experience application, we compared the 6 DoF (Degrees of
Freedom) application that can detect the height from the floor, and the 3 DoF appli-
cation that can sense only the tilt of the smartphone, cannot detect the height. Table
5.2 shows the evaluation items of the Fire Smoke situation experience application
and Fig. 5.23 shows fire smoke experience 6DoF and 3DoF application comparison.

The questionnaire survey suggested that using this AR application is useful for
improving crisis awareness among young students and citizens.

Table 5.1 Evaluation item of the AR app and the Hazard map

Contents of question Evaluation

Q1 Can you accurately imagine the depth of the flood? 5 stages from 1 to 5

Q2 Did you feel a sense of crisis due to flood depth? 5 stages from 1 to 5

Q3 In the event of an earthquake or heavy rain, will you think about
evacuating yourself by thinking of tsunamis and flooding?

5 stages from 1 to 5

Fig. 5.22 Comparison result between the AR app and the Hazard map
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Table 5.2 The evaluation items of fire smoke experience 6DoF and 3DoF application comparison

Contents of question Evaluation

Q1 Did you accurately imagine the occurrence of smoke caused by fire? 5 stages from 1 to 5

Q2 Did you feel the sense of crisis caused by smoke? 5 stages from 1 to 5

Q3 Did you think that you should evacuate by lowering your attitude so
as not to get caught up in smoke?

5 stages from 1 to 5

Fig. 5.23 Comparison result between the fire smoke app 6DoF and 3DoF

5.3 Discussion

Both VR and AR are useful for disaster risk reduction education, but each has its
strengths and weaknesses. Users can perform interactive operations in VR and get
a high-quality experience and immersion. However, VR needs to create CG of the
experience place, and the production cost is high. Creating a new experience place
desired by the user generally costs more than 10,000 USD. Since it takes about 3–
5 min for each person to experience VR, it is difficult for everyone to experience a
disaster prevention event involving many people. Also, there is a need for staff to
support the experience, and operation requires cost. VR is uncomfortable for users
when the HMD screen update speed is slower than 30 fps. When the 3D-CG model
in the VR space is complicated, the frame rate tends to be slow, so developers need
to take this into account.

Since AR can display CG on the place where users are, users do not need to
create a 3D-CG model of the experience place like VR, and the cost is low. Recent
improvements in smartphone performance have enabled high-qualityARexpressions
such as realistic floods and smoke. However, since the AR development environment
is progressing rapidly, developers need to continually collect information and search
for optimal methods at that time. In many cases, there is no precedent, so the skills
of the developer are required.
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5.4 Conclusion

We introduced that VR and AR are useful for disaster risk reduction education.
Shortly, wearable devices, for instance, eyeglass-type devices, are likely to become
mainstream as the next information devices after smartphones (Kelly 2017).With the
spread ofARusing eyeglass-type equipment and the next-generation communication
network so-called 5G, it is possible to display real-time disaster prediction on each
eyeglass. As a result, we can expect people to raise their awareness of the crisis and
reduce the number of disaster victims due to early evacuation.
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Chapter 6
Communication Structure, Protocol
and Data Model Toward Resilient Cities
in Japan

Mihoko Sakurai

Abstract This chapter proposes a wider view of disaster risk reduction in local
communities through structured communication and information exchange. Smart
city planning shows that resilience toward disasters equates with confidence in effi-
cient responses. Information collection, sharing and delivery are, therefore, the keys
in local communities to providing effective disaster management operations and
relief to citizens. Community members clearly demonstrate expectations in the orga-
nization of information and communication that would increase resilience. Multiple
stakeholders such as local municipalities and communities, state and prefectural
government, private industries, NPOs and civil volunteers should all be involved in
disaster response. Required information at each organizational level varies in terms
of information granularity and contents. Moreover, there is no prior understanding of
who owns what information, a fact which hinders collecting and sharing it effectively
in the event of a disaster. A standardized data model that can be shared by related
organizations on an everyday basis is mandatory. In addition, a common structure
must be in place for information delivery from a local municipality to its citizens.
This chapter asks what the information needed in a disaster consists of and how we
can structure it across different organizations and devise a communication protocol
between local municipalities and their citizens.

Keywords Data model · Information sharing · Disaster management · Local
municipalities · Communication protocol

6.1 Introduction

Natural disasters occur frequently in Japan and therefore require well thought-
through responses premised on collaboration with various stakeholders. Many orga-
nizations, groups and individuals are involved in disaster response. At the fore-
front of coordination lie local municipalities, i.e., towns and villages. For them, the
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primary goal of disaster response is to save lives and ensure the safety of their citi-
zens. Securing and operating evacuation shelters and managing relief supplies are
on-going secondary missions (Sakurai et al. 2014). Local municipalities must also
be prepared to respond to inquiries from citizens following a disaster. Information
sharing with related organizations and communication with citizens are the keys to
rapid disaster response operations. Specifically, effective communication is one of
the major requirements of an organization aiming to bolster resilience (Horne and
Orr 1998). Moreover, cross-sector collaboration is crucial in reducing disaster risks
(Sakurai et al. 2017). Efficient communication strategies and coordinating activities
in a disaster situation are found to enhance cross-sector and cross-organizational
collaboration and consequently increase resilience.

According to a survey of mayors of the Japanese local government, which the
author conducted in 2019, the following 10 items were listed as goals for disaster
communication.

(1) Disaster mitigation
(2) Providing a sense of security to citizens and a safe environment
(3) Promptly grasping the situation, collecting accurate information and making

appropriate decisions
(4) Fostering initiative and self-help, enabling citizens to act on their own accord
(5) Saving lives through community effort or individually
(6) Collaboration among citizens, local communities and city administration
(7) Rebuilding lives of victims
(8) Preventing secondary disasters
(9) Accurate transmission of support information to citizens
(10) Quick recovery and reconstruction

Although these goals sound general, emphasis is placed on encouraging self-help
and mutual support on the basis of appropriate information from local communities.

The same survey enquired about important issues arising from adverse conditions
negatively affecting the above goals. The following list was produced.

1. Lack of know-how of ICT tools in general
2. The need for a disaster response and information sharing tool that is standard-

ized nationwide and actually in service (rather than kept for use-in-emergency)
3. Correct timing of evacuation advisories and instruction transmission
4. Dissemination of dangerous or vulnerable site information to citizens
5. Sharing knowledge and experience from lessons of past disasters
6. Spontaneously grasping a given situation in highly damaged areas
7. How to apply new technology to an already existing disaster prevention system
8. Information sharing with related organizations
9. Incompatibility of information systems among different stakeholders
10. Careful consideration of information-vulnerable people (e.g., the elderly)
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While mayors recognized information sharing through IT platforms is critical,
they alsonoted the lack of IT literacy within municipalities. Getting the big picture
of a situation and transmitting risk information and appropriate evacuation instruc-
tions to citizens become top priority. Resilient cities or communities should sustain
their functions even when a disaster or an emergency downgrades people’s everyday
life. The Rockefeller Foundation expressed this requirement in its definition of urban
resilience as follows: “the capacity of individuals, communities, institutions, busi-
nesses, and systems within a city to survive, adapt, and grow no matter what kinds
of chronic stresses and acute shocks they experience.1” This chapter focuses on
disaster communication that helps a city to increase its capacity for resilience and
calls for a common communication protocol for conducting smooth disaster relief
operations. Disaster communication includes two types of activities: (1) informa-
tion collection/sharing and (2) delivery. The former collects and shares informa-
tion from related organizations, communities and citizens, aiming at smooth mutual
collaboration. The latter primarily focuses on citizens by delivering risk and disaster
information in order to reduce risks threatening the population at the time of a disaster.

The following section provides a systematic analysis to show how Japanese local
municipalities collect and share information with other organizations and deliver
information to citizens in a disaster response. The structure of the entire chapter relies
on information system design theory stressing the following three characteristics
(Markus et al. 2002): (1) working process, (2) work context and (3) information
requirements. In addition, to get discussions to be grounded in social issues, this study
employs design science methodology. First, a brief introduction of the methodology
and data collection is given. Information requirements for disaster communication
are specified followed by an illustration of a working process and context. Finally, a
common communication protocol for information collection/sharing and delivery is
discussed.

6.2 Methodology

Design sciencemethodology aims to derive design requirements and systems features
from practical observations. The design science approach begins with the notion
of “the sciences of the artificial,” advocated by Simon (1996). Design is defined
as “the use of scientific principles, technical information and imagination in the
definition of a structure, machine or system to perform pre-specified functions with
the maximum economy and efficiency” (Walls et al. 1992). In an industry concerned
with developing new products, the importance of careful observation is recognized
as well. Direct observation and good understanding of people’s needs and wants lead
innovation activities following design principles to increase the value of a product
(Brown 2008).

1https://100resilientcities.org/resources/#section-1, last accessed on May 25th, 2020.

https://100resilientcities.org/resources/%23section-1
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The design science paradigm has its roots in engineering, and thus its aim is
problem-solving (Hevner et al. 2004). Design science is concerned with creating
artifacts to achieve certain goals while natural science is concerned with explaining
how and why things are (Simon 1996). With regard to a product, then, its design
refers to “a plan of something to be done,” while the design process means “to
plan the parts of the intended structure [so that] all requirements will be satisfied”
(Walls et al. 1992). What this methodology aims to solve are particularly situated
problems by providing new ways to develop or improve organizations through the
design of artifacts.Design sciencemethodology can produce concepts, constructs and
models as well as artifact instantiations (March and Smith 1995). Previous research
indicates that qualitative research methodologies are quite valuable when aiming to
understand social settings (Myers 1997). In that sense, then, this study applies case
study methodology to problem identification. Information requirements are derived
from actual problems.

6.3 Data Collection

As part of this study, a series of workshops, motivated by the mayors’ survey, were
held with disaster management staff in a number of Japanese municipalities (Table
6.1). The overall objective was to get a handle on the issues involved in disaster
communication, the processes of information collection/sharing and delivery. The
participating towns and cities were: Muroran, Sendai, Joso, Chiba, Kamakura, Fuji-
sawa, Higashishirakawa Village, Tanba, Kobe, Nishinomiya, Kochi, Genkai Town
and Kumamoto.

In each workshop, a couple of municipalities shared their experiences and lessons
learned from a past disaster. This was followed by discussions regarding communica-
tion, information sharing/delivery, the utilization of ICT and solutions applicable to
future disasters. Specifically, our focus was on exploring the process of information
collection/sharing and delivery as well as context, which would clarify the actors in
that process.

Table 6.1 Workshop date
and participants

Date of workshop Number of participants

May 16, 2019 18

July 11, 2019 15

August 28, 2019 10

October 17, 2019 12

November 14, 2019 14

January 16, 2020 10
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6.4 Process and Context Identification

6.4.1 Information Collection and Sharing

The Fig. 6.1 illustrates the process and context of information gathering before and
during 72 h following a disaster. Local municipalities are located at the center. The
figure shows what information is required by local municipalities and how to collect
it. The asterisk refers to type of information, and italics denote tools that carry
information.

Stakeholders, who are important when collecting information, are first infrastruc-
ture operators of utilities such as electricity and gas, which are indispensable for
sustaining people’s everyday life. At the same time, information on the operating
status of railways and buses from transportation companies is also essential, espe-
cially in urban areas. Local municipalities exchange information on type and degree
of damage and confirm the safety status of residents with fire departments and the
police. Traditional communication tools such as phones and faxes are used to collect
that information. Some municipalities have hotlines with infrastructure providers.
For information such as weather warnings, local officials check the Japan Meteo-
rological Agency (JMA) website or emergency bulletins. The officials also compile
people’s requirements of relief materials at an evacuation center. This is often done
by analog means using pen and paper. In some cases, residents may send information
about damage incurred directly through social media such as Twitter and other smart-
phone applications. Figure 6.1 shows that informationwhich amunicipal government
should collect does not automatically collect at disaster management headquarters,
but city officials take it there by themselves. It is indeed a labor-intensive operation.

Fig. 6.1 Structure of information collection and sharing in Japanese municipality
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6.4.2 Information Delivery

The Fig. 6.2 illustrates the structure of information delivery centered on local munic-
ipality. It shows that the ultimate purpose of information delivery for a local govern-
ment is to deliver life support information to its citizens.As inFig. 6.1, the asterisk and
the italics refer to type of information and information delivery tools, respectively.

Compared with the process of information collection/sharing, that of information
delivery is rather limited. Essential information is about evacuation centers, restora-
tion status of lifeline infrastructure, emergency alerts and disaster support that helps
people protect their own or their family’s lives. Information delivery tools are diver-
sifying with emails and smartphone applications. These days, even the development
of disaster management applications for a smartphone has become quite popular.
Also, AI speakers are now available as a means of information delivery to those who
do not possess or are unable to use a smartphone or disaster radio.

Fig. 6.2 Structure of information delivery in Japanese municipality
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6.5 Issues and Requirements

This section identifies problems in information sharing and delivery and guides us
to consider what is required for future disaster communication.

6.5.1 Information Collection and Sharing

The workshop pointed to the following seven issues in information collection and
sharing, which were shared in all participating localities. Quotations made at the
workshop are in italics.

(1) Townships collect information in a labor-intensive manner using phone call,
FAX, media sources and scrolling websites. Although there is no difference
among municipalities in the types of information gathered at the time of a
disaster, there is no common system or guideline to effectively collect them.
As an official says: (Looking back on the past earthquake), the sources of
information from which to grasp the situation were TV, Yahoo, and aerial
Google photographs. From these sources, we learned about gas supply inter-
ruption and water pipe rupture. Safety confirmation is the responsibility of self-
help disaster prevention communities and residents’ associations. However,
systematic methods of collecting information from these groups have not been
established.

(2) Local municipalities receive various information from citizens through a
number of tools and channels including phone call, email, SNS, fax and so
on. However, a method of organized use within municipal governments has
not been established.

(3) Inadequate information collaboration with a prefectural government.
An official comments:When the gas supply was restored, our city received no
advance information and we suddenly got a phone call from a utility company
asking us to specify the location for a recovery unit. (Prefectural government
might have known the supply resumption in advance, but) no information was
passed between prefectural and municipal governments.

(4) Since the granularity of information that a municipality needs to collect
differs from that of prefectures, information sharing becomes complicated and
duplicated in some cases.
An official says: The city needs an individual’s name to confirm its safety, but
a prefectural government requires information on where and howmany people
are affected.

(5) Each stakeholder has a different information management system. Information
is not shared on daily basis.
An official says: The fire department has one information system for managing
daily emergency work. Construction and civil engineering departments have
another to record daily malfunctions such as water leaks in gutters.
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(6) It is difficult to correctly interpret collected information and grasp the full
picture which would guide mayors to make appropriate decisions.
An official says: Unable to get any information, a staff member took a tablet
and patrolled the site in the middle of the night. Photos and videos convey the
situation, but I could not see exactly how bad the situation really was. It was
difficult to judge.
Another official says: For storm and flood damage, the information we can
check in advance is the weather forecast and the webcam. Since live cameras
were not installed along all rivers, it was difficult to know the place where
the water level was rising. It is hard to grasp the situation from information
coming in by telephone from nearby citizens.

(7) There are many residents who require support when evacuating. But there are
not enough people to support them and confirm their safety.
These issues can be broadly divided into three categories: (a) how to collect
information, (b) how to organize and share collected information and (c) how
to use collected information for decision-making.

Based on these findings, fundamental requirements for information collection and
sharing are:

(1) A common information structure or data model for organizing collected and/or
required information and

(2) The managing and sharing of such information with stakeholders on a daily
basis.

In addition to gathering information on the big picture of a disaster, municipal
government officials are busy in responding to inquiries from residents. Human
resources are not necessarily sufficient when organizing inquiries. Inquiries are often
duplicated. For example, the most frequently asked questions are “where are evacu-
ation shelters,” “is my house subject to evacuation instructions,” “what should I do
now that my house is heavily damaged,” including also complaints about gas/water
leaks, and a washed away road or collapsed bridge, and queries such as “when will
relief goods arrive,” “when are roadblocks removed,” “when are electricity, gas and
water restored,” “when will a disaster victim certificate be issued,” “what happened
to city hall,” and so on. Citizens need a status update on the situation, while officials
move about trying to collect that information on foot.

This was the case in Kamakura, where city officials received 1,153 inquiries
when Typhoon Faxai hit the area in September 2019. There were also 924 enquiries
when Typhoon Hagibis struck Japan a month later. The city appointed 20 officials
to answer the phone. However, it became impossible to catch up with all inquiries
as their number increased rapidly. Consequently, the city organized an information
team with six officials. The team members recorded inquiry information onto a PC,
eliminated duplication and organized content.While there was an enormous increase
of information and tasks, which are mandatory following a disaster, the number of
officials that could handle it remained about the same as it was before the disaster.
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This points to the need for more efficient organization of incoming information,
rather than the need for adding personnel in an ad hoc fashion.

6.5.2 Information Delivery

Issues in information delivery are also common to local communities. (Statements
made at the workshop are again in italics.)

(1) How to deliver information to tourists, foreigners and business travelers who
are temporarily staying in an affected area.
One official says: We need to consider what people are looking for when they
move beyond the (geographical) boundary of the local area.
Another official says: Information required for individual travelers and busi-
ness travelers should be differentiated. We also need to prepare different types
of information in different locations, i.e., at a tourist information site and at a
general information center in the municipal office.

(2) How to promote multilingual support and how to transmit multilingual
information to those who do not understand Japanese.

(3) How should information be personalized and customized? It is necessary to
consider the status of the recipient in terms of age, family composition and
mental or physical challenges, before contacting those who need to evacuate
immediately or require support in evacuation.
An official comments: In heavy rain, city officials made a phone call to elderly
people living alone in the evacuation areas and requiring evacuation support,
and [merely] informed them that an evacuation advisory had been issued.
Another official says: It is important to have an arrangement and a system for
sharing information among local welfare officers and care workers who will
provide necessary support to those who need it.

(4) What are desirable tools and what is the best timing for the delivery of
information facilitating evacuation?
An official says: In some cases, the mayor himself urged people to evacuate
via disaster prevention radio, and the residents started to feel a sense of great
urgency.

(5) How to balance information delivery in normal times and during a crisis.
An official comments: A tool that is not used during normal times cannot be
used during a disaster.
Another official says: If we oversupply information during normal times,
citizens will hesitate to look at essential information during a disaster.

The workshops summarized the requirements in information delivery into proper
timing of dissemination, personalized information delivery, multilingualization and
appropriate balance between normal and critical times of information delivery. It was
also pointed out that while delivery toolswere diversifying, considerationwould have
to be given to people who are not readily familiar with digital technology.
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Basic requirements for information delivery are:

(1) Organization of collected information allowing efficient access and
(2) Personalized information delivery to those who need immediate action for

saving their lives.

6.5.3 Bottlenecks of Information Systems

Somewhat different issues also arose from the workshop discussions and revealed
a bottleneck due to the differentiation of information systems. One example is the
daily use of incompatible information systems by different organizations. Police, fire
departments and other related agencies use different systems for disaster manage-
ment. Differentiation of daily use systems hinders interoperability of information
integration which results in additional trouble in information sharing. City officials
are forced to extract data from their own disaster management system in CSV format
and input them into another system, which is used for sending emergency alerts to
citizens’ cellphones and smartphones. The same thing happens when a local govern-
ment reports its damage status to a prefectural government. Duplication emerges due
to different systems of data management.

Another example comes from Kumamoto city. The city drew up a disaster infor-
mation triage form on paper, instead of employing an information system when
responding to phone calls from citizens. Officials filled out the triage form based
on what they heard on the phone and faxed it to the related department within local
government. Such information collection/sharing is performed by human resources.
It means officials may not necessarily be familiar with aspects of information tech-
nology. In the event of a disaster, they tend to use what they already know and are
familiar with. Disaster risk reduction is, therefore, not only always achieved with
high-tech solutions but also with methods people are comfortable with.

6.6 Discussion: Solution Proposition

Asmentioned previously, a single shared structure for organizing information collec-
tion anddelivery can contribute to disaster risk reduction effectively. The fundamental
issue of current disaster communication in local municipalities is that information is
not shared among stakeholders on an everyday basis. The inefficiency of information
gathering by human trial and error is due to the fact that municipal officials have no
advance knowledge of the stakeholders who have the required information. In addi-
tion, in the event of a disaster, various industries and civil organizations will begin
to support the affected area. Because information sharing by newly joined organi-
zations is done ad-hoc, a relief organization will not know when a disaster-affected
municipality is in trouble and what their needs may be, and vice versa. An official
in municipal government cannot tell what a relief organization can do to support
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them. Indeed, there exists a gap in communication between different stakeholders.
Therefore, it is necessary to establish a common data model that enables contin-
uous information sharing beyond any particular municipal government office. It is
also important to share a common communication protocol for smooth and quick
information delivery to citizens.

6.6.1 Common Structure for Information Collection
and Sharing

Chen et al. (2013) developed an emergency data model for a fire department in
the USA based on the activity theory. Chen et al. (2013) produced an ununified
information-sharing format for all the different regions the fire department belongs
to. They developed an emergency data model for smooth information sharing among
the different fire departments. It categorizes necessary information for emergency
response into threat assessment and incident command.

Following the Great East Japan Earthquake in 2011, the Ministry of Internal
Affairs and Communications in Japan classified the information required at the time
of a disaster into the specific information categories (Ministry of Internal Affairs and
Communications 2013).

They include information and instructions on evacuation, evacuee safety, victims
and injuries, fire, earthquake, tsunami, evacuation center locations, missing person
notifications, temporary accommodation, transportation, roads, electricity and gas
restoration, medical institutions, administrative service, school and public facilities,
financial institutions, shops, volunteers, relief supplies, volunteer application and
recruitment, temporary housing, disaster victim certificates, subsidies donations and
house reconstruction.

Based on discussions in our series of workshops and on an earlier study of
disaster information categories and appropriate data model, this chapter proposes
the following model for information collection and sharing (Fig. 6.3).

The model consists of three categories: (1) threat assessment, (2) service restora-
tion and (3) response command. The first category specifies the event. It includes
hazard risk information that gives detailed information on different types of crises;
earthquake, tsunami, flooding and so on. Threat information for property, popula-
tion and environment needs to be collected under this category. The second cate-
gory shows the restoration status of public/private services, which are necessary
to recover people’s everyday lives. Major items under this category are transporta-
tion, lifeline infrastructure and public/private facilities such as hospitals and schools.
The final category aims to organize internal command operations. This includes the
details of response teams, available resources and organizations/individuals who are
involved in relief activities. The status of relief operations also needs to be recorded.
The most complicated and critical operations might be the opening of evacuation
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Fig. 6.3 Common data model for information collection and sharing in a disaster (data source
Chen et al. 2013; Ministry of Internal Affairs and Communications 2013 and our workshops)

centers, counting the number of evacuees and other related tasks. Therefore, careful
information collection and sharing are important.

Each category requires different stakeholders to collaboratewith. There are a small
number of cases where a local government itself acts as an information source. For
instance, the first category requires weather and risk information from JMA, casualty
and damage information from police and a fire department, and hazard information
from an expert in the area. It might be possible to extract sensor information through
IoT devices throughout a city, which could show the real-time water level of a river.
The second category obviously needs collaboration with transportation and utility
companies. Stakeholders managing schools, hospitals, retail shops are also essential
partners. Sharing such information in every day, year-roundoperations can strengthen
the immediate response after a disaster and thus contribute to disaster risk reduction.
The third category is focusing on internal operations and administrative informa-
tion. When compared to the other categories, far fewer stakeholders are involved.
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However, internal information sharing and collaboration with volunteers and NPOs,
who participate in relief operations, become crucial.

The proposed data model covers most of the frequently asked questions from
citizens. If a local municipality stored information according to that structure, they
would be able to respond smoothly to inquiries. Suitable information technology
is readily available to develop data storage supporting comprehensive information
collection and sharing for everyday use.

6.6.2 Common Structure for Information Delivery

In order to effect the quick organization of collected information as well as person-
alized and multilingual information delivery, having a common communication
protocol is required. As shown previously, information frommunicipal governments
to citizens is delivered through various IT tools. While delivery tools are differenti-
ated, there is no standardized form of information delivery except emergency alert
and evacuation advisory.

Based on the workshop sessions discussed above and the report by the Ministry
of Internal Affairs and Communications (2013), this chapter proposes the following
structure for information delivery (Fig. 6.4). Items in italics indicate information that
can be personalized according to the condition of citizens or residential location.
For instance, weather forecast and hazard prediction can be delivered to groups or

Fig. 6.4 Common information structure for information delivery in a disaster
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individuals who live in disaster vulnerable areas. It promotes situation awareness
of those groups and enhances immediate actions to save their lives. Instruction for
evacuation is also demanded by foreign tourists who are not familiar with Japanese
evacuation practices, and peoplewhoneed special support for evacuation. Location of
the evacuation center, its opening status and capacity are also necessary to those who
are living nearby. Finally, disaster support information can be customized according
to the level of damage and household composition.

Preferably, just as for emergency alerts and evacuation advisories that possess
a standardized format of alert level and message, other items are also supposed to
follow a standardized protocol when delivered to citizens. Information technology
can support multilingualization much more conveniently if each information item
follows a common communication protocol. It enables the coding of information
data such that it is smoothly and quickly transacted throughout the technological
platform.

6.6.3 Policy Implications at the National Level

The Japanese National Government has developed various programs for enhancing
resilience of municipal government. Most of them aim to create a shared plat-
form between itself and local municipalities, private companies, universities and
nationalministries. This platformprovides for appropriate and stream-linedmatching
between needs and solutions in the shape of a hub-and-spokes network. Special
interest groups are organized under such a program and platform in order to provide
space for coordinated discussions on specific topics. Amunicipality submits its needs
to be resolved, and the shared platform enhances public–private collaboration. Stake-
holders who are interested in accessing and providing topics or problems can contact
and collaborate with the local government. As of early 2020, collaboration platforms
around smart city, SDGs and green infrastructure are active and each of them appeals
to hundreds of members from government, enterprise and research sectors.

This chapter’s proposition on communication structure might fit well into these
initiatives. First, the present study started with identifying problems in disaster
communication. There is a commonality in taking the problem-oriented approach.
Second, as stated previously, disaster communication requires collaboration with
various stakeholders. Common communication structure can help such collabora-
tion in the field. Third, even though recognizing that the proposed structure cannot
be entirely fixed, but will be changing in association with future disaster situations,
a public–private collaboration platform will be useful.

While noticing similarities and the fit of this study into national government
initiatives, there are some policy implications, which should be acknowledged.

(1) A research organization or other-related institutions that can identify problems
based on what happened in past events ought to play an essential role on the
given platform.
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Local government possesses lessons frompast disasters, thoughwithout always
being aware of all problems and their interconnectedness. So, when a local
municipality submits its aspirations to a given national platform they are
commonly translated into an idealized strategy such as “protect people’s safety
and save lives” rather than being oriented toward the actual problems encoun-
tered at disaster sites. Specific desires or needs that came up in those lessons
learned from past emergencies are not taken into account. It is in this area that
a research organization can help clarify and organize what is necessary for
future submissions.

(2) Practical implications based on empirical research should be reflected in
national policy-making.
A process of national policy-making involves various external experts or
experts committee. These experts provide their domain knowledge. If a policy
theme relates to local municipalities, such as disasters, a few representative
officials from amunicipalitymay be invited to provide insights from their expe-
riences. However, local perspectives are hardly considered when discussing a
national policy. This generates a gap between a municipal and national policy.
Evidence-based policy-making should be more encouraged in order to reflect
critical requirements in the field.

(3) Horizontal learning platform for local municipality can enhance a city’s
resilience.
This study organized a series of workshops to identify information require-
ments in disaster communication. Participantswere officials from local govern-
ments. Research activities can record lessons learned from a past event, but it
would be better to have a national repository, which cares to store past disaster
lessons such as to allow communication and information exchange laterally
among all local communities. However, any given national collaboration plat-
form aims to connect a municipality and other stakeholders hierarchically, top
to bottom, therefore horizontal connections between municipalities are lost in
such initiatives. In general, even though prefectural government takes a role in
organizing its municipalities, it too creates mostly vertical connections. Based
on this chapter’s empirical research, we could benefit from sharing knowl-
edge beyond the prefectural boundary, resulting in a strong horizontally spaced
structure between municipalities.

6.7 Conclusion

Almost every year in recent Japan, we experience a disaster usually referred to
as “once every few decades.” Those disasters are quite large-scale and require the
dispatch of self-defense forces to act as a disaster relief agency. Despite our expe-
rience and knowledge accumulated over time, we have not yet developed the best
practice for efficient communication among a local municipality, stakeholders and
citizens in such times. On the other hand, with the widespread of IT tools, disaster
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support at the individual level is also being actively mobilized, and more players are
joining disaster response sites.

Resilient cities require the ability to survive, adapt and grow in any unexpected
calamity. A municipal government stands at the forefront of disaster response and
it requires to have the ability to rapidly coordinate with various organizations and
individuals up to the national level. Information and communication are the keys in
the process of gaining such ability, as decisions by mayors are made on information
collected through communication activities. Whereas the amount of information
exchanged online is increasing year by year, the progress of developing the ability
to select and organize information is still open to debate. Standardized, structured
management of information will help us strengthen such ability. We note that there
are obvious limitations on human resources at the local level when responding to
a disaster. Appropriate communal support must be developed for the management
of future disasters. The timely provision of information to citizens is essential for
enhancing mutual support among individuals and civil communities.

This chapter tries to sublimate lessons and knowledge gained from past disas-
ters into solutions. Specifically, this chapter focuses on a common, shared struc-
ture for comprehensive disaster communication in Japanese local governments.
The proposed solution includes a standardized communication protocol, which will
enable information sharing both in everyday use and in times of crisis across various
stakeholders. It will enable personalized information delivery to all citizens in a form
of society benefiting from emerging technologies characteristic of Industry 4.0. This,
in turn, will strengthen individual capacity for self-help, raise the maturity level of
personal resilience and thereby contribute to future disaster risk reduction.
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Chapter 7
A Conceptual Framework for Designing
an Effective Community Resilience
Management System

Amjad Fayoumi, Juliana Sutanto, and Andreas Mauthe

Abstract This chapter presents a conceptual framework for designing community
resilience management system (CRMS). We review and discuss the current frame-
works on community resilience from different disciplines.We then deep dive into the
data, information systems, and communication technology networks in community
resilience, which are important elements of community resilience but often neglected
by the current community resilience frameworks. Following this, we conceptualize
the CRMS with the data, infrastructure, rules and regulations, and stakeholders as
interrelated key elements in improving community resilience that should be holisti-
cally viewed and improved. We explain how the CRMS should operate, inheriting
concepts from operations management and systems analysis and design, and present
the design requirements for CRMS. An implementation scenario of the CRMS in a
temporary community of a large event during health pandemic is illustrated.

Keywords Community resilience · Data and information and communication
technology resilience · Network resilience · Community resilience management
systems (CRMS) · CRMS requirements

7.1 Introduction

The world is witnessing major global climate change that is having a drastic impact
on the environment. According to a 2017’s report by the United Nations Office
for Disaster Risk Reduction (UNISDR), between 1998 and 2017, climate-related
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disasters account for 91% of the major recorded disaster events; the two most
frequently occurring disasters are floods (43.4%) and storms (28.2%). During this
period, 1.3 million people lost their lives, 4.4 billion people were injured, displaced,
or in need of emergency assistance, and the disaster-hit countries reported direct
economic losses of US$2,245 billion from climate-related disasters (Wallemacq
and House 2018). Recently, researchers from Cambridge University predicted that
climate change could add around 20% to the global cost of extreme weather events.
Besides natural disasters, man-made disasters, such as intentional forest fires and
illegal logging, add to the significant economic loss and loss of lives (CCRS 2020)
. In 2013, the Guardian reported that the Sumatran (Indonesia) rainforest would
mostly disappear within 20 years (Vidal 2013). Seven years on, the end seems to be
in sight for many forests in Sumatra. In early 2019, the Amazon rainforest suffered
from fires burning down an area of 906,000 ha. Equally, Australia was suffering
from a dreadful bushfire in late 2019 and early 2020.

The recent years have seen many local councils, governments, and non-
governmental organizations declaring that the world is in a state of “climate emer-
gency”.They are continuously putting effort and resources into developingpreventive
or at least mitigating solutions. For example, in 2018, following severe floods and
landslides that affected up to 5.4 million people in Kerala (India), the World Bank
announced that it is supporting the government ofKeralawith up toUS$500million to
build more resilient institutions, systems, and infrastructure to better deal with future
environmental shocks. As risks and urban population are dramatically increasing,
the United Nations Habitat is collaborating with several cities, such as Asuncion in
Paraguay, Barcelona in Spain, Dakar in Senegal, Maputo in Mozambique, Port Vila
in Vanuatu, and Yakutsk in Russia, in implementing and enforcing resilience. In the
United Nations’ Resilient Communities and Cities Partnership Program, a resilient
community is defined as a city, town, or neighborhood that reduces its vulnera-
bility to dramatic change or extreme events and responds creatively to economic,
social, and environmental change in order to increase its long-term sustainability.
Accordingly, we see community resilience as the ability and the capacity of a given
community to sustain to a certain extent their pre-crisis situation immediately after
an emergency situation while minimizing the risk of long-term economic, societal,
and environmental impacts.

Alongside the efforts of the local councils, governments, and non-governmental
organizations to build resilient communities, over the years, there have been plenty
of frameworks proposed for community resilience. Some frameworks are socially
oriented, e.g. Saja et al. (2018)’s framework focuses on the elements of social struc-
ture, social capital, engagement, aspiration, safety, institutions, processes, education,
equality, equity, culture, belief, and competent. Other frameworks combine the phys-
ical environment, social, economy, and governance elements (e.g. Cimellaro et al.
2016; Joerin et al. 2012). Although extremely useful, these frameworks do not have
in-depth discussion on information and communication technologies (ICT) as an
important element of community resilience. ICT is part of the increasingly digital-
ized communitieswhere the individuals interact, coordinate, self-organize, work, and
learn using technologies, andwhere decisions are increasinglymadewith technology
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support such as the decision support system. A few frameworks highlighted that the
quality of decisions depends on data availability and data quality (e.g. Zautra et al.
2008; Roberts et al. 2015). However, the data element as well as the corresponding
ICT infrastructure element is not discussed in depth. The UNISDR’s PEOPLES
resilience framework, which also does neither embed the ICT nor its corresponding
data element, highlights the integration possibility with Geographical Information
Systems, statistical services, satellite/aerial imagery, and other data; hence they are
acknowledging (indirectly) the importance of data and ICT.

The objective of this chapter is to introduce a conceptual framework for designing
aCommunityResilienceManagement System (CRMS) considering the crises aswell
as nominal situation. We will focus on the data and ICT elements as the key enabling
elements of the framework. This chapter is organized as follows: Sect. 2 presents the
concept of community resilience anddiscusses the relevant frameworks. InSect. 3,we
discuss and elaborate on the core elements of our framework, i.e., data, information
systems, and telecommunication networks. Then, we present our proposed CRMS
framework, and the set of requirements to design a CRMS, followed by an illustrative
implementation scenario of the CRMS in a temporary community of a large event
during health pandemic in Sect. 4. We conclude the chapter in Sect. 5.

7.2 Frameworks and Approaches for Community
Resilience

The resilience concept was introduced a long time ago in ecological system literature
(Koliou et al. 2017). According to Patel et al. (2017), there are 57 unique definitions
of community resilience in the literature, defining it as a process, outcome or absence
of adverse effect, or attributes. Some of the exemplary community resilience frame-
works in the literature that we will discuss below are classified based on whether
community resilience is viewed as a process, outcome or absence of adverse effect,
or attributes.

A number of frameworks view community resilience as a process. Cutter et al.
(2008) view resilience as a dynamic process that links between the emergence,
severity, and frequencyof hazards, and the community’s ability to adapt to the impacts
of the crisis event. The framework highlights about the changes in the environment,
which might cause a hazard to a certain community that has a certain level of vulner-
ability. This vulnerability is dealt with by the community’s adaptive capacity, which
determines the community’s resilience level. In the event of a crisis, the communities
are impelled to respond in the most possible, effective way to minimize the impact
of the crisis event. If the required response does not exceed the adaptive capacity
of the community, then the recovery from the crisis will be quick and its impact is
minimal. If the required response exceeds the adaptive capacity of the community,
the community will either learn how to cope with the crisis and adapt, or fail to adapt
and cope. In this case, the recovery from the crisis will take a long time and have
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long-lasting impact (Cutter et al. 2008). Zautra et al. (2008) suggested that there
are dynamic interactions and feedbacks among resources, processes, and outcomes
and these should be measured to understand the impact of either crises or develop-
ment which in return stimulates the development of a resilient community that has
the right governance, strong leadership, services, connections, and well-being. The
framework necessitates good data and high-quality feedback; however, the enabling
information and communication infrastructure are not discussed. Another framework
discusses community resilience to natural hazards called the emBRACE framework
(Kruse et al. 2017). The emBRACE framework is an iterative process with inter-
twined components in three layers of what is called intra-community: (1) resources
and capacities, (2) actions, and (3) learning to create resilience in response to what
they call “extra-community” that entails disaster risk governance, the context of
hazard, socio-ecological change, and disturbances.

The second strand of the literature views community resilience as an outcome of
adverse effects. Norris et al. (2018) reviewed a number of NGOs and public stan-
dard frameworks such as SENDAI, GOAL, PEOPLES, and CCRAM, investigated
the role of e-health in increasing community resilience and presented a disaster
e-health framework for community resilience. In their framework, they call for
universal health and care for all community members and more cooperation among
stakeholders (responders, decision-makers, and government) to make sure that the
health system is resilient in the long term particularly under disaster events. Norris
et al. (2008) mentioned about the importance of information and communication
in enabling networked adaptive capacities for community resilience (Norris et al.
2008). While Norris et al. (2008) discussed community resilience from a health
system perspective, Dückers (2017) focused on the social and psychosocial aspects,
looking at the impact on the individuals, community and society levels. Taking
a wider perspective, Magis (2010) views community resilience as an indicator of
sustainability and several dimensions need to be considered to achieve this ultimate
goal (resilience), such as resources availability, resources development, resources
engagement, active agents, collective and strategic actions, and equity.

The final strand of the literature views community resilience as attributes and
hence focuses on assessing and measuring community resilience. There are many
frameworks in this strand. The framework presented by Cutter et al. (2014) suggests
that community resilience is determined by a combination of social, cultural, ecolog-
ical, economic, and political factors. Shortly afterward, a holistic review of 36
frameworks and tools for assessing community resilience was conducted by Sharifi
(2016). Sharifi (2016) then grouped the assessment criteria into five different dimen-
sions that contain 124 unique criteria to assess resilience of the modern societies.
Cimellaro et al. (2016) considered further assessment details that are relevant to
the functionality, objective, and required timeframe of recovery in the community.
Another holistic community resilience assessmentmetricswas proposed by Johansen
et al. (2017), focusing on sectoral measures, sociological measures, and community-
level measures. Revell and Henderson (2019) proposed a tool with indicators for
assessing resilience maturity with three levels: Breakdown, Breakeven, and Break-
through for each of the resilience dimensions suggested in theirmodel: social, culture,
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economy, and cross-communities links. Similarly, Berkes and Ross (2013, 2016)
consider resilience as a characteristic that the communities continuously develop.
They describe the function of strengths or characteristics of individual and commu-
nity resilience, which entail positive outlook, community infrastructure, diverse and
innovative economy, people–place relationship, leadership, knowledge, skills and
learning, values and beliefs, social networks, and engaged governance. Socially
oriented, Saja et al. (2018) developed social resilience measure that includes inclu-
sion, safety, skills, connections, and support. Finally, departing from strong social
inclination, Roberts et al. (2015) suggested that new digital technologies should also
be assessed through their contribution to both individual and community resiliencies.
As part of their proposed framework, they include assessment of broadband access,
digital literacy, and skills.

As aforementioned, we see community resilience as the ability and the capacity
of a given community to sustain to a certain extent their pre-crisis situation immedi-
ately after an emergency situation while minimizing the risk of long-term economic,
societal, and environmental impacts. Our view of community resilience is, therefore,
a process view; accordingly, our proposed framework is a process-based framework.
Moreover, we believe that in the increasingly digitalized communities, ICT and
data should be important elements of a community resilience framework. While the
current frameworks provide significant contributions, only a few mention about data
quality, digital technologies and systems, and broadband access (Zautra et al. 2008;
Norris et al. 2018; Roberts et al. 2015). Moreover, ICT and data are not embedded
as integral elements of the proposed community resilience process.

In the next section, we deep dive into data and ICT (information systems and
information communication networks) as important and integral elements of commu-
nity resilience. Following this, we present our proposed framework of Community
Resilience Management System (CRMS) and identify the key requirements that
should be incorporated in the implementation of a CRMS.

7.3 The Role of Data and Information and Communication
Technology Resilience

We view data as a central component that enables community resilience. In the
following sections, we discuss the resilience of data, information systems, and infor-
mation communication networks as without the resilience of these three elements,
community resilience will be difficult to achieve from both the operational and
structural sides.
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7.3.1 Data Resilience

The seminal early literature on information systems stressed the need for quality
data management that contributes to its resilience. Gorry and Scott Morton (1971)
described how the three levels of decision-making in an organization (strategic,
tactical, and operational levels) have different data requirements. People who are
working in each of the mentioned levels will deal with different sorts of data. Data
are central components that lead to augmented decisions: decisions that are taking
by human with the help of artificial intelligence (AI) and analytics (e.g. decision
support system and expert system), and automated decisions: decisions made by AI
algorithms and acted upon by actuators and robotics. These types of decisions can
either be (1) real-time: decisions made on the local processors or edge, or (2) close
real-time: with a delay and typically processed on the local processor or the edge, or
(3) deferred decisions: decisions based on big data in the data lake that is processed
on the cloud (e.g. strategic decisions).

To make a good decision, the data have to be precise and dependable. Data quality
is determined by the correctness, currency, completeness, and confidence in the data.
While internal data can be to a greater extent under control and resilience is achiev-
able by performing data quality management, the quality of external data is rather
questionable since data sometimes acquired from unknown, untrustworthy, or spec-
ulative sources. Dealing with external data requires extreme caution to minimize
the impact on decision quality. Also, data resilience is determined by the ability to
absorb and store the wide varieties of data types, i.e., structured, semi-structured, and
unstructured data, by both manual data entry and automated capturing. The ability
of people and systems to navigate consistent data granularity from the instance, set,
class, and backward is a crucial determinant of data analytics resilience. Decision-
makersmust be able to analyze and aggregate data across granularity levels following
a sophisticated analysis methodology, mechanism, algorithms, and visualization
approaches to perform descriptive, diagnostic, predictive, and prescriptive analytics.
Redman (2008) suggests that data quality positioned between ICT infrastructure and
exploitation can be augmented. Data quality can be split into four different categories
according to Strong et al. (1997), which are (a) intrinsic quality (accuracy, objectivity,
believability, and reputation); (b) accessibility quality (accessibility, access security);
(c) contextual quality (relevancy, value-added, timeliness, completeness, amount of
data); and (d) representational quality (interpretability, ease of understanding, concise
representation, consistent representation).

All data should be processed according to regulations, ethical, and legal consid-
erations. After the data are presented, visualized, and analyzed through a structured
data pipeline process, an analytic task is applied that is either, descriptive, diagnostic,
predictive, or prescriptive. Vidgen et al. (2017) studied the challenges that organi-
zations face in creating value from data analytics where managing data quality is
identified as the biggest challenge. Data lifecycle stages are handled either fully or
partly by information systems (IS), data collection technologies, e.g. sensors and
IoTs, data storages, e.g. DBMS and NoSQL, and functions that are embedded in the
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IS to process the data, e.g. algorithmic codes and workflows and data output and
distribution mediums. These must all be secured to ensure data integrity and avail-
ability. Recent studies suggest using emergent trends such as blockchain to ensure
distributed data assurance and resilience (Liang et al. 2017). In the following section,
we discuss data as part of the IS requirements for resilience.

7.3.2 Information Systems Resilience

A recent literature review on IS and resilience (Heeks and Ospina 2019) claimed
that most studies from 2003 until 2017 are examining resilience as the property
of IS. These studies are focusing on the IS itself and its resilience to withstand
external stressors or to “bounce back” after damage by external stressors (Heeks and
Ospina 2019). Few studies examine resilience as the property of IS input system,
which is typically a human system inputting data to IS during its development and/or
operation, or resilience as the property of IS outcome system, which is the impact
of the IS on the resilience of other systems such as organizations and communities
(Heeks and Ospina 2019). Following this review, we searched for the literature on IS
and resilience untilMarch2020.We foundmore studies examining resilience as either
the property of IS input system, e.g. the provision of extensive, real-time information
from the citizens and the provision of information frommunicipal authorities (Cohen
et al. 2017), or the property of IS outcome system, e.g. improving supply chain
resilience by improving the resilience of the information sharing (Macdonald et al.
2018).

Although there are three different positions on IS and resilience research, most
studies are examining the IS resilience for supporting daily operations such as supply
chain management system and hospital information system. Few studies examine IS
for crisis situations such as disaster management system, or IS for both nominal and
crisis situations such as the socialmedia applications. The previous study showed that
when the IS is only used during severe crisis situation, its cost overshadow its value
because severe crisis such as a tsunami and a pandemic disease are highly unlikely
events (Fedorowicz and Gogan 2010). Moreover, when the IS is only designed for
use during the crisis situation, it may not actually be utilized when the crisis happens
because the turbulence period at the start of a crisis may create panic and during the
moment of panic, users may unconsciously use the IS that they frequently use such
as the use of the off-the-shelf messaging application instead of the official disaster
response application. By extending the system’s coverage from the less frequent—
more damaging crisis to the more frequent—less damaging crisis that complements
daily operations, the value of the system and its utilization increase (Allenby and
Fink 2005; Bharosa et al. 2010; Fedorowicz and Gogan 2010). There is a need for
dual-use IS that is embedded in daily work and offers societal benefits even if the
anticipated disasters never occur (Allenby and Fink 2005) to maintain community
resilience in nominal and crisis situations. Ipe et al. (2010) examined public health
emergency preparedness system in Arizona after the September 11 attacks. They
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found that the stakeholders’ commitment is enhanced and their friction is minimized
when the systems are embedded in the everyday operations to extend organizational
capabilities for information sharing and exchange. IS for disaster management has
to support daily operations so that the use of such system becomes a norm rather
than an exception. The usage patterns should remain the same. The only difference
is the change from nominal to crisis situation.

7.3.2.1 Resilience as the Property of IS Input System

From the literature, it seems that the benefits of having dual-use IS disappear when
the crisis situation involves responders from multiple agencies, local, and interna-
tional agencies. Van de Walle and Dugdale (2012) investigated the use of informa-
tion management during the 2010 Haiti earthquake. They identified three prominent
systems that were used to support the inter-agency humanitarian relief in Haiti, i.e.
an inter-agency website to enhance coordination and support the exchange of infor-
mation, a web-based system to manage coordination and map everything that was
happening in Haiti, and an open source web application for information collection,
visualization, and interactive mapping. In the first weeks during the turbulent period
of the crisis situation, there were chaos with the inter-agency responders claiming
that the systems did not function as well as they would have liked. Moreover, the
responders remarked that the most important is not the existence of a crisis infor-
mation platform; instead, it is the existence of a crisis information repository with a
common data standard as there were data overload in different languages, some lack
geospatial data, etc. Hence it seems that when multiple agencies are responding to
a crisis, resilience is not the IS itself but the property of the IS input system which
is a human system inputting data to IS during the crisis response. It is important to
enforce data standards in the input fields of the IS. Nevertheless, such restriction may
demotivate the inter-agency responders from inputting data. To avoid such restriction
from demotivating the responders during emergency situation, the system must play
a vital role in every emergency response drill (Lee et al. 2011; Raman et al. 2006).
Moreover, the system must support and not hinder the existing emergency response
protocol, (Raman et al. 2006).

Yates and Paquette (2011) also examined the 2010 Haiti’s earthquake, focusing
on how the government agencies used social media. They asserted that social media
facilitated knowledge sharing in twoways, i.e. by increasing knowledge reuse and by
eliminating the reliance on formal liaison structures in terms of both personnel and
systems. However, the lack of structure of the shared knowledge makes it difficult to
use social media as knowledge resource when there is a time constraint to respond to
the disaster (Yates and Paquette 2011). This is in line with the aforementioned issue
of data overloadwhen there is no common data standard.Moreover, socialmedia data
add complexities in terms of coordination as most of them are untruth information,
which are difficult to check properly during a disaster (Bharosa et al. 2010). Even
though social media can empower the community during crisis by allowing them to
have a voice and to help in disaster response (Leong et al. 2015; Palen and Anderson
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2016), rumormongering is a key issue when the human system inputting data to IS
during crisis response not only consists of the responders but also includemembers of
the public. Oh et al. (2013) analyzed Twitter messages of theMumbai terrorist attack
in 2008 and Seattle café’s shooting incident in 2012 and Toyota recalls in 2010. They
found that while content ambiguity did not contribute to rumormongering, source
ambiguity did so very significantly. Content ambiguity was mainly composed of
questions seeking information on the crisis situation or doubts expressing suspicion
on Twitter posts, whereas source ambiguity frequently resembled third-person situ-
ation reports without sources being attached (Oh et al. 2013). Lu and Yang (2011)
surveyed members of a web forum for students after a massive earthquake struck
Wenchuan at Sichuan province in China in 2008 and investigated the forum activity
data. They found that social interaction ties increase information quantity, whereas
trust, reciprocity, shared language, and shared vision increase information quality.
Data reliability during crisis, especially during the turbulent period of the crisis, is
crucial yet extremely difficult to achieve when the information is from the social
media as the people may not be able to readily recall the sources of the different
pieces of information. The extensive literature on rumors and fake news detection
on social media were conducted after the fact. How the emergency responders can
distinguish inaccurate information from the truth when responding to crisis is an
important question to address yet it has not been adequately investigated.

7.3.2.2 Resilience as the Property of IS Output System

Beyond the IS itself and the property of IS input system, resilience is also related
to the property of the IS output system, which is the IS impact on the resilience
of other systems such as organizations and communities (Heeks and Ospina 2019).
IS can promote resilience by informing a broad range of actors of a stressing situ-
ation and, potentially, empower these actors to become informed decision-makers
(Comes et al. 2019). Investigating the Fukushima Daiichi’s nuclear power disaster
in 2011, Thatcher et al. (2015) highlighted the impact of information behaviors
on information failure. Even though some people working in Fukushima Daiichi’s
nuclear power were aware of the potential disaster when they began to see some
warning signs, the interweaving between the information behavior and their deci-
sions to not escalate the warning signs led to the disaster (Thatcher et al. 2015).
The IS impact on the resilience of other systems heavily depends on the informa-
tion behavior. There are critical, distinctions between human behaviors that result
from endogenous hazards that can be captured such as the Fukushima nuclear power
disaster versus exogenous hazards that cannot be captured such as the natural disas-
ters (Palen and Anderson 2016). Moreover, compared to business crisis, community
crises such as terrorist attacks or natural disasters involve high levels of anxiety
when the community became aware of the stressing situation (Oh et al. 2013), which
may lead to social discrimination, looting, and other socially harmful behavior. For
example, the anxiety of the recent coronavirus pandemic led to some communities
discriminating members of the community who are of Chinese descendant. As the
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community gains most of their information from the social media that represent the
opinions of some people, leadership is a central element of community resilience
(Cohen et al. 2017; Palen and Anderson 2016). During emergencies, the municipal
authorities should provide information that meets the population’s needs and reduce
their anxiety (Cohen et al. 2017). Chou et al. (2014) assessed the utility of 50 US
states’ natural disaster management websites and found that all US states still had
a long way to go toward building comprehensive websites for managing natural
disasters. The websites lack information about the general preparation, preparation
for a predicted disaster, disaster in progress, recovery, and mitigation (Chou et al.
2014). It is also appalling that a number of websites and mobile applications emerge
during disaster such as those that aim to mobilize the neighborhood to help the senior
citizens in times of crisis. Without clear direction and message from the municipal
authorities, the impact of such IS on the resilience of the communities is in doubt, as
some of them may in fact be harmful to the communities. It is important to carefully
assess the balance between the authority and community-based IS toward increasing
community resilience.

7.3.3 ICT Networks Resilience

Another infrastructure that is core to the community resilience is the ICT network.
Resilience is a characteristic of communication networks, which has been associated
with telecommunication systems since they emerged as a vital element for the inter-
action between humans. Originally resilience defines the ability of networks to resist
the loss of capacity due to failures or foreseen overload (Vlacheas et al. 2011). As
such the focus has been on fault management and recovery methods after an incident
(Cholda et al. 2007). In recent years, resilience in communication and telecommu-
nication networks has got into further focus due to the prominence of the Internet.
The computer and telecommunication networks are now part of the critical national
infrastructure (CNI). Due to this, they have also become a target for attacks (phys-
ical as well as cyber-attacks). Hence, in order to ensure that the networks remain
operational, they have to be resilience against all kinds of adverse events.

A general definition of communication resilience specifies that networks have to
have the ability to “maintain acceptable levels of operation in the face of challenges,
including malicious attacks, operational overload, misconfiguration, and equipment
failures”, which encompasses structural and operational as well as wider context
related considerations (Dobson et al. 2019, p. 819). Mauthe et al. (2016, p. 2) define
resilience of a communication network in more details as “a quantitative property of
a network that occurs on each level of its hierarchy, and is related to the ability to
maintain the same level of functionality in the face of internal changes and external
disturbances as a result of large-scale natural disasters and corresponding failures,
weather-based disruptions, technology-related disasters, andmalicious human activi-
ties; towithstand all thesewithout losing the capacity to allocate resources efficiently;
to maintain acceptable level of service in the face of various faults, challenges to



7 A Conceptual Framework for Designing … 111

normal operation, fluctuating environment, and human use; and to absorb recurrent
disturbances so as to retain essential infrastructures and processes, with sufficient
cost-efficiency and flexibility over the long term”.

In Sterbenz et al. (2010), a resilience strategy is described that captures the main
components of the resilience process and can be used to consider resilience in the
design as well as the operation of communication networks. The main components
are captured within an online and an off-line control loop expressed through D2R2 +
DR. The inner, real-time control loop D2R2 expresses concepts that help defending
fromattacks,detect anomalies, remediate against them, and recover froman incident.
These also cover active, operational defenses and methods to observe and mitigate
in case something is going wrong. The outer loop, DR, stands for diagnose and
refinement and represents a non-real-time control loop through which the resilience-
related infrastructure aspects as well as the operational strategies are analyzed and
improved, reflecting the longer term experiences and developments within the envi-
ronment. The D2R2 +DR conceptual resilience model provides design guidance but
is not an architectural blueprint; it addresses different aspects as part of an overall
resilience architecture.

From a higher level perspective, network resilience can be divided into structural
and operational viewpoints. The former is concerned with structural arrangements.
These are specifically related to the recovery of different connections, for instance,
self-healing networks that restore a cut fiber in an optical mesh network through a
distributed algorithm that allows dynamically routing. Operational resilience spec-
ifies the level of active resilience management within network that provides mech-
anisms to actively defend, detect, and mitigate against threats. It uses, for example,
challenge analysis in conjunction with a resilience estimator that determines if spec-
ified resilience targets are being met. If this is not the case, appropriate resilience
mechanisms have to be invoked to counter or adapt to challenges in order to maintain
a high level of resilience (Dobson et al. 2019).

7.3.3.1 Structural Network Resilience

In the area of structural network resilience, the communication infrastructure has to
be assessed toward its ability to continue providing an acceptable level of service
even in the face of challenges. A higher level of resilience can be achieved through
providing redundancy of key components such as routers and also links. Through
the concept of diversity, an infrastructure can be made more resilient since a failure
of hardware, software, a geographic link, etc. will in the case diversity, not fail in the
same way (Sterbenz et al. 2010). This is due to the fact that vulnerabilities in one
system element will not be the same in another that provides the same service but in
structurally and operationally different ways.

The level of resilience of a network or network infrastructures has to be analyzed
with respect to their ability to withstand and structurally compensate for challenges
and failures. The analysis considers a number of factors and metrics that indicate if
and to what extent this is the case. For instance, the replication degree and inbuilt
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redundancy are used as indicators alongside diversity. If this analysis is done within
one system context, it can provide a good indicator about the challenges and the
severity of their impact on a specific system in the case of disruptions, e.g. due to local
incidences or more widespread disasters. The assessment can be horizontally, i.e.
across a number of (sub-)systemsof the samekind.An example here is interconnected
communication networks belonging to different domains. It can also be carried out
vertically where the resilience metrics are assessed at different levels or layers of
the communication network with the goal to establish the overall system resilience
(Sterbenz et al. 2014). The indicators that are used here are (again) considering
the levels of redundancy and diversity, alongside connectivity and association. For
example at the:

• physical level, they look at link quality, availability, reliability, and potential
component failure;

• topology level, they consider topological data by using graph metrics such as
clustering coefficient, target component size, etc.;

• path-routing level, they look at routing delays, path dependability, and overhead;
• inter-realm level, (i.e. intersection between different network providers), they

specifically look at inter-domain connectivity and transit;
• end-to-end transport level, they are considering path latency, goodput, and packet-

delivery ratio;
• application level, they look at latency, throughput, and quality of experience.

Resilience analysis carried out considering these factors can, for instance, help to
uncover structural vulnerabilities, and in the design phase of a network can be used
to evaluate alternatives. Using metrics such as topology diversity and connectivity,
path routing diversity and connectivity, etc. can be analyzed to demonstrate the effect
failures of individual components or links have on the overall network resilience.
The analysis of resilience metrics across independent (sub-)networks and across the
different levels of the infrastructure can be done for interconnected networks from
different providers across all layers and that way identifies weakness in the wider
network infrastructure for instance on a national a supra-national level.

Another way of assessing network vulnerabilities is the use of simulations and
off-line network data analysis. Simulation can help to evaluate different network
resilience strategies, also considering the behavior of the network in the nominal case
compared to a crisis situation, e.g. in the case of a large-scale disaster (Schaeffer-Filho
et al. 2013). Off-line network data analysis uses network data, which is processed
in a non-parametric way to identify unprecedented events in uncertain environments
(Angelov 2014). In this approach, autonomous learning systems allow a new way
of learning from streaming data without the need for large scale data retention (i.e.
it uses rule-based information created on the fly). The case studies of the algorithm
have found application in various cyber physical and network infrastructure and can
detect, classify, and analyze massive machine data prior captured prior and during a
disaster.
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7.3.3.2 Operational Network Resilience

Operational resilience specifies the level of active resiliencemanagement capabilities
within networks to actively defend, detect, andmitigate against threats (Dobson et al.
2019). In order to provide resilience duringnetworkoperations, networkmanagement
functions and operational resilience functions have to work in conjunction. The
resilience functions are divided into two parts, i.e. challenge detection andmitigation
(i.e. remediation and recovery from failure). To detect challenges, the network state
has to be assessed continuously by anomaly detection components. These should be
distributed throughout an interconnected network infrastructure and can sit alongside
the routing infrastructure or be part of it (Mauthe et al. 2016). Additionally, challenge
detection of an interconnected network has to be done in a coordinated manner and
can also consider additional situational data (Marnerides et al. 2016). To realize this,
an approach that makes use of policies, in conjunction with remediation mechanisms
that can be progressively refined, has been proposed (Schaeffer-Filho et al. 2012).
Here detection and mitigation are interleaved, i.e. an initial indication of an anomaly
triggers a staged network management and resilience process in which the diagnosis
is refined in order to gain more certainty about the challenge. The more is known
about the anomaly, the better the mitigation actions are refined, in order to become
more targeted.

A number of anomaly detection techniques exist, based on statistical methods,
information theory, entropy distributions, data density, EEMD, machine learning
technology, etc. (c.f.Marnerides et al. 2015; Shirazi et al. 2016; Fernandes et al. 2019;
Garg et al. 2019). Further, methods used for the structural assessment of networks
(e.g. Angelov 2014) can also be deployed in the context of operational resilience as
long as the analysis can be carried out in or close to real-time.

7.3.3.3 Emergency Communication

While there has been a lot of consideration and effort gone into making commu-
nication networks resilient (after all, even the Internet’s original design has been
done with having resilience in mind), in the case of major incidences (e.g. natural
disaster, technology-related failures, or malicious attacks) communication infras-
tructures might be destroyed or be insufficient considering the higher demand and
changed use (Mauthe et al. 2016). In these situations, alternative and additional
networks (i.e. emergency networks) can be set up, for instance using ad-hoc or
mesh technology, or other means to provide basic communication in case normal
communication networks are disrupted. Self-organizing Mobile Ad-hoc Networks
(MANETs) based on Delay Tolerant Networking (DTN) have been proposed for
a while as powerful tools for maintaining or reestablishing telecommunications
following disasters and infrastructure disrupting events. The issue here is that these
networks have usually only limited bandwidth compared with infrastructure-based
networks. This has the effect that they cannot satisfy every demand placed upon them.
Thus, if the most critical traffic is to be delivered in a timely manner some form of
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filtering or prioritization is needed as described in Lieser et al. (2017). Another way
of dealing with this is to integrate the emergency network with the still existing
parts of the infrastructure-based network. For instance, unmanned aerial vehicles
(UAVs) have been proposed as a solution to extend coverage for disaster-resilient
communication networks and to increase the capacity of the normal network. In this
case, the UAV provides communication and has to ensure that the base station is
not overloaded so that communication can be maintained (Yang et al. 2019). Others
propose a combination of wireless networks based, for instance, on long-term evolu-
tion (LTE) technology andhandheld terminals, drones, data acquisition terminals, etc.
to provide cluster coverage. This should result in a secure communication between
users and ideally provides reliable, robust and flexible power emergency commu-
nication networks (Zhang et al. 2019). Due to the emergence of Internet of Things
(IoT) networks, these are also considered as a backup infrastructure in the case of
emergencies (Álvarez et al. 2019). An issue here, as for many wireless based emer-
gency networks are link quality. Early on there has been research to improve channel
sensing, noise detection, the use of white spaces, etc., (e.g. Gorcin et al. 2011; Sun
and Chowdhury 2014). Whilst there is still ongoing research in this area, due to the
integration of emergency networks with infrastructure-based networks, attention has
shifted to higher level resilience concerns within emergency communication.

Recently, the role of adaption and transition to provide resilient communication
in crisis situation is being investigated to make best use of the existing or remaining
infrastructure (Kalle et al. 2019). Thismeans thatmore andmore of the (still) existing
network infrastructure is considered as valuable resource in crisis situation. It has
further been recognized that the resilience (in the nominal as well as crisis case) of
emerging digital cities can be enhanced through ICT but only if the communication
technology itself is resilient. In order to achieve this, self-organization is proposed
since in combination with resilience they offer the prospect of combating threats
and allowing essential services that run on networked systems to continue oper-
ating satisfactorily even during an emergency (Dobson et al. 2019). This is helped
when the network infrastructure transitions toward a self-configuring, self-healing,
self-optimizing, and self-protecting way of operation. This should also be even the
case outside the original design envelope. Further, it is stated that human interaction
needs to be considered too (Engels et al. 2019). Hence, the structural and operational
network resilience of these regular communication infrastructures as well as emer-
gency networks are key to support community resilience through communication in
nominal as well as crisis situations. In the following section, we will explain our
proposed community resilience framework.
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7.4 Proposed Framework for Designing a Community
Resilience Management System (CRMS)

The review in Sect. 2 was conducted to identify the gaps in the currently avail-
able frameworks of community resilience in the literature. Upon identifying the
important yet often neglected elements of community resilience, which are data and
ICT elements, in Sect. 3, we explained in-depth the resilience of data, informa-
tion systems, and information communication networks. In this section, we further
identified the key constituent elements of community resilience and their interrela-
tionships as presented in various frameworks and presented our proposed framework
for designing an effective Community Resilience Management System (CRMS). In
developing the proposed framework, we have adopted the relevant concepts and tools
from Total QualityManagement (TQM) (Du et al. 2008) and Systems Analysis (Siau
and Rossi 2011).

Figure 7.1 shows the proposed conceptual framework while Fig. 7.2 shows a
fragment of Ishikawa diagram for cause and effect analysis. In this diagram the
primary contributing elements, e.g. data, rules and regulations, and infrastructure, to
the improvement of community resilience are identified. The resilience of the infras-
tructure per se is one of the key determinants of the overall community resilience.
This is because critical community needs, i.e. mobility, power supply, water supply,
can be effectively fulfilled only when the infrastructure needed for their delivery is
resilient and can perform their intendent functions. In addition, certain elements of
the infrastructure such as power supply, and information and communication network
may affect data acquisition and communication. Data are core elements of a CRMS.
The availability of reliable, accurate, and current data along with appropriate models
are key determinants of the quality of the resiliencemanagement decisions. In a crisis
situation when the infrastructure is seriously damaged, data-driven decision-making
will be compromised. Nevertheless, even when the infrastructure is solid and reli-
able at any time, the rules and regulations may constrain data collection, processing,
analysis, presentation, and use. For instance, the institutional policies may constrain
certain stakeholders from accessing the data. Beyond the formal institutional poli-
cies, the social system may further define how the stakeholders should interact with
each other, their roles and responsibilities, and how they should coordinate with
each other. Hence, we view the data, infrastructure, rules and regulations, and stake-
holders as interrelated key elements in improving community resilience that should
be holistically viewed and improved.

The proposed framework also emphasizes that community resilience should be
ensured under both nominal and crisis situations, and as such, resilience should be
built into all sub-systems and components that determine the performance of commu-
nity resilience. This approach views resilience as a process rather than as an outcome.
This means that in order to improve community resilience, one needs to control the
process that generates a given level of performance as opposed of checking only its
outcome. In addition, our approach recognizes the dynamic character of commu-
nity resilience and introduces the idea of continuous resilience improvement. This
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Fig. 7.1 Proposed conceptual framework for designing a community resiliencemanagement system
(CRMS)

approach requires the dynamic implementation of the Plan-Do-Check-Act (PDCA)
cycle for improving the resilience level of the community through the consideration of
the emerging risks and challenges. Figure 7.3 illustrates the concept of the continuous
resilience improvement, which is a key concept of the proposed framework.

The emerging risks and challenges (due to crisis situations) are influencing the
social and technical dimensions of community resilience. The technical dimension
of community resilience involves the community infrastructure networks, i.e. energy
generation and supply, water supply, sewage, transportation, information systems
and ICT networks, the infrastructure design, and operational standards and rules.
The social dimension of community resilience includes the stakeholders involved in
and affected by the resilience management system, along with the institutional and
regulatory arrangements defining the interactions among the infrastructural elements.
The state of the key determinants of community resilience, i.e. data, rules and
regulations, infrastructure, and social system, and their interaction determines the
current state of community resilience outcome (Ri) in time (ti). The CRMS should
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Fig. 7.2 A fragment of Ishikawa diagram for identifying factors contributing to community
resilience

Fig. 7.3 The PDCA cycle leading to continuous community resilience improvement

be capable of addressing strategic, tactical, and operational decisions. The imple-
mentation of these decisions will lead to community resilience improvements. The
Plan-Do-Check-Act cycle can be used as the mechanism for developing community
resilience plans, implementing them, checking their performance, and identifying
potential improvements.
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7.4.1 Synthesis and Design Requirements for CRMS

Overall, to enable communities to anticipate challenges, being proactive to the antic-
ipated situations and agile enough to respond in the way that is needed and when it is
needed, the availability of quality inputs and outputs data should be ensured all the
time. The infrastructure, including information systems and ICT network should be
dynamically adjusted and continually improved for its dual use (in nominal and crisis
situation). Moreover, the distinction between standard communication and emer-
gency communication is slowly disappearing since it is recognized that communica-
tion has to be possible under all circumstances (nominal and crisis) and that existing
infrastructures should be used and probably enhanced even in crisis situations. Alto-
gether within this space, the solutions are adaptive and have often already adopted
self-organization principles within their design in order to enable the required real-
time response to all situations. As a result of the previous discussion and the centrality
of data in community resilience, the approach presented in this chapter suggests that
a CRMS should fulfill the following requirements in Table 7.1.

Table 7.1 Requirements for designing a community resilience management systems

Requirement 1 The CRMS should consider both nominal and emergency situations

Requirement 2 The CRMS should be proactive and embedded in all elements that determine
the overall community resilience

Requirement 3 Its performance should be ensured through process improvements taking into
consideration the efficiency and effectiveness of the processes

Requirement 4 The CRMS should be dynamically adjusted and continually improved to
reconfigure and orchestrate resources and capabilities to navigate different
circumstances

Requirement 5 The CRMS should be managed/governed based on evidence: therefore, each
phase of the management cycle should be data and observation driven

Requirement 6 The quality of data should be ensured in all time (e.g. current, accurate,
easily accessible, etc.) for all systems and sub-systems to ensure both a)
robust interoperability and b) decisions quality

Requirement 7 The CRMS should address the entire resilience management cycle, i.e. Plan,
Do, Check, Act

Requirement 8 Its performance indicators should satisfy the S.M.A.R.T1 (Doran 1981)
criteria (Specific, Measurable, Attainable, Relevant, Time-Bound)

1https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/
file/835527/KPI-4-number-people-resilience-improved1.pdf

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/835527/KPI-4-number-people-resilience-improved1.pdf
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7.4.2 An Implementation Scenario in Temporary Large
Events During Health Pandemic

A large event such as music concert or sport event constitutes a temporary commu-
nity. During the preparation of large events, the main stakeholder, i.e. the organizing
committees will develop a robust multi-level plan for risk planning and emergency
intervention. These levels can bemapped to strategic planning, tactical practices, and
operational routines. The typical comprehensive plan for nominal and crisis situa-
tions covers a wide range of disturbances including weather, earthquakes, typhoons,
traffic, spectators’ congestions, riots, and man-made destructions. Each has chal-
lenges and risks to at least one of the social, ecological, and technical aspects. While
the strategy for each disturbance that covers the PDCA cycle is developed, the plan-
ning for health pandemic is not typically envisioned as its occurrence is extremely
rare. Such unexpected disturbance requires reconfiguration of the structure and capa-
bilities of the CRMS, for instance, the strategic planning may not fully eliminate the
impact of the pandemic; however, it could provide alternative options of minimizing
the cost and rethinking the way that the collective capabilities are configured such as
balancing between autonomous systems and manpower in doing routine tasks. The
CRMS should be dynamically adjusted and continually improved to reconfigure and
orchestrate resources and capabilities to navigate the circumstances. New priorities
emerge during the crisis, safety and public health become superior to commercial
and profit gain. Reconfiguring capabilities posed by stakeholders, reutilizing infras-
tructure, and changing regulations and policies are triggered by the crisis event vs the
nominal planned situation. Each of the framework main components will be affected
by the pandemic differently, for instance:

Rules and regulations: Policies of social distancing, mask-wearing in public places
and within the event facilities, guidelines for hygiene, regulations for temperature
check on the spot, self-declaration policy and procedures for handling symptoms or
quarantine spectators and visitors with symptoms.

Infrastructures: While most infrastructures are affected by other types of distur-
bances, managing these infrastructures is a challenge when social distancing is a
necessity, and part of the workforces is quarantined or ill. Moreover, the ICT infras-
tructure is under intense demand during the pandemic due to people working from
home, spending more time on the internet, using warning and tracking apps, home-
schooling, and others. Considering partial utilization of the physical space, providing
more automated self-services and relaying more on robotic services to adhere with
regulations.Nevertheless, the increasing reliance on technologiesmeans that network
redundancy should be in place to ensure uninterrupted automated self-services and
robotic services.

Stakeholders: As the government recommends to change the way of doing daily
working activities (more electronic and distancedworking), themultiple stakeholders
involved in running the events might not be able to communicate in the same tradi-
tional manner. Their responsibilities continue to change and more tasks are required,
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e.g. NGOs to provide wellbeing and health support to spectators and visitors, and
provide more logistic support to healthcare providers. Healthcare providers need to
copewith the demand due to the large number of tests required, a restructuring of their
units and workforces. Manufacturers to reconfigure their manufacturing capabilities
to reduce the nominal productions and increase the crisis-related productions, e.g.
recyclable beds created for the spectators can be used for temporary hospitals that
are constructed to deal with the pandemic. Spectators to self-organize themselves to
support the more vulnerable people, adhere to new rules and regulations, use tracing
app on their phones, and adjust to the new way of event attending.

Data: With the increasing reliance on technology-supported operations while main-
taining social distancing during the event coordination, the stakeholders will heavily
rely on data for strategic and operational decisions. Data related to the new policies,
regulations, and numbers and locations of infected people; data related to tracing app
(people locations and their close contacts), places visited, and the time of visits; data
about an individual’s health and well-being (e.g. any chronic disease); data about
testing centers, nearest healthcare providers, emergency units, and their capacities
and availabilities; data about transportation, food, water supply, and private sectors,
e.g. shops and services including the availability of PPE, sanitizers, and masks. The
quality of data should be ensured in all time (e.g. current, accurate, easily accessible,
etc.) to ensure robust interoperability and decisions quality.

For implementation, a hybrid centralized data storage to enable collective intelli-
gence and complex data processing and decentralized data storages to enable initia-
tives and new application integrations are recommended. Both onshore and offshore
storages are needed to mitigate any ecological distribution to the physical location.
Role-based access control will be offered to focal users from government and emer-
gency planning and handling organizations. Implementing Internet of Things (IoTs)
from wired and wireless sensors, GPS, and CCTVs all to be aggregated and stored
in data lake on the cloud. Actuators to be designed for fully or semi-automatic
endogenous decision-making based on algorithms of AI, machine learning, and
deep learning. All to constitute a large-scale digital twin that represents the event’s
structural, behavioral, and functional aspects within its environment in real time.
Information systems for collaboration, reporting, simulation, and distributed intelli-
gence should be offered in multiple forms (e.g. smartwatches, mobile phones app,
or web app) with multi-level privileges for the different stakeholders. Suitable dash-
boards and visualization are also to be implemented for different targeted user groups.
Targeted and viral alerts, notifications and tips to be communicated by speakers and
mobile phones SMS. ICT infrastructure will be implanted in a hybrid approach of
fiber cables, wireless (e.g. 5G network), and satellite to mitigate any disruptions in
communication as the network load increases. The disaster recovery plan, intelligent
routing, load balancing for maximum resource utilization are de-facto practices in
the contemporary ICT design approaches. On-demand elasticity of ICT services is
crucial for the continuity of services during a sharp spike in demand. Further, the
implementation must consider sustainable (i.e. CO2, energy, and waste footprints)
and ethical (i.e. digital footprints) practices. For operational aspects, practices of
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TQM, agile management, process improvement, modeling and simulation should be
used (Fayoumi and Loucopoulos 2016). The CRMS performance will be ensured
through process improvements by taking into consideration the efficiency and effec-
tiveness of the process as resilience is a continuous process of planning, imple-
menting, monitoring, and acting that evolves as the temporary community, in this
case, the large event evolves.

7.5 Conclusion

Challenges and disasters either natural or man-made have brought numerous
concerns to attention from their impacts on community resilience. The cost of dealing
with climate change, which is partly caused by human activities (structural and
behavioral), is ever increasing. Despite the disagreement on the causes of disasters,
the understanding and planning for mitigating large-scale disasters are crucial for
protecting human lives, and reducing negative environmental, economic, and soci-
etal impacts. We adopted the concept of community resilience as a process, which
is the ability of any community in predicting, mitigating, and recovering from a
large-scale disaster and sustaining their pre-disaster activities with minimal impact.

Using three key elements of the community resilience ecosystem (i.e. data, infor-
mation system (IS), and communication network), we demonstrate how community
resilience is supported and relied on the resilience of these three elements.We empha-
size on data as a central component that enables community resilience. Data quality
partly defines the resilience of the IS. Resilient network provides the backbone to
all operations within networked systems. Closely related to these are the systems
at the periphery or edge of the network such as clouds or sensors that form major
elements of Internet of Things (IoT) and smart infrastructures (e.g. Smart City infras-
tructures). For communication and network resilience, it is a key that data about the
network state are available and can be analyzed in a timely manner in order to
manage the related resilience aspects within the context of the network management
cycle. All the actions have to be based on measurable, current, and relevant data and
criteria.While a detailed discussion of data resilience, information system resilience,
and networked systems resilience is beyond the scope of this chapter, the proposed
framework contributes to the multi-analysis of the socio-technical and institutional
systems that take into account the ecological sustainability and threats.

We proposed a proactive holistic CRMS, which embeds resilience into the design
of all constituent elements defining the overall community resilience. The proposed
framework considers community resilience under nominal and disaster conditions
and views resilience as a continuous process of planning, implementing, moni-
toring, and acting that evolves as the communities evolve and challenges moun-
tain. Our holistic and dynamic framework considers the interaction among phys-
ical and technological infrastructure elements, organizational and procedural norms,
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institutional arrangements, and human behavior. The proposed framework is data-
centric, which can utilize intelligent technologies as complementary enablers for
mitigating the impact of disasters. The requirements for CRMS provide guidance to
the practitioners.
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Chapter 8
Social Media Technologies and Disaster
Management

Yuko Tanaka

Abstract The social–technological developments of the past decade have changed
how we communicate during disasters. Given the wide reach of social media, when a
disaster occurs in the digital era, people check social media platforms such as Twitter
and Facebook immediately to explore and to share disaster-related information. These
help us to understand the extent of the serious damage it would cause, where and
whether to evacuate, and what kind of support victims might need. Although social
media has just recently emerged as a social–technological tool, past research has
shown that it is human nature to share information during disasters. This chapter
provides an overview of how the characteristics of social media platforms influence
our information-sharing behavior during disasters. In addition, it focuses on not only
the advantages but also the potential threat of using social technology based on recent
empirical research. While social media makes it possible to share information more
rapidly, widely, and easily than ever before, their technological characteristics could
benefit us only if we share reliable information; however, social problems could be
caused if false information is spread. By reviewing the psychological aspects behind
false information spreading through social media, anticipated challenges in using
social technology during disasters will be discussed.

Keywords Social media · Disaster · Psychological perspective · False rumor ·
Information management

8.1 Introduction

The latest social media technologies allow individuals to share information more
rapidly and extensively anywhere and anytime, even in the middle of a disaster situ-
ation. In January 2020, there were 3.8 billion active users of social media platforms
such as Facebook and Twitter (Hootsuite and We Are Social 2020). The number has
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increased by one billion in only 3 years and amounts to almost half of the world popu-
lation. People use mobile devices daily for an average of 3.7 h, and approximately
50% of this time is spent on social platforms and communication applications. This
chapter provides an overview of how the characteristics of social media platforms
influence information-sharing behaviors during disasters. The primary focus of this
chapter is natural disasters (e.g., earthquake and hurricane), although a disaster is a
usually complex phenomenon and some natural disasters are followed by human-
made crises (e.g., nuclear accidents) that can result in secondary damage. Social
media has evolved into an important communication tool to help people prepare for,
respond to, and recover from natural disasters. According to the White Paper on
Disaster Management (Cabinet Office, Government of Japan 2018), people in their
20 s and 30 s particularly tend to emphasize the importance of social media as a
source of disaster-related information. However, with the rapidly growing number
of social media users worldwide, both the benefits and repercussions of using social
media during disasters have been magnified.

8.2 Roles of Social Media During a Disaster

When an earthquake occurs, the shaking makes a person realize that something
unusual is suddenly happening. Many questions come to mind in a few seconds. Is
this shaking caused by an earthquake or just road construction? How long will it last?
Was this just a foreshock? Is the mainshock coming? Should I evacuate immediately?
Where is the epicenter? Is my family safe? Attempts are made to find information
that could explain the situational change. These are only examples of information
needs that arise in the early phases of a disaster. Then, information needs to change
continually. As Mikami (2004) described, different information needs emerge as
the phases progress: In the early phase, which starts immediately after a disaster,
people need information such as early warnings, cause of the disaster, and location
and severity of the damages. In the next phase, people need security and safety
information as they would be concerned about the risks of crimes such as looting,
and of losing contact with their family and friends, or finding the missing. In the
post-event phase, people need living information to recover and rebuild from the
disaster.

Gathering and sharing information quickly and appropriately is the foundation of
efficient disaster management. However, during a catastrophic disaster, some infor-
mation channels might not be available. For instance, before the era of the Internet
and social media, evacuees needed to depend on mass media (e.g., printed newspa-
pers, TV, radio) to acquire disaster-related information. The traditional media essen-
tially provides one-way communication and does not fulfill individual information
needs. The emergence of social media has changed the process of dissemination
of information during disasters by allowing two-way communication that connects
victims directly with family, friends, governments, on-site and off-site volunteers,
mass media, and international aid. In addition, social media has the advantage of being
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accessible during a disaster. For instance, while the 2011 Japan earthquake disabled
a large number of fixed communication networks and mobile communications using
cellular phones owing to the damage to their base stations (Ichiguchi 2011), people
could still communicate through social media by accessing the Internet.

There has been widespread use of social media during disasters since the mid-
2000s. People started communicating through social media during the 2005 suicide
bombing attack in UK and 2007 wildfires in the USA (Peary et al. 2012). During the
2010 Haiti earthquake, the Ushahidi crisis map, which collects disaster information
from Twitter and Facebook, was widely used (Norheim-Hagtun and Meier 2010). In
the case of the severe flood that began from the northern region of Thailand in July
2011, the number of messages via Twitter increased by 52% by the time the flood
reached the Bangkok Metropolitan area in October (Kongthon et al. 2012). People
shared the following information: situational announcements and alerts, support
announcements, requests for assistance, and requests for information. The 2012
Yilian earthquake in China is another instance where social media was used for infor-
mation sharing. Disaster-related information transmitted via Sina Weibo, a Chinese
microblogging platform, included personal posts, caution and advice, actualities and
damage, donation of money, goods or services, and appeals for help (Li et al. 2018).

Social media plays an important role in both emergency management (sharing
emergency information and coordinating community response) and community
development (increasing and improving social networks through social media). With
respect to emergency management, one of the primary concerns people have during a
catastrophic disaster is safety information. People are anxious to know whether their
family, friends, and relatives are safe. Social media has been used as a platform to
exchange information about missing, injured, and isolated people (Imran et al. 2015;
Subba and Bui 2017). The following is an outstanding example of how social media
helps information sharing and rescue. On the night of the 2011 Japan earthquake,
the then Tokyo Governor found an SOS message on Twitter. The tweet was posted
by a Japanese man living in London, UK, and asking for help. His mother, who was
the head of a kindergarten, and a dozen kindergarten children were isolated on the
third floor of a shelter which nobody could approach from the ground because the
lower floors were flooded due to a tsunami. The Governor immediately contacted a
fire-rescue helicopter dispatched by Tokyo Metropolitan Government and succeeded
in rescuing them. A person in charge of the Tokyo Fire Department later said “we
sometimes receive 119 calls by people based on Twitter information. Although not
always checking (Twitter), but we would like to respond to the information as much
as possible.” (Mainichi Shimbun 2011). This case clearly shows how emergency
information was transmitted via social media and resulted in saving lives. Moreover,
there are numerous studies examining the utilization of social media for emergency
information sharing such as early disaster detection and warning (Chatfield et al.
2013; Bui 2019), visualizing affected and secure locations, and mapping the loca-
tions and the types of help needed (Gao et al. 2011; Reuter et al. 2015; Slamet et al.
2018).

In accordance with community development, Taylor et al. (2012) discussed the
role of social media from a psychological perspective. During Cyclone Yasi, which
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was a destructive tropical cyclone that hit Australia in January 2011, a Facebook
page named “Cyclone Yasi Update” was created 5 days after the disaster hit the area.
Organized and coordinated by several administrators and content managers living in
scattered locations, the page functioned as a disaster management hub. Taylor et al.
(2012) illustrated the two roles of maintaining a Facebook page during a disaster. One
is for timely information gathering and dissemination from both official and informal
sources (e.g., sharing images, the details of the affected area, links by official sources,
and warnings). The other is to create connections among, and provide psychological
support to, people who are anxious about the disaster (e.g., users made comments
such as “glad everyone is ok,” “don’t worry, they’re safe and well,” and “Great job
by all involved, kept me sane throughout the time, knowing what was going on
for my loved ones”). The number of messages posted on the Facebook page and
direct page views surged to 3,576 and 509,743, respectively, in the first 3 days. An
advantage of social media for community development is that it engenders mutual
support. During a disaster, the significance of mutual help is emphasized as public
assistance (e.g., supports by the local government) but has its limitations (Cabinet
Office, Government of Japan 2015). In addition, there are gaps between citizens and
public organizations in cases where citizens in the areas that are affected to a lesser
extent are more concerned about their daily necessities, such as food supplies in
local stores, while the local government needs to prioritize life-saving efforts in the
severely damaged areas (Hong et al. 2018). In this regard, social media would be
appropriate to fill this gap by promoting mutual assistance among people within the
local community.

8.3 Risks of Using Social Media During a Disaster

In contrast with the cases that shed light on the benefits or promising aspects of the
use of social media platforms for disaster management, a number of recent studies
have also explored the repercussions of the same (Castillo et al. 2011; Oh et al. 2013;
Starbird et al. 2016; Vosoughi et al. 2018; Zubiaga et al. 2018). The biggest threat
is “information pollution.” Social media platforms allow users to share information
rapidly and widely without any regard to its reliability. As reliable information is
imperative for disaster management, the repercussions of false rumor propagation
could have negative impacts on our society and result in recovery delay.

The earthquakes that hit Haiti in January 2010 and Chile in February 2010 are the
first disaster situations where rumors were spread through social media (Mendoza
et al. 2010; Oh et al. 2010; Gao et al. 2011; Castillo et al. 2013). In the case of
the 2010 Chile earthquake of magnitude 8.8, which was one of the largest recorded
earthquakes in the world, more than 500 people died, and there was extensive damage
to infrastructure. Mendoza et al. (2010) analyzed the disaster-related information
shared through social media 4 days after the earthquake had occurred. There were
nearly 5 million tweets by more than 700 thousand different users. The result revealed
that several types of false rumors were posted and retweeted. The following are
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some examples: “Tsunami warning in Valparaiso,” “Death of artist Ricardo Arjona,”
“Looting in some districts in Santiago.” After a year, another devastating earthquake
hits the northern part of Japan in March 2011, triggering tsunami waves and the
Fukushima Daiichi nuclear accident. The catastrophic disaster that resulted in the
deaths of more than 15,000 people, with 2,000 people missing, and hundreds of
thousands of victims forced to evacuate across several prefectures, was also a case
where many false rumors were spread.

One serious repercussion of rumors during a disaster is the wastage of limited
human resources for disaster management. For instance, the following false rumor
spread through Twitter after the 2011 Japan earthquake: in summary, “I was in a server
room at the office when the earthquake occurred. A rack collapsed. My abdomen
is crushed and I am bleeding. I can’t breathe. I can’t call for help by myself.” This
message was retweeted by many users who were worried about the person, asking
help by providing the address information of his company and trying to reassure
the person (Tachiiri 2011). However, an acquaintance soon tweeted that the original
tweet was false. Another such case emerged after a large earthquake hit Kumamoto,
the western part of Japan, in 2016. The following text message was posted: “The
earthquake caused a lion to escape from a neighboring zoo,” along with a picture of
a lion walking across a street in a town. This tweet was posted on Twitter just after
the earthquake hit Kumamoto prefecture and retweeted more than 20,000 times,
resulting in the officials at a zoo in the disaster area being compelled to answer
repeated telephone calls more than 100 times. The person who posted the tweet was
a 20-year-old man living in Kanagawa prefecture, which is located roughly 1,000 km
away from the epicenter, and was ultimately arrested on the suspicion of forcibly
obstructing business (Shimbun 2016). This was the first case in Japan of an arrest
being made for posting a false rumor on social media. The culprit accepted the
charges and confessed that he was playing a practical joke. Both tweets were posted
less than 30 min after the earthquakes and were originated outside the perimeter of
the disaster. Although the intention of posting the tweets was to play a joke, many
users took the tweets seriously and genuinely attempted to take appropriate actions.
As seen in these examples, it is challenging during disasters to distinguish serious
warnings and rescue requests from false ones, resulting in wastage of resources. The
characteristics of social media platforms, that allow anyone from anywhere to post
messages, enable malicious users to take pleasure in other people’s reactions to their
pretense of being the victims of a disaster.

It is to be noted that while there are malicious rumor spreaders, some users post
and spread false rumors without confirming their reliability. They believe that the
information is true and thus try to share it with others. In addition, in certain instances,
information that used to be true could become false in a different context. For instance,
imagine that an evacuee posted the following message: “There was a shortage of relief
supplies at our shelter. We need your help. Please send supplies!!” This was true at that
moment and was shared by many people through social media. Shortly after, suffi-
cient relief supplies arrived at the shelter, and the evacuee posted another message:
“Thank you for your great help! The shortage has been solved.” However, the first
message was still circulating among users who were unaware of the second message.
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Because of their redundant requests, excessive relief supplies were dispatched to the
specific shelter and, as a result, were not appropriately distributed to the other shel-
ters. Although everyone who was involved in this information-sharing process did
so with good intentions, it ended up hindering disaster recovery. Such proliferation
of unreliable information during disasters not only causes wastage of limited human
resources but also unnecessary anxiety, confusion, and distrust among people in the
society.

8.4 Frameworks for Understanding Rumor Propagation

Although circulation of rumors through social media is a recent social problem in
the digital era, rumors during disasters have been recognized as problematic social
phenomena as early as the beginning of the nineteenth century. As a framework
to better understanding rumor propagation through social media, this section will
briefly review the findings of social science research on rumors.

8.4.1 Defining a Rumor

The history of research into rumors in social sciences goes back to a study into rumors
spread during a specific disaster. A catastrophic earthquake hits the northern part of
India on January 15, 1934, causing widespread damage to bridges, railway lines, and
roads. Prasad (1935) observed and classified numerous rumors in the aftermath of
the disaster such as “the earthquake was a punishment for our sin,” “a large house
has disappeared in the cracks of the earth,” and “January 23 will be a fatal day.
Unforeseeable calamities will arise.” These were false or fabricated information.
In later research, Prasad (1950) illustrated that rumors spread during earthquakes
that occurred in different locations in the past 1000 years had similar characteris-
tics. Since then, research has shown that similar types of disaster-related rumors
were repeatedly propagated, such as reporting unlikely natural phenomena (e.g.,
rain of blood, disappearance of rivers) (Prasad 1950), warnings of human-induced
threats (e.g., looting, rape) (Ogiue 2011), and fabricating the death of famous people
(Castillo et al. 2013). Shibutani (1966, p. 17) defined rumor as “a recurrent form
of communication through which men caught together in an ambiguous situation
attempt to construct a meaningful interpretation of it by pooling their intellectual
resources.” Rumor spreads as a means of filling a discrepancy between information
needs and supply. Note that the definition of a rumor does not determine the authen-
ticity of information and includes unverified information to support its authenticity.
This frequently happens especially in disaster situations as identifying true or false
information is time-consuming during the chaos after a disaster.

Recently, “fake news,” a term that is similar to “rumor,” has been used frequently.
As indicated, the term is used in myriad ways, and accordingly, Wardle and
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Fig. 8.1 Categorization of false information based on falsehood and maliciousness (modified
Wardle and Derakhshan (2017)’s three components by incorporating with the definition of rumor)

Derakhshan (2017) proposed a conceptual framework to adequately describe infor-
mation pollution. The framework consists of three components (i.e., mis-information,
dis-information, and mal-information) based on two criteria: falsehood and existence
of harmful intention. False information is categorized into either mis-information or
dis-information. The latter is generated intentionally to cause harm to others, but the
former is not. Mal-information is also generated with a harmful intention, but it is not
false. For example, accusing a politician based on a leaked e-mail corresponds to mal-
information. To clarify the terminology of rumor, false rumor, mis-information, dis-
information, and mal-information, a conceptual framework (Wardle and Derakhshan
2017) was modified by incorporating the definition of rumors (Fig. 8.1). Consid-
ering that the intention of posting rumors during a disaster is not necessarily to
harm someone, but rather it is to enjoy watching the confusion of people or to take
undue advantage of the chaos after a disaster, the wording “harmful” of intention was
replaced by the contextually appropriate word “malicious.” The figure also added
a spectrum of falsehood shown as a vertical arrow on the left. The middle of the
spectrum refers to information that is not verified as true or false. Once a rumor has
been identified as being untrue, the rumor is called a false rumor. As was illustrated
in the aforementioned example of rumors during disasters, social media users shared
outdated information and it resulted in the dispatch of excessive relief supplies to
a shelter. As they were involved in information sharing with the good intention of
helping evacuees, this is categorized into mis-information in false rumors. On the
other hand, the previously mentioned rumor that included the picture of a lion walking
in a town corresponds to dis-information in false rumor. The picture itself was origi-
nally taken in Africa for a film shooting and thus not fabricated, but it became a rumor
when it was used in a false context (i.e., false location of “Kumamoto,” and inappro-
priate timing such as after an earthquake). However, other users would immediately
misunderstand the picture as a lion escaping from a zoo after the damage from an
earthquake. This false rumor corresponds to an example of dis-information.
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8.4.2 Psychological Factors

The observations of recurrent rumor spreading in disaster situations inevitably raised
a question: Why do rumors emerge in most disaster situations? Why do people
transmit rumors that might be false? What types of psychological factors are behind
human behavior?

Social science research has established that rumors emerge when information
needs are not satisfied (Prasad 1935; Knapp 1944; Shibutani 1966). DiFonzo and
Bordia (2007, p. 14) analyzed rumor communication as a means of understanding
an ambiguous situation and managing a threat. In a disaster situation, information
supply cannot keep pace with the sharply rising information needs. The unsatisfied
needs for information trigger peoples’ attempts to compensate for this discrepancy
by sharing unreliable information (Hong et al. 2018).

Allport and Postman (1946) proposed a basic formula to comprehend the intensity
of a rumor as follows: R ~ i× a. Analyzing rumors spread during WWII, they found
that two conditions were essential to explain the phenomena: the importance (i)
of the message and the ambiguity (a) of the situation. The formula envisions that
the number of rumors increases by multiplying i and a. They emphasized that the
relationship between these two conditions is not additive but multiplicative, that is,
if either condition is not met, no rumor emerges. In addition, as carefully noted
by Allport and Postman (1947), not every individual spreads the rumor when these
two conditions are met. Therefore, extending the basic formula of rumormongering,
Chorus (1953) inserted individual critical sense (c) into the formula as follows: R
~ i × a × I/c. Here, c refers to the individual characteristic to reflect, consider,
and morally criticize a rumor. I stands for the general average of c. He states rumor
dissemination reduces or stopped if c increases and that the influence of individual
characteristic can be negligible if c equals to I. Further studies have empirically
demonstrated that along with importance and ambiguity, anxiety and accuracy are
also associated with rumor propagation (Anthony 1973; Rosnow 1980; Walker and
Beckerle 1987).

8.4.3 Roles and Networks

In the collective process of rumor circulation by a crowd, there are different levels of
involvement by individuals. For example, Shibutani (1966) distinguished them into
a messenger who brings related information to a group, an interpreter who evaluates
the information, a skeptic who doubts it, a protagonist/agitator who supports one
side over the others when several interpretations are possible, an auditor who is a
bystander, and a decision-maker who assesses the information and decides further
actions. The emerging social–technological environments highlight another role: a
transmitter. A transmitter is a person who is involved in the transmission of rumors
but not in the direct generation, evaluation, or modification of the content of the
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rumor. This person just receives information from someone and reposts or forwards
it to others.

Normally, the social media environment is different in three perspectives from
the traditional environment in which rumors spread from person to person: speed,
impact, and anonymity. First, rumors spread digitally through social–technological
environment and can be instantaneously circulated worldwide. Second, rumors can
be transmitted from one person to thousands of others by just a single click. This
impact is further magnified when the person is a social media influencer, who has
access to, and is persuasive to a large number of followers. The third characteristic is
anonymity. Some users interact on social media networks with their real names, but
others do so anonymously by using nicknames or false names. Even if a person uses
his/her real name, other attributes such as age and location are often implicit. Third,
social media allows a person to have several social media accounts or usernames for
different purposes. These characteristics create further complexity in understanding
the social influence of a rumor.

In addition, social media technologies have made it easier than before to analyze
to a greater extent the manner of propagation of a rumor, that is, metadata allow us to
identify where the rumor originated, how many times the rumor was transmitted, and
by how many users to how many other users. These phenomena are called a cascade,
which is the successive transmission of information (Sunstein 2009). A recent study,
which analyzed approximately 126,000 rumor cascades tweeted or retweeted more
than 4.5 million times, demonstrated that false rumors spread significantly further
(i.e., more hops from the original message), faster, and are more widespread (i.e.,
rapidly reach more people) than true information (Vosoughi et al. 2018). False rumor
propagation can cause group polarization, which induces social group members to
take a wrong course of action. Another network analysis of false rumors supports
this possibility. Choi et al. (2020) demonstrated that false rumors tended to propagate
in an echo chamber network. In echo chambers that were operationally defined in
the study as a cluster in which members share at least two common false rumors,
the transmission of false rumors was faster when compared to transmission by non-
members of an echo chamber. However, we note that these analyses were performed
using Twitter meta-information, and it is questionable how generalizable the results
are with respect to other social media environments and to specific rumors spreading
during disaster situations. Recent advances in network analysis are beneficial for a
general understanding of rumor propagation and eventually could facilitate better
rumor control.

8.5 Rumor Control as Disaster Management

Anyone who uses social media is at risk of being affected by false rumors and being
involved in their propagation. Rumors spread through social media have become a
matter of public concern due to their influence on the community, especially during
a disaster, and consequently have become an interdisciplinary research topic. This
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section will consider three approaches to mitigate the negative impacts of rumors:
educational, technological, and psychological approaches. These three approaches
have different backgrounds with varying methodologies. However, given the wide-
ranging implications of rumors on society, it is important to consider these approaches
as mutually complementary and to identify methods to integrate them so as to assist
in rumor management, especially during a disaster.

8.5.1 Educational Approach

Chorus (1953) focused on the critical thinking abilities of individuals and assumed
that as critical thinking grows, rumor propagation would weaken. A widely accepted
definition of critical thinking is “reasonable reflective thinking focused on deciding
what to believe or do” (Ennis 1996). Critical thinking consists of two components:
ability (e.g., to analyze arguments, ask and answer clarification questions, judge the
credibility of a source, understand and use graphs and mathematics, and deal with
fallacy labels) and disposition (e.g., to seek and offer clear reasons, be alert for alter-
natives, withhold judgment when the evidence and reasons are insufficient) (Ennis
2015). These components are indispensable for differentiating reliable information
from false information. In the current information society, anyone can take the role
of information gatekeeper. Given the fact that even children can be involved in rumor
transmission through social media, teaching critical thinking to students should be an
essential component of the curriculum at all educational levels. Numerous education-
related studies have proposed enhancements to teaching methods (Marin and Halpern
2011; Hitchcock 2015), assessments of ability and disposition (Watson and Glaser
1980; Facione et al. 2001), and explanations for developmental and cognitive mech-
anisms of critical thinking (Brabeck 1983; Marin and Halpern 2011). In the case
of disaster, it is also helpful to have metacognitive knowledge in advance, such as
“rumors tend to emerge during a disaster” or “people tend to share false rumors
without confirming their reliability.” Understanding the human tendency of trying to
understand an “ambiguous situation” will help children to prepare for a disaster situ-
ation, and encourage them to use their best thinking skills and disposition especially
during such crises.

8.5.2 Technological Approach

Perhaps, the ultimate goal should be that every user is able to critically assess
any information on social media at all times. However, in reality, human cogni-
tive resources (e.g., memory, time, mental effort) are limited to consciously examine
each piece of information. Particularly, as critical thinking is an effortful cognitive
process (Halpern 2014), people who are victims of a disaster cannot afford to check
the veracity of every scrap of information. Instead, certain forms of support that
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counterbalance the limited individual cognitive resources are required. Further in-
depth studies regarding rumor detection are one way to contribute to this issue (Han
and Ciravegna 2019). If it is possible to computationally detect rumors on social
media, especially in disastrous situations, that are highly likely to be false, it would
help reduce wastage, and more efficiently allocate human resources.

There are two main approaches to research with regard to rumor detection. One
approach focuses on the contents of messages. Based on an assumption that a rumor
tends to be followed by countering-posts, it utilizes countering messages as an indi-
cator to detect rumors. For instance, a potentially false rumor is traced back using
countering-posts that are identified with specific expressions (e.g., “is (that | this |
it) true,” “real? | really? | unconfirmed,” “(that | this | it) is not true,” “see the list of
the earthquake related false rumors http://…”) as signals (Miyabe et al. 2014; Zhao
et al. 2015). However, social media messages include fluctuations in text (e.g., abbre-
viations, emoticons, slang expressions) and multimodal contents (e.g., text, video,
photo, image, URL). Moreover, not all false rumors evoke countering messages. A
rumor may be followed by only supportive comments at a certain point in time, that
is, the rumor will spread as if it was true until countering messages appear. This
period is crucial for rumor control during disasters because disaster management
requires rapid decision making. Thus, taking into consideration these possibilities,
the other approach focuses on the context of messages, instead of the contents. Recent
studies have developed computational models to detect rumors and revealed specific
network patterns of false information diffusion on social media (Mondal et al. 2018;
Rosenfeld et al. 2020). When the above-mentioned systems are implemented, they
will mitigate the negative impacts of false rumors during disasters on society during
any future disasters.

8.5.3 Psychological Approach

Numerous psychological studies have endeavored to understand the psychological
mechanisms behind rumor spreading behavior and to develop strategies of mini-
mizing its negative impacts on society. The experimental results have demonstrated
consistently the effectiveness of exposure to countering-messaging that denies,
refutes, corrects, inquires, or criticizes the rumor: Exposure to countering-message
reduced both beliefs in the rumor (Jaeger et al. 1980; Iyer and Debevec 1991;
Einwiller and Kamins 2008; Garrett 2011), as well as the anxiety created by the
rumor (Bordia et al. 2005; Tanaka et al. 2014). In a real-life disaster situation,
numerous attempts to combat false rumors by showing countering-messages have
been demonstrated. As an illustration, here are some false rumors and the corre-
sponding countering-messages that were posted on social media during the 2011
Japan earthquake: “Tokyo Electric Power Co.’s workers ran and left. They were
drinking in another city.” (false rumor) and “Tokyo Electric Power Co. announced that
the workers were found dead” (countering-message); “Chubu, Kansai, and Kyusyu
Electric Power companies are beginning to transfer electricity to Kanto. Please
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cooperate!” (false rumor) and “Transfer is impossible because of the differences in
frequencies” (countering-message). The attempt to mitigate a false rumor by correc-
tion is usually done by authorized organizations officially (e.g., government offices,
public institutions, mass media). For instance, the Federal Emergency Management
Agency (FEMA) implemented rumor control by creating a web page that shows a
list of rumors and the corresponding corrections during Hurricane Michael (FEMA
2018). Additionally, attempts are also made by social media users collectively and
voluntarily (Arif et al. 2017). Empirically, an experimental study was conducted after
the 2011 Japan earthquake, utilizing the rumors and countering-messages spread
during the disaster as stimuli. The results demonstrated that exposure to countering-
messages about the rumors increased the proportion of users who intended to stop
transmitting it to others from 32.1 to 49.3%, with subjective decrease in the anxiety,
accuracy, and importance of the rumor (Tanaka et al. 2014). Furthermore, a meta-
analysis revealed that detailed countering-messages had stronger effects on weak-
ening belief in rumors (Chan et al. 2017). For this purpose, effective strategies were
proposed to influence individuals at the cognitive and emotional process level to curb
the propagation of mis-information (Lewandowsky et al. 2012).

8.5.4 Outstanding Issues

Ultimately, from the perspective of efficient disaster information management, we
envisage a society that promotes long-term critical thinking education and builds the
foundation of citizens who examine information deliberately and take decisive action
in preparation for future disasters. When a disaster occurs, the computational tech-
nologies would screen rapidly and comprehensively for potential false information
on social media and prioritize the falsehood. Then, experts would examine the high
priority potential false information and its negative implications on society in detail.
If the information is confirmed to be false and having negative implications, official
organizations (e.g., governments, ministries) make an announcement with correc-
tions, to citizens through widely spreading information channels (e.g., websites,
social media, mass media), mitigating unnecessary anxiety and false belief.

However, even if the society became cognizant, some outstanding issues that need
to be addressed remain. First, although the countering strategy is effective at weak-
ening psychological reactions to false rumors, in general, a question remains about
the extent to which the strategy is effective in combating false rumors. For example,
as the above-mentioned result showed (Tanaka et al. 2014), 50.7% of people still
intended to transmit false rumors even after exposure to countering-messages. This
was on account of their unchanged high anxiety about, and belief in, the false rumors.
Another past study consistently demonstrated that countering strategy decreased pre-
belief in a false rumor by 30% on average, although the post-belief was positive,
if anything, against the rumor (Bordia et al. 2005). Chan et al. (2017) named this
tendency as “misinformation-persistence effect” and argued that countering-message
exposure tends to be less effective unless it provides new and detailed information.
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In reality, human behavior that supports the results of these laboratory experiments
can be observed. For example, a false rumor “toilet paper will run out due to coro-
navirus” spread at the end of February 2020, causing people to stockpile it across
Japan. A paper manufacturing company immediately denied it by explaining that
abundant stock was available. Mass media and experts repeatedly stated that it was
a false rumor and called for deliberative behavior by consumers. However, people
kept lining up before a store opened. In an interview, a housewife who was waiting
in the line stated that though she knew that the rumor was false, the possibility of
short supply made her anxious (Shimbun 2020).

As this case clearly shows, human behavior is not so straightforward, as people
can be easily persuaded by simple exposure to countering information. In a natural
disaster, though a government calls on residents in potentially affected areas to evac-
uate early, some residents remain at home for many reasons and fail to get out in
time. In an epidemic, despite being asked to stay self-isolated when exhibiting symp-
toms of being positive for a serious virus, people still go out to restaurants, gyms, or
concerts and end up spreading the virus to others. Such human behaviors could cause
negative impacts on the society and hinder disaster recovery, however, this is not due
to the unavailability of appropriate information. In reality, of late, social media and
mass media tend to provide early warning messages ahead of disasters, so that impor-
tant information reaches the smartphone in our hand. Nonetheless, such important
information is as good as being nonexistent unless end users process and integrate it
into their consciousness. In this process, there are many factors that mediate human
behavior such as the information source, personal interest, quality (Bordia et al. 2005;
Einwiller and Kamins 2008), backfire effect of countering-message (Lewandowsky
et al. 2012), and cognitive biases and heuristics (e.g., confirmation bias) that can influ-
ence the interaction of the user based on the design of the communicating technology
(Metzger and Flanagin 2013).

8.6 Concluding Remarks

Information is important for efficient disaster management. Reliable information is
needed not only for experts but also citizens to cope together with severe disasters.
The present chapter has tried to summarize the potential role of social media in
information sharing during disasters. Social media is promising for sharing disaster-
related information rapidly and widely and enabling mutual help among citizens. On
the other hand, this chapter also emphasized the repercussion of social media when
it is used as a rumor mill. However, the negative impacts of social media during the
past disasters might have contributed to clarifying the issue of rumor propagation
because social media platforms allow users to reflect later whether or not, and how,
they were involved in rumor transmission. The digital platforms enable researchers
to demonstrate rumor propagation and to raise an alarm at disaster-related human
behavior based on empirical evidences. Rumor will emerge again in the next disaster.
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We still have much to learn from interdisciplinary research into utilizing social media
during disasters.
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Chapter 9
Use of IT for Situation Awareness
for Disaster Risk Reduction

Yuko Murayama

Abstract Situation awareness is one of the key issues for first responders and
relief agencies. Communication is important to raise situation awareness and share
common pictures between relevant stakeholders. This chapter describes IT roles to
increase situation awareness for disaster risk reduction. We look at situation aware-
ness in each phase of the disastermanagement cycle. For instance, the first responders
need to knowwhat has happened andwhere they should have priority to go and rescue
victims. During and before a disaster, people in the disaster area need to know what
situations are to decide whether and how to evacuate. A command control office
needs to know the size of disaster to locate resources to deal with rescue as well as
with damages. Shelters need to be set up accordingly and local government may well
need to manage those shelters in terms of providing goods and foods keeping track of
the number of victims in the shelters as well as the statistics of the people vulnerable
in disaster such as people with disabilities, elderly, children, and pregnant women. In
the recovery phase, one may well need to keep informing people outside the disaster
area about the recovery process so that they can share the disaster recovery together
with the victims to keep providing helps. We look into how those requirements of
situation awareness could be supported by the use of IT and ICT.

Keywords Situation awareness · Team situation awareness · IT use in disaster risk
reduction

9.1 Introduction

In this chapter, we present the use of information technologies for situation awareness
at disaster. Research on situation awareness started originally in aviation as a pilot
needs to know the situations (Endsley 1998). It has been applied to many other
areas in other dynamic and complex situations which require human control such as
driving, nuclear plant operation, medical treatment, and firefighting. It is important
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for disaster management as well and we discuss the issues in situation awareness
taking examples of applications in each phase of disaster management.

This chapter is composed as follows.We present original work on situation aware-
ness in the next section. Section 9.3 describes disaster management cycle and situa-
tion awareness in this context. Section 9.4 reports the IT use for situation awareness
at disaster with some case studies. Section 9.5 discusses the situation awareness at
disaster. Section 9.6 gives some conclusions.

9.2 Research Domain of Situation Awareness

The term, situation awareness (SA) came originally from the aviation area for aerial
warfare (Endsley 1988, 1995, 1998; Endsley and Selcon 1997). It was recognized
as important for military aircraft crews in the First World War and its importance
has been increasing since then (Endsley 1988). SA is defined by Endsley as follows
(Endsley 1998):

Situational awareness or situation awareness (SA) is the perception of environmental
elements within a volume of time and space, the comprehension of their meaning, and
the projection of their status in the near future.

Endsley introduced the three hierarchical phases of the above definition (Endsley
1988):

Level 1. Perception of the Elements in the Environment
Level 2. Comprehension of the Situation
Level 3. Projection of Future Status.

At Level 1 above, one needs to perceive the status, attributes, and dynamics of
the relevant elements. At Level 2, based on Level 1, one needs to understand the
significance of those elements and events to form a holistic view of the environment.
Based on the knowledge from Levels 1 and 2, one can project future actions in the
near future. In this way, SA is not only the perception of the status of the environment
but also includes more activities. SA is also applicable in other domains than serial
warfare, such as air traffic control, large system operations such as nuclear power
plant, and tactical and strategic systems such as firefighters and police.

Harrald and Jefferson (2007) summarized the above such that SA has an informa-
tion component, a perception component, and ameaning component. They described
more about the information component as follows:

To provide the information component required for situational awareness, the system must
be capable of collecting, filtering, analyzing, structuring, and transmitting data. Situational
awareness is not only the correct perception of reality, it the correct perception of the rele-
vant elements of the current reality necessary for correct, protective, tactical, and strategic
response.

According to Sapateiro and Antunes (2009) and Salmon et al. (2008), Dominguez
defines individual SA as follows:
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the continuous extraction of environmental information and integrationwith previous knowl-
edge to form a coherent mental picture and using that picture to directing and anticipating
future events. (Sapateiro and Antunes 2009)

Endsley (1995) described another type of situation awareness (SA) within a group
of people as team SA. It requires team members to share a mental model at level
2 to comprehend the situations, whereas they need to share the level 1 situation
awareness information. Endsley presented the needs for some overlap between each
team member’s SA requirements. Moreover, a shared mental model is important for
each team member to achieve the same higher level SA.

According to Endsley and Jones (Endsley and Robertson 2015), team SA requires
both that team members have a high level of individual SA and that shared SA be
developed between the team members as follows:

(1) Team SA requirements: an examination of what constitutes SA requirements
in team settings. These requirements consist of information at each of the three
levels of SA: Perception (basic data), comprehension, and projection.

(2) Team SA devices: for information transmission and communication.
(3) TeamSAmechanism: it is important to develop internalmechanisms for shared

mental models for achieving high levels of shared SA.
(4) Team SA processes for teams to use for effective group decision-making and

performance.

They also introduce inter-team SA in which the issues in achieving shared SA
between teams are similar to those in achieving shared SA between the individuals
within a team (Endsley and Robertson 2015) as follows:

(1) Inter-Team SA Requirements: shared SA requirements between teams will be
less than that within a team as usually the goals between teams will be more
independent than within teams.

(2) Inter-Team SA Devices: the devices available for achieving shared SA will be
essentially the same as those available within the team, bearing in mind that
these teams will almost always be distributed.

(3) Inter-Team SA Mechanisms: Significant issues exist regarding the degree to
whichmultiple teamswill share a commonmentalmodelwithwhich to interpret
shared data. One needs to get over the differences in organizational/team
culture, jargon, and perspectives for communications for the development of
a shared mental model.

(4) Inter-Team SA Processes: it may not be necessarily true the more information
to be shared, the better mutual understanding between different teams for
effective decision-making and performance. Sub-optimal decisions may well
be better with less information to share compared to a good decision with a
lot of information to share.

According to Salas et al. (1995), coordination and sharing information are required
specifically for team SA. They provided a framework for conceptualizing team SA
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and presented issues on measurement and training of team SA. The compatibility
of the mental models among team members could be measured for a shared mental
model.

Kanno et al. (2013) proposed a cognition model based on a mutual belief for
team SA. The model is composed of three layers, viz. the first layer for individual
cognition, the second layer for the individual’s belief about the partner’s cognition,
and the third layer for the individual’s beliefs about the partner’s belief (Mahardhika
et al. 2016).

Moreover, Endsley described organizational SA (Endsley and Robertson 2015)
with team SA in a hierarchical way. On the other hand, disaster management
has a heterogeneous nature in terms of stakeholders from different backgrounds
(Murayama et al. 2013) and one needs to deal with this heterogeneity for SA so
that inter-organizational SA or inter-team SA (Endsley and Jones 2001) may well be
expected for disaster management.

9.3 Situation Awareness in the Disaster Management

In this section, we describe the needs for situation awareness in disastermanagement.
The disaster management cycle identifies the flow ofmanagement at disaster in terms
of the phases such as response, recovery, mitigation, and preparedness (Hiltz et al.
2010). We look into situation awareness in each phase. Figure 9.1 shows the cycle
based on the integrated disastermanagement cycle originally produced byGuyWeets
(Fig. 1.1 of (Hiltz et al. 2010)).

Just before and after a disaster, immediate response is required. The purpose of
this phase is to save lives as many as possible as well as property losses. Alert should
be issued timely so that people are aware of the situation and evacuate early enough

Fig. 9.1 Disaster management cycle
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so that they are not attacked. Rescue is required as the first response. Meanwhile, one
needs to set up shelters and manage them for evacuated people. Lifeline recovery is
required here such as water supply as well as energy provision such as electricity,
petrol, gas, and all that.

At a few months after the disaster, the recovery phase starts when victims are
moving from shelters to temporary housing and then to more concrete housing in
a few or more years. Social infrastructures such as public transportation services,
roads, governmental services includinghealth and education, andmanyother services
required for daily life would be recovered.

At the mitigation phase, one would need to identify risks and providing counter-
measures to those risks by modifying the current status of infrastructures, policies,
and rules tomitigate the risks. A hazard turns into two responses, viz. risk and danger.
For those who will try and mitigate the effect of hazard, it will turn to be a risk, while
for those without such a challenge, it will be a danger which will cause anxiety and
fear to people.Anxiety and fear are the feelings of insecure and unsafe. Experts accept
a hazard as a risk, whereas people without knowledge about the hazard could remain
in anxiety. Comprehensive risk communications would be important to the public at
this phase. IT could be used by those experts to find out risks and countermeasures.

At the preparedness phase, one might provide training to disaster responders as
well as evacuation exercise for people.

Situation awareness has been researched in emergency management. Johnson
et al. (2011) combine the data available from various sources with human expertise
to build customized models for situation awareness at an emergency. Sophronides
et al. (2017) discuss the need for a centric network for sharing the common view at
situation awareness.

9.4 IT in Disaster Risk Reduction for Situation Awareness

The use of Information Technology (IT) in Disaster Risk Reduction has been
researched in terms of information systems for emergency management (Hiltz et al.
2010).

Turoff introduced the historical background of emergency management informa-
tion systems (Turoff 2002).

Vieweg et al. (2010) analyzed the use of twitter for enhancing situation aware-
ness at Spring 2009 Red River Floods and Oklahoma grass fires and anticipated the
use by emergency responders. White et al. looked into the use of Social Network
Services (SNS) for emergency management (White et al. 2009; Hiltz et al. 2014).
Trustworthiness was one of the factors that causes risk managers in the U.S. not to
use social media (Hiltz et al. 2014). Tanaka, Sakamoto et al. tried to deal with false
rumor with SNS and presented the need for critical thinking (Tanaka et al. 2014).
We identified how people would decide to spread rumor over SNS (Abdullah et al.
2017). On the other hand, it might be quite difficult to judge precisely whether a piece
of information is true or not. One may well need to go on with uncertainty in such a
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chaotic situation as emergency response. There appear to be individual preferences
on how to deal with the information collected using SNS.

IT could support situation awareness in each phase of the disaster management
cycle introduced in the previous section. In this section, we introduce some example
cases of IT use in disaster management and examine them particularly in terms of
individual SA as well as team SA.

Most cases, those tools, and systems support individual SA Level 1. On the other
hand, it needs the expertise of an individual for Levels 2 and 3. When we only had a
limited number of emergency management experts, we would need to use intelligent
system making use of Artificial Intelligence (AI) and learning systems based on a
big amount of data in future.

Sapateiro andAntunes (2009) looked into teamSA, based onwhich they proposed
their emergency-response model (Sapateiro and Antunes 2009) based on the work
by Bolstad and Endsley (2000) on the following four crucial factors of team SA: “

(1) Shared SA—the degree each team member understands what information is
needed by the other team members);

(2) Shared SA devices—supporting communication and information sharing;
(3) Shared SA mechanisms—supporting shared mental models; and
(4) Shared SA processes—supporting effective team processes.”

We shall look at the use of IT for individual and team SA as the above in disaster
management in the following sections.

9.4.1 Information Systems for Immediate Response

We had interviews with several people coping with disaster management at the Great
East Japan Earthquake and Tsunami inMarch 2011 in Iwate Prefecture located in the
northern part of the main Island, Japan (Murayama et al. 2016).We introduce the two
systems which we came to know of after interviews; an integrated disaster manage-
ment information system (DIS) (Cabinet Office 2011; Cabinet Office, Government
of Japan 2015) and the emergency medical information system (EMIS) (Ministry of
Health, Labour and Welfare of Japan 2020).

DIS is developed by the Cabinet Office of the Japanese Government based on the
experience from the Great Hanshin-Awaji Earthquake in Japan on 17 January 1995.
Themain features of the system include the functions for early assessment of damage
from earthquakes based on the information received from Japan Meteorological
Agency (JMA) as well as from satellite images and for information sharing with the
use of a map. The system is to be activated by a big earthquake with an intensity
level 4 according to the seismic intensity scale defined by the Japan Meteorological
Agency (JMA) or greater and estimate the number of deaths.

According to one of the interviewees, a medical doctor who used to work in the
emergency response team in Iwate,DIS underestimated the number of deaths in Iwate
as the cause of the death was mainly by tsunami and not earthquake. Consequently,
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the government overlooked the situation and the Disaster Medical Assistance Team
(DMAT) did not respond promptly. Moreover, the past earthquake along the coast
of Miyagi and Iwate was named after Miyagi prefecture, south of Iwate, and Iwate
Prefecture looked presumably fine.

In terms of Endsley’s three SA levels for individual SA, DIS gives the information
at level 1 while it may well depend on the information receiver’s knowledge or
experience to comprehend the situation at level 2. If the receiver presumed the threats
from tsunami related to the earthquake, one might have gone and checked for its
possibility. In terms of team SA or team SA, there was a lack of shared mental model
(shares SAmechanisms) in the view of possibility of multiple disasters—i.e. tsunami
after the earthquake.

The nation-wide EMIS is an information-sharing system operated by theMinistry
of Health, Labour and Welfare of Japan. It collects and provides information on
disaster medical care and relief, such as the situations of hospitals, shelters, and
first-aid stations in the disaster area. EMIS was not working on 11 March 2011 due
to the destruction of telecommunication links so that no information was available
from northern Japan.

According to three individual SA levels, again it depended on the information
receivers to comprehend the outcomes at level 2 that no informationmight indicate the
possibility of the telecommunication destruction. Alternatively, at level 1, the system
could have provided the receivers with the current status of the communication links.

In terms of team SA, EMIS operators or users need to have another channel
for “devices for shared SA” to communicate with organizations in disaster area to
figure out the possibility of the distraction. Moreover, the EMIS users might have
needed to improve “the mechanisms for shared SA” so that their mental models
could be updated enough to presume the possibilities of multiple disasters as well as
consequent communication link distractions.

According to the interviewed doctor, SNS was not used because there was too
much information available for him to process and some were inaccurate. On the
other hand, another doctor who was a member of the emergency response team at
Iwate Prefecture told us that he would prefer to get all the information including
incorrect ones so that he could decide whether to trust the information or not by
himself. That would raise the issue of how to deal with a big amount of information
and to deduce which was trustworthy as discussed in Sect. 9.3.

Indeed, the trustworthiness problem of information from SNS at disaster
was resolved by the Disaster-information Analyzer (DISAANA) (Mizuno 2016).
DISAANA analyzes the messages (tweets) on Twitter real time, deduces automat-
ically problems at disaster, and shows any related tweets as a reply to a question.
It deals with bogus tweets with presenting all the related tweets together with an
attention mark so that the user is aware of the contradictions; it leaves the user to
decide which one is trustworthy (Otake 2015). The system would be of help for the
information receiver to understand the situations at SA level 2.

This issue is also related to the use of SNS or any other ICT tools for citizens to
report emergency. Emergency call using SNS has been researched. The identification
of a reporter such as location with GIS information and telephone number of the
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reporter would be the major factors to make the message trustworthy (Torieda 2014).
Such authentication helps individual SA at level 2. In terms of team SA incorporating
SNS as an input for such first responders could be regarded as unreliable information
from “devices for shared SA” so that the receivers need to justify whether to take
the information or not. The “mechanisms for shared SA” need to take account of
the authentication information of reporters such as GIS and the telephone numbers
for decision making. Moreover, the first responder team needs to update their shared
mental models.

For fire emergency, a web service, The Net119 emergency reporting system was
introduced recently in Japan for people with disabilities to report fire or call an
ambulance (Fire and Disaster Management Agency 2019). This service provides
individual situation awareness at level 1.

McManus et al. (2007), Milis and Van de Walle (2007), and Kanno and Futura
(2006) looked into organizational resilience at emergency in terms of situation
awareness.

9.4.2 Information Systems for Sustained Response

Throughout our experience of IT support to provide personal computers and internet
connections in disaster area at the Great East Japan Earthquake and Tsunami in
March 2011, we could not find any information system available at hand in Japan
for emergency response (Murayama et al. 2013, 2016). In the middle of April 2011,
we were asked by our prefectural governmental emergency management officers to
implement an information system for shelter management in 3 days so that the distri-
bution of goods to shelters from the capital of Iwate Prefecture could be performed
timely and effectively. That was impossible but we asked industrial volunteers to
implement such system based on Sahana (Currion et al. 2007).

Sahana, an information-sharing system for relief operations at disaster, was devel-
oped originally by programmers in Sri Lanka just after the 2004 Indian Ocean earth-
quake and tsunami which hit Indonesia, Thailand, Sri Lanka, India, and many other
countries in December, 2004 (Currion et al. 2007; Careem et al. 2006), and was used
for disaster response such as the 2008 Chengdu-Sitzuan Earthquake in China and
the 2010 Earthquake in Haiti (Sahana Software Foundation 2020). The system was
implemented as a free and open-source software application and has been supported
by a developers’ community (Sahana Software Foundation 2020).

Sahana came into the Japanese open source community in 2010 and was started
operating with Sahana Eden which is based on Python (Yoshino 2012). Just after
the Great East Japan Earthquake and Tsunami, Sahana was introduced to Iwate
Prefecture and expected to be used for shelter management.

The systemwas developed by the industrial volunteers developedwith the support
Sahana Japan Team (SJT). It was ready at the end of May, but too late. Shelters were
supposed to accommodate the victims only for a few months and then those victims
were expected to move to temporary housing in July. The earlier the system had been
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provided, the more it would have been of help. Nevertheless, the system was used
to a certain extent in some cities (Yoshino 2012). The system was used to collect
the requests for daily necessities as well as the statistics such as the total number
of people in a shelter as well as the number of vulnerable people (Murayama et al.
2016; Yoshino 2012).

The system provides individual situation awareness of shelters at levels 1 and
2. With the past requests, one may estimate the future requests so that it could
have served for individual situation awareness at level 3. We could see the users
of the system as an inter-team with shelter managers from the local government,
responders including governmental officers, doctors, and first responders for Iwate
prefectural governmental emergency management headquarters, who would make
decisions on goods distribution to shelters as well as collecting statistics of the
people in shelters. The system was used to provide shelters for goods and statistical
information, indeed so that requirements and devices for shared SA are provided. On
the other hand, the system could not pass the perspectives of the requirements—i.e.,
why people need those good items. Therefore, “Shared SA mechanisms” to support
shared mental models might have been missing. Nine years ago, local government
officers were victims in the way that many of them lost their family members, and
under those stress, they had to work for shelter management and other work in
the disaster area. Several years later, one of the officers who used to work at the
prefectural governmental emergency management headquarter had a chance to visit
and work for one of the local governments in the disaster area, told me that he
was not aware of how the local officers felt when communicating with those in
the headquarters. There was a gap between those in different teams—a team in the
disaster area and a term outside the disaster area. Sharing SA mechanisms between
shelters and the emergency management headquarter are important and missing in
such an information-sharing system for disaster management.

While there was a desperate need for the information system for disaster response
such as shelter management at the 2011 disaster in northern Japan, Sahana was not
used immediately. We presume the following two reasons (Murayama et al. 2016).
One was a language problem. The SJT made the system eventually workable in the
Japanese language environment in April 2011, whereas the disaster came in March
2011; accordingly, the introduction of the system was a bit late. The other reason
would be the programing language, Python used in Sahana. We only had a limited
number of programmers who knew Python in Japan at that time. On the other hand,
one had to adapt the system according to the needs in Iwate (Murayama et al. 2016).

9.4.3 Information Systems for Recovery

We introduce a system we developed, Recovery Watcher, for situation awareness for
people outside the disaster area to know the recovery pace by sending camera images
periodically from the disaster area (Saito et al. 2012;Murayama andYamamoto 2017;
Murayamaet al. 2019).Recovery fromdisaster takes long;meanwhile, people outside
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the disaster area may well lose their interest in how the recovery goes the disaster as
time goes by. How can we let those people to keep their interests? This is our original
motivation to develop theRecoveryWatcher system. Presumably, the systemcould be
used for situation awareness at the earlier stage of disastermanagement than recovery,
such as for emergency response as well as rescue (Murayama and Yamamoto 2017;
Murayama et al. 2019).

The first version of our system used the streaming service, U-stream. The live
camera was set up at the town hall of Yamada, Iwate, Japan. As video took much
bandwidth of the town hall network, a still image-based system was implemented
(Saito et al. 2012). The system accumulates images as an archive and presents them
to a user to look back to the past. The system was operated for a few years in other
two cities in Iwate and then had to stop the operation due to administration changes
(Murayama and Yamamoto 2017; Murayama et al. 2019).

We have been implementing a newer version of the system using smartphones as
cameras instead of a web camera attached to personal computers so that it is easier
to set up the observation site in the disaster area (Murayama and Yamamoto 2017;
Murayama et al. 2019). The server receives images from smartphones periodically
and locates them on each camera’s Web page.

Camera locations are to be presented on a map using Open Street Map (OSM) and
a user looks up the images specifying the camera on the map. Images are presented
in a calendar through which the user can specify the month and date to get the images
on a specific day (Murayama and Yamamoto 2017; Murayama et al. 2019).

The system for watching recovery provides individual users outside the disaster
area with situation awareness possibly at levels 1 and 2 in a way that seeing is
believing. Our first version of the system made use of Ustream which provides users
with live-streaming of the disaster area with a chat function so that users can watch
the disaster area and talk with others to share the feelings. Later we changed to
provide images rather than video-streaming without chat so that users lost a chance
to communicate with others. The chat function worked as a social media and might
have provided users with an opportunity to share individual mental models at level
2 to understand more in a subjective way on the video information they saw. Such
subjective and emotional aspects were not discussed in individual SA as the research
domain of SA started with more military and professional perspectives. It needs
further study to investigate how such emotional aspects of information receivers
could influence mental models to comprehend the situation with individual SA.

Moreover, it may well be possible for the system to help the users to project future
status at level 3. If the system would be used for the emergency response phase,
the emergency responders may take the information from the system in a similar
way as the one from social media. It may well depend on how much trustworthy
those responders feel about the system providers, the system itself and the provided
information. That is the trust is required for “shared SA devices” for those responders
to use the information. That would be a part of “shared SA mechanism” how much
mental models are shared between the system providers and the responders as a user.
The authenticity of the images and camera locations in the disaster area may well be
presented. Another information source could be used by responders to authenticate
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the images such as the communications with local government officers or any others
whom those responders trust.

We use android smartphones for implementation and operate for an experimental
use for barrier-free information support at a university environment. The idea is to
help people with disabilities and their supporters to be aware of the situations of the
university campus before they come. Through our work on Recovery Watcher, we
came to know that the system could be used for situation awareness not only for
disaster but also for inclusive support (Murayama and Yamamoto 2020).

9.4.4 Information Systems for Mitigation

At the mitigation phase, IT could be of use for those experts to find out risks and the
countermeasures. Based on simulation, environmental scientists use it for identifying
risks. Simulation is used for disaster response (Imamura 1995; Imamura et al. 2006).
Simulation has been used extensively for evacuation as well (Makinoshima et al.
2018). Dangdale et al. look into building evacuation using simulation and use of
recent Internet of Things (IoT) technologies (Dugdale et al. 2019). Simulation would
help individual SA at all three levels. We can look at those responsible for building
management as a team and they may well need such information to produce an
evacuation plan for emergency, which could be considered as team SA. Simulation
is a “shared SA device” and team members need to have the mechanism to share
mental models to understand the implications of the simulation results.

Recent technologies, such as artificial intelligence (AI) and big data mining tech-
nologies could be used. Barakbah provided information on risk about earthquake in
a region in Indonesia by use of big data analysis (Barakbah 2017).

9.4.5 Information Systems for Preparedness

One of the active uses of IT in the preparedness phase of the disaster management
cycle is an evacuation map which could be a good indication for people how to
evacuate when facing a disaster. In the northern coast of the main island in Japan,
there used to be an old wisdom, “Tendenko”: scatter away and evacuate first without
trying to save your family (Kahoku Shimpo Online NEWS 2015). The region has
been attacked by tsunami every 30 or 40 years, so the wisdom is important for people
to remember. However, people felt guilty to evacuate by themselves without taking
care of family and the other people they know when facing tsunami. Yamori (2012)
suggests that it is important to have the mental preparedness to save oneself first,
trusting that the other people shall make best effort by themselves to evacuate.

Evacuation mapping has been conducted from the viewpoint of urban planning
(Yamamoto et al. 2015;Yamamoto2015).Yamamoto and industrialmembers provide
workshops to produce evacuation maps with residents in several towns including
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those hit by disaster in Japan (Noigechizu Web 2020). As a result of the workshop,
they produce the evacuation map on a sheet of paper, in which roads and paths on
an evacuation route are presented in different colors according to how long it would
take from the evacuation goal with a walking speed of the elderly for instance; e.g.,
green indicates a 3-minute distance, lawn green for 3–6 min, yellow for 6–9 min,
and so on. Participants to the workshop discussed and colored the map as well as
inputting more information on a map. While the map could be digitalized and more
information would be input on the map, the process to create a map is paper-based.

Through the course of producing an evacuationmap in aworkshop, the participants
would be aware of the situation in their residential area and the final map would
inform the other residents with the situations as well. IT could be used to support to
production and presentation of the map. The workshop would help the participants
to understand the meaning of the information they collected so that individual SA
levels 1 and 2 are achieved. Also, at the workshop or after the workshop, one may
well find future risks so that level 3 could be achieved.

We can also view the workshop as a community activity, so that it provides team
SA. Participants share “requirements,” and “shared SA devices and mechanisms”
throughout the course of the workshop. As a result, effective decision-making and
performance are possible based on the map and interactive communications to share
mental models.

Yoshino and his team have been working on an information system for disaster
prevention and support for people at disaster, Akari map which would motivate users
to try and use regularly before the disaster (Yoshino 2017; Hamamura et al. 2014).
Users would download the disaster information before the disaster so that they could
make use of it offline even there is no network connections after disaster.

More recently, Yoshino and his research group developed another disaster infor-
mation system, Agara map to support participants of the evacuation map workshop
(Enokida et al. 2018a, b). With the Agara map system, users would take a walk with
a smartphone in a town and collect information. After that they attend the workshop
and based on the collected information on amap, one can produce an evacuation map
which would be presented to stakeholders so that the workshop participants would
get more feedback. The Agara map system would help team SA as a useful device
to collect the information for producing a map at the workshop. Within the work-
shop participants share “requirements,” “mechanisms” to share mental models with
stakeholders and teammates which would produce a better map for future decision
making and effective performance at disaster.

9.5 Discussion

In the disaster communications which is the communications between stakeholders
in disaster management (Koshino 2015), we looked into a specific aspect, situation
awareness.
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Fig. 9.2 Information
processing in disaster
management

Information processing in disaster management is to create intelligence as in
Fig. 9.2 whereas traditional information processing in information science and tech-
nology is to create information. In a specific IT research domain, Artificial Intel-
ligence, information processing is to produce Fig. 9.2. Information Processing in
Disaster Management intelligence and knowledge out of data.

In situation awareness at disaster management, with the same data and informa-
tion, each one of the information receivers would take it differently depending on
their knowledge, experience, and mental model. From the viewpoint of distributed
name management, Sollins (1985) described that it is necessary for the sender and
the receiver to share the context in order to have a common understanding of a piece
of information.

For sharing situation awareness in disaster management, we need to exchange
this context for understanding the situation in the same way. On the other hand,
when the context is based on experience and knowledge, only a limited number of
experts have them in disaster management, since disasters including recent disasters,
COVID-19, differ completely from one another. Previous knowledge may well be
not useful or even harmful for a new disaster. AI and machine learning may well help
us to produce such a context based on the previous data so that even novice could
have a common comprehension with the experts. On the other hand, “unlearning”
(Grisold et al. 2017) would be required for experts to deal with a new type of disaster
where knowledge and experience would be harmful.

9.6 Conclusions

In this chapter, we looked at some exemplar IT uses for disaster management in the
viewpoint of situation awareness. Related work on situation awareness suggested
that it requires to share information as well as its comprehension. One needs to have
enough intelligence, knowledge, and experience to understand situations. We need
to share such intelligence, knowledge, and experience to share situation awareness.
Recent technologies such as AI and learning methods may well be of help.
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Chapter 10
Emergency Communication and Use
of ICT in Disaster Management

Tamal Mondal, Swaraj Pramanik, Prithviraj Pramanik, Kashi Nath Datta,
Partha Sarathi Paul, Sujoy Saha, and Subrata Nandi

Abstract The resilience of communication is of utmost importance at the time of
any disaster. Unfortunately, disaster can occur at any time without any prior warning.
The recent escalation in the number of natural and/or human-made disasters has
ravaged millions of lives and caused billions of dollars in property damage without
any discrimination between the developing and the developed countries. Minimizing
the effect of such disasters becomes the primary objective. The impact can be miti-
gated by maintaining a consistent flow of information among locals affected by
the disaster. The disaster management organizations are responsible for maintaining
situational awareness to assess the damages and needs. Such insights become diffi-
cult to source when the communication systems fail, as often seen, in the immediate
aftermath of a disaster. The catastrophic collapse of conventional network infrastruc-
ture and the failure in establishing real-time emergency communication paradigms
restrict disaster salvage (/rescue) efforts, thereby increasing casualty count in a post-
disaster scenario. Every region, from any spectrum of development, faces such chal-
lenges in the wake of a disaster. These issues beg for the creation of resilient and
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swiftly deployable communication infrastructure. Furthermore, such an infrastruc-
ture should address the data management issues to stave off congestion, optimize
bandwidth utilization, and maximize throughput in the network. Here, we survey
state of the art in emergency communication technologies for disaster management.
Then, we present how these solutions can be applied to create a rapidly deploy-
able network infrastructure for moving toward disaster resilience, further augmented
by Information and Communication Technology (ICT). In this scope, we further
discuss such infrastructures keeping in mind the deployment conditions like deploy-
ment feasibility, infrastructural scalability, and informationmanagement capabilities.
Consequently, we discuss SurakshIT, a new network infrastructure, which incorpo-
rates hybrid communication technologies and protocol stacks to create a resilient
framework for emergency communication while providing multiple application
interfaces.

Keywords Disaster communication · Challenged networks · Crisis mapping ·
Data-Driven disaster management

10.1 Disaster Aftermath and Fate of Traditional
Communication Services

Communication refers to the exchange of views and information subject to a set of
predefined rules or protocols. In this digital age, a proper, reliable communication
system has become an integral part of human life for our daily activities. Internet-
based distributed communication systems are sufficient to cater to the needs of our
day-to-day requirements. In this age of the Internet, socialmedia-based crisis-combat
tools like Facebook Crisis Response, and Google Person Finder, have been proven
to be effective during large-scale disasters in extremely challenging environments
like Disaster Response Scenarios due to the critical nature of transmission for time-
sensitive information. However, in the aftermath of any natural disaster, traditional
digital communication services and protocols like GSM, PSTN, Internet, and others
are disrupted in affected regions. Such communication disruption poses significant
challenges for the citizens to disseminate exigent post-disaster situational informa-
tion. More often than not, a catastrophic breakdown of connectivity often restricts
them fromsharing real-time situational datawith the outsideworld.Consequently, the
dearth of real-time data flow produces difficulties for various public–private stake-
holders, including the first responders, policymakers, among others to analyze the
disaster response situation. Such limitation, in turn, escalates the delay in relief and
response efforts, which may lead to increased loss of lives, the spread of epidemics,
and expansion of injuries (EL Khaled and Mcheick 2019).

Communication blackouts after large-scale disasters are rare in conventional
digital and communication channels; such incidents take place for multiple reasons.
In fact, from the past studies (Kabra and Ramesh 2015; Menon et al. 2016), it is
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evident in the aftermath of a disaster, digital and analog communication system
failures are caused for the following reasons,

1. Vulnerability of transmission towers and base stations due to their deployment
regions and structures.

2. Disruption of supporting elements, i.e., power, electricity supply, transporta-
tion, and other auxiliary amenities that assist the usual functioning of digital
communication systems.

3. Communication network overload due to the participation of a large number of
simultaneously active users, which in turn affects the available bandwidth.

Irrespective of the reason, such a situation adversely impacts the communication
systems by restricting the affected community from communicating with the outside
world, thus isolating them and often leads to unintended causality due to the lack
of vital information propagation through any real-time medium, even if the disaster
managers are in close proximity. The affected population is stranded on a metaphor-
ical island with no way of communication to the outside world. This isolation leads
to a feeling of disassociation from the mainstream, which leads the population to a
feeling of apprehension, leading to mass frenzy toward the disaster managers, the
responsible authorities, and the rest of the world, eventually jeopardizing the disaster
response as a whole, which further leads to outrage, mistrust, and starts a blame game
between the different authorities. Even the disaster managers become susceptible to
the catastrophic effects of the disaster if they are unable to communicate properly
with each other at the ground level and with the headquarter. An integrated crisis
data management system to collect, process, and disseminate the situational data is
required at large for “enhancing disaster preparedness for effective response and to
Build Back Better in recovery, rehabilitation and reconstruction” (UNISDR 2015).

In the recent past, the number of disasters and their intensity has been on the
rise. In Table 10.1, several disaster response scenarios from the recent past and the
relevant information in correspondence with the severity of the incidents in terms of
the number of fatalities, economic losses, the restoration of electricity, and conven-
tional digital network connectivity are highlighted. For instance, the lack of proper
communication infrastructure and the ensuing communication breakdown in various
regions raised the death toll during the Indian Ocean tsunami in 2004 (Townsend
and Moss 2005). After 2004, when the tsunami struck the coasts of Thailand, cell
phone networks were congested, rendering only Short Messaging Service (SMS)
operational (Townsend and Moss 2005). The Cyclone Aila, which stuck the eastern
coast of the Indian subcontinent in 2009, totally disrupted communication services
for 3–4 days (Table 10.1). The after-effects of the Nepal Earthquake in 2015 resulted
in the loss of cellular connectivity for a couple of weeks as a majority of the base
stations went down.1 In recent times, the tropical Cyclone Fani in 2019 stuck the
coastline of India and Bangladesh, resulting in communication failure for 9–10 days.

Besides causing devastation in the developing countries, the traditional digital
communication services in developed regions are also brought to their knees in front

1https://bit.ly/2Wel8Hl.

https://bit.ly/2Wel8Hl
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of the wrath of natural disasters. In 2012, Hurricane Sandy struck the eastern coast of
the USA and Canada and resulted in a communication outage spanning for 4–7 days
in some regions (Table 10.1). The reason behind such catastrophic loss of commu-
nication was the power loss in 300 central wireline stations and damage to several
data centers.2 In 2011, the Fukushima Nuclear disaster resulted in a power outage
for one week in different parts of Japan. Due to such a failure, the telecommuni-
cation services were totally disrupted (Shaw et al. 2012). A devastating “Category
5” Hurricane Maria stuck at Puerto Rico Island in 2017. The devastation resulted in
the damage of power sources and communication infrastructures, and it took around
three months to restore connectivity.3 As observed from Table 10.1, the problem of
Internet outages after large-scale, level 3 (L3) kind of natural disasters like cyclones,
flash floods, and earthquakes is a severe problem in the backward areas of the low-
and middle-economy countries (Utani et al. 2011); nevertheless, the high-economy
countries are not very far behind (Internet Impacts of Hurricanes Harvey, Irma, and
Maria 2019). It can be seen that the duration of such obtrusion varied from a couple
of days to a couple of weeks. A multitude of solutions are present if the Internet is
intact, but when down, these solutions would become non-functional.

In addition, the prolonged power outages were also a serious concern for the
victims and other stakeholders alike, for example, even if the telecommunication
network backbone were not affected, mobile phones would not work if it runs out
of power. These insights help us illustrate the interrelation between the status of the
traditional communication systems and services in the aftermath of a disaster. Based
on such resourceful cognizance, we can draw some conclusive remarks which hold
to be universally true in the aftermath of any natural disaster.

– After a large-scale disaster, cellular connectivity (GSM and Internet) becomes
intermittent; sometimes it goes off completely even for days.

– Power crisis is a big issue that restricts the continual usage of devices like
smartphones, radio, and TV for information transmission to disaster response
personnel.

– During the golden hour, alternate sophisticated digital communication services
can be used to manage disaster response situations, but deploying them at ground
zero may prove to be a challenge in the post-disaster scenario.

10.2 Requirement of Emergency Communication Services

Communication systems like GSM and Broadband have become a ubiquitous and
integral part of modern human society in providing services through the Internet.
Although, in the aftermath of the majority of the natural crises, such communication
systems are often out of order, and it leads to the services being disrupted or congested
or purely absent in varying degrees in the affected regions. Frommost of the historical

2https://bit.ly/2A2iQlI.
3https://bit.ly/35GWrGj.

https://bit.ly/2A2iQlI
https://bit.ly/35GWrGj
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data from different crises, it is evident that communication failure is a pertinent side
effect and may stretch for a prolonged duration even after the disaster has occurred.
These after-effectsmentioned above clearly indicate the vulnerability of conventional
communication services and the requirement of other communication services for
real-time information exchange among the community in post-disaster situations.

In any critical scenario, the community requires a temporary communication
service to be set up for real-time damage and need assessment, and effective response
and recovery operations until the conventional infrastructure becomes operational
(Ali et al. 2015). Several emergency communication strategies have been followed
in the recent past (Ali et al. 2015) through utilizing (a) handheld, movable or immov-
able devices and components, i.e., Smartphones, laptops, PDAs, mobile towers,
UAVs or other vehicles, uninterrupted base stations, wireless balloons, Satellites
among others, (b) Various communication links, i.e., short-range Wi-Fi and Blue-
tooth, WiMAX, short-range AM or FM, satellite links, cellular communication with
modified frequency bands among others, and (c) the application layer services like I
am Alive, Person Finder, Twimight, and other offline crowd sensing tools for gener-
ation, processing, and exchange of multidimensional information (i.e., text, image,
audio, video, and map data) among the community. Any subset of such devices,
communication links, and applications can be utilized in collaboration among the
victims, local residents, and the different disaster management organizations for
establishing a resilient emergency network infrastructure. It is quite evident from
analyzing various disaster cases that such communication infrastructures had been
made accessible for carrying out effective post-disaster management operations and
services during the absence of conventional networks. As an illustration, during the
tropical Cyclone Aila (2009), HAM radio with varying modulations had been acti-
vated as a backup communication service at remote locations. Several voicemessages
regarding situation assessments, official reports on relief disbursement, and public
health information were exchanged among the volunteers using this service.4 In the
aftermath of the Nepal earthquake (2015), various rapidly deployable communica-
tion services like radar-based finder, UAVs, and satellite phones were used to locate
trapped persons, aid delivery, provide disaster intent information to NGO workers.5

In the aftermath of the Great Earthquake and Tsunami in Japan (2011), several
mobile base stations were set up for providing voice message services to the people
of affected regions. Besides that, the satellite communication services also played
a critical role in providing emergency communication to the rescue personnel and
government officials (Rajib Shaw et al. 2012). During the disaster response oper-
ations after the massive Hurricane Harvey (2017), the rescue workers and victims
had used push to talk application, i.e., walkie talkie as an emergency communi-
cation tool.6 In the case study of recent tropical Cyclone Fani (2019), it has been

4https://bit.ly/3b9yaK9.
5https://bit.ly/2ziAod1.
6https://bit.ly/3dsXaxK.

https://bit.ly/3b9yaK9
https://bit.ly/2ziAod1
https://bit.ly/3dsXaxK
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observed that mobile base stations like cell on wheels7 were deployed for estab-
lishing cellular connectivity. Besides, the number of UAVs and satellite phones are
also utilized for real-time damage and need assessment. These insights indicate the
utility of emergency communication services in any disaster aftermath. Although, in
establishing emergency communication, there are still significant issues which need
to be addressed,

– The communication equipment used should be interoperable across all types of
disaster management organizations.

– The perception and participation of the affected people should be utilized through
designing solutions that can connect them to the rest of the world through some
mode of communication.

– Due to budgetary constraints and other issues, in most of the developing and
underdeveloped regions, satellite antennas, mobile towers, high output power
generators, among others, are difficult to import and thus use. Further, these types
of equipment cannot be deployed at ground zero in a short time duration.

Considering such key facts regarding emergency communication services, we
have studied state-of-the-art emergency communication infrastructures in this work.
We have also discussed issues with their deployment, along with organizational
scalability and information management capabilities in context to disaster response
situations. Besides, we discuss the case study of our proposed network infrastructure,
i.e., SurakshIT, which utilizes a rapidly deployable communication system to create
a resilient emergency mode of communication in the aftermath of a disaster.

The rest of the chapter has been organized as follows: In Sect. 10.3, the overviewof
devices commonly used during the post-disaster communication setup and the under-
lying wireless technologies are discussed. Then, we delve into a rigorous discussion
about the post-disaster communication architectures in Sect. 10.4. A detailed descrip-
tion of each of these network infrastructures has been carried out along with their
utility in resilient communication establishment in a disaster response situation.After
that, in Sect. 10.5, we present the case study of a new disaster communication system,
SurakshIT, leveraging the power of Delay Tolerant Network, and Android Phones to
reach out and communicate with the mass population. The discussion encompasses:

1. The utility SurakshIT in contrast to the state-of-the-art technologies.
2. The proposed architecture of SurakshIT.
3. The modular description of each of the devices, components, communication

technologies, and protocol stacks.
4. Field trials of the proposed architecture.

Finally, we conclude the chapter in Sect. 10.6.

7http://www.jrdcup.com/products-cells-on-wheel.

http://www.jrdcup.com/products-cells-on-wheel
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10.3 Wireless Communication Technologies in Disaster
Management: An Overview

In this section, we provide an overview of the different types of wireless networks
that can be used to establish an emergency network in post-disaster scenarios.
Accordingly, we have also discussed the devices deployed, applications used, and
supportive architectures utilized to enable these networking solutions and provide
communication services in disaster relief scenarios.

10.3.1 Classification of Communication Networks
in Emergency

Emergency communication networks can be classified based on different perspec-
tives (Legendre et al. 2011), which include but are not limited to protocol stacks
at which it operates, local or global communication, infrastructure, or infrastruc-
ture-less topology, communication coverage among others. Here, we have chosen the
classification of communication networks in terms of mobile networks (i.e., cellular
networks), wireless ad hoc networks, and satellite communication networks. The
descriptions of each of these communication networks are discussed as follows:

Cellular Networks: When the users span around a large geographical area, these
networks provide a wide range of networking services to them. By design, network
coverage, and Quality of Service (QoS) provided by cellular networks surpasses that
of wireless ad hoc networks. There are different generations of cellular communi-
cation that have evolved to improve connectivity and communication coverage. The
2G standard of GSM cellular protocol has been developed, which offers a data rate of
40 Kbit/s.8 UMTS9 which is a third-generation of GSM standard offers a data rate of
42 Mbit/s. Followed by the fourth-generation LTE10 standard that achieves data rate
approximately 1 Gb/s. Seamless network coverage of Cellular networks, which is
the USP of these networks, is an outcome of a sophisticated interconnection of high-
power base stations that are spatially distributed over the covered region. However,
the need for significant infrastructure and high deployment and maintenance cost
restricts usability in rapid-deployment scenarios. Nevertheless, cellular networks are
highly preferred for disaster relief networking, since mobile cellular phones in the
affected region can be then used for efficient communication establishment.

Wireless Ad Hoc Networks: The Ad hoc network concept aims to bring about
an end-to-end connection between two devices, which is done by some multi-hop
routing over a constantly changing topology. The end-to-end connection is the main

8https://www.etsi.org/technologies/mobile/2g.
9https://www.electronics-notes.com/articles/connectivity/3g-umts/whatis-umts-wcdma-tutori
al.php.
10https://www.4g.co.uk/what-is-4g/.

https://www.etsi.org/technologies/mobile/2g
https://www.electronics-notes.com/articles/connectivity/3g-umts/whatis-umts-wcdma-tutorial.php
https://www.4g.co.uk/what-is-4g/
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assumption in the ad hoc network, which is not realistic. So, delay-tolerant network
(Meissner et al. 2002) is a class of ad hoc networkswhere the store and forward strate-
gies are used for data sending as an end-to-end connection is unpredictable (Meissner
et al. 2002). Mobile Ad hoc Network (MANET) is a class of ad hoc networks where
nodes in ad hoc networks are mobile, and nodes continuously change their loca-
tion, configure themselves on the fly, and change the network topology. Here, the
communicating nodes act as hosts and routers at the same time. This network can
be extended to Vehicular Ad hoc Network (Ku et al. 2014), where nodes have high
mobility and link between nodes connect and disconnect rapidly, which leads to the
dynamic change of the network topology. This network has the potential to include
large-scale participant nodes. All types of ad hoc networks use short-range commu-
nication devices like smartphones, tablets, and laptops, using different interfaces
like Wi-Fi, Bluetooth, and others to continue the information exchange. All ad hoc
communication uses multi-hop communication to transmit data. Device to device
communication is a subset of the multi-hop communication system without a central
control system. It uses short-range communication systems to improve spectral effi-
ciency (Du et al. 2012; Zhou et al. 2013). All the ad hoc wireless communication
techniques help to build an emergency communication system.

Satellite Communication Network This mode of communication consists of
portable satellite phones and terminals. These can be mounted on vehicles or can be
carried by individuals. The satellite phone (Sat Phone) service provided by satellites
is termed as the Mobile Satellite Services (MSS), which uses two types of frequency
bands; L-band (1-2 GHz) and the S-band (2–4 GHz). The data rate varies from 2.4
kbps (fax/data) and 4.8 kbps (voice) for the Inmarsat Sat Phone to 64 kbps for the
Inmarsat BGAN mobile ISDN. The propagation delay also plays an integral part in
message transfer in the case of Sat Phones. The cost of a typical Sat Phone handset
can extend to about 1000 USD, although a used handset could be obtained at around
200 USD. Making voice calls may vary from 0.15–2 USD per minute, while the cost
of data transfer is more costly. It can range up to 3.87 USD per MB. Connecting with
other networks includes extra charges. Based on the countries, there are significant
issues in acquiring such devices, and hence it is not widely available to the general
public.

10.3.2 Devices Applications and Supporting Network
Architecture

In section, we shall discuss different technologies, i.e., systems, applications,
and network infrastructure, which have been designed to deal with disaster relief
scenarios. These technologies generally use the notion of any of these abovemen-
tioned communication networks and different kinds of communication interfaces,
i.e., Wi-Fi, WiMAX, Bluetooth, GSM, among others.
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Communication System based on Cellular Technology: In the disaster aftermath,
it might be possible that a few base stations are still operational and in a state of
providing connectivity. In such circumstances, these remaining base stations can be
utilized for establishing cellular connectivity with a different frequency band and
an increase in transmission power for larger area coverage (Devi Pradeep and Anil
Kumar 2015;Kishorbhai andVasantbhai 2017). Besides, one can also utilize portable
and easily transportable mobile base stations (e.g., Cell ofWheels) in remote regions
and regions where few or none of the base stations are left (Devi Pradeep and Anil
Kumar 2015; Kishorbhai and Vasantbhai 2017). The inclusion of such mobile base
stations would restore the cellular connectivity, further augmenting the rescue and
relief activities in a post-disaster situation. In past literature, various cellular commu-
nication systems are proposed for emergency management. The prime objective of
such systems is to establish or improve the cellular connectivity in rural areas and
disaster-affected regions by utilizing state-of-the-art devices, technologies, and orga-
nizational frameworks. For instance, the concept of Village Base Station (VBTS)
(Heimerl and Brewer 2010) has been proposed to provide GSM-based communi-
cation locally in terms of local calls, SMSs, voice messages, and more. Using an
outdoor PC and a software-defined radio implements a low-power and cost-effective
GSM base station. An SMS-based technology has been proposed in (Meyer 2013)
for establishing real-time communication between first responders and emergency
operation centers. Such communications are backed up either by indigenous mobile
phone service providers or network service obtained through deploying cell-on-
wheels, UAVs, and rapidly deployable towers. Once such a network is set up, the end
users, using his/her cell phones and a native SMS application can communicate with
each other via phone’s IMEI number or any other access control method. A small
scale, robust, and easily deployable cellular communication framework namedEmer-
genet has been proposed in (Iland and Belding 2014). It is an open-source platform
that utilizes software-defined radio transceiver for enabling GSM communication.
“Emergenet” incorporates the features like calling and messaging facilities over
“voice over internet protocol”,11 automatic configuration of base stations for maxi-
mizing area coverage. In (Cheng et al. 2015), the authors discussed the concept of
low-power and low-cost small cell emergency base stations for establishing commu-
nication in disaster-affected regions.With the aid of developed applications (App) on
the phone, emergency base stations could automatically collect information from the
attached mobile phones. Through such an emergency communication network, the
victims, relief authorities, and rescue workers can communicate among themselves
in the form of voice call or SMSs.

Advanced Cellular Communication - 5G: is the fifth generation cellular networks
with greater bandwidth, higher download speed, and the recommended data rate
for every user is around 10 Gbit/s. This new generation of communication is used
not only to serve cell phones but also as an Internet service provider for laptops,
PCs, UAVs, and other portable IoT devices. Due to the high capacity, reliability,

11https://www.3cx.com/pbx/voice-over-ip/.

https://www.3cx.com/pbx/voice-over-ip/
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and spectrum efficiency of 5G, it is also useful in the mission-critical requirements
of public safety communication (Sakano et al. 2016). The utilization of the 5G
framework for resilient disaster management communication has been reflected in
a few studies in past literature. For instance, a 5G-based communication framework
named FINDER (Thomas and Raja 2019) has been designed for minimizing the
loss of life in a disaster. Due to the self-healing, offloading, coverage extension, and
potential in disaster recovery using drone-based communication, it has the scope to
be integrated into the 5G standard. In (Selim and Kamal 2018), authors formulate
an optimization problem to minimize the energy consumption of drones in the 5G
communication framework. The emergence of 5G communication technologies and
protocols for benefiting disaster management communication has been addressed in
(Rawat et al. 2015). Here, the authors have specified the usage of potential emerging
wireless communication technologies such as 5G, D2D (Device to Device), 4G/LTE,
and software-defined radio for disaster response situations.

Communication in Ad Hoc Mode: In case all the base stations are completely
disrupted, or the transportation ofmobile base stationsmay not be feasible in disaster-
affected regions, then we can utilize the notion of Ad hoc network architecture. Here,
mobile phones, laptops, PDAs, and other equipment can be set up to communicate
with each other using short-range communication interfaces likeWi-Fi, WiMAX, and
Bluetooth. For extension of the ad hoc connectivity, the equipment should be config-
ured in such a way that they can communicate with other satellite-enabled phones
available nearby. Various communication systems and applications are proposed
under this mode of communication. WORKPAD (Mecella et al. 2006) is designed
as an adaptive peer-to-peer software infrastructure (software, models, and services)
for coordinating rescue-relief operators in disaster scenarios. The proposed two-
level framework in WORKPAD consists of a peer-to-peer community built by static
traditional computers in the backend—provides advanced black haul connectivity
and relief workers, who are equipped with mobile devices—forms an ad hoc network
at the front end. An open-source Wi-Fi-based ad hoc networking software platform,
i.e., LifeNet12 has been proposed and designed by Mehendale et al. (2011) to run on
consumer devices like laptops, smartphones, and wireless routers. The multi-path
ad hoc routing protocol present at the core of the software design enables LifeNet
platform to grow incrementally as per requirement, to become robust to node fail-
ures, to provide large area coverage, and to share the Internet across nodes in the
network. A delay-tolerant application Twimight (Hossmann et al. 2011), which is
introduced by Hossmann et al. is implemented as a disaster mode extension for an
open-source Twitter client for smartphones, as a case study. Twimight has twomodes
of operations, viz. NormalMode andDisastermode. The application could access the
corresponding user’s data if the user grants access to her user account by providing
her Twitter credentials to the application when connected to the Internet. Amulti-hop
Bluetooth Low Energy (BLE) based mesh networking for public safety communica-
tions aspect of Proximity Services is presented in (Zhang et al. 2018). The work also

12http://www.thelifenetwork.org/about/.

http://www.thelifenetwork.org/about/
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provided a Proximity Services development framework titled BLE Mesh. The BLE
Mesh development kit can be used to build a public safety communications applica-
tion for smartphones that distribute emergency information in nearby areas without
the Internet.Hochst et al. (Ho¨chst et al. 2020) came upwith a chat-based application
for mobile devices backed by long-range radio (LoRa) technology for communica-
tion. The authors used a customfirmware forArduino-SDKcompatible boards, called
rf95modem to upgrade Smartphones, Laptops, and other mobile devices for long-
range wireless communication. The authors have field-tested the prototype both in
urban and rural environment scenarios. Sciullo et al. (Sciullo et al. 2018) proposed a
LoRa-based technology Emergency Communication System titled LOCATE using
which the smartphone users could conveyminimal yet vital data during an emergency
over multi-hop LoRa links. The proof-of-concept, as mentioned earlier system, was
built using an Android smartphone connected to an Adafruit Feather M0 RFM96
LoRa Radio (433 MHz) System-on-Chip (SoC) via a USB cable. The LOCATE
system extended further in (Sciullo et al. 2020) into a wearable IoT system where
an Android smartphone connects a LoRa transceiver via “Bluetooth Low Energy
(BLE)” interface. They have devised a wearable LOCATE prototype, including the
mobile application, and the IoT device composed of Adafruit RFM96W LoRa radio
transceiver module and HM-10 BLE modules. Buyukakkaslar et al. (2017) studied
the application of the LoRaWAN technology for e-Health IoT applications (or appli-
cations like sending critical health data in disaster environments). The authors devel-
oped LoRaWAN nodes using LoRa supported RFM95 chipset on top of an Arduino
Uno device, which they used for an indoor application scenario specialized for
e-Health services.

Communication Systems Based on Satellite: Apart from the utilization of ad hoc
communication infrastructure, the survivors, local residents, and first responders can
also use satellite communication services in case the base stations are completely
disrupted or absent in disaster-affected regions. In such a scheme, the handheld
devices should be able to communicate with the satellite with some modifications to
communication channels, hardware, or software configurations and add extendable
antennas for long-range communication coverage (Devi Pradeep and Anil Kumar
2015; Kishorbhai and Vasantbhai 2017). Several modes of satellite communications
are available and can be used in post-disaster response and recovery operations.
Satellite Mobile Phones (Shaw et al. 2012) provide voice and data communication
facilities from remote areas where terrestrial communication is absent. The voice
and data communication mostly use VSAT 13 satellite broadband service, which has a
data rate of 4 Kbit/s up to 16 Mbit/s. Mobile sat-phones with such a communication
interface can provide connections to different disaster management organizations
and stakeholders for a rapid response in post-disaster situations. Besides, some other
modes of satellite communications like Portable and truck-mounted satellite earth
stations and Marine earth stations (Shaw et al. 2012) are also available, which

13https://www.vsat-systems.com/.

https://www.vsat-systems.com/
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can provide situational data of disaster-affected regions through image and video
transmission.

Apart from these communication systems, some other communication equipment
is also available for post-disaster emergency communication. These types of commu-
nications are primarily utilizedP2P connectivitymode, and radio frequency spectrum
for exchanging emergency messages. Such emergency communication systems are
discussed as follows:

Walkie-Talkie Based Communication: Walkie-Talkie is a handheld portable
communication system that has been built upon P2P communication technology.
P2P network is a temporary group communication system for the transmission of
emergency voicemessages to one ormoremembers of the group. There are two types
of communication modes in the P2P network that mainly supports the communica-
tion using Walkie-Talkie (Lien et al. 2009): (a) Uncontrolled Single Hop Commu-
nication: Here, each node broadcast messages to others in the single-hop distance.
No authorization is required. Short-range Walkie-Talkie uses such mode of commu-
nication and (b) Uncontrolled K-Hop Communication Network: Here, each node
broadcast messages to others using K-hop distance. Here also, no authorization will
be enforced. Long-range Walkie-Talkie uses such a mode of communication. Avail-
ability of Walkie-Talkie-based mobile applications like Zello, Voxer, and goTenna,14

which can be installed as smartphone applications, are utilized for emergency voice
communication over the radio interface.

Amateur Radio for Emergency Communication: Amateur radio, known as HAM,
supports emergency voice communication primarily while other modes of digital
communication services are completely disrupted. It is currently becoming a crucial
modeof communication, as it does not rely upon any centralized infrastructure. It only
requires transceivers, portable batteries, and antennas for establishing regional and
long-distance communication in a disaster response scenario. HAM radio operators
(also known as HAM volunteers) use high-frequency bands (HF) for communica-
tion, which is regulated by International Telecommunication Union (ITU) (Shingate
et al. 2015; Gill 2019). The high-frequency band includes different modes of trans-
mission, out of which the HAM uses the frequency modulation (FM) and single
sideband (SSB) for qualitative and long-distance voice communication up to 300–
500 km. Figure 10.1 summarizes the existing emergency communication networks
with their associated communication technologies, devices, and applications.

So far, we have discussed the notion of various wireless communication tech-
nologies that can be utilized to establish a post-disaster emergency communica-
tion infrastructure. The supporting devices, applications, and architectures used for
resilient communication building adhering to any of these communication tech-
niques are also described in detail. However, in context to emergency communi-
cation in a disaster response scenario, the communication coverage and quality of
service should be the most important features for systematic analysis and response
in disaster aftermath. Besides, the communication should be interoperable across

14https://www.digitaltrends.com/mobile/best-walkie-talkie-apps/.

https://www.digitaltrends.com/mobile/best-walkie-talkie-apps/
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Fig. 10.1 Existing emergency communication networks

different organizations, cost-effective, and should have the capability to connect
the common people of disaster-affected regions. Such issues entail the requirement
of extreme network architecture through bridging the gaps of existing communi-
cation technologies in terms of limited coverage, incompatibility, limited outreach,
and budgetary constraints. Through combining the network topology, supporting
devices and applications found in existing communication technologies can intro-
duce a communication architecture (namely hybrid communication) (Legendre et al.
2011) that canmake up the individual limitations. In the next section, we have studied
such communication architecture in greater detail.

10.4 Wireless Hybrid Communication Networks

In this section, the study on possible communication architectures formed through
the amalgamation of existing communication technologies, devices, and applications
has been performed in detail. In a disaster response situation, it might be possible that
cellular base stations are completely disrupted or absent in the affected regions. The
mobilization of mobile base stations to those regions incurs time. In such circum-
stances, a temporary ad hoc communication infrastructure can be established through
utilizing the users’ smartphones, data mules, i.e., UAVs, cars, boats, and other modes
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of transports; portable communication devices, i.e., single board computers, portable
towers, and LoRa modules; and short-range communication interfaces, i.e., Blue-
tooth, Wi-Fi, WiMAX among others. However, such a networking solution alone
provides a limited range and canmostly communicate in a few kilometers. In another
vein, devices like heavy-duty power generators and satellite antennas are costly and
very difficult to carry to the disaster site. Further, satellite phones, VSAT, and BGAN
broadband services are sensitive pieces of equipment that often carry the threat to
be misused if they go in the wrong hands. Only the senior government officials and
a few selected rescue-relief personnel are given access to these devices to prevent
potential wrongdoings. As a result, the broad population from the affected site even-
tually remains deprived of the communication access. A similar scenario also exists
in the case of HAM radio communication. There are several issues while getting a
license for using HAM services, and it is beyond the reach of most common citizens.
These key problems of existing stand-alone communication technologies lead to the
requirement of hybrid communication architectures which can ensure end-to-end
connectivity among all types of operational nodes and devices in disaster response
situations. The primary goal of such a network is to secure necessary communications
to support proper situation analysis and relief management in damaged regions. A
generic representation of hybrid communication infrastructure has been depicted in
Fig. 10.2. Here, we discuss a few modern communication infrastructures. A descrip-
tion of each of these network infrastructures has been provided along with their
deployment feasibility.

Integrating stand-alone ad hoc networks with mobile infrastructure has more
potential than stand-alone ad hoc networks in a hostile environment. The key
architectural principles (Naghian and Tervonen 2003) and elements of the ad hoc
mesh networks together form the semi-structured ad hoc infrastructure. This semi-
structured network consists of three parts: (a)BackboneDomain, (b)Access Domain,
and (c) ad hoc Domain. IPv6 and cellular network configure the backbone domain.
In the subsequent architecture level, the access domain uses third-generation Radio
Accesses Networks (RAN) and short-range radio such as Wireless LAN and Blue-
tooth. Peer-to-peer and ad hoc mesh communication are communication processes
in the last layer. The performance of the proposed architecture has been evaluated in
a simulated environment. Although this semi-structured ad hoc extends the coverage
area, the Quality of Service (QoS) of the architecture is questionable for the dynamic
nature of the nodes. A test-bed approach to implementing wireless mesh infras-
tructure in the context of emergency application has been made in (Dilmaghani
and Rao 2008). Communication infrastructure in an emergency application should
be quickly deployable at low cost, reliable, robust, easily configurable, and inter-
operable in a heterogeneous environment with minimum inter-dependencies. Two
hierarchical network solutions have been proposed in (Lu et al. 2007) for long-
distance high data rate multimedia data transfer in a disaster scenario. This network
uses a combination of wireless network technologies, namely, Wi-Fi, WiMAX, and
GEO Satellite, for communication. The proposed multi-tier network architecture
can support four simultaneous high-quality calls per 2 Mbps channel, which can be
extended by using multiple WiMAX base stations. The scalability of the proposed
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Fig. 10.2 A Sample of Multi-tier hybrid network

architecture has been validated experimentally as well as using simulation. Public
safety is paramount. Hence, deploying wireless ad hoc relay devices in real-time
using volunteers without pre-planning is unrealistic. A collaborative deployment
based on the link quality of the nodes has been proposed in (Bao and Lee 2007)
to deploy the mobile nodes. Physical layer metrics such as Signal-to-Noise Ratio
(SNR) or Link Layer metrics such as packet loss rate is used to measure the link
quality of the nodes. Link quality is considered not reliable when the quality falls
below the threshold. In this way, collaborative deployment reduces message delivery
latency. After deploying the network, rescuers require a high volume of accurate
data for making decisions. Ad hoc, along with wireless sensor networks (WSNs) can
significantly enhance situational awareness by automatic updates, monitoring, and
reacting to network status changes. Thus extending data communication across the
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entire disaster zone helps in consolidating situational information to assist in rescuing
individuals. This ad hoc based wireless architecture named “DistressNet” has been
proposed in (George et al. 2010). Sparsely deployed nodes increase coverage but add
a delay in message delivery. To improve the delay, a four-tier hybrid ad hoc network
architecture consisting of DTN-enabled mobile user nodes, static Information Drop
Boxes, highly mobile Data Mules, and a limited number Long-rangeWi-Fi Commu-
nication devices have been proposed (Saha et al. 2015). Constraining delay is one of
the significant contributions in the above framework. Some effective heuristic algo-
rithmswere proposed in the research article to ensure better utilization of the network
resources and thereby ensure guaranteed delivery of the users’ messages within a
fixed delay. A special type of heterogeneous intelligent robotic network (HIRO-NET)
is used for real-time disaster rescue operations (Ferranti et al. 2019). It is built on
a two-tier wireless mesh network architecture. The bottom-tier exploits Bluetooth
Low Energy (BLE) to connect nearby survivors using a self-organized mesh. The
upper-tier is responsible for connecting the autonomousvehicles (land/air/water), i.e.,
UAVs using long-range VHF links. They are used to explore the disaster-stricken
area to discover, bridge, and interconnect local mesh networks.

10.5 SurakshIT—A Novel Emergency Network
Infrastructure Using Hybrid Communication
Interfaces

Given the condition of the conventional digital networks in emergency conditions,
there lies the requirement of a cost feasible hybrid communication system that can
create a scalable and rapidly deployable networking solution. By addressing these
requirements, the SurakshIT system has been proposed. The name SurakshIT comes
from the combination of the Hindi word “Suraksha”, which means safety with IT,
i.e., information technology. Developed by ForkIT,15 a DIPP recognized start-up,
out of the ICT-based research for rapid disaster communication carried out at NIT
Durgapur and IIT Kharagpur funded by Information Technology Research Academy
under Ministry of Electronic and Information Technology, Government of India, the
SurakshIT system helps the different stakeholders seamlessly connect to reduce the
digital gap between them, give a better user experience at the time of disaster by
ensuring connectivity, and enhance the safety of its users in the ways that follow.
One can provide a multitude of solutions if the Internet is intact, but they would
become non-functional if the Internet goes off. Very few works from the literature
deal with the above aspect of the problem, and this is our prime focus in building the
SurakshIT system.

15https//itsforkit.github.io.

https://itsforkit.github.io
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10.5.1 Recent Disaster Incidents in Indian Subcontinent &
Technical Viability of SurakshIT

In the recent past, the Indian subcontinent witnessed two of the strongest tropical
cyclones, viz. Cyclone Fani (2019) and Super Cyclone Amphan (2020). The devasta-
tion due to these cyclonic storms primarily took place in India, Bangladesh, Bhutan,
and Sri Lanka. Both these catastrophes had claimed human lives and extensively
wrecked billion dollars of public properties. The severe category four cyclonic storm
Fani struck at the Indian states of Odisha andWest Bengal and parts of Bangladesh in
May 2019. From reports,16,17 it is evident that such adversity killed around 72 people
in India and 17 in Bangladesh. The aftermath of the cyclone had completely disrupted
the power supply and telecommunication in the coastal region of Odisha and West
Bengal. The districts like Puri, Khurda, and Bhubaneswar were reported as the worst
affected regions of Odisha where the cellular communication and power supply were
damaged.18 According toGovernment officials, it took around oneweek to normalize
the cellular connectivity in these regions.19 Also, the category five super cyclonic
storm “Amphan” made its landfall in coastal regions of India and Bangladesh on
May 2020. While countries like Sri Lanka and Bhutan, the cyclone produced heavy
rainfall and strong winds, India reported around 128 human casualties,20,21 The
telecommunication and power supplies were severely affected in several districts in
West Bengal including Kolkata, East Midnapur, Hooghly, North 24 Parganas, and
South 24 Parganas, and Bhadrak district in Odisha. According to the telecommuni-
cation industry, in West Bengal alone, 50% of the cell towers were either damaged
or stopped functioning due to power cuts which in turn might affect the data and
voice services drastically.22 Such disruption of power and communication services
restricted most of the common people from getting situational updates, sharing their
current knowledge, and asking for assistance. This even included the metro city
Kolkata. In various places in Bengal, the communication services took a couple of

16https://www.aa.com.tr/en/asia-pacific/india-death-toll-from-cyclone-fani-climbs-to-64/147
6487.
17https://nenow.in/neighbour/cyclone-fani-leaves-trail-of-destruction-in-bangladesh-17-dead-sev
eral-hurt.html.
18https://www.hindustantimes.com/india-news/fani-leaves-trail-of-devastation-india-bangladesh-
count-losses/story-lKot42RlhZCDzG3D5VKk1H.html.
19https://www.hindustantimes.com/india-news/fani-leaves-trail-of-devastation-india-bangladesh-
count-losses/story-lKot42RlhZCDzG3D5VKk1H.html.
20https://www.dhakatribune.com/bangladesh/2020/05/21/cyclone-amphan-slows-down-moves-
towards-rajshahi-region.
21https://www.newindianexpress.com/states/odisha/2020/may/22/agony-aftercyclone-amphan-in-
odisha-2146551.html.
22https://telecom.economictimes.indiatimes.com/news/cyclone-amphan-telcosinfrastructure-pro
viders-rush-to-restore-telecom-network/75867056.

https://www.aa.com.tr/en/asia-pacific/india-death-toll-from-cyclone-fani-climbs-to-64/1476487
https://nenow.in/neighbour/cyclone-fani-leaves-trail-of-destruction-in-bangladesh-17-dead-several-hurt.html
https://www.hindustantimes.com/india-news/fani-leaves-trail-of-devastation-india-bangladesh-count-losses/story-lKot42RlhZCDzG3D5VKk1H.html
https://www.hindustantimes.com/india-news/fani-leaves-trail-of-devastation-india-bangladesh-count-losses/story-lKot42RlhZCDzG3D5VKk1H.html
https://www.dhakatribune.com/bangladesh/2020/05/21/cyclone-amphan-slows-down-moves-towards-rajshahi-region
https://www.newindianexpress.com/states/odisha/2020/may/22/agony-aftercyclone-amphan-in-odisha-2146551.html
https://telecom.economictimes.indiatimes.com/news/cyclone-amphan-telcosinfrastructure-providers-rush-to-restore-telecom-network/75867056
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weeks to become regularized.23 These insights obtained from recent disaster inci-
dents elucidate the susceptibility of conventional telecommunication services in any
large-scale disaster. The Government organizations, telecommunication industries,
and disaster response stakeholders were pressed in action to restore the communica-
tion services for the situation assessment and response in the aftermath of the cyclonic
storms. As mentioned in Sect. 10.2, after the cyclonic storm Fani, the telecom opera-
tors tried to restore the cellular connectivity throughmobilizing portable towers with
power generators and permitting Intra-Circle Roaming (ICR) to the affected districts
and rural affected regions of Odisha, India.24 Besides, a team of HAM radio opera-
tors were also involved in damage and need assessment in various affected regions
along with the National Disaster Response Force (NDRF) volunteers who had satel-
lite phones, mobile vehicles among others with them.25,26 Similar kinds of strategies
were also adhered after the cyclonic storm Amphan. The telecom department had
ensuredmovable cell towers and ICR for restoring communication in various affected
districts inWest Bengal, India.27 On the other hand, around 42HAMvolunteers were
divided into different districts for situation assessment and reporting to NDRF team
members.28 Besides, several web or online applications like Accuweather, Hurri-
canezone, etc,29 were available for providing periodic updates of Cyclone Amphan
to the users through remote sensing.

It is evident from the above studies on the recent disaster incidents that the disaster
management stakeholders and policymakers were in action in restoring the commu-
nication by utilizing alternative services and applications. However, such services
might not be well enough to ensure the resilience of the common people toward
disastermitigation in a challenging network environment. From the study, it is evident
that resilient disastermitigation can be guaranteed through improving the information
accessible to the common citizens toward real-time disaster situation assessment.30

Although there are several multihazard, early warning services are available, viz.,
SMS-based services, Radio, TV, Early Warning through Sirens, Online applications
among others through which people can be notified directly about the upcoming
disasters and along with their current intensity. However, in disaster aftermath, if
the existing communication is critically damaged, people have to rely either on

23https://www.rediff.com/news/report/cyclone-amphan-parts-of-kolkata-limp-back-to-normalcy/
20200526.htm.
24https://www.business-standard.com/article/current-affairs/post-fani-odisha-proposes-disaster-
immune-mobile-infra-along-coastal-zones-119052001188_1.html.
25https://indianexpress.com/article/cities/kolkata/cyclone-fani-ham-operators-to-help-odisha-com
municate-5707844/.
26https://zeenews.india.com/india/odisha-braces-for-cyclone-fani-81-ndrf-teams-deployed-iaf-
army-navy-on-standby-2200521.html.
27https://telecom.economictimes.indiatimes.com/news/cyclone-amphan-telcos-infrastructure-pro
viders-rush-to-restore-telecom-network/75867056.
28https://india.mongabay.com/2020/05/west-bengal-faces-the-brunt-of-cyclone-amphan/.
29https://www.indiatoday.in/information/story/amphan-cyclone-satellite-view-seethe-apps-and-
websites-where-you-can-watch-the-live-streaming-1680056-2020-05-20.
30https://www.preventionweb.net/files/44983sendaiframeworksimplifiedchart.pdf.
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the cellular connectivity restoration for communication establishment or on first
responders, carrying radio transceivers, satellite phones, and other wireless commu-
nication devices for being reported if they are affected by the disaster. Besides, as
discussed in Sect. 10.4, such alternate communication servicesmight have other limi-
tations like substantial mobilization time, security issues, and licensing difficulties.
As a result, the common citizens remain deprived of this communication access and
become completely unaware of the current disaster response situation. These issues
regarding communication inaccessibility at the local level in disaster aftermath entail
the requirement of a resilient disaster response framework; here,SurakshIT mayserve
as one. The proposed SurakshIT framework utilizes (a) portable handheld devices,
i.e., Smartphones and Network storage boxes, i.e., XOBs (Saha et al. 2015; Paul et al.
2015), (b) applications regarding data acquisition, processing, and map based infor-
mation representation (Paul et al. 2019a, b), (c) UAVs navigation routines (Mondal
et al. 2016; Mondal et al. 2018) and mobility of other vehicles like boats, bikes, cars,
etc. (Saha et al. 2015; Hazra et al. 2019) and d) short/long-range Wi-Fi connectivity,
i.e.,Wi-Fi direct and WiMAX along with priority-based syncing protocol stack (Paul
et al. 2015, 2016) for developing a data-driven disaster response communication for
various stakeholders.Moreover, the objective of the present approach is to develop an
integrated solution (system) that might be used for communication and information
sharing among the various stakeholders of the disaster (common citizens, rescue-
relief personnel, local self-help groups, NGO personnel, Government officials, and
others) during the golden hours. Such a system can assist the rescue-relief operations
to be planned and coordinated correctly based on the causalities and requirements at
different affected regions.

Unlike most of the hybrid communication solutions (Sect. 10.4) which are limited
to either in a simulated environment or small-scale deployment, here we are involved
in the gradual development of an integrated system for post-disaster (geographical)
information propagation and processing that would function even in the absence of
Internet connectivity. The results and community feedback received from extensive
field-tests (Fig. 10.3a–c), demonstrations before the resource persons, andmock trials
at disaster-prone sites involving persons having experience in natural disasters and
disaster management (Fig. 10.3a) suggest that the developed solution not only has
the potential to complement state of-the-art systems but also can become a necessary
component of disaster risk reduction protocol in days to come.

10.5.2 SurakshIT Network Architecture

Figure 10.4 portrays a schematic idea used in the hybrid opportunistic network archi-
tecture of the SurakshIT system.We have divided the devices into three broad classes:
(a) DTN-enabled Edge Nodes (DTN) are the edge devices that the users use for
data recording and information visualization; (b) Information Drop Boxes (IDB) are
limited number of special-purpose stand-alone devices placed at strategic locations
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Fig. 10.3 a Community Feedback and Product Demonstration to the Government Officials during
Disaster Mock Drill at Kandi, West Bengal, India. b Deployment of SurakshIT Framework at
Sundarbans,West Bengal, India. cEvaluation ofDesignedUAVNavigation Plans under SurakshIT’s
Framework at Kalyani University Campus, West Bengal, India

like registered shelters or administrative offices; (c) Data Mules (DM) are special-
purpose devices (like IDBs) attached to vehicles/boats/UAVs tomovedata across IDB
devices. The outer circle in Fig. 10.4 shows the data movement pattern among the
devices in the SurakshIT systemwhen the nodes of different classes are in proximity.

Description of Components in the SurakshIT Architecture DTN Nodes: Smart-
phones are able to exchange media files with peers in proximity nowadays, and the
principle above is the pillar of a bunch of popular smartphone media file sharing
applications that operate without the Internet. We have developed a smartphone
application that enables a user smartphone to act as a native DTN node exploiting
the Internet-less file sharing of the smart devices. A user running SurakshIT applica-
tion in his/her smartphone can record and exchange data. An intuitive user interface
provided by the SurakshIT application helps the users to record data at ease conve-
niently. The recorded messages are then routed automatically by the application
backend via the opportunistic network of the SurakshIT-enabled devices, and the
messages are propagated in the network following a store-carry-forward principle.
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Fig. 10.4 SurakshIT:
network architecture

The abovementioned step by step message forwarding continues until the messages
end up in their destinations. The users of intermediate non-destination nodes only
receive, store, and forward these data to the next node(s) in the hop; they are unable
to intercept the messages (ensures message privacy and security in the network).
However, these intermediate reception and forwarding of messages in SurakshIT are
completely seamless; the users of these intermediate nodes are not interrupted in any
manner for the same (provides user convenience and transparency).

The SurakshIT app features: Role-based user registration using the mobile phone
number, multiple ways of situational data collection, namely:

– Capturing Photos
– Recording Videos
– Recording Audio Clips
– Inputting Text Messages (Structured/Unstructured)
– Dropping Device Location Pin

The familiar chat-like interface along with the rich GIS (capturing, storing,
checking, and displaying data on map) support with the ability to find other devices
with the same app installed and seamless content sharing with them, with a range of
about 50–60 m radius further enhances the ability of the system.

Information Drop Boxes and Data Mules: Data propagation in SurakshIT, as
mentioned earlier, follows a Store-Carry-Forward approach: a device in the network
receives a piece of data from a peer, carries with it, and waits for the next oppor-
tunity to meet a peer, and relays the piece when it finds such an opportunity. We
have developed a customized storage-network box that we have named XOB x.1,
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to strengthen as well as to speed up the data forwarding in the opportunistic peer-
to-peer network referred so far. These custom devices are likely to complement
the smartphones in the said network. Refer Fig. 10.7a for a reference view of the
prototype implementation. These devices can act as Information Drop Boxes (IDB)
when placed/pre-installed at strategic locations, and also can act as DataMules (DM)
when they are coupledwith vehicles of any kind: ambulances, police cars, emergency
utilities vehicle, rescue-relief boats, surveillanceUAVs, and rescue-relief helicopters.

The XOB x.1 features:

– Upgradable storage space.
– Removable power pack with backup up to 36 h.
– Seamless working capabilities with mobile devices running SurakshIT Applica-

tion.
– Comprehensive dashboard for visualization and analysis of collected data.
– Support creation of summary report based on the collected data (compliant with

the formats proposed by various Govt. agencies and NGOs).
– Can find and exchange summaries with similar XOB x.1 devices with a range of

about 1500–1800 m radius (when used with signal power boosters).

Role of XOB x.1: The XOB x.1 is the mobile server responsible for taking the role
of a Master Control Station, Information Drobox, or Data Mule in the decentralized
network. Based on the architectural hierarchy, the role is defined as each role has its
specific functionalities and weightage in the network. This optimization is required
to give the best throughput for the system.

Based on the role that XOB x.1 plays in the SurakshIT network architecture, there
lie different predominant features in it.

XOB x.1 as Master Control Station:

– Meant for the top-tier Disaster Managers.
– Provides the global overview taking input from the zonal InformationDropBoxes.
– Generates a global report and crisis map.
– High Storage Capacity as it provides a consolidated view from the zonal devices.
– It has the highest priority in the system.

XOB x.1 as Information Drop Box:

– To be used in the Zonal Level.
– Provides the zonal overview from the crowd-sourced information.
– Generates the zonal report and crisis map.
– Feeds consolidated crowd-sourced data to the nearest Master Control Station.

XOB x.1 as Data Mule:

– Mobile in nature, usually attached to a path-fixed transport vehicle.
– Helpful in data aggregation from several sources covering multiple zones.
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– Can consolidate the crowd-sourced data and feed to the nearest Master Control
Station (highest priority) and Zonal Information Drop Box.

XOB x.1 has the following additional features, irrespective of its role:

– Work as a data repository.
– Visualize localized crisis map.
– Summarize the collected information to show the need.

10.5.3 SurakshIT Software Stack

Based on the requirements that has been revealed during our extensive literature level
and on-the-field survey, we derived the following needs in the current context: (I)
need to establish amethod for seamless connectivity among the available networking
devices to form an opportunistic network on-the-fly, (ii) need to find or develop
suitable method(s) for seamless data synchronization across the devices when they
are connected via the connectivity protocol built following (I), and (iii) need to devise
method(s) for automatically generating crisismaps in the edge devices by aggregating
the (shared) data available in their local memories. In a nutshell, We have developed
an integrated crisis mapping system that one can use even in the absence of the
Internet (Paul et al. 2019a, b, c). The system is built following a “three-tier” software
stack (Fig. 10.5): the lowest tier of the stack establishes an opportunistic network
that fulfilled the requirement (I); the middle-tier takes care of the seamless syncing
of user files across the connected devices in the above opportunistic network, and

Fig. 10.5 SurakshIT
software stack



186 T. Mondal et al.

fulfilled the requirement (ii); the topmost tier is responsible in generating semi-real-
time “Local Crisis Map” (LCM) in the edge devices in the network using their local
(shared) data, and hence fulfilled the need (iii).

Peer-to-Peer Connection: Our objective in the bottom-most tier is to use a seamless
connectivity protocol that would connect the nearby devices seamlessly without
requiring any manual intervention. Users would not use the system properly in a
tense situation after a disaster unless the system in their devices is intelligent enough
to manage the opportunistic connectivity. Portable devices, smartphones, and XOBs
are the basic building blocks in SurakshIT; all support Wi-Fi connectivity. We tried
various device-to-device connectivity protocols based onWi-Fi for establishing peer-
to-peer connectivity. The most popular protocol in this category is Wi-Fi Direct;
almost all portable devices support Wi-Fi Direct now. However, the most severe
drawback that we may encounter in using the protocol is energy drainage due to
neighborhood scanning; since Wi-Fi scanning is quite power-hungry. In addition,
Wi-Fi Direct cannot ensure seamless connection establishment on peer discovery
since devices need to share a credential, which requires human intervention. To
deal with the situation, we use in SurakshIT a hybrid of Wi-Fi Direct and (near
ultrasonic) acoustic communication as a peer-to-peer connection protocol. The latter
is used for neighborhood scanning and Wi-Fi Direct credential exchange between
neighbor nodes; whereas, the former is used for actual data transfer. The protocol
details are available in Paul et al. (2020).

Peer-to-Peer Sync: The purpose of this tier in the software stack is to ensure a
seamless delivery of user data over the previously mentioned opportunistic network.
In other words, this tier hides the network hiccups from user perception. The user
simply sends their messages like they do in a networking application that runs over
the Internet. The rest is taken care of by the sync protocol; user experiences only a
large delay in his message delivery and response. The details of the protocol may be
found in Paul et al. (2019b).

Incident Reporting and Crisis Mapping: The topmost tier provides the user inter-
face; the users can record situational messages using a familiar-looking messaging
interface. The user interface provides the users’ option to record messages using
multimodal data formats: text, image, audio clip, video clip, and GIS shapes (for
location-specific information recording). The messages are exchanged between the
peer nodes with the help of the lower tier protocols.

The topmost tier performs a couple of additional tasks; generates personalized
crisis maps, and provides privacy and security to user data. Since all the messages
in SurakshIT are location-tagged, they are treated as GIS objects. The application
extracts GIS objects from the messages in the device; aggregates them on demand;
portrays them on a map background to present the personalized crisis map.

Another demand of the situation is data privacy and security; many sensitive
messages are likely to flow over such an opportunistic network. To restrict unwanted
peep through the messages, we implemented a kind of privacy and message security
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using a customized protocol based on Pretty Good Privacy (PGP). The details of the
application may be found in Paul et al. (2020).

10.5.4 Working Principal of SurakshIT System

The working principle of the SurakshIT system is loosely based on the role of bees in
cross-pollination. In the process of cross-pollination, the genetic material of different
plants is often exchanged with the help of bees as they travel from one flower to
another to drink in the nectar. While the bees are more interested in drinking the
nectar, the pollen from the flowers stick to them, and it gets transferred to the next
plant it travels.

Similarly, the people using theSurakshIT application plays the role of the bees, and
the process of data exchange can be compared to cross-pollination. The SurakshIT
Application has the capability to

– connect to similar devices in its proximity, and
– can share data seamlessly among them

There have been applications like SHAREit and Xender who have been using
the concept of local media file sharing, but the task of SurakshIT is more than just
sharing information. The users having the app installed in their smartphones can
provide time-critical situational data through a convenient user interface. Here, as
we are interested in transmitting information without the Internet, a robust algorithm
is required to spread the gathered information to the desired stakeholders. Hence,
a dynamic local network is created in the proximity of the mobile device, and the
collected information/messages collected from theusers are automatically exchanged
among the different participants of the network.

Depending on themovement of themobile devices, the network topology changes,
and when introduced in the new network, the mobile is capable of sharing the state
of the old network to the new network, and this goes on until the message finally
reaches its final destination.

Like bees in cross-pollination, the mobiles carry the information and enrich the
network with additional time-critical information, which helps to propagate the
messages to the proper destination.

Moreover, as the smartphone’s capability is limited by the range, to reduce
the latency and deliver more messages in the aforementioned store-carry-forward
method, another device termed as XOB x.1 can be strategically placed/pre-installed
in the role of IDB. Additionally, XOB x.1 can also be mounted on vehicles going on
land like cars or on vehicles going through water like boats or vehicles going through
the air likeUAVs (Mondal et al. 2018).Whenmountedonvehicles, it usually performs
the role of Data Mules (DM). The SurakshIT system endowed with smartphones,
IDBs, and DMs, may be envisioned as a Digital Postal system; Information Drop
Boxes, like mailboxes, receive the messages (like letters) from the mobile nodes
when they visit them and store the messages for a while. Like mail vans, the DMs
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Fig. 10.6 Diagrammatic view of the Campus-scale Testbed. Courtesy: (Paul et al. 2015)

carry the messages from one IDB and forward them to the other IDBs. Hence, this
system can also be visualized as a Digital Post Office. The system overview is given
here.31

10.5.5 Field Trials and Results

We have carried out several field testings of the SurakshIT system at different scales:
some of them are campus-scale experiments carried out at test-bed at our institute
campus, and the rest are through mock deployment at disaster management drills
conducted at disaster-prone sites, some of which are organized by the Government
agencies.

Campus-scale Experiments: Fig. 10.6 portrays a Test-bed developed between the
campus of the National Institute Technology Durgapur and the campus of Dr. B. C.
Engineering College, Durgapur. The test-bed was prepared solely for the purpose
of campus-scale testing of the SurakshIT system (Paul et al. 2015). In the test-bed
mentioned above, we have used Android smartphones as DTN nodes, custom-built
devices as IDB, and DM. The custom-built devices have been a preliminary version
of XOB x.1 mentioned above, which has been made of Raspberry Pi32/Orange Pi33

running ARM Linux as the device computing unit, Wi-Fi dongle as the communi-
cation interface of the device, and portable power bank as the device power source.
In this version of SurakshIT, we have used a pair of long-range Wi-Fi devices
(PTP-50034) to exchange data between the campuses.

Key Observations: Fig. 10.7c presents some of the observations that we have made
in connection with our campus-scale experiments in the aforesaid test-bed.Messages

31https://youtu.be/W0kOMsD_UsY.
32https://www.raspberrypi.org/.
33http://www.orangepi.org/.
34https://bit.ly/2Wfcisw.

https://youtu.be/W0kOMsD_UsY
https://www.raspberrypi.org/
http://www.orangepi.org/
https://bit.ly/2Wfcisw
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Fig. 10.7 a Information drop box: The inside view (left), Screenshot of the SurakshIT Mobile
App (right) b Campus-scale test results: Observed cumulative delivery probabilities of messages at
different IDBs in the test-bed

are recorded using the SurakshIT app by the volunteers present at different parts of
the test-bed. The time of creation and time of reaching all the messages generated
by the volunteers at different IDBs are recorded from the SurakshIT test log files.
The figure above shows how the rate of messages delivery at IDBs changes with
time. We have also simulated the scenario using ONE Simulator, which shows that
the observed message delivery rate conforms with the same in simulation. Details of
the above campus-scale experiment may be found in Paul et al. (2015). The working
video of the app is available here.35

Mock Trials at Disaster-prone Sites: Evaluation of the SurakshIT system via mock
deployments spans over four years (2015–2018). During the period, we have tested
the system frommultiple field deployments, and havemadedemonstrations to various
stakeholders, including disaster relief organizations and Government officials during
two different disaster mock-drills organized by the State Government at disaster-
prone areas and a mock drill organized by solely by us. During these field tests, we
have carried out thorough performance, scalability, and usability testing. We observe
that it can efficiently visualize the crisismapwithout the requirement of any backbone
Internet connectivity.We benchmark different performance parameters of the system
and find that it is 20%more energy-efficient compared to pureWi-Fi ad hoc networks
and always provides the best-effort service depending on the movement patterns of
the end-users.

One of our mock drills was carried out in Hizole Block, which is one of the
remotest, flood-prone, village block in the district of Murshidabad in West Bengal,
India. West Bengal state disaster management authority conducted a mock disaster
drill related to flood and soil erosion in the above region (refer site plan in Fig. 10.8a)
during October 2016.We participated in the drill based on the competent authorities’

35https://youtu.be/NfsXt5H_9Xc.

https://youtu.be/NfsXt5H_9Xc
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Fig. 10.8 a Site plan of the disaster mock drill at hizole block bCrisis map snapshots after periodic
merging ofGIS objects at an IDB—red polygons arewithoutmetadata, green ones arewithmetadata
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invitation and deployed the SurakshIT system in the mock site to provide parallel
communication support during the drill (Paul et al. 2019b).

The drill began just after the competent authority (Block Development Officer
of Hizole) dispatched a mock flood alert signal to all concerned through proper
channels. Flood shelter at Ranipur Mouza was selected as the base of mock “rescue-
relief” operations. The officials and staff from various participating departments
and volunteers from various self-help groups went on with their jobs following the
standard operating procedure as they are expected to carry out a real incident.

During this ∼3 h drill, the SurakshIT volunteers remain attached to selected
“rescue-relief” volunteers, recorded situational messages based on themock destruc-
tion events, and dummy rescue-relief activities using the SurakshIT User Interface;
and dispatched for the IDB placed at Ranipur Flood shelter.

Key Observations: Fig. 10.9 plots some interesting performance metrics that may
show the performance of the SurakshIT system during the said mock experiment.

SurakshIT follows an importance-based message forwarding paradigm to fully
exploit the communication opportunities of the underlying network to exchange
essential messages (Paul et al. 2019b). Due to the above, we observe varying recep-
tion patterns of messages at IDB in Ranipur Flood Shelter, as shown in Fig. 10.9a,
concerning their “content” and their “media extension” type. Inset in the same
presents volumetric transfer under an identical environment. Figure 10.9b, on the
other hand, reflects the observed cumulative delivery probabilities of different types
of messages (based on “media extension” type of the message files) received at

Fig. 10.9 aDistribution of the number ofmessages (outer) and the data volume (inset) reached IDB
at Ranipur Flood shelter from the drill site during the mock trial with respect to the message “data
contents” and their “media extension types”. bObserved Distribution of the number of messages of
different types from the drill site delivered to the IDB at the Flood shelter with respect to message
delivery time
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Ranipur Flood Center with respect to their “total message delivery time”. The above-
observed probabilities let us infer that the SurakshIT system would perform both
reliably and efficiently if it is deployed during real disasters.

10.5.6 Remarks

We have an augmented SurakshIT system with an online interface using which it can
upload Local Crisis Map snapshots to a server (that maintains a global view for the
same) if the Internet connection is available. Such a provision would turn interesting
in a scenario where intermittent Internet is available, and the users would like to
merge local crisis data obtained via SurakshIT system with the global information
from other online sources, such as Twitter, Google, and Facebook; and consequently
to generate a more authentic and useful snapshot of the situation. The above is one
of our future goals with the SurakshIT. Moreover, we have faced a multitude of
challenges in aggregating multimodal crisis data extracting maximum information
with minimum computation. Another future direction of research in this end is in
designing a fast, energy-efficient, lightweight algorithm for effective summarization
of multimodal crisis data, which could be executed on smartphones and customXOB
x.1 devices.

10.6 Conclusion

The devastation of any large-scale natural disaster toward humanity needs to be
mitigated. The aftermath of disaster leaves desolation in all types of development
sectors, e.g., Agriculture, Education, Industry, and othersmight even disrupt the post-
disaster management activities due to the catastrophic failure of conventional digital
communication services. For building a resilient disaster risk reduction framework,
the substantial reduction of losses in human lives, livelihood, social, and cultural
aspects should be initiated.36 It is evident from several reports that most developing
countries are on the same pitch and are committed to building a resilient society
for effective disaster risk mitigation.37,38 In India, the government has provided
a special emphasis on disaster mitigation, preparedness, response, and vulnerability
reduction. The government is currently involving in capacity building among state-,
district-, and block-level disaster management authorities and the first responders for
a systematic disaster risk reduction. The establishment of emergency communication
for transmission of situational information among these stakeholders is one of the
prime instances of such capacity building. The rapid escalation of communication

36https://www.undrr.org/implementing-sendai-framework/what-sf.
37https://www.ndmindia.nic.in/global-frameworks-for-drr.
38https://www.undrr.org/publication/disaster-risk-reduction-sri-lanka.

https://www.undrr.org/implementing-sendai-framework/what-sf
https://www.ndmindia.nic.in/global-frameworks-for-drr
https://www.undrr.org/publication/disaster-risk-reduction-sri-lanka
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failure begs the requirement of resilient and rapidly deployable emergency commu-
nication services for establishing real-time connectivity in disaster-affected regions
for effective situation analysis and policy management. The current chapter eluci-
dates such state–of-the-art emergency communication services and their utility in
communication establishment for post-disaster management. Considering the notion
of these existing services, we have discussed different types of devices, applications,
and network infrastructure, which have been designed to deal with disaster relief
situations. Beyond that, we have also specified some popular communication infras-
tructure built through utilizing the amalgamation of topological structures of existing
communication networks to ensure long-range, qualitative, and interoperable end-
to-end connectivity in disaster response situations. In Sects. 10.2 and 10.5 various
emergency communication services and applications like Cell on Wheels, Satel-
lite Phones, VSAT, HAM radio, PTT, and many more have been utilized by NGOs,
Government Officials, and First responders in several past disaster cases for rapid
situation assessment, relief, and response. But the accessibility of such communi-
cation devices for information sharing remains beyond the reach of the everyday
citizens and survivors. Considering such a key aspect of community resilience for
disaster mitigation, we have presented a case study of a new hybrid communica-
tion infrastructure named SurakshIT, developed through leveraging the capabili-
ties of handheld portable devices, short/long-range communication interfaces, and
applications in order to bridge the gap between ordinary people and other disaster
management stakeholders. Through such a data-driven communication framework,
different community members of rural and urban regions can seamlessly commu-
nicate among themselves and thus contribute to disaster response situation assess-
ment and response in collaboration with each other. The rigorous survey in this
chapter would help the readers effectively make out about the post-disaster emer-
gency communication services that have been proposed or deployed in real-time
post-disaster scenarios. Besides, we have also discussed our proposed hybrid scal-
able communication structure along with the modular descriptions, communication
interfaces, devices, and applications used to build the network. Such a tailor-made
network solution would enable the community to understand the significance of low-
cost devices like smartphones, customized UAVs, edge nodes, i.e., XOB in forming
a resilient communication environment for post-disaster management.
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Chapter 11
Experimental Command and Control
Center for Crisis and Disaster
Management: A Living-Lab Approach

Jaziar Radianti

Abstract The living-lab is a planned research infrastructure that includes user
involvement and the co-design process. This article presents an overview of the inno-
vative experimental control room for crisis management that adopts this living-lab
approach in all research co-creation activities. The aims of this paper are threefold:
(1) To study possible control room research methods, focus areas, and technologies
that can be tailored to the living-lab approach; (2) To illustrate and share experience
on the possibilities to tailor an experimental command and control center as a living-
lab. (3) To explore the features to fulfill to maximize the benefit of the living-lab for
all intended audiences. By using three cases, this paper is able to show the relevance
and applicability of the living-lab approach.

Keywords Experimental control room · Living-lab · Use case scenario ·
Emergency management

11.1 Introduction

Obtaining a comprehensive picture of critical, hazardous events is typically done by
activating a specially designed room—the so-called command and control center. It
serves as a central point for collecting information from humans and devices, visual-
izing them, and monitoring the normal operations or crisis situations. Nevertheless,
nowadays, the function of this center is more than monitoring information.

Acommand and control center (C2C) is a physical facility equippedwith advanced
technologies established for a specific purpose. Usually, C2C is intended for moni-
toring a process or coordinating multiple sub-organizations or agents, collaborating
on tasks and actions, dispatching task force. C2C also serves as a center for providing
directions, orders, and decisions. Most control rooms are designed to monitor and
increase situational awareness over the situations that need to be followed, ranging
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from production chain in the industries, space center, weathermonitoring, transporta-
tion and city monitoring, critical infrastructure, the security of network and cyber-
attacks, prone-to hazard industries such as nuclear power plants or oil–gas sectors,
military, and surveillance to the crisismanagement. Typically, a control roomconsists
of multiple displays or even wall-sized area and control panels, where operators can
collect, visualize, and monitor information received through its facilities in the form
of images, videos, or data stream.

There are variations of control room terminologies in the literature such as
“command and control (C2C) center” (Brehmer 2010), “operations center” (Ryan
2013), “incident command center” (Jensen andThompson 2016), or “situation room”
(Giri et al. 2012). The usage of these terms varies, depending on their purposes or
application areas, and especially in the military domain, the terminology variations
are broader than C2C, such as Command, Control & Intelligence—C2I) (Govin-
daraj et al. 2013), Command and Control Information Systems—C2IS (Hansen
et al. 2003), Command, Control & Communications—C3 (Kahne 1983), the most
common is Command, Control, Communications, and Intelligence—C3I (Russell
and Abdelzaher 2018). For emergency management, the term Emergency Operation
Center (EOC) is used (Chan et al. 2016), while the terminologies NOC and SOC are
used in cybersecurity to refer to Network and Security Operation Center (Eldardiry
and Caldwell 2015).

The typical intention of the control room is to provide a space for organizations
to deal with various situations related to their daily business in normal, abnormal,
emergency, outage, and startup conditions. In this room, the decision-makers can
determine what systems are required to accommodate an event, list the alternative
actions to take to cope with unexpected situations. However, in military applica-
tions, the purpose can be for “centralized command” and “centralized monitoring of
operations.” It is about command organizations such as plan, direct, coordinate, and
control the resources to accomplish the operation goals.

Inspired by various setups and functions of C2C-like facilities, an experimental
command and control room has been set up in Norway, with emergency manage-
ment as the main focus, and research as the main activities. This innovative room
adopts the living-lab approach, i.e., the innovation environment in real-life settings
in which user-driven innovation is the co-creation process for new services, products,
and societal infrastructures. This room serves as a research facility where different
technologies, monitoring systems, and scenarios can be examined, tested, and evalu-
ated by also involving the real emergency management actors in developing various
scenarios and innovations.

The aims of this paper are threefold: (1) To study possible control room research
methods, focus areas, and technologies that can be tailored to the living-lab approach;
(2) To illustrate and share experience on the possibilities to suit an experimental
command and control center as a living-lab. (3) To explore the features to fulfill to
maximize the benefit of the living-lab for all intended audiences.

This paper is divided into six sections. After the introduction, the literature review
on the command and control room is presented. Afterward, the approach and living-
lab methods are revealed in Sect. 11.3, while Sect. 11.4 shows the use cases and how
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such living-lab can contribute to improving the testing related to new technologies.
Section 11.5 contains lessons learned and future use of the lab. Section 11.6 concludes
this paper.

Note that for now, onward, this room in question is referred to as experimental
C2C or C2C.

11.2 Literature Review

This section describes three aspects of command and control room: designs and
expected capabilities of the C2C, technologies deployed in the C2C, and methods
for evaluation in the C2C.

11.2.1 Design and Capabilities of Command and Control
Room

Traditionally, a control room has been seen as a place designed for certain actors
for the control of some process (Hollnagel and Woods 2005). Koskinen and Norros
(2010) argue that today, there is a pressure for change about the main components
(in italics) of the traditional control room definition. The authors suggest extending
the concept of the control room to be more than just a room space dedicated for
monitoring and operating tools. The concept should also consider comprehensive
human–system interfaces and places in which the operating personnel accomplishes
their work and that is incorporated with cultural norms and social meaning. Thus,
the room should fulfill three spatial aspects: physical space, social space, and virtual
space. They suggest four points of changes, i.e.,

• Remodeling of control room structures. The control room was earlier definitely
a stationary and single room space, but the current trend has expanded the
possibilities to create mobile or also spatially distributed control spaces.

• Changes in the allocation of operative tasks. The concept of an operator has
altered. Earlier the operator was always comprehended as a single person. Today
the actor is comprehended in the plural, and it typically refers to a team of people
or, more recently, also to a joint human–technology system, composing, e.g., of
automatic agents that collaborate with human actors.

• Enlargement of the focus of the process. The shift occurs primarily in terms of
temporal focus. Traditionally, the operators were mainly oriented toward the
present situation. Nowadays, there is more and more pressure also to consider
both past events and the expected future behavior of the process.

• Enlargement of the control room focus. There is also a tendency to enlarge the
focus of control from operations to maintenance, design, production planning,
and other functions such as threat detections and preventions.
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In addition to these four points of control room transformation, there are some future
trends of the way the control room is designed (Crowley 2017), among other things
are

• Architecture. There are different trends of the control room architecture, such as
the tendencies to be more centralized, or centralized and distributed regionally,
and to be more fully or partially distributed regionally, and the use of single and
multiple cloud providers for handling the control room functions.

• Changes in required capabilities: Some more advanced capabilities embedded in
the control rooms are more demanding, especially those are dedicated to cyber-
security. Some functions and capabilities can be improved through technology
supports such as network intrusion and prevention, log management and moni-
toring, risk analysis and assessment capabilities, threat intelligence capabilities,
deception capabilities, artificial intelligence, and machine learning capabilities,
and other capabilities requiring technologies.

• Metrics and performance: The development of the ICT technologies causes the
information to flow faster, resulting in higher demands for faster time to respond
to events.

11.2.2 Technologies and Command and Control Center

While themost visible infrastructures forC2Care thewall displays, there are enabling
technologies that support the operation of a C2C. They include middleware (e.g., a
system that provides interoperability in a distributed environment); communication
sub-system (e.g., internet); information systems (e.g., command and control infor-
mation systems, geographical information systems); and user interface equipment
(such as large displays, table displays) (Hansen et al. 2003).

In the literature, there are many technologies proposed to complement the neces-
sary enabling infrastructures above, especially data carrying devices, data capturing
devices, sensing and actuating devices, and general devices that support the commu-
nication of these devices with the physical C2C. They are ranging from virtual and
augmented reality (VR and AR) technologies, sensors, CCTV, robotic platforms,
unmanned aircraft systems (UAS), to wearable and Internet of Things (IoT) devices.
These technologies are continuously being tested, deployed, and integrated into the
C2C.

Virtual and Augmented Reality: Drøivoldsmo et al. (2003) have already suggested
virtual and augmented reality to provide new possibilities to present information to
the operators in the control room. AR system is a technology that “supplements the
realworldwith virtual (computer-generated) objects that appear to coexist in the same
space as the real world” (Azuma et al. 2001). Typical properties of the AR system are
(1) combines real and virtual objects in a real environment; (2) runs interactively, and
in real time; and (3) registers (aligns) real and virtual objects with each other. While
VR is often described as a hybrid term that refers to an integration of several elements,
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including computers, worlds and environments, interactivity, immersion, and users,
who are usually referred to as participants in a virtual reality experience (Muhanna
2015). There are three main concepts suggested as VR elements, i.e., immersion,
interactivity, and presence (Walsh and Pawlowski 2002). In the context of C2C, VR
and AR can serve as replacements of systems and areas which are not easily accessed
in the real world, which can train the operators to have direct experience to be inside
such inaccessible or hazardous environments. The technologieas can also be used to
provide the C2C operators the real-world tasks.

Wearable Computers andDevices: Far before today’smodernwearable devices are
known, Skourup and Reigstad (2002) have suggested wearable computers, compact,
self-contained, portable, full-functioning computing devices, which are entirely
supported by a user for input, processing, and output of information. The proposed
technologies were mobile phones, PDAs, and a wearable computer in a bigger size,
which were used by the field operator but would benefit the control room operators
in terms of online information, such as direct access to updated readings and obser-
vations from the field. Since then, newer technologies have been suggested, such as
smart glasses, Go-Pro, customized head-mounted displays to generate images and
videos, Microsoft Holo-Lens, embedded sensors for measurements, and location
tracking (Chan et al. 2016), wristband (Mora and Divitini 2014). There are more
variations of wearable devices that have been suggested in the literature, indicating
how important it is to collect data from the field as real time and accurate as possible.

Robotic Platforms: Govindaraj et al. (2013) suggest portable robotic command and
control technologies for supporting search and rescue (SAR) operations and acquire
the common operational picture through a central mission planning and coordination
system. This system supports SAR teams in disaster analysis, narrowing-down search
areas, resource management, and coordination. The robotic platforms are available
for robot sensor visualizations, fusion, and control algorithms. The robotic platforms
can be equipped with a full sensor payload such as stereo camera, laser range finder,
GPS, sensors, pan–tilt–zoom camera, and other needed instruments.

CCTV surveillance technology: CCTV is one of the common technologies used for
surveillance in public areas and streets to watch events, people, and their behaviors
such as anti-social behavior, crime, fire or accidents, or traffic congestion. CCTV
surveillance of urban space such as a city center, the public gathering began to appear
in the early 1990s (Boersma 2013), and is considered has become an essential part
of people’s daily life (Hempel and Töpfer 2004), regarded as a multifunctional risk
management technology deployed for social control. CCTVs are very likely to be
connected to other actors and agencies such as the police, the fire departments, or
private security services that receive images in real time into their control rooms.

Sensemaking, Data, and Visual Analytics Technologies: In line with increased
the data stream and big data entering the command and control room, the need
for technologies that can support sensemaking, data, and visual analytics increases,
to help reducing information overload. The need for these technologies is nearly
for all types of control rooms, such as emergency management, industrial process,
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military, security, traffic, urban surveillance, transports, and more. Not only these
rooms collect data from sensors, CCTV, and wearable devices but some of them
also gather data from social media. Thus, sensemaking technologies can include
technology that can harvest, analyze, and making sense of social media information.
As pointed byChan et al. (2016), sensemaking and visual analytics can help to extract
essential pieces of information promptly to emergency responders.

Digital Maps and Geographic Information Systems (GIS): In the military and
emergency management control room, digital map and GIS is utmost important
as they serve as tools to visualize the common operational picture (Karagiannis
and Synolakis 2016). It can improve situational awareness (Albina 2019). However,
nowadays, businesses, public space surveillance, and most of the government activ-
ities that use the control room are very likely would need digital maps for their daily
operations for different purposes, such as mapping their infrastructures, resources,
location of persons, accidents, events, and more.

11.2.3 Evaluation in Control Room and Training

Articles in the literature that purely reports training models in the control room are
rare.Most of the time, the training is often linked to the evaluation context, especially
those that are rooted in human factor engineering. When the case has to do with the
nuclear control room, there are documents, e.g., NUREG-0711in the US, that specify
all necessary steps for evaluating human factors. Therefore, this section is organized
based on testing and evaluation approaches implemented in the control room that
may or may not be involving training.

Human Factors and Ergonomics: The human factors and ergonomics are exam-
ples of control room research focus (dos Santos et al. 2013; Ikuma et al. 2014b;
Louka 2015). Gatto et al. (2013) suggest virtual simulations as a tool for ergonomic
evaluation, using a nuclear control room case. The environment is a model of the
control room that is supposed to realistically mimic of physical layout, personnel,
and working environment. The testers should follow a pre-defined script of actions to
be executed in responding to an emergency, with the exact time. Video recording is
used to evaluate and compare the elapsed time spent during simulations to the refer-
ence action times. Ikuma et al. (2014b) also offer a human factor-based assessment
framework to evaluate the effects of control room design on the operator performance
that takes into account the operator’s workload and experience level. Louka (2015)
uses a formative usability technique for evaluating virtual mock-up and automated
assistance to support human factors. Thus, this work is more about the evaluation of
the software that will be able to provide a human factor guideline review.

Interface Evaluation: Several studies in the literature focus on the evaluation of the
design interface. (Boring et al. 2014; Hildebrandt and Fernandes 2016; Kim et al.
2012).
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Hildebrandt and Fernandes (2016), e.g., employ amicro-task-based questionnaire
approach to evaluate the complex user interface (UI) of a power-plant control room.
The goal is a compare performance of two experiments on differentiating analog
and digital (UI), involving a medium size of testers. Boring et al. (2014) suggest
a usability 2X2 matrix, which is widely adopted in human factor engineering, to
evaluate the initial design of a control room. It encompasses formative verification
(design phase through expert review), summative verification (after design phase
by experts), formative validation (design phase by user testing), and summative
validation (after design phase by user testing). While Kim et al. (2012) introduce
the ecological interface design (EID) approach to improve the operator’s situational
awareness. EID is employed for complex socio-technical and dynamic systems. It is
conducted through several steps: preparing test, pre-test, main test, debriefing, and
analyzing materials. Note that the design interface evaluation of the control room
often found in high-risk industry such as nuclear and power plants, which have to
control various machines, processes, and eventually buttons to press.

Usability, task-based, and heuristic testing: Several authors have applied usability
methods to evaluate the control room design interface (Gjøsæter and Radianti 2018;
Savioja 2014). Gjøsæter and Radianti (2018) use heuristic evaluation to do typical
tasks with a product, or simply asked to explore it freely, while their behaviors are
observed and recorded to identify design flaws that cause user errors or difficulties.
Savioja (2014) uses a model-based system usability evaluation to find out if the
operator’s attention is attuned in complex work. This work also has provided an
extensive overview of various themes and methods raised in the evaluation of control
rooms in the previous studies.

Evaluation using eye-tracking: Control room research scholars have combined
various testing with the usage of eye-tracker (Ikuma et al. 2014a; Kovesdi et al.
2018; Starke et al. 2017). Modern eye-trackers generally use infrared technology
to track pupil coordinates relative to the corneal reflection accurately. These eye-
trackers give users greater freedom of movement, allowing them to behave as they
usually would in the built environment. Kovesdi et al. (2018) successfully applied
the eye-tracking technique for measuring human–machine interaction in terms of
visual search efficiency, visual attention, and workload. The authors also measure
the usability of the tool itself and conclude that eye-tracking is an acceptable method
for operators participating in a simulation study. Using the standard SAGATmethod,
Ikuma et al. (2014a) are specifically interested in the speed and accuracy of the
operators in the process industry, and thus eye-tracker supports to achieve this goal, in
addition to the usage of a key-stroke recorder. The authors conclude that eye-tracker
is an excellent tool for locating specific areas of an interface that draw the user’s
attention. Starke et al. (2017) employ eye-tracker devices to observe the workflow
of the control room’s operators who monitor the live traffic, supplemented with the
hierarchical task analysis. From these literature examples, we notice that the use
of eye-trackers in the control room is often combined with other methods, both
qualitative and quantitative.
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Evaluation of Situational awareness, performance, and mental workload: Some
studies have focused the control room evaluation specifically on the psychological
and cognitive aspects of the control room operators (Corker et al. 1990; Ikuma et al.
2014a, b; Lin et al. 2013; Roberts et al. 2017).

Roberts et al. (2017) employmultiple instruments to evaluate the operator’s perfor-
mance in a submarine control room. These instruments include standardized subjec-
tive rating scales (e.g., NASA TLX), physiological measures (e.g., ECG), in-play
cognitive capacity assessments (e.g., dual-task paradigm), and SA assessments. The
communications between all team members were done using Event Analysis of
Systemic Teamwork (EAST)method. Corker et al. (1990) use several techniques that
include human performance models, cognitive, visual, auditory, and psychomotor
components to observe the impacts of the automation to the tactical command and
control operators.

Evaluation of collaborative teamcommunication: Control room scholars have also
paid attention to the team interaction in the control room, such as collaborative team
communication (Kataria et al. 2015), team learning (van der Haar et al. 2017) collab-
oration around wall displays (Prouzeau 2016) fleet command and control (Walden-
ström2012).Kataria et al. (2015), for instance, examine the communicationof control
room staff and bridge staff on the ship. Different from other studies that often pick
standard usability evaluation, this study uses an interview technique to capture team
collaboration and found that lacking advanced warning and updates as barriers for
communication. Team leader structuring behavior is a focus in the study of van
der Haar et al. (2017). These behaviors cover communications implying goal orien-
tation, clarifying, repeating a question, directed questions, procedural suggestions,
summarizing in terms of a decision or command, and time management. This study
employed a video-coded examination from overall drills and meetings. Prouzeau
(2016) explores the collaboration using advanced, multitouch, fully wall display but
emphasizes more on the visualization aspects, and how the users should collaborate
on the same large display. The method itself for digging the collaboration is through
observation and interview.

It is worth mentioning that in reviewed studies, only a few articles mention the
control room evaluation is done in the context of training or realistic full drill (van der
Haar et al. 2017).Moreover, there are some similarities that articles using a simulation
approach assisted with some technology such as virtual environment (Gatto et al.
2013), or simply, or the testers are exposed to the series of pre-determined, simulated
events or provided a set of tasks to do with time limitation. One article shows a test
done in a control room simulator (Roberts et al. 2017).
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11.2.4 Remarks on Literature Review

This paper examines the design and experiments conducted in the control room that
takes into account the living-lab approach. From the review in the previous sections,
there are some gaps that can be identified:

• The living-lab concept almost never appears in many experiments in the control
room setting. As a result, elements of the living-lab and how is the living-lab
approach applied in a case are hard to identify from the reviewed papers.

• The co-creation or co-design process with the target audience or users is often not
explicitly elaborated, although some studies try to engage users.

• The literature focuses on emergency management control room is rare. However,
regardless of the control room application areas, one of the essential points why
this control room exists is to be alerted on potential accidents and incidents.
In other words, most of the control rooms actually also deal with emergency
management.

11.3 Approach: Living-Lab

11.3.1 Living-Lab Concept and Definition

“Living-lab” is a concept that has been mentioned in various research settings with
different emphases, such as those who highlight the importance of co-creation, the
importance of the link with the real-world environments, or both. The similarities
among authors concerning themeaning of this living-lab are that the lab is not treated
as a separate, isolated entity. In essence, a living-lab is “a real-life test and exper-
imentation environment where users and producers co-create innovations (Radi-
anti and Granmo 2015). Pierson and Lievens (2005) describe the living-lab as a
“…socio-technical approach …mainly meant for developing and elaborating sensi-
tizing concepts that draw attention to central characteristics of sociality implicated
ICT usage.

In fact, living-lab has been defined in different ways, namely, as an environment, a
methodology, and a system (Bergvall-Kareborn 2009). Dell’Era and Landoni (2014)
and (Tang and Hämäläinen 2012) clearly refer to the living-lab as a methodology and
tools, which lay between the user-centric approach. However, according to Tang and
Hämäläinen (2012), the core difference between the living-lab approach and other
user-involving approaches is that living-lab is a user-centric innovation approachwith
real users and in real-life contexts, which provides a real experiment environment and
real user experiences. Følstad (2008) proposes living-lab as open innovation platform
and testbed applications to users, putting the environment as a core. Feurstein et al.
(2008), suggest living-lab as a systemic innovation approach inwhich all stakeholders
in a product, service, or application participate directly in the development process.
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Apart from different perspectives and highlights concerning the definition of living-
lab, apparently, there are some fundamental properties that valid in most living-labs.

The key concepts of the living-lab are further elaborated by (Bergvall-Kareborn
et al. 2009), i.e., (1) Continuity, to ensure the trust-building required for innovation.
(2) Openness, where the innovation should gather as many perspectives as possible
to meet user-driven innovation. (3) Realism, to ensure that the innovation focuses
on the real users and real-life situations. (4) Empowerment of users by motivating
and empowering the users to engage in the innovation process. (5) Spontaneity, i.e.,
having the ability to detect, aggregate, and analyze user’s spontaneous reactions and
ideas. Bergvall-Kareborn et al. (2009) also add a note on openness, where the living-
lab practitioners have taken two approaches. On one hand, those who believe that
organization should involve as many internal and external stakeholders as possible
in the development of innovation. On the other hand, it is essential to limit openness,
especially in system development, because it will be too expensive to involve all
stakeholders. The overviewof the living-lab strands in termsof assumptions and setup
can be found further in the work of Alavi et al. (2020). Using business perspective,
Mastelic et al. (2015) have also taken into account cost structure, customer segments,
and revenue stream to keep the living-lab alive.

This article adopts the so-called Living-Lab triangle suggested by Veeckman
et al. (2013) in order to enable one to link the characteristics of the living-lab and
their outcomes, as seen in Fig. 11.1. I reused this living-lab triangle to observe

Fig. 11.1 The living-lab triangle (adapted from Veeckman et al. 2013)
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if the experimental control room design could fulfill the expected coverage of the
living-lab elements in each of the innovation or research activities. There are two
main subsystems connected to the innovation outcomes, i.e., Living-lab Environment
and Living-lab Approach represented by two smaller triangles on the bottom part.
There are seven elements that emanate from the Living-lab Environment (bottom
left triangle) (1) Technical infrastructure which should be available for the test
users. (2)The ecosystem approach, where it should give added value to the involved
partners. (3)Level of openness: the innovation process should be as open as possible.
(4) Community: it can involve the community of interest or community of practice
in the innovation initiatives. (5) Life span: it refers to the duration of the living-lab,
which can be a short-, medium-, or long-term initiative and is not only based on
a single case. (6) Scale: It refers to the size of users involved in a project both on
a small or big scale. (7) Real-world context: It refers to the realism of the living-
lab innovation activities, which should be as closer as possible to the users’ natural
environment. In the context of technologies and professional work, I would like to
include the realism of the day-to-day technologies or professional practices in the
users’ working environment.

The living-lab approach (bottom-right triangle) comprises four elements: (1)
Evaluation: the users are involved in different phases of innovation, such as test,
co-create, and evaluate the results. (2)Context Research: Test users should be given
the opportunity to shape innovation in the research process through interaction with
researchers and developers. (3) Co-creation: It means that the approach should be
iterative and use methods such as participatory methods. (4) User Role: users can
take one or more of the following roles in the innovation or activities in the living-lab
context, i.e., as an informant, a tester, a contributor, and a co-creator.

With respect to the relationship betweenuser involvement in innovation and living-
labmethodologies (Almirall et al. 2012) suggest amapping, as presented in Fig. 11.2.
Themapping is done through aVenn diagramwith four subsets, representing themain
living-lab methodologies. Almirall et al. (2012) suggest four methodologies: user-
centered (user is a passive subject of the study), design-driven (Designer takes the
lead), participatory (users are considered equal as partners in a co-creation process),
and user-driven (the users actively drive the innovation process). Some elements
have intersections, for example, the intersection between participatory and user
design methodologies tend to see the users as co-creators, as an active entity. The
subset between user-driven and design-driven methodologies tends to adopt the
real-life environment as an experimental setting, as opposed to the subset between
participatory and user-centered methodologies the often use lab-like environment.
The subset betweenuser-centered anddesign-driven sometimesputs users as subjects
of study, or users are less active.

Living-lab approach has been adopted by scholars given it stresses the impor-
tance of individual end-users, customers, community, or even the whole regions to
be a part of co-creation processes to achieve more precise results that are in line
with the society’s goals. In many contexts, the co-creation practices in research and
innovations are still facing some issues such as suitable management models, key
performance indicators, and tailoring open innovations with, e.g., large companies
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Fig. 11.2 Mapping user-innovation methodologies (Adapted from Almirall et al. 2012)

(Mastelic et al. 2015). Upon a good involvement of different members of communi-
ties and a society in general, the approach definitely can bridge the gap, especially
with respect to the expectations and requirements of the innovations, or the society’s
goals to be preserved in any innovation initiatives. It can serve as a mean to teach
society members for new innovations by involving them in the testing processes.

11.3.2 Experimental C2C Living-Lab: From Idea
to Realization

The experimental C2C was designed as a competence center and a living-lab for
accelerating innovation and research in future crisis management technology. This
C2C put the Public–Private–People Partnerships (PPPP) as a spirit for user-driven
open innovation that can be found at the core of most living-labs today. The essence
of PPPP is reflected in the C2C plan to engage academia, research communities,
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local and national responders, business entities, and voluntary organizations. The lab
also planned to support and motivate user-driven technology innovations, experience
sharing, knowledge exchange, and stronger cooperation among the stakeholder. This
C2C would promote third-party initiatives to share crisis tools and technologies both
for collaborative training and testing.

Concerning the living-lab elements suggested by (Veeckman et al. 2013), in terms
of technical infrastructure, in the experimental C2C context, it refers to all tech-
nologies that have been set up and deployed in this experimental C2C. By taking
advantage of today’s’ multimedia technologies, it was possible to design this room
as a flexible room for research and training. The flexibility here encompasses flexible
display capability to present information, flexible scenarios, and flexible usage of the
physical room itself.

With respect to the flexible wall displays, in a traditional control room, one oper-
ator may control 1–2 PCs. In this experimental C2C architecture, using one digital
touchscreen control panel, an operator can control each available PCs (6 PCs) in the
room. The operator also can visualize any information sources on any displays in the
room easily through “drag and drop” technique. The drag–drop information presen-
tation can be done both on the wall displays and on the desk displays. One operator
can control and distribute up to 11 information sources simultaneously. The C2C in
question has two wide multi-monitor walls (2× 3 and 2× 2 monitors) in addition to
dual-monitor setups on eachworkspace (see Fig. 11.3). Any view from theworkspace
monitors can be mirrored to display on the wide monitors on the wall, either a single
one or extended across 2 × 2 monitors. Any information can be swapped across the
wall monitors. These views typically show visualizations simultaneously like charts
or graphs, filtered twitter feeds, maps, presentations, or simulations in the form of
serious games, sensor readings, or live video.

The flexibility of selected scenarios means that the users can choose scenarios
to be used in this C2C and then present the information that would be relevant
for a particular scene. The scenarios can be fire disasters, humanitarian response,
floods, cybersecurity, and other emerging, relevant scenarios. For instance, for a

Fig. 11.3 Experimental C2C setup
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fire scenario, one can display the weather forecasting map, twitter feed of crisis
management stakeholders, relevant maps, and, if necessary, a video conference.

Regarding the flexible usage of the space, it means that the room can be used,
e.g., for training or simulating the decision-making process during the crisis, remote
monitoring, or experiments for comparing two team performance. The technologies
and physical infrastructure can support this type of activity.

In terms of the ecosystem approach, we paid attention to the testing design that we
had to have adequate instruments that allow us to understand if people can get benefit
from using this experimental C2C lab, regardless of their professional background.
As the design of the lab functions was quite flexible, intended to involve multiple
relevant stakeholders in many research activities, to a certain degree, the level of
openness was much less granted in all these three case examples. In terms of real-
world context, we keep in mind that all activities in this lab should come as close
as possible to the real-world context and setting. In this first experiment, we wanted
to make sure that the experience of monitoring the information and the use of the
technologies are in line with the practices and should be barrier-free.

Concerning community: This C2C living-lab has been developed through a set of
discussion with those who have experience at developing such room: individual
professionals, companies, and emergency management operation center, and to
ensure that the lab and innovation research projects built in this lab would be as real-
istic as possible to the real-world practice. Given the lab is designed for a long-term
period, the involvement of the community of users and practices will continuously be
nurtured. So far, in terms of the number of participants, we only focus on small-scale
communities.

Previously, we have conducted testing on this room (Gjøsæter and Radianti 2018),
which will be used as one of the cases how can one use this room for research activity
and technology testing. The next Sect. 11.4 provides examples of research exper-
iments and results. The description will include the living-lab framework without
mention explicitlywhich one of the element categories, as these elements are summa-
rized in Table 11.1, at the end of Sect. 11.4. In addition, there are elements that are
valid for all cases and, therefore, no point to be repeated. In the discussion part,
weaknesses and opportunities are evaluated, including living-lab components that
relevant and not relevant.

11.4 Use Cases and Results

Three cases of research experiments conducted in the C2C living-lab are selected as
a proof of concept on the usefulness of this C2C, and that it possesses the living-lab
properties. First, Usability and Accessibility Tests of the C2C (Case A); Second,
Live X monitoring of emergency management exercise (Case B); and Third, Testing
virtual training tools (Case C).
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Table 11.1 Summary of the cases with the living-lab approach

Living-lab
environment

Case A Case B Case C

Technical
infrastructure

Infrastructure with
basic monitoring
and technical testing

Infrastructure
with extensive monitoring
and in-depth technical
testing

A combination of a
software prototype
running on personal
laptops and the
usage of monitoring
systems at
experimental C2C

Ecosystem: Benefit for
users

The opportunity for
testing the venue
and training venue

Understanding the
barriers for evaluating
situational awareness and
common operational
pictures

Opportunity to test
a training tool for
decision-making

Level of openness Open invitation Open, in terms of
incorporating new
stakeholder partners for
C2C lab, but not everyone
can access this specific
experiment

Open invitation

Community Emergency
management
stakeholders,
students

Emergency management
stakeholders

Emergency
management
stakeholders,
students

Real-world context Yes, built a lab that
mimics the real
world C2C

Yes, design a way to
evaluate situational
awareness and common
operational picture

Yes, build a
software prototype
that mimics the
decision-making
process in C2C and
field

Life-span Long term (no time
boundary)

Short term (6 months) Medium term
(2 years)

Scale Small groups Small groups Small groups

Living-lab approach

Evaluation Yes, usability and
accessibility
evaluation

Yes, real-time,
SMS-based questionnaire
to evaluate situational
awareness of multiple
stakeholders

Yes, SEGUE testing
to detect barriers

Context research Connection with the
researcher

Connection with the
researcher

Connection with the
researcher

Co-creation Yes Yes Yes

User role Co-creator; Tester Contributor, informant,
tester

Tester, contributor
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11.4.1 Case A: Usability and Accessibility Tests of the C2C

Living-lab environment: In this Case A, we tested the complete set of the technical
infrastructure of the lab, as described earlier, for the first time. As the focus of this
lab is not only to make this space a “physical space” but also to include as many as
possible the living-lab components, the testing of the usability and accessibility of
the room will be crucial. Thus, the technologies were tested as they are. The testing
aimed at investigatingwhether therewere barriers and accessibility issueswhen using
the room, with the focus on mastering the usage of the control panel equipment that
will control information distribution on the wall screens and PC input and output
controls on the table.

Living-lab approach: The evaluation of Case A was achieved through a usability
testing method, designed as an experiment. Usability testing is one of the living-lab
approaches, which is defined as a technique involving users who interact systemati-
callywith a product or systemunder controlled conditions, to perform a goal-oriented
task in an applied scenario (Wichansky 2000). A couple of testers were invited to the
C2C, as seen in Fig. 11.4. A combination of open questionnaires and focus group
discussions were employed.

The experiment consisted of two main activities: First, how to understand the
use and change the PCs controlled by the operator desk. Second, how the users
master the usage of the functionality for presenting multiple information on the
wall screens. A script was carefully developed and tested in advance, ensuring the
clarity and understandability of the prepared script by walking-through all assigned
tasks have corresponded with the features and functionalities of the room. After the
experiments, the testers shared their experiences using this flexible C2C, especially
when taking control of various PCs, displaying and moving different information
to the multiple wall displays. The discussions touched upon several topics such as

Fig. 11.4 Accessibility and
usability testing
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information overload, the complexity of the user interface, the most challenging task,
the easiest task.

Note that the complete overview of the experiment was documented by Gjøsæter
and Radianti (2018). In this paper, we emphasize the living-lab application approach
to the usability problem and the incorporation of the living-lab elements into the
experiment.

The results: The experiment demonstrates several results. First, on the usability
testing, where some usability problems were detected. For instance, the confusion
regarding sources, screens, and PCs due to flexible control. Second, on the method-
ology, which was quite promising and is repeatable by adapting it for other similar
research contexts, especially for technology testing. Third, on feedback, where the
testers suggested better ways of organizing names of the information sources (from
the PCs andmatrix technologies) and the use of a logical naming convention. Another
revealed issue has to do with an ergonomic given the testers had to bend the neck
backward to lookup at the topwall screenswhen sitting at the operator desk. The feed-
back serves as the future C2C improvement. It thus represents another co-creation
process at the testing stage by removing the barriers, such as having a better logical
naming of information sources.

11.4.2 Case B: Live-X Monitoring of Emergency
Management Exercise

Living-labEnvironment: Live-Xmonitoringwas an experiment conducted together
in collaboration with the regional stakeholders (Fig. 11.5). It was a real exercise
concerning the scenario of awildfire that occurred in twomunicipalities in the southof
Norway (Steen-Tveit et al. 2020). TheC2C research teamparticipated in this exercise

Fig. 11.5 Life X monitoring
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in connection to the ongoing nationally funded research project, INSITU. The project
will explore the process of sharing incidents and threat information for common
situational understanding, incorporating sub-topics such as harmonization of crisis
terminologies, map symbols, and learning from incidents (Munkvold et al. 2019a, b).

The aim to include the C2C was to strengthen its role as an experimental venue,
besides to contribute to INSITU. The C2C team aimed at obtaining a system-
atic overview of the establishment of the common operational picture (COP). The
COP refers to a checklist of the characteristics in a particular situation within a
geographical area. It is also described as a display of relevant operational infor-
mation, such as positions, infrastructure, and different resources (Karagiannis and
Synolakis 2016). However, Wolbers and Boersma (2013) point out differences in
defining the COP in the literature, which often understood as shared geograph-
ical locations combined with a checklist that describes the characteristics of the
emergency response operation.

The arrangement of the research experiment in the C2Cwas as follows: amock-up
of an emergency management sharing tool deployed in the C2C. The tool is the same
system used in emergency management systems in the majority of municipalities in
Norway. It has features such as log system, sending SMS, updating status, assigning
tasks, andmonitoring the progress. The tool also equipswith a new experimental map
sharing system and emergency management symbols. The deployed/tested tool in
C2Cwas connected to key stakeholderswho participated in the Live-X. They suppos-
edly would use it to log and monitor incoming information, to share map location
and other information expected to be handed out via this platform. The stakeholders
had been informed beforehand of the electronic address and the expected informa-
tion to share through the experimental C2C, which could encompass documents,
messages, event logs, screenshots of map locations, pictures, shared locations, or
symbols on different resources location or event put on the digital map—whenever
it was relevant.

In the exercise, each stakeholder’s participant (e.g., police, hospital, fire service,
municipality—10 organizations in total) had each organization’s specific goals. For
the INSITU team, the primary purpose was to observe and analyze whether the
discrepancies occurred among multiple agencies concerning the understanding of
the shared map, text information, or audio information. The goal was to investigate
further if these discrepancies lead to various situation understanding and response
delays.

The Living-lab approach: The research team in the experimental C2C engaged
emergency management practitioners, monitored the abovementioned list of data,
follow the exercise through media, which regularly reported the events from time to
time. Besides, we had a researcher in one of the crisis operation centers, and two
persons in the Live-X field location, especially in a crisis management meeting at
the affected municipality. However, their participation in the field was more like a
non-obtrusive observation. However, by mobilizing the research team into several
locations, we could coordinate, especially on the time when to send the SMS survey.

In the experimental C2C, the crisis manager sometimes improvised by conducting
a real-time interview with media and national agency that was responsible for the
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exercise, to obtain more information. The INSITU team also sent twice the real-time
SMS questionnaires to all involved key emergency service stakeholders both in the
field and in the command and control centers (police, health, and fire service). The
result of the SMS data collection was documented by Steen-Tveit et al. (2020). At
the end of the exercise, a quick debriefing was conducted for evaluating the overall
exercise impression. This quick evaluation was done together between researchers
and the crisis stakeholder that participated in full time at the lab.

The Results: A set of data from twice a real-time SMS-based questionnaire was
successfully collected. However, the information sharing process through the tested
digital platform did not fully happen as expected, especially the information sharing
through the digitalmap, or active sending ofmap screenshots, and the use of symbols.
The C2C research team received some documents from the county’s crisis manager.
However, it was not at all about real-time information on events that happened
during the exercise from time to time. The post-Live-X researchwas implemented for
compensating the missing information and validation concerning the development
of situational awareness and the common operational picture.

11.4.3 Case C: Testing Virtual Training Tools

Living-lab Environment: The testing of the virtual training tool was a part of a
research activity called KriseSIM (Fig. 11.6). The KriseSIM project goals were
threefold. First, to develop a realistic control room as a venue for experimentation
and training in the crisis management area. Second, to collect user requirements
and validate the concept of the experimental control room for crisis management
training. Third, to develop an interactive virtual training tool and support time-
critical decision-making in the control room, considering various information. In
Case C, we talk about the experiment with a co-created VTT tool, which involved
the crisis management stakeholders in the requirement gathering and development.
The existing C2C lab infrastructure was used together with the developed VTT
prototype. The technicalities and the detailed description of the tested technology
are reported in the following work (Radianti et al. 2017; Radianti et al. 2017; Skogen
and Radianti 2018).

Fig. 11.6 Testing of virtual training tool
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Fig. 11.7 Low fidelity tool
with extreme weather
scenario

Living-lab approach: In this Case C, the method again was testing the developed
VTT, which was designed as a serious game, and evaluating the user performance,
user awareness, and usability of the tool. Were developed two prototypes, that is, a
low fidelity with extreme weather scenario (simpler graphical user interface) and a
high fidelity tool (advanced graphical user interface) with a fire scenario.

There were two experiments for these two prototypes were tested. First experi-
ment: to test the first version of low fidelity tool (See Fig. 11.7) that emphasized the
evaluation of the testers’ impressions on the look and feel of the developed user inter-
face, and identified potential barriers when interacting with the developed product.
The experiment adopted the simplified version of the SeGUEmethod (Serious Game
UsabilityEvaluator)method (Moreno-Ger et al. 2012). SeGUE’s framework suggests
two dimensions as the basis for evaluation: the system dimension and the user
dimension.

The system dimension covers the functionality, layout, game-flow, content, tech-
nical error, and other events that have no categories or are not applicable. The
user dimension entails learning, reflecting, satisfied/excited, mildly frustrated, frus-
trated, confused, annoyed, unable to continue, non-applicable, commenting, and
other perceptions not covered by the above-mentioned categories. A questionnaire
was used, consisting of evaluation points above, after the playing session. In this
experiment, the testers were eight students with multimedia master education, which
would have adequate knowledge and skills to evaluate the barriers.

The second experiment, to test the first complete version of the low fidelity tool
(See Fig. 11.7) and the first version of the high fidelity tool (See Fig. 11.8). In the
second testing, we also employed game-play of the prototypes and was followed by
a questionnaire and discussions. This time the real first responders were a subject of
the testing. Overall, the co-design approach for the requirement gathering and testing
is documented in a couple of papers (Radianti et al. 2018a, 2018b).
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Fig. 11.8 High fidelity tool
with fire in the city scenario

The Results: the living-lab infrastructure has been used in combination with a newly
co-created technology, and adopted as an approach during the co-design process that
contributes to the iterative development of the training tool. The data and discussions
of these two experiments conducted during the development phase of the VTT tool
were used to feed the next step of the VTT development. For example, the SEGUE
method has helped revealing barriers when it comes to the user interface interaction,
which has been improved in the prototype version. Tailoring the lab venue and newly
created tool to be used by testers, is another lessons learned on the applicability of
the C2C as a living-lab.

11.4.4 Summary of the Cases Examples

Recall that the purpose of presenting all these three cases is to understand whether
or not the living-lab properties are maintained when conducting innovations in the
emergency management research area. The results above demonstrate some details
in what way the living-lab elements have been embraced in the technology testing in
the experimental C2C. Table 11.1 summarizes features of living-lab that have been
used in the three above-mentioned cases.

11.5 Lessons Learned and Future Usage Scenarios

11.5.1 Lessons Learned

The example of the cases shows that this experimental C2C has been a promising
and exciting way of conducting research, especially in terms of the possibility of
being in a real-life setting. However, after using the lab for design and testing cases,
there are several lessons learned derived from using this C2C living-lab:
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• Nurturing a relationship with various target users, stakeholders, and practitioners
for a longer time is necessary. In our experience, i.e., working with the emer-
gency management domain, the stakeholders are sometimes busy with the actual
crisis response. Therefore, the time they are willing to spend with researchers is
very valuable. Therefore, planning of each research step is highly recommended,
including planning in which stage of research and innovation they need to involve.

• Privacy concerns should be appropriately addressed in all innovations and research
in a living-lab. Although openness is one of the key-concept of living-lab, it is not
at all about privacy openness. When conducting an experiment, it is essential that
the users know how their data will be used. Anonymity should be granted. In this
way, the subjects will feel “safe” during the experiments.

• When working together with users, it is crucial to manage their expectations. For
example, will the research results in a product? Will this product error-free, ready
for a market already, or just a proof-of-concept?

• The technology infrastructure can support the research, but sometimes it needs
to be updated, to catch-up with the latest development. In this case, the living-lab
environment should consider the time frame when the technology will obsolete,
and how to anticipate it.

11.5.2 Future Scenarios

Between 2018 and 2022, several granted research projects have been developed and
tailored with the use of this experimental C2C, with a living-lab as a spirit. These
projects are INSITU (Sharing incident and threat information for common situa-
tional understanding), AUREAS (Augmented Reality Support for Decision Making
in Crisis Management), and RISE-SMA (Social Media Analytics for Society and
Crisis Communication). It shows that the applicability and relevance of the lab for
testing new technology and cooperation with the end-users, practitioners, academia,
and research entities.

The ongoing INSITU project (Case A) will further test the tool for information
sharing, technologies for supporting harmonization of crisis terminologies, crisis
maps and symbols, and learning from incident evaluation, in the lab together with
practitioners. The co-design process for all project outputs has been done through
the requirement gathering together with the Norwegian stakeholders, were followed
up by further development of the tools and technologies, and possibly to apply them
in the exercise context with practitioners.

The AUREAS project is about the use of Augmented Reality for crisis decision-
making focuses on the potential of AR for enhancing the integration of social media
data into decision-making processes. The developed prototype will be evaluated with
emergency management professionals at the experimental C2C.

TheRISESMAProject focuses on crisis communication and the societal impact of
social media. This includes the communication activities unfolding among ordinary
citizens and communicating crucial information to them in a timely and coordinated
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manner during a crisis. Social media have been highlighted for enabling new forms
of citizen engagement that strengthen civic participation at local and national levels.
Hence, there is an urgent need for comprehensive concepts as well as methods,
platforms, and applications. RISE SMA will provide practical recommendations,
and technical solutions need with respect to social media for crisis communication.
In this case, the C2Cwill also be used for testing prototypes developed in this project
together with practitioners.

In short, in the near future, there are several technologies developed or tested
tailored with the experimental C2C such as desktop-based Virtual environment, VR
(Virtual reality) Head Mounted Device, Augmented Reality technology, as well as
maps and GIS technologies in general as well as a map for information sharing
connected to the abovementioned projects. In addition, there will be new scenarios
and settings that can be developed further, such as wildfire scenarios, extreme
weather, cybersecurity, remote support, digital volunteer, and any other scenarios
that could be relevant for making the living-lab continuously alive.

11.5.3 Impact C2C Research on Societal Security Issues

In societal security and emergency management settings, C2C has also served as
a mean to facilitate the communication between citizens and crisis responders, for
example, to receive emergency notifications. Even in some cases, the communication
processes are mediated through social media monitoring, although in the Norwegian
case, this is not yet fully absorbed as standard practices. However, social media has
been discussed extensively as a part of alternatives to achieve the commonoperational
picture in the C2C context such as in Australia (Ehnis and Bunker 2020), in the USA
(Lovari and Bowen 2020), or Europe (Gizikis et al. 2017).

Social media adoption in the C2C setting is just one of the examples of how
the living-lab approach, in combination with experimental C2C, can give impact
to improve societal security. The combination of the C2C and living-lab approach
expands the possibilities to conduct experiments with various stakeholders and
communities on technology innovations and technology adoption to reduce disaster
impacts on society. Different groups in society can take advantage of being involved
in the co-creation process, in different innovation stages.However, tomake the living-
lab influence society, decision-makers and influential stakeholders should participate
in supporting and promoting the co-creation process initiated under the living-lab
umbrella to reach out to the relevant communities. These stakeholders can serve as
agents to build and nurture trust with different communities as a key enabler for the
co-design process.
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11.6 Conclusion

This paper has shown the design and approach of the living-lab related to the exper-
imental control room. The LivingLab is a planned infrastructure that will provide
an experimental platform for future crisis management. The illustration of how such
experimental command and control room design with some advanced technologies
can be treated as a living-lab, and support the research co-creation together with the
crisis management stakeholders in different settings. Developing such kind of venue
is already an innovation in itself as there are very limited living-lab has been dedicated
for this co-creation purpose. Although the purpose of the lab is very specialized, i.e.,
crisis management, in fact, there are many other application areas other than crisis
management that can also make use of this room, such as cybersecurity and safety
issues. The use case scenarios can be expanded into a broader area of application
such as monitoring of crowd in a specific event, surveillance, social media, humani-
tarian crisis. In addition, this lab is open for innovation in terms of methods that can
be relevant for human-centered design, human–computer interaction, usability and
user testing, performance and workload analysis, as well as situational awareness
and common operational pictures.

The limitations of this study are (1) The living-lab approach is that the lab should
have a strong connection with users and practitioners as enablers for the co-creation
process. Therefore, it is important for the living-lab to nurture a long-term relationship
with the users beyond the project. (2) The C2C lab experience is still limited to a
relatively small community of practices. It is important to be able to connect with
broader target audiences, which is quite challenging. (3) Most cases discussed in this
paper treated C2C as a physical room, but it is technically possible to design research
activities with the C2C as a core, but cover broader geographical areas.
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Chapter 12
Real-Time Mapping System of Shelter
Conditions for Safe Evacuation

Makoto Kitsuya and Jun Sasaki

Abstract This chapter introduces a newly developed real-time mapping system for
shelter conditions. Local governments in Japan maintain data useful for an evacua-
tion, such as the location of shelters, a list of open shelters, and the shelter capacity.
Such data are available on several websites for local residents; however, they are
not integrated and are difficult to use during an emergency. We believe that it will
be helpful for the purpose of a mass evacuation to integrate and provide such data
in a map form on the smartphones of local residents. In this chapter, we describe
the concept and design of a real-time mapping system of the shelter conditions.
Further, we present a case study of the prototype system for Kamaishi City in Iwate
Prefecture, Japan. We conclude that the system will be helpful for local residents to
accurately understand the state of the evacuation shelters and reduce the risks of a
natural disaster.

Keywords Mapping system · Evacuation support · Shelter condition · Information
system

12.1 Introduction

In recent years, various natural disasters have occurred throughout the world. In the
case of flood and tsunami disasters caused by typhoons, heavy rains, and earthquakes,
residents in disaster-affected areas have some time to evacuate to a shelter after an
evacuation alert is received from a governmental office.

A delay in evacuation may result in a significant number of casualties. Weath-
ernews Inc. reported the relationship between evacuation delay andhuman risk during
the 2011 Great East Japan Earthquake and following tsunami disaster (Weathernews
Inc 2011). The report shows the evacuation start time of both (a) the survivors and (b)
the dead and missing residents after an earthquake. There is a significant difference
between (a) and (b): 71% of the survivors evacuated within 120 min; by contrast,
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for the deceased (confirmed dead or missing), only 22% evacuated within the same
time. Therefore, an early evacuation is extremely important for decreasing the risk
to human life.

The report also indicated that the people who arrived at the emergency shelters
decreased their risk of becoming a casualty. Three-quarters of the survivors evacuated
to the emergency shelters; however, in the case of the dead and missing, only one-
quarter made it to a shelter. During such an emergency, more people may be saved
by providing information on the location of the available shelters and the evacuation
conditions of the neighborhood.

Another problem is a change in the destination shelter after an evacuation starts.
Such a problem occurred when typhoon Hagibis hit Japan on October 12, 2019.
The Meteorological Agency issued an evacuation advisory because a huge rainfall
and river flooding had been forecasted. At the time, some shelters in Kanagawa
(NHK NEWS WEB 2019a) and Fukushima prefecture (NHK NEWS WEB 2019b)
exceeded their capacity and refused to accept additional evacuees. The rejected evac-
uees were forced to move to another acceptable shelter despite the dangerous condi-
tions. To avoid such a problem, evacuees should know where the optimal shelters
with sufficient space are located before starting their evacuation.

12.2 Related Studies

Owing to technical improvements and the popularization of mobile devices and
information communication systems, people can now receive up-to-date information
easily and quickly from related websites. Once a disaster occurs, an evacuee can
access the disaster information published on the websites to decrease the risk of
injury.

Many studies have shown that the integration of a geographic information system
is effective for a disaster risk reduction. Nakajima et al. (2007) built an evacua-
tion guide system based on GPS-capable cellphones, which provides evacuation
route guidance on maps for massive evacuations. Rahman et al. (2012) proposed a
location-based early disaster warning and evacuation system using OpenStreetMap
(OSM) (OpenStreetMap 2010). They used OSM, a free and rapidly growing open-
source map of the world, to share disaster data, such as the type of disaster, the
probable disaster-affected area, and the shortest path to a shelter. In addition, Ahn
and Han (2011) developed an indoor mobile augmented-reality evacuation system
that presents the most optimal and uncrowded exit path even within large-scale
buildings with complex paths. The users can check the exit path on a smartphone
intuitively, and thus quickly and safely evacuate. Itoi et al. (2017) proposed an offline
mobile application for automatic evacuation guidance in an outdoor environment.
They developed an automatic evacuation guidance scheme to estimate the state of the
evacuees and applied it to the application, which presents a suitable evacuation path.
A longitude- and latitude-based travel route recommendation and disaster manage-
ment systemdeveloped by Soman andDivya (2019) is used for two purposes: tourism
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and disaster reduction. A user can receive travel route recommendations, check into
a tourism location on the system, and receive evacuation alerts if any hazards have
occurred within the area.

However, the above studies did not mention the sharing of shelter conditions or
the evacuation conditions during a natural disaster. In addition, the Japanese govern-
ment provides different disaster-related information depending on the local level. For
example, the city government provides the addresses of the shelters, the prefectural
government provides the current number of evacuees and the open/closed statuses of
the shelters, and the national government provides early alerts about disasters and is
required to declare an evacuation. However, such data are not integrated, and thus it
is difficult for general evacuees to use the information during an actual evacuation.

We believe it would be helpful for a safe evacuation to integrate these data onto
a smartphone map. With our proposed method, evacuees can check the available
shelters and decide where to evacuate by themselves, and thus reach an optimal
shelter quickly and safely. Based on this concept, we propose a real-time system for
mapping the shelter conditions for a safe evacuation. In this chapter, we describe the
concept and design of the newly developed real-time mapping system. Further, we
present a case study of the prototype system for Kamaishi City in Iwate Prefecture,
Japan. We conclude that the system will be helpful for local residents to have an
accurate understanding of the state of the evacuation shelters and contribute to a
reduction in disaster risk.

12.3 Proposed System: Concept and Structure

The structure of our proposed system is shown in Fig. 12.1. The system consists of
four subsystems: (1) a web crawler, which fetches shelter data from the government
website, (2) a database to store the shelter information, (3) a shelter map app for a
mobile device, and (4) a web API that connects the above components. The detailed
functions of the four subsystems are described in the following.

(1) Web crawler: Data on evacuation shelters are published on government
websites. There are two types of data: stable and unstable. Some of these data,
such as the name, location, address, and capacity of the shelters, are stable
and rarely change, whereas the data on the current condition of the shelters,
including the number of evacuees and the open/closed status, are unstable and
frequently change. The web crawler fetches these two types of data at different

Fig. 12.1 Structure of the proposed system
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intervals for each type: at 1-day intervals for stable data under typical condi-
tions and at 1-min intervals for unstable data during an emergency. By fetching
data based on this method, the system can provide information in real time.

(2) Database: The database stores evacuation shelter data, such as the name, loca-
tion, capacity, and the number of evacuees from the web crawler through the
web API. If the web API requests to receive data, the database responds.

(3) Shelter Maps App: Our system provides shelter information as a smartphone
map. The map includes markers that are placed on the location of the shelters.
If the user of our system clicks a marker, the tooltip extends the shelter infor-
mation such as the name, open/closed status, address, and rate of occupancy.
Furthermore, the color of the marker represents the current occupancy rate of
the shelter, as shown in Fig. 12.2. When the color of the marker turns red, it
indicates that the occupancy has increased. We believe it will be easy to under-
stand for general evacuees. The map and markers will automatically update
if the data in the database are affected, and thus users can check the shelter
information in real time.

(4) WebAPI: The web API connects the three subsystemsmentioned above. In the
relationship among the web crawler, web API, and database, the web crawler
fetches the updated data and posts the data to the web API. The database then
stores the data posted from the web API. Regarding the relationship among
the Shelter Maps App, the web API, and the database, the Shelter Maps App
requests map-related resources from the web API, and the web API transfers
the request to the database. The database then passes the requested data to the
Shelter Maps App through the web API.

Fig. 12.2 Relationship between color of the marker and the occupancy rate
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The proposed system, consisting of the subsystems described above, provides shelter
conditions for evacuees in real time. In the next section, we describe the prototype
system and its behavior based on a simulation using actual data from a regional
disaster.

12.4 Case Study and Prototype System

In this section,we introduce a case study and implementation of the prototype system.
For the case study and use of the prototype, we collected data from a past disaster,
i.e., typhoon Hagibis in 2019.

12.4.1 Study Area

Kamaishi City, Iwate Prefecture, Japan, was selected as the case study area because
the data required for this research were obtainable. Kamaishi is located in northeast
Japan (shown in Fig. 12.3), faces the Pacific Ocean on the east, and has a population
of 32,000 and a total area of 440 km2. The city has been damaged by numerous
tsunamis: during the Sanriku Earthquake in 1896, Sanriku Earthquake in 1933, and
Great East Japan Earthquake in 2011, 4,985, 409, and 1,046 people died or went
missing in the city, respectively. Moreover, other disasters such as floods caused by
typhoons have occasionally occurred in the city.

Owing to these events, the city manages multiple disaster shelters and publishes
its data on awebsite.We focused on typhoonHagibis, which hit on October 12, 2019,
and collected shelter-related data on the typhoon. The data used for the prototype
system were obtained from the following websites:

1. Unstable data including the open/closed status and the current number of evac-
uees of the shelter are published on the Iwate Disaster Prevention Information
Portal by Iwate Prefecture (2015) in HTML format.

2. Some stable data, including the shelter name, address, longitude/latitude, and
types of disasters to be dealt with, are published on Designated Emergency
Evacuation Site Data by the Geospatial Information Authority of Japan (2017)
in CSV format.

3. Other stable data, including the capacity of the shelters, are published by Iwate
Prefecture (2020) in PDF format.

4. In addition, data on welfare shelters, i.e., shelters for people who need extra
help such as the elderly and disabled people, are published by Kamaishi city
(2016) in HTML format.

We developed and used a web scraper to gather data written in Node.js and Night-
mare.js (Segment 2010). As a result, we obtained shelter-related data for a total of
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Fig. 12.3 Kamaishi city of
Iwate Prefecture in Japan
(Lincun 2006)

226 shelters from the start of the disaster on October 12, 2019, to the closing time of
the last shelter on October 28, 2019.

12.4.2 Prototype System

Wedeveloped the prototype system proposed in Sect. 12.3 and used the collected data
in the case study. We used the following programming languages and frameworks to
develop the prototype:

1. For flexible software combining thewebAPI and database, theHasuraGraphQL
Engine (Hasura Inc 2017) was used.

2. For the Shelter Maps App, Vue.js (Evan You 2020), a reactive front-end frame-
work, andLeaflet (VladimirAgafonkin 2018), an open-source JavaScript library
for mobile-friendly interactive maps, were applied.

We did not develop a web crawler to collect the shelter-related data in real time. In
addition, to maintain confidentiality, the capacity of evacuees and the actual evacuee
data from the welfare shelters could not be contained in the prototype system data.
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Fig. 12.4 Marker indicating
a welfare shelter

Instead, we simply set the green markers, shown in Fig. 12.4, to indicate welfare
shelters on the map of the prototype system.

An example of a display image of the prototype Shelter Maps App is shown in
Fig. 12.5. The positions of the markers show the shelter location based on the latitude
and longitude information. The color of the markers presents the number of evacuees
per shelter at a particular time. In the lower part of Fig. 12.6, the users can see that two
shelters exceeded the capacity limit, allowing them to avoid going to these locations,
and instead evacuating to one of the shelters presented by a blue marker.

When a user clicks amarker, the tooltip extends, as shown in Fig. 12.6. The tooltip
contains information on the name, address, current number of evacuees, and capacity
of the shelter. This function helps users check these current condition data and make
a decision regarding where to evacuate.

We confirmed that both the desktop and mobile versions of the Shelter Maps App
operate without any problems. However, the system is currently under development
and has some missing functions. For example, the Shelter Maps App should show
the user’s current position and the optimal evacuation path to the safe shelter on the

Fig. 12.5 Example of a display image of the prototype Shelter Maps App
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Fig. 12.6 Example of a tooltip

map. The web crawler is not yet used in the prototype system, and thus we should
implement, test, and confirm that the system works well during an actual disaster.

We are planning to add these missing functions and update the prototype system.
Further, we will introduce the Shelter Maps App to actual regional areas and verify
whether the users can actually evacuate safely and quickly to the optimal shelter in
the case of a disaster.

12.5 Discussion

Conventional research (Nakajima 2007; Rahman et al. 2012; Itoi et al. 2017) has
shown that sharing disaster-related information through visual methods, such as
maps, is more effective than using text-based methods. However, these studies did
not consider certain limitations, such as the capacity of the shelters and the dynamic
transition of the conditions during an actual disaster evacuation. We propose a new
map system that provides information on the capacity of the shelters and the changing
conditions in real time. We expect that our proposed system will be useful under not
only real disasters but also evacuation drills because it can provide conditions on both
real shelters and virtual shelters in a simulation. Further, the proposed method can be
adopted in other areas that require information on the shelter conditions. For example,
a government can create a new shelter construction or assignment plan for current
shelters based on real experiences or disaster simulations. However, our proposed
system is still in the development stage. To use our developed system effectively,
there are two issues that should be resolved: (1) data reusability and (2) data format
standardization.
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(1) Data Reusability

It is necessary to transfer a large amount of data that are difficult to reuse, such
as the location and capacity of the shelters, into digital information. Regarding the
data that are difficult to reuse, there are some available examples, such as data on
the capacity of the shelters, published as PDFs, and data on the open/closed status
of the shelters expressed as HTML text. However, the HTML text is currently only
surrounded by a <p> tag and has no semantics. In the case of the developed prototype,
we parsed the HTML texts and found a designated regular expression, and converted
the information into a PDF file manually to be used as data in a database because
there is no way to correctly recognize text in a PDF. If the data that are difficult to
reuse are converted beforehand into a general format such as CSV or JSON, or as
published data on a standard web API, the data will be much easier to obtain using
a web crawler.

(2) Data Sharing and Data Format

Currently, data sharing between government staff members in evacuation shelters
and in government offices is typically conducted using a paper-based method. For
example, in Morioka city, Iwate, Japan, the current population of a shelter is sent
by Fax, using the format shown in Fig. 12.7. In this case, the city-level government
(Morioka city office) receives the Fax and then transcribes it on a spreadsheet tool
such as Excel. The spreadsheet is then sent to the prefecture-level government (Iwate
Prefecture office) by Fax again. Thus, there is a large time lag when sharing the
information, which does not occur in real time. To solve this problem, we believe
that digitizing the format for government communication during an emergency will
be an effective approach. As a tool for digitalization, web-based and cloud-based
spreadsheet tools such as Google Sheet will be suitable in terms of usability and
availability. We expect that such a digitized format will increase the speed of data
sharing and increase the opportunities of evacuees to obtain the latest information as
a result. We also plan to propose an optimal data input/output format using Google
Sheet for government organizations in Japan.

Fig. 12.7 Format used in Morioka city (2018)
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12.6 Conclusion

In this study, we described the importance of early evacuation in the case of natural
disasters in regional areas. To realize an early evacuation, the evacuees need to
know the shelter conditions in real time. Because the shelter information is currently
not integrated on government websites, people cannot determine the best shelter
for evacuation. To solve this problem, we proposed a real-time mapping system of
the shelter conditions for a safe evacuation to reduce disaster risk. We described
the system development and presented a case study showing the behavior of the
prototype system. Some future issues that remain in the development and testing
phases are also described. In the future, by using our developed system, evacuees
can easily find and check the information on the shelter conditions on a map, for
example, the open/closed status and the number of evacuees per shelter. They can
then determine the optimal shelter and evacuate quickly and safely during a regional
disaster. When the development of the system is complete, we believe that the risk
of a disaster will be reduced in regional areas.
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Chapter 13
Decision Support System and New
Technologies

Yuichiro Usuda

Abstract This chapter highlights the application of emerging technologies to a deci-
sion support system. When a disaster occurs, many agencies and companies start to
conduct disaster response for rescue, evacuation, relief supplies, shelter, and so on.
For effective disaster response, it is very important to build common situational
awareness of the disaster among various organizations. SIP4D (Shared Information
Platform for Disaster Management), which we developed, is an interagency cooper-
ative information-sharing system. This system was utilized at every disaster coun-
termeasure headquarters (government and prefectures) in recent disasters in Japan
and its effectiveness was well recognized. As a result, “ISUT: Information Support
Team” was put into operation from 2019 lead by the Cabinet Office, and SIP4D will
continue to be used as a basic distribution network of information for resilience to
natural disasters. To expedite yet more effective and dynamic decision support in
disaster response, we will pursue technological innovation by evolving SIP4D into
CPS4D—Cyber-Physical System for Disaster Resilience—which blends real space
and virtual space at an advanced level and leads disaster response through informa-
tion. A future decision support system will require automatically analyzing disaster
dynamics. We must actively continue applying technologies to actual disasters and
improving the system by taking in various forms of evidence from the institutions
and organizations that are actually engaged in disaster response.

Keywords ICT · GIS · Information sharing · Disaster management ·
Cyber-Physical system

13.1 Introduction

In light of the lessons learned from disasters such as the Great Hanshin Earthquake in
1995 and the Great East Japan Earthquake in 2011, Japan has continued its efforts in
constructing the framework, system, and equipment to accelerate disaster response.
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Since the Great East Japan Earthquake in 2011, Japan has experienced several other
serious disasters, including the Kumamoto earthquake in 2016 and the heavy rain
disaster in northern Kyushu in 2017. The frequency of natural disasters has doubled
in the last 30 years, and large-scale wide-area disasters such as a Nankai Trough
earthquake or an earthquake directly below the Tokyo metropolitan area are fore-
seeable. Against this backdrop, a faster response in the event of disasters is strongly
desired.

In response, we developed the Shared Information Platform for Disaster Manage-
ment (SIP4D) to facilitate early situation assessment and quick response in the event
of a disaster. This system collects and aggregates information on the state and extent
of damage that each organization obtains continuously, processes it into useful on-site
information, and then infers and adds information that would otherwise take a long
time to obtain. The core disaster information integration technology synchronizes
and converts various kinds of information and displays it all on a single map and
infers information from insufficient information. Concurrently, we are developing
a Cyber-Physical System for Disaster Resilience (CPS4D) as a decision support
technology based on disaster dynamics analysis.

Information and communications technologies (ICT) required for sharing,
distributing, and utilizing disaster information—such as cloud computing, social
media, AI, and geospatial information system (GIS)—are at a mature stage.
The important thing is an innovative design and empirical implementation of
an information-sharing platform and decision support system for various disaster
response organizations.

In this chapter, I introduce SIP4D/CPS4D as a case study to establish deci-
sion support systems and new technologies in the event of a disaster. Section 13.2
describes issues in disaster response. In Sect. 13.3, we discuss a common operational
picture and system interoperability as solutions to these issues. Section 13.4 gives an
overview of SIP4D and details of the disaster information integration technology that
constitutes the core of SIP4D and describes challenges in social implementation of
the system, with examples of its application in actual disasters. Section 13.5 provides
an example of decision-making using SIP4D. Section 13.6 introduces the concept
of CPS4D and examples of the latest technological developments as the future of
decision-making. Section 13.7 concludes this chapter.

13.2 Issues in Disaster Response

In the event of a disaster, assistance activities must be carried out while the situation
changes from hour to hour. In particular, as the damage caused by a disaster increases
both in scale and in area, unexpected events will occur frequently, making it difficult
to deal with the situation promptly and accurately. Actions for disaster response are
implemented simultaneously bymany agencies during the time of a disaster. Because
of this, it is important to share information not only within but also across agencies,
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to establish a common understanding of the situation so that individual agencies can
properly respond to the disaster based on that understanding.

However, for the early stages of a disaster, there is currently a shortage of infor-
mation necessary for disaster response. In addition, because disaster information
on roads and evacuation shelters—which is indispensable for prompt responses on
site—is held individually by various ministries, local governments, private organi-
zations, and other organizations, on-site responders are flooded with information in
various types and formats. They must process it all into usable information, making
it difficult for them to use in circumstances where time is of the essence.

One cause of the inadequate situation assessment was a shortage of information
to be used in decision-making, due to the difficulty in collecting and aggregating
information amid the confusion at the site and the shortage of personnel. Another
factor was that various types of disaster information, including information from
sensors and prediction simulations that were expected to be available to some extent
immediately after the occurrence of a disaster, were present only in a piecemeal
fashion. It was not available to be applied immediately and effectively to various
types of disaster response.

Information-sharing systems based on the GIS are being developed, to enable
disaster responders to quickly and accurately understand various situations in a
disaster area. However, in the event of a large-scale disaster, the expected informa-
tion may not be available, due to factors including disruption of local government,
causing gaps in information and leading to a period when there is no information to
share on the system during the emergency response period of 72 h, the most critical
period for disaster mitigation. In addition, the information to be shared may be frag-
mented, or the timing of sharing and information formats may not be unified, making
it difficult for disaster responders tomake immediate use of the exact information that
they need. Although technologies and systems to support disaster response are being
developed, the overall system becomes dysfunctional due to the lack of information
immediately after the occurrence of a disaster. The unavailability of site information
prevents the provision of prompt and efficient initial response support.

13.3 Common Operational Picture and Systems
Interoperability

Since many organizations must act simultaneously in parallel in disaster response
initiatives, it is important to construct and share a common operational picture (COP)
to grasp the disaster situation, share a common recognition of the overall situation,
and for individual organizations to respond appropriately (Fig. 13.1).

However, given that many organizations have already constructed and are oper-
ating individual information systems, it is unrealistic to newly construct a separate
extensive system that covers all aspects of disaster response. On the other hand,
the conventional approach in which two organizations are individually connected
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Fig. 13.1 Common operational picture

requires adjustment and development for each connection. It may be effective to
have a uniform specification for all disaster prevention information systems or to
have a standardized format for all information. However, each disaster prevention
information system also has the important goal of offering necessary features and
conveniences for their respective users, meaning that it is impractical to apply an
identical specification for different systems.

Meanwhile, information exchange through an “interoperable system” may be
effective. This involves standardizing only the interface of systems to exchange infor-
mation between them. By standardizing the interface, which varies for each server,
the information provided by separate IT communication systems can be shared by
the systems. This scheme makes it possible to mutually circulate the information
being handled between the diversified disaster prevention information systems. As a
result, the systems are mutually connected to allow users to share a series of infor-
mation on the network. Traditionally, information was provided by distributed and
independent systems among institutions and organizations. Therefore, users could
only use the information on a system constructed by the provider. On the other hand,
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interoperability requires a system that is jointly coordinated among institutions and
organizations. Users can use the information provided by various systems by dynam-
ically importing it into his or her own system. Thus, in the future, an environment
in which everyone can use all information on their own system is required (Usuda
2008).

13.4 SIP4D: Shared Information Platform for Disaster
Management

Itwas necessary to design a system that connects various information systems and acts
as a “pipeline” for the movement of information between these systems. Therefore,
we developed an information system that connects existing information systems
and serves as the intermediary role of facilitating the flow of information between
systems. The system is SIP4D (Fig. 13.2).

13.4.1 Concept of SIP4D

The concept of SIP4D is to mediate between systems and ensure interoperability.
Interoperability can be ensured by standardizing the interfaces between systems, but
even that is difficult in reality. Each system has its own separate interface.

In response, SIP4Dwill accept N types of disaster-related information sent out by
various information systems and provide information by automatically converting

Fig. 13.2 Overview of SIP4D
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Fig. 13.3 Concept of the
intermediary
information-sharing system
(Usuda et al. 2017a)

it into M types of formats that various information systems tend to use. This will
increase the efficiency by changing the combination of information sharing from N
x M to N + M. Through this, we aim to efficiently achieve information sharing by
reducing the energy required for coordination related to the connection as well as
reducing the development load. This requires an information aggregation function
for accepting various formats of information and converting them properly, an infor-
mation provision function, and an information processing function for carrying out
integrated processing when necessary, which is why we have developed a system
equipped with these functions. The more systems that are connected to SIP4D, the
more valuable the information sharing becomes. Therefore, the target of SIP4D is
all organizations involved in disaster response (Fig. 13.3).

13.4.2 System Configuration

As shown in Fig. 13.4, SIP4D basically consists of a function for aggregating various
forms of information handled by various organizations and systems (data analysis and
registration); a function for processing the aggregated information into forms that can
immediately be incorporated into the tasks carried out by disaster responders/users
(logical integration); and a function for converting the processed information into
formats desired by the users (data conversion and distribution).
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Fig. 13.4 Functional structure of SIP4D (Usuda et al. 2019)

Logical integration is the core technology of SIP4D. This is made possible by
technology that integrates various types of disaster-related information coming in at
various times, complements anything missing in the information, and processes this
into information suitable for the tasks of the disaster responders (Usuda 2017b).

As shown in the example in Fig. 13.5, it integrates fragmentary information—such
as road damage information, vehicle movement information, and hospital informa-
tion—into information that can be utilized immediately for patient transportation,
etc. This will then be combined with information on medical institutions and shel-
ters that require patient transportation, as well as roads that can be used for patient
transportation. When the information required has not been obtained at this point,
the system is able to use any data that has been obtained and make estimations
accordingly.

13.5 Challenges in Social Implementation

Technologies or systems that support the whole, such as SIP4D, do not have direct
users. Because of this, it is often difficult to appreciate their effectiveness or role.
Thus, we employed a strategy under which we would facilitate the momentum of
social implementation of SIP4D by offering it in actual disaster response while it
was still in its R&D stage and then evaluating its effectiveness and role in the social
context.
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Fig. 13.5 DIKW-Flow and logical integration function of SIP4D

Starting with the September 2015 Kanto and Tohoku heavy rainfall, we have
responded to a series of natural disasters that occurred every year.We have dispatched
researchers and other personnel to disaster sites and supported information sharing
between agencies working in disaster-struck areas. Through these efforts, we have
evaluated and tested SIP4D, identified challenges, and used the latter as feedback in
the development of the system.

13.5.1 Increased Overall Efficiency of Information Sharing

In April 2016, in response to the Kumamoto earthquake, in which two magnitude
7 shocks were recorded within a short-time frame, we arrived at the Kumamoto
Prefectural Office the following day. SIP4D was still at an early prototype stage, but
we decided to implement support for information sharing between disaster response
agencies. Moreover, because SIP4D is only an information pipeline, there was no
way to viewor confirm the shared information. Therefore, we built aWeb site “NIED-
Crisis Response Site (CRS)” that allowed users to view various disaster information
shared by SIP4D using a WebGIS application. Figure 13.6 shows the information-
sharing flow during this event.

In the aftermath of the Kumamoto earthquake, data on the distribution of the
estimated number of totally destroyed buildings (Fig. 13.7) released from the Real-
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Fig. 13.6 Information-sharing flow after the Kumamoto earthquake

Fig. 13.7 Data on the distribution of the estimated number of totally destroyed buildings (Usuda
et al. 2017a)
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Time Earthquake Damage Estimation System were shared with relevant agencies.
The data were used during the initial response, to make an overall assessment of the
scale of damage and to make decisions about dispatching support troops.

At the onset of our support, the notion of a research institution providing disaster
response support was foreign tomany agencies. However, the significance of this idea
gradually gained recognition as we continued to support information sharing. As a
result, we were able to verify the overall efficiency through intermediary information
sharing; data integration beyond space, time, and jurisdiction; and both the need and
effectiveness of information sharing through the establishment and provision of a
Specific Common Operational Picture (S-COP) that was directly linked with the
needs and activities, as shown in Fig. 13.8.

One objective of SIP4D was to improve efficiency by reducing the number of
patterns to obtain information from “N × M to N + M.” As many as 631 pieces of
information were shared among 11 agencies during the next four and a half months,
through August 31. Using a simple calculation based on the figures N = 631 and M
= 11, the combination of patterns was reduced from N×M= 6941 to N+M=641.
Although the efficiency did not actually increase by this amount in the response to
the Kumamoto Earthquakes, as these figures represent the maximum values, we note
it as a quantitative index.

To increase overall efficiency, we asked the national government Onsite Disaster
Response Headquarters and the divisions of the Kumamoto prefectural government
what their respective needs were, then compiled a single data set to cover data for

Fig. 13.8 Conceptual image of an information product as a service of S-COP (Hanashima et al.
2017)
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Table 13.1 Map information required for each disaster response organization (Ise et al. 2017)

which there was high across-the-board demand. We printed multiple copies of these
data sets and delivered them to the parties requiring them (Table 13.1).

For example, it was found later that the information on evacuation centers was
compiled not only by the local governments, which are charged with this task, but
also individually by the Self Defense Force, JapanDisasterMedical Assistance Team
(DMAT), communication infrastructure companies, nonprofit organizations (NPOs),
and volunteer groups, all of whom required this information for their activities.When
we presented the unified data set to these organizations, we received feedback that;
“it would have been more efficient if we had known this.” As the information was
effectively used, the validity of information sharing was confirmed.

Furthermore, when we conducted an interview survey of the Kumamoto prefec-
tural government Road Maintenance Division, we were told that they received
numerous phone inquiries about road information following the earthquake. The
frequency of these inquiries remained high for about a month following the earth-
quake disaster and often included inquiries about how to reach evacuation centers.
Since theRoadMaintenanceDivision did not have information on hand about evacua-
tion centers, they used the information on evacuation centers provided onNIED-CRS
to check the locations and any landmarks or signs in the vicinity. As demonstrated
here, the organization that possesses the original data receivesmany inquiries. There-
fore, if the information-sharing system is clearly recognized by all parties and if it
becomes well known that data can be obtained from this system, it will be possible
to increase overall efficiency and reduce the number of inquiries to the data-holding
organization, lightening the load on the personnel in charge.
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13.5.2 Homogenous Integration Processing

Homogenous integration processing is a matter of integrating and complementing
homogenous information collected from multiple information sources and consoli-
dating it into one piece of information. In the event of a disaster, the common situ-
ation map showing road conditions can be created by integrating information held
by various organizations, such as information on expressways and national roads
managed by the national agency, and information on auxiliary national roads and
prefectural roads managed by local governments.

From June 28 to July 8, 2018, in a wide area nationwide, damage was caused
by factors including concentrated heavy rain associated with typhoon No. 7, and
the rainy season front. In particular, concentrated heavy rain from July 6 caused
heavy damage in western Japan. SIP4D applied disaster information integration
processing to the data collected continuously from various sources. For example, the
road information individually collected from and updated by the Regional Devel-
opment Bureaus of the MLIT and each prefecture were aggregated by homogenous
integration processing to provide the road situation as shown in Fig. 13.9.

On September 8, 2019, Typhoon No. 15 hit the Boso Peninsula. This typhoon
caused a lot of damage due to fallen trees, which hindered the restoration of power.
Even though the power and communication companies tried to restore the area, the
roads were blocked by fallen trees, and it was difficult to determine the extent of the

Fig. 13.9 Integrated road situation data
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Fig. 13.10 Example of a map supporting collaboration between multiple agencies

damage, let alone the restoration work, for a long time. The Cabinet Office, prefec-
tures, the Self-Defense Forces, theMinistry of Internal Affairs and Communications,
the utility companies, and the telecommunications companies all came together to
unify their awareness of the situation by using the common form we presented and
having each organization input the location of the fallen tree and map it. The maps
were shared and used to check the progress of activities and prioritize the removal
of fallen trees (Fig. 13.10).

13.5.3 Rules and Teams

Our experience revealed that it was very important that not only was the system (tool)
developed but also various frameworks were formed to facilitate information sharing
during a disaster, such as rules and teams.

Therefore, a national, local, and private sector ‘Disaster Information Hub’ estab-
lishment team was formed in 2017 by the Cabinet Office to discuss the rules for
sharing information during disasters. The Information Support Team (ISUT), a
public–private team led by the Cabinet Office to compile and share disaster-related
information, was trialed in 2018. ISUTwas officially put into operation in fiscal 2019
and was specified in the Basic Disaster Management Plan in May. At disaster sites,
as Fig. 13.11 shows, agencies reported and confirmed status and made decisions in
meetings attended by multiple agencies while they viewed information provided by
SIP4D.
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Fig. 13.11 Activities to support information sharing

The experiences mentioned above in actual disaster responses showed that it
is important to integrate SIP4D, the rules, and the team to facilitate interagency
information sharing during a disaster. Instead of one organization providing all three
components, the components should be developed collaboratively by society as a
whole, and implemented in society. This is essential if we are to respond effectively
to anticipated disasters.

13.6 Example of Decision Support

One of the important roles of information sharing is to facilitate collaboration across
organizational boundaries. Heterogeneous integration processing generates infor-
mation that can be used for operations by combining and integrating heterogeneous
pieces of information, including the information generated by the homogenous inte-
gration processing already described. For instance, information on roads, hospitals,
and shelters can be integrated to provide information that can be used promptly by
medical facilities and DMAT for patient transportation.
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An example of decision support in a real disaster is presented here: on June 18,
2018, an earthquake struck in northern Osaka Prefecture. The earthquake caused
widespread building damage and disrupted the city’s gas supply. Therefore, the Self-
Defense Forces (SDF) decided to provide water and bathing support. However, since
the population is very large, it was necessary to make decisions on how to provide
efficient and effective support.

Therefore, ISUT created a map that superimposed two sets of data shared in
SIP4D. One was the recovery status data of the gas network released by the private
sector, and one was the distribution of shelters released by Osaka prefecture.

The status of gas service restoration and the distribution of evacuation sites are
mere “information.” But by melding them together, we can use them to surmise that
where there are many evacuees with no gas supply, there must be many people who
need a bath. As a result, the Self-Defense Forces were able to make the decision to
provide bathing support at the site in order to maximize the effectiveness of their
support.

Figure 13.12 is themap showing the results of the decision-making. Colored poly-
gons represent information on the gas network restoration area, blue circles represent
the distribution of shelters, and greenmarks represent the locations of the SDF’swater
supply and bathing support. In this way, SIP4D has created a model that integrates
information provided by multiple organizations to help another organization make
decisions.

Fig. 13.12 Example of integrating private, government, and field agency information
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13.7 CPS4D: Cyber-Physical System for Disaster Resilience

In order to enhance disaster response actions and activities, it is necessary to imple-
ment research and develop that goes one step ahead further thanmerely standardizing
situational awareness. In terms of a future direction, it is crucial to create information
regarding the next course of action, based on various real-time data.

Under the 5th Science andTechnologyBasic Plan (formulated by Japan’sMinistry
of Education, Culture, Sports, Science and Technology), “Super-smart society
(Society 5.0)” is indicated as the ideal future society that Japan should aim for.
What makes this possible is “CPS: Cyber-Physical System”, which unites real space
and virtual space at an advanced level. We want to lead this aim in the field of
disaster prevention research. Our goal is to generate technological innovation by
evolving “SIP4D,” which shares information that necessary for disaster response,
into “CPS4D: CPS for Disaster Resilience,” which leads disaster response with
information.

The circumstances of natural disasters change every moment. Similarly, natural
disasters (hazard—earthquake, torrential rain, etc.) are phenomena that occur at
the intersection of nature and society (people, city environment, economics, etc.).
However, unlike the former, there is no observation network to accurately grasp the
latter. Furthermore, a lot of the information used for disaster response is static infor-
mation that cuts off at a certain point and is thus not effective for representing the
changing circumstances.

For example, maps that indicate the distribution of shelters and the number of
evacuees are often used during the period of disaster response. When responding, we
need dynamic information to make better support such as the provision of emergency
supplies in the appropriate amount and dispatching experts of health and medical
welfare to the disaster areas. For example, the dynamic information includes shel-
ters where evacuees are increasing and decreasing, whether the change is occurring
rapidly or slowly, and which of those changes will go on long term or short term.
However, this dynamic information is not shown on the maps currently used.

If there is a way to gauge the transition in the number of evacuees at each evacua-
tion site, we can alert the evacuation sites that are changing unexpectedly on the map.
This is also conducive to efficient decision-making support. Furthermore, if people
utilize their respective mobile phones and smartphones, theymay be able to ascertain
the transition more accurately in real time and promote quick decision-making.

Thereupon, in addition to the observation and prediction of changes in natural
phenomena, we will develop technologies for identifying the changes in society by
using various information and communications technologies. In doing so, we will
build a system to handle “disaster dynamics” that combines these technologies for
grasping changes in both nature and society. We also aim to create technology to
support decision-making (Fig. 13.13).
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Fig. 13.13 Overview of CPS4D

As an important component of CPS4D, SOCDA (a social-dynamics observation
and victims support dialogue agent platform for disastermanagement) is being devel-
oped as a technology to support individual decision-making as well as to understand
social changes.

Nowadays, social media (SNS) is an indispensable tool for exchanging infor-
mation among individuals. With the spread of smartphones and other devices, the
number of people using social networking services has been increasing year by year.
There is a lot of research on the use of SNS in the event of a disaster in Japan
and abroad. If each person has a mobile phone or a smartphone, it will be possible
to grasp the transition in real time and more accurately, and to deliver information
directly to the person according to his or her situation, thereby increasing the speed
of decision-making.

For example, by automatically classifying the large amount of information posted
on SNS during a disaster using natural language processing AI, it will be possible
to understand the big picture of the disaster situation and the needs of the victims
(Fig. 13.14).

These technologies have been transferred to the private sector for social imple-
mentation and have also been useful for analysis in actual disasters (Cui et al.
2019).

Therefore, we decided to further develop a technology to observe social dynamics
at the time of a disaster and to transmit information conducive to the evacuation of
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Fig. 13.14 Automatic classification of SNS post information by AI

individuals through a system that interactswith individuals in an autonomousmanner,
as well as by aggregating information transmitted in one direction such as Twitter.

Specifically, the system extracts a large number of individual situations and
specific requests from the dialogue history with the system, generates social
dynamic information, and realizes the technology to autonomously and cooperatively
select, recommend, and communicate information that contributes to evacuation
(Fig. 13.15).

13.8 Conclusion

In this chapter, I introduced SIP4D and CPS4D, which enable information sharing
and decision support at the time of disaster, as well as the inherent challenges of
implementing these in society. In the future, it will be necessary to incorporate more
new technologies and implement them in stages as “social infrastructure” for full-
scale operation. It is hoped that the number of organizations and systems working
toward such initiatives will increase and contribute to improving the disaster preven-
tion and response capabilities of society as a whole. It is also necessary to make
SIP4D more technologically advanced and to link it with other fields (agriculture,
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Fig. 13.15 Overview of SOCDA

satellites, national infrastructure, etc.). Furthermore, in order to maximize the effec-
tiveness of information sharing, it is essential to have a mechanism of coordination,
technology, and procedures in place, as well as continuous training and practice.

The standard approach to research and development is to separate it from the
real world and apply it to the real world only after the results have been obtained.
However, social change is so rapid that the methods used in the past are no longer
viable. Even in the research and development phase, it is effective to introduce the
technology to the field in the event of a disaster and receive feedback to continue the
research and development. In order to achieve a disaster-resilient society, it is crucial
to build a close and collaborative relationship between research and development
and the real world.
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