Chapter 7 )
Global Error Bounds of One-Stage Shethie
Explicit ERKN Integrators

for Semilinear Wave Equations

In this chapter, we analyse global error bounds for one-stage explicit extended
Runge—Kutta—Nystrom integrators for semilinear wave equations with periodic
boundary conditions. We show optimal second-order convergence without requiring
Lipschitz continuity and higher regularity of the exact solution.

7.1 Introduction

First of all, we denote by H® the Sobolev space H*(T). In this chapter we pursue
the error analysis of one-stage explicit extended Runge—Kutta—Nystrom (ERKN)
integrators for the semilinear wave equation with some integer p > 2

up =uxx +uf, u=ulx,1), telhnT] (7.1

The initial values are given by u(-, fp) € H'*tand u, (-, o) € H® fors > 0. We
consider here real-valued solutions to (7.1) with 2z -periodic boundary conditions
in one space dimension (x € T = R/(27xZ)). It is noted that the energy is finite in
the special case s = 0.

Using a semidiscretisation in space, we can transform equation (7.1) into a
system of second-order ordinary differential equations (ODEs) of the form

y(@) = My@) + f(y@), (7.2)

where the matrix M describes the discretised second spatial derivative and f(y)
denotes the polynomial nonlinearity. It is very important to note that the eigenvalues
of the matrix M range from 0 to &(K), where 2K stands for the number of
internal discretisation points in space (see, e.g. [1, 2]). This implies that the
spatial semidiscretisation exhibits oscillations with a variety of frequencies, and the
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solution of (7.2) typically contains high-frequency oscillatory terms. Many effective
integrators have been researched (see, e.g. [3-10], and the references therein)
for (7.2). Gautschi-type methods have been well researched and analysed in [6, 11].
Exponential integrators have been widely developed and the reader is referred
to [12-14] for instance. These methods have been applied to semilinear wave
equations (see, e.g. [15-19]). As a standard form of trigonometric integrator (TI),
ERKN integrators were formulated for highly oscillatory second-order differential
equations in [20]. Further researches of these integrators are contained in [21-23].

As is known, the error analysis of TI for ODEs has been researched by many
papers (see, e.g. [11-13, 24-27]). Unfortunately, however, this work is obviously
insufficient because the nonlinearity is assumed to be Lipschitz continuous in all
these publications. There is also much work about the error analysis of TI for PDEs
(see, e.g. [28-31]). The author in [32] showed error bounds of TI for wave equations
without requiring higher regularity of the exact solution, which was achieved by
performing the error analysis in two stages. These two-stage arguments have also
been used by many researchers such as in [33-37]. Recently, an error analysis
has been presented for different schemes for quasilinear wave equations (see, e.g.
[38-40]).

We note the fact that the error analysis of ERKN integrators has not been
well researched yet in the literature for spatial semidiscretisations of (7.1) with
initial values of finite energy. Thus, in this chapter, using the approach described
in [32], we will analyse and present error bounds for one-stage explicit ERKN
integrators when applied to a spectral semidiscretisation in space, requiring only
that the exact solution is of finite energy. First, low-order error bounds will be
considered in a higher-order Sobolev space, where the nonlinearity is, at least
locally, Lipschitz continuous. From this low-order error bound, suitable regularity
of the ERKN integrator will be obtained. Then higher-order error bounds will be
shown in these spaces based on the regularity of the ERKN integrator. Optimal
second-order convergence will be achieved without requiring Lipschitz continuity
and higher regularity of the exact solution. Moreover, this approach to the error
analysis is not restricted to spectral semidiscretisations in space.

7.2 Preliminaries

7.2.1 Spectral Semidiscretisation in Space

We consider the following trigonometric polynomial as an ansatz for the solution of
the nonlinear wave equation (7.1)

wy ety =Y yit)e with # ={-K,-K+1.-- . K—1}, (13)
jex
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where y;(t) for j € JZ are the Fourier coefficients (see, e.g. [32, 41]). Inserting this
ansatz into (7.1) and evaluating at the collocation points x;y = 7wk/K with k € 7,
we obtain a system of second-order ODEs

§() = =22y (1) + fFO (@), (7.4)

where y(t) = (y;j(0)jer € C# is the vector of Fourier coefficients, £2 is
a nonnegative diagonal matrix 2 = diag(wj)jer Wwith w; = |[j|, and the
nonlinearity f is given by

fO=yx-xy with (yx2;= Y wa jed. (15

» times k+l=j mod 2K

Here, ‘%’ denotes the discrete convolution. The initial values y (#y) and y(#) for (7.4)
are given respectively by

yiy= Y wm), i)=Y ko), jeX,
k€Z: k=j mod 2K keZ: k=j mod 2K
(7.6)

where u (t) and iy (¢) are the Fourier coefficients of u(-, t) and u, (-, t), respectively.
Once the initial values u(-, tp) and u,(-, fp) are given in terms of their Fourier
coefficients, we have the simpler expression:

yj(to) = uj(to), yjlto) =u;jto), jex. (7.7

It is clear that the exact solution of the semidiscrete system (7.4) can be expressed
by

YOY _ g — 1o (710 +/’ cos(h$2) (1 = T)sinc(hs2) U P
y(@) y(t0) n \—$2sin(h§2)  cos(h$2) fO(T)
(7.8)

where sincx = sinx/x and

R(t)—< cos(1£2) tsinc(t.Q))
T\ —2sin(t£2) cos(t2) )’

Throughout this chapter, we measure the error by the norm (see, e.g. [32, 41])
1/2

Iyl = D G 1yl with  (j) = max(1, | j|) (7.9)
jex
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fory e c”, where s € R. This norm is (equivalent to) the Sobolev H*-norm
of the trigonometric polynomial > jex Vi e'/*. Clearly, using this norm, we have
Iylls, < lIylls, if s1 < s2. The following result presented in [32] is needed in this
chapter.

Proposition 7.1 (See [32]) Assume that 0,0’ € R with ¢’ > |o| and o' > 1. If
Iyll,y < M and ||zl < M, then we have
I1f ) = f@Dls

IfF D)l

Cly—zly, (7.10)
C, (7.11)

NN

with a constant C depending only on M, |o |, o’, and p.

7.2.2 ERKN Integrators

It is known that ERKN integrators are oscillation preserving for (7.4), as stated in
Chap. 1. In this chapter, we consider one-stage explicit ERKN integrators which are
formulated as follows.

Definition 7.1 (See [20]) A one-stage explicit ERKN integrator with stepsize & for
solving (7.4) is defined by

YD = go(ciV)y" + hergi(ci V)",
YD = Go(V)y" + hep (V) 3" + h2bi (V) f (y "), (7.12)
YD = —h22¢1(V)y" + ¢o(V)3" + hbi (V) f(y D),

where ¢ is real constant, b (V) and b; (V) are matrix-valued functions of V =

—Dkvk
h22%, and ¢ (V) := Y 22, EZk _)|_ !

In particular, for V = h2$2?%, we have

forj=0,1,---.

@o(V) = cos(hs2), ¢1(V) = sinc(hs2), $2(V) = (h2)7>(I —cos(h2)).

In this chapter, we present five practical one-stage explicit ERKN integrators whose
coefficients are displayed in Table 7.1. It can be seen from Table 7.1 that there
are many different one-stage explicit ERKN integrators, and various methods with
different properties can be constructed.
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Table 7.1 Five one-stage explicit ERKN integrators

Methods cl b1 (V) b1(V) Symmetric Symplectic
ERKNI1 172 P (V) do(V/4) Non Non
ERKN2 172 P (V) ¢1(V) Symmetric Non
ERKN3 172 172 p1(V/4) do(V/4) Symmetric Symplectic
ERKN4 12 12 ¢f(V/4) d1(V/D)po(V/4) Symmetric Non
ERKNS 172 172 91 (V)91 (V /4) d1(V)o(V /4) Symmetric Non

7.3 Main Result

In order to present the error bounds, we need the following assumptions for the
coefficients of the ERKN integrators. Similar assumptions on the filter functions of
some trigonometric methods have been considered in [32].

Assumption 7.1 It is assumed that for a given —1 < 8 < 1, there exists a constant
¢ such that

1) <cgf, if —1<B<0,  (7.13)
[1/2sinc?(£/2) — b1 ()] < c&P, it 0<B<I, (7.14)
11— b1 (D] < 1P, (7.15)

1
forall £ = hw; with j € J¢ and w; # 0. Furthermore, we assume that ¢; = 5 for
the ERKN integrators determined by (7.12).

It is easy to see that all the ERKN integrators displayed in Table 7.1 satisfy this
assumption uniformly for —1 < B < 1 and & > 0. Under this assumption, we
have the following property, which can be verified easily by the definition of the
norm (7.9).

Proposition 7.2 With the conditions of Assumption 7.1 it holds that

ly = b1(V)ylls—p < ch P NIyl
for s € R. Moreover, we have
[o1(Vyy],_p < chP Iyl
for —1 < B <0, and

[ () -50):

< ch? Iyl
s—p

for0 < B < 1.
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The following theorem presents the main result of this chapter.

Theorem 7.1 Let ¢ > 1 and s > 0. Assume that the exact solution (y(t), y(t)) of
the spatial semidiscretisation (7.4) satisfies

yOlgpr +lyOlly, <M for  0<t—10<T. (7.16)

Under Assumption 7.1 with the constant ¢ for § = 0 and B = o € [—1, 1], there
exists hg > O such that for 0 < h < ho, the error bound for the numerical solution
(y", y") obtained from the ERKN integrator (7.12) is given by

||y(t") - yn||s+l—oz + ”y(tn) - -)‘)n”s—a < Ch(lJra) for 0 Sthh—tHh= nh <7,

where the constants C and hy depend only on M and s from (7.16), the power p,
the final time T, and the constant ¢ in Assumption 7.1.

Using the two-stage arguments described in [32, 33, 35-37], we divide the proof
of Theorem 7.1 into two parts. We first show the proof of the lower-order error
bounds in higher-order Sobolev spaces (i.e., —1 < o < 0) in Sect.7.4. We then
present the proof of the higher-order error bounds in lower-order Sobolev spaces
(i.e.,0 < < 1)in Sect.7.5.

Remark 7.1 We remark that the authors in [31] present an error analysis of ERKN
integrators when applied to wave equations. The result is given by using the norm
of a matrix and is proved by following [27, 42]. It is noted that the normal result and
its proof, given in this chapter, are different from those in [31]. Moreover, Lipschitz
continuity and higher regularity of the exact solution are not required in the analysis
of this chapter, which is also different from [31].

Remark 7.2 One-stage ERKN integrators contain some trigonometric integrators
of [32], and some ERKN integrators can be considered as trigonometric integrators
of [32]. However, there is no inclusive relation for these two kinds of methods,
which means that the analysis of [32] cannot be directly used for one-stage ERKN
integrators. The analysis presented here essentially follows from [32] with some
modifications arising from the ERKN discretisation.

7.4 The Lower-Order Error Bounds in Higher-Order
Sobolev Spaces

Throughout the proof in this subsection, we assume that 0 < 4 < 1 and use the
norm [[|(y, Mo = (IylZ 4y + 1312)"/% on HOH x H foro € R.
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7.4.1 Regularity Over One Time Step

We first show the preservation of regularity of (7.12) over one time step.

Lemma 7.1 Lets > 0 and —1 < o < 0. Suppose that Assumption 7.1 holds for
B = a with a constant ¢ and |||(y°, yO)||ls < M, then for the solution given by
the ERKN integrator (7.12), we have |||(y', y)|||s < C, where C depends only on
M,s, p, and c.

Proof On noticing sinc(0) = 1 < A~! and the bound |sinc(&)| < &~ ! for £ > 0, it
follows from (7.12) that

|

y2

<]+ ]3] <2m, (7.17)
s+1 +1 s

N

which gives

Hf(yi)

‘ < C, (7.18)
s+1

by considering (7.11) with o’ = s + 1. On noticing the fact that —1 < & < 0 and
the bound (7.13) of b, we have

f(yé)

Hyl < Hyo + H)-)o 4 p2te
s+1 s+1 s s+1+ao

< Hyo fG2)

+ Hy() + h2+c{
+1 K

s+1

N

It follows from (7.18) that ||y! ||SJrl < C. Similarly, we obtain ||y! ||Y < C, and then
the proof is complete. O

7.4.2 Local Error Bound

We now turn to the local error of the ERKN integrator (7.12).

Lemma 7.2 (Local Error in H*t'=% x H ™ for —1 < « < 0) With the
conditions of Lemma 7.1, if |||(y(7), y)|lls < M forty < t < 11, it holds
that |||(y(t1), y(t11)) — (3, yD|ls—a < Ch*, where the constant C depends only
onM,s, p, and c.

Proof Throughout the proof, C stands for a generic constant depending only on
M,s, p, and c.
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(I) The local error of y(t1) — yl.
Using (7.8) and (7.12) we obtain

n -
y) —y' = / (ty — Dsine((ty — V)2) f(y ()T — KB (V) f (12).
0]

We note the fact that for &€ > 0 and —1 < o < 0, |sinc(§)| < &%, and h* > 1.

By these results, (7.13) and (7.17), we have

<SRBT sup || F (D) llyqy + ch*Te

stl-a 1<t

Hy(t1) —y1H

f(yé)

S+1‘

It follows from (7.11) and (7.18) that || f (y(7)) [ly4; < C, which leads to

yan—y'| - <cne
s+1—a

(IT) The local error of y(r;) — y!.
It follows from (7.8) and (7.12) that

n
y(t) — 3! =/ [cos((r1 — 7)§2) — I]f (y(r))dT
0]

[ o (5(°3")
wnr ((°3 ")) = ot

(I — b1 (V) F(y2).

(7.19)

(7.20)

(7.21)

(7.22)

e Bound of (7.19). For § > Oand —1 < « < 0, it is easy to obtain that | cos(§) —

1] < 2 On noticing (7.11) with ¢’ = s + 1, one arrives at

3]
/ [cos((f1 — 7)) — I1f(y(x))dr
1o

S—o

e Bound of (7.20). Since 1 < EH“ + &% for & > 0, we rewrite (7.20) as

n
[ s (»("3")
0 s—a
n
<[ ro@ar—nr (»("3")
1o s+1
1
[ s -nr (»("3")
1o

< h1+01

+h*

N

n
< 2nlte f Ccdr < Ch*te,
0]
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It then follows from (7.11) with ¢’ = s + 1 that

n
<[ Cdr + Ch < Ch.
s+1 fo

[ s ar (s(*5"))

For an estimate in the norm ||-||, it is remarked that (7.20) is the quadrature error
of the mid-point rule. With its first-order Peano kernel K1(t) and by the Peano
kernel theorem, we obtain

[ rowus - (»("3")

N

1 d
= | [ K g FOt+ thyar| < Ci,
fo dr s
where we have used (3.4a) in [32]. Thus, it is true that
n to+1t
/ F(y(x)dr — hf (y ( "; 1)) < cnrte, (7.23)
fo s—a

e Bound of (7.21). Using (7.10) with 0 = s — o, we have

(o (*3")) wre ] en(V3)

S—o
It follows from (7.8) and (7.12) that
fo+1 | " o+t to+1
y<° 1)—yz=/ (" 1—t)sinc<<0 1—t).9)f(y(r))dr.
2 " 2 2
(7.24)

In a similar way to the first part of this proof, we obtain

| (037)-

s+l—a ,Ogrgf();r’l
Then, it is true that

PO b ()
i (v(3")) - mroh

< sup 1 fG(@)llgg < CRPT

2
< Ch*te,
s+1—a

< Ch3+a.

S—a

which leads to
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e Bound of (7.22). According to (7.18) and the bound (7.15), we have

[ =bivn o] <en | rod

. g Cl’l2+a.

‘S—a s+

Clearly, all these estimates imply || y(11) — y'|,_ < Ch**te.

The proof is complete. O

7.4.3 Stability

In this subsection we analyse the stability of the ERKN integrator (7.12).

Lemma 7.3 (Stability in HsH1=2 5 H5=% for —1 < o < 0) Under the conditions
of Lemma 1.1, if we consider the ERKN integrator (7.12) with different initial values

(Yo, Y0) and (2o, zo) satisfying |||(yo, Yo)llls < M and |||(zo, 20)||ls < M, then it
holds that

oL 3 = @ EDls—a < A+ CDINGY, 3% — @2 291 l5—as

where the constant C depends only on M, s, p, and c.

Proof 1t follows from the result (3.8) in [32] and ERKN integrators (7.12) that

IO 3D = @ aYls—e < G2 3% — @0, 25—«
+hl50 — & (7.25)

+4% | b (V) (Fr) = D)) (7.26)

s+1—a

+h o1 v) (£ = £ &) (7.27)

-

o Itis trivial for (7.25), that h|3) — 25| < h |39 — 25|, _,, -
e With regard to (7.26), combining the bound (7.13) of by and (7.10) with o =
o' =s + 1 yields

1 1
< Ch*T |y2 — 22

s+1—a

w2 by (163 = @)

s+1

Using the formula for ERKN integrators (7.12) again, we confirm that
0 0 -0 -0 . . .
0 Oy 5~ 20, This implies

1 1
i~

N

0 -0

30—z

Wz

2| (Fon - re)| | <ont

+ Ch2+0t
s+1—a 1

s+ s
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e Concerning (7.27), it follows from (7.15) that |b1(§)| < 1 4 c& I+ and then we
have

nen(ron - ren)

HS—C{

FO2) = f(z2)

<h|ron - e

+ Ch2+a ‘
o s+1

§—

+ Ch2+0t
o

s— s+1

< C(h + h>*%) 0

‘yo_z 1+C(h+h2+a) ‘)}0_20”5'

s+

The above estimates of (7.25)-(7.27) with —1 < o < 0 complete the proof. |

7.4.4 Proof of Theorem 7.1 for —1 < a <0

We are now in a position to present the proof of Theorem 7.1 for —1 < o < 0,
based on the three lemmas stated above.

Proof

(I) We begin with the proof for the case where « = 0. Let C; and C» be the
constants of Lemmas 7.2 and 7.3 with ¢ = 0, respectively. It is noted that
Lemma 7.3 is considered with 2M instead of M. Let ho = M /(C; TeCZT) and
we show by induction on n that for & < ho

O™, 3" — (), Yt < C1e2 " nh?, (7.28)
aslongast, —to=nh <T.

We first have |||(y%, °) — (v(10), y(to)||ls = 0 < Cj. We assume that the
result (7.28) is true forn = 0, - - - , m — 1. This implies that

O™ 3N = Gtn—1), Yt DIy < C1e2 D m — 1)n?,
which gives
O™ 3™ Dl < M+ C1e2 Vm — D> < M + C1eT Th < 2M,

aslongast,,_; —t9g = (m — 1)h < T. Denoting by & one time step with the ERKN
integrator (7.12), we obtain

O™, 3™ = G, 3 @)l = NEG™ 3™ = ), 3@)|s
<NEG™ 3" = EGUn-1), YEm-)]lls (7.29)
HINEQEm—1), yEm-1)) = (Y Em), Y Em)|lls. (7.30)
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In terms of Lemma 7.3, (7.29) admits the bound

NEG™ L, 3™ = EG =), I tm—1)]ls
(1+ CING™ 3™ = Gltm=1), Y-l
(1 + C2h)C1eC2" =Dy — )12,

NN

With regard to (7.30), it follows from Lemma 7.2 that |||&(y(tn—1), y({tm—1)) —
Y (tm), Y(tu)|ls < C1h*. We then obtain

1G™, 3™ = (), 3@l < (1 4+ Coh)Cre@" D n — 1Hi? + C1h%.
Using Taylor expansions, we obtain that
(1 + Coa)C1e2™ D — Di? + C1h? < Cre“™ mn?.
Consequently, (7.28) holds, and hence
O™ 3" = ), Y@Ly < C1TeTh < Ch,

which proves the statement of Theorem 7.1 for o = 0.

(IT) We next consider the case —1 < a < 0. Let s be as above and let C; and C;
be as above but for the new « instead of @ = 0. We then prove, by induction
on n, that

O™, 3" = (), Y@ s < CreC2  np?te, (7.31)

aslongast, —to=nh <T.

Obviously, this holds for n = 0. It follows from the proof stated above for the
case = O that [||(y"~, 3" D|||y < 2M, aslongast, | —to = (n — )h < T.
This allows us to apply Lemmas 7.2 and 7.3 to (7.31), which gives

O™ 3™ = Q). 5 ) ls—a < NIEG", 377
—E Y (tn-1): Yta-1)lls—a
HINE G tn=1), I (ta=1)) = ¥ (), It |l s—a

< (1 + Czh)clecz(nfl)h(n _ 1)h2+a + C1h2+a < Clecznhnthra.

This confirms that (7.31) is true, and then we have
G™ 3™ = (), 5t |ls—a < C1TeT R < ChlH,

The proof is complete. O
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Remark 7.3 Tt follows from the above proof for « = 0 that the numerical solutions
are bounded in H5+! x H®

NG yOIls <2M for  0<ty —to=nh <T. (7.32)

This regularity of the numerical solution is essential for the proof of Theorem 7.1
for 0 < a < 1 in the next section.

7.5 Higher-Order Error Bounds in Lower-Order Sobolev
Spaces

The following three lemmas are needed for the proof of Theorem 7.1 in lower-order
Sobolev spaces.

Lemma7.4 Lets > 0and 0 < « < 1. Suppose that Assumption 7.1 holds for
B = a with constant ¢ and |||(y°, yO)|||s < M. We have |||(y*, y)I|ls < C with a
constant C depending only on M, s, p, and c.

We omit the proof of Lemma 7.4 which is quite similar to that of Lemma 7.1.

Lemma 7.5 (Local Error in H*t17% x H® for 0 < o < 1) Under the
conditions of Lemma 7.4, if |||(y(7), Y@ )Ills < M forty < © < 11, then it holds
that |||(y(t1), y(11)) — (Y, yD)|ls—a < Ch*®, where the constant C depends only
onM,s, p, and c.

Proof
(I) Local error of y(1) — yl.
It follows from (7.8), (7.12) and

n 1 1
/ (1, — T)sinc((1] — 7)82)dt = h2sinc2< hQ)
o 2 2
that

n
y(t) —y' = / (t1 — T)sinc((1) — 7)2)
0]

[f(y(r)) —f (y (toztl))} dr (7.33)
1 2. 2 1 I+ 1 5
+, hsinc (zhfz) [f<y< 5 ))—f(y )} (7.34)

12 |:1sin02 <1h9) b (V)} f2) (7.35)
2 2 1 y . .
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e Bound of (7.33). For £ > 0 and 0 < « < 1, it is clear that |sinc(§)| < &~172.
Using this result, the estimate (7.10) with o = s, and the fact

Hy(r) -y (to er tl)
we obtain

n
/ (n — 7)sinc((1] — 7)) [f(y(r)) _f (y <t0 —; t1))i| de
]
n
< h*”“f =zl | fO@) - f (y (“”2”1))
1

0
y()—y (m;tl)

e For (7.34), according to the fact that |sinc(§) |2 <

T
< f 130l dr < Ch,
2

N

s+1—a

dr

N

141
< Ch—““f I — 7| dr < Ch*He.
fo

N

1-&

£2 =&~ for £ > 0 and the

estimate (7.10) with 0 = s — «, we have
sne () [1((*3")) - r00)
< Ch Hf (y (t();tl)) - f(yé)

s+1—ao

1 t
cano("37) -
s—a 2

Niai®4
Furthermore, the estimate (7.11) with o’ = 5 + 1 gives
fo+ 11 1 fo+ 1 1
Hy< )—y2 < Hy( ) —y2
2 s—a 2 s+2—a
N ot to+1t
0+ . 0+
= / ( 5 T 7)sinc(( 5, 7)2) f(y(r))dr (7.36)
fo s+2—a
r042rr1 fo 41
_ o+
<h 1+“/ , r‘ If (@Dll1 dT < CRIH.
fo
. 1 2. 2 1 o+ 1 1
Thus, we obtain || _h“sinc h2 ) fly — f(y2) <
2 2 2 s+1—a

Ch2+a.
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e With regard to (7.35), considering (7.14) and the estimate (7.11) witho’ =5 + 1
yields

h2|:1$inc2 (;hQ)—B1(V):| f(y;) f(y;)

2
< h +a
s+1—a

1 < Ch2+a.

2 s+

Finally, all the bounds of (7.33)—(7.35) imply
[y =y | <onre
s+1—a

(IT) Local error of y(t1) — )'11.

Likewise, this error bound can be derived as the bound given in (II) of Lemma 7.2
with the first-order Peano kernel replaced by the second-order Peano kernel. O

Lemma 7.6 (Stability in H*+1~% x H =% for 0 < o < 1) With the conditions of
Lemma 7.4, we consider different initial values (yo, yo) and (zo, zo) for the ERKN
integrator (7.12). If max{[||(yo, yo)llls. I11(z0, zo)llls} < M, then we have

O 3 = @ EDl—e < A+ CWINGY, 3% — @2 21 l5—as
where the constant C depends only on M, s, p, and c.
Proof We begin with
MO 3D = @ 2D < NG 3% = @ 20 MMs—a + 213 — 201

02 |51y (roh = red)| @3

s+1—a

+h |y (10D = fED)| @38
It is clear that |I;1(§)| < ; + c&% due to (7.14). Hence, the bound of (7.37) is

w oo (roh - red)| <o roh - reh

‘S+1—a

s+1—a
1 ) ! 1 1
+ R f () = f@2)| < ChA(1/2 4 k%) ‘yz_zz
2 s+1 s+1
< CR*(1/2+h%) (yo—zo O A/2 40 \y'o—zo
s+ s
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We turn to (7.38). Clearly, |b1(§)| < 1+ c& 4o que to (7.15), and then we obtain

oo (ron = red)| <nlron-re

S—a

teh®e | F(y2) — f(22)

s+1

g C(/’l +h2+0() 0

‘yO_Z +1_|_C(h+h2+0l) ‘)')0_20

N N

The proof is complete as a consequence of the above bounds. O
Proof of Theorem 7.1 for 0 <a <1 .

Proof This proof is the same as that for —1 < a < 0 given in Sect. 7.4. A key point
used here is that the numerical solution is bounded in H*t! x H* on the basis of
Remark 7.3. O

Remark 7.4 We only consider one-stage ERKN integrators in the error analysis.
The extension of the analysis to higher-stage ERKN integrators is not obvious since
there are some technical difficulties which need to be overcome. This issue needs to
be considered in future investigations.

7.6 Numerical Experiments

This section presents a numerical experiment to illustrate the error bounds of two
one-stage explicit ERKN integrators.

We solve the problem (7.1) with p = 2, and use the spatial semidiscretisation
with K = 2% and K = 28. Following [32], we choose the initial conditions for
the coefficients y;(tp) and y;(fo) on the complex unit circle and then scale them by
(/)" and (j)~931, respectively. Here, it is important to note that these complex
numbers are chosen such that the corresponding trigonometric polynomial (7.3)
takes real values at the collocation points. Then, the corresponding initial values
satisfy the condition (7.16) of Theorem 7.1 at time ¢ = ¢y uniformly in K for s = 0.
For the time discretisation, we choose ERKN3 and ERKN4 whose coefficients are
displayed in Table 7.1. For comparison, we also consider a one-stage RKN method,
which is obtained from these ERKN integrators by letting M = 0.

The problem is solved on the interval [0, 10] with the stepsizes & = 1/2/ for
j=0,1,---,10. We measure the errors

erry = |[y(t) — |, . erdy = | y@&) —3"|_,

1 1
in different Sobolev norms o = 1, 5 0, — e 1. For the RKN method, it has been

checked that the errors are too large for some big stepsizes. Therefore we use smaller
stepsizes h = 1/2/ for j = 4, ---, 14. We plot the logarithm of the errors against
the logarithm of stepsizes for the results displayed in Figs. 7.1 and 7.2.
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It follows from these results that the convergence order is not uniform for «,
and when o goes from 1 to —1, the errors of ERKN integrators become large. This
supports the result given in Theorem 7.1. Moreover, it can be observed from the
computed results that ERKN integrators work much better for larger stepsizes, and
they are more accurate for smaller stepsizes than the corresponding RKN method.

At the end of this section, we remark that the results for ERKN4 with a small
stepsize are considered as the “exact” solutions of the underlying system for both
values of K. We also note that a few errors for ERKN integrators for K = 28 are
smaller than those for K = 2°. This phenomenon may be caused by the choices of
“exact” solutions for different K.

7.7 Concluding Remarks

In this chapter, we have analysed the error bounds of ERKN integrators when
applied to spatial semidiscretisations of semilinear wave equations. Optimal second-
order convergence has been obtained without requiring Lipschitz continuity and
higher regularity of the exact solution. Moreover, the analysis is uniform in the
spatial discretisation parameter. On the basis of this work, we are hopeful of
obtaining an extension to two-stage ERKN integrators for semidiscrete semilinear
wave equations. Another issue for future exploration is the error analysis of ERKN
integrators in the case of quasi-linear wave equations.
The material in this chapter is based on the work by Wang and Wu [43].
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