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Preface

Welcome to PAAP 2020, the 11th International Symposium on Parallel Architectures,
Algorithms and Programming. PAAP is an annual international conference for scien-
tists and engineers in academia and industry to present their research results and
development activities in all aspects of parallel architectures, algorithms, and pro-
gramming techniques.

Following the successful PAAP 2008 in Hefei, PAAP 2009 in Nanning, PAAP 2010
in Dalian, PAAP 2011 in Tianjin, PAAP 2012 in Taipei, PAAP 2014 in Beijing, PAAP
2015 in Nanjing, PAAP 2017 in Haikou, PAAP 2018 in Taiwan, and PAAP 2019 in
Guangzhou, PAAP 2020 will be held in Shenzhen, China.

This year we received 75 submissions, and we selected 37 papers. The submissions
were in general of high quality, making paper selection a tough task. The paper review
process involved all Program Committee members. To ensure a high-quality program
and provide sufficient feedback to authors, we made a great effort to have each paper
reviewed by three independent reviewers on average.

It would not have been possible for PAAP 2020 to take place without the help and
support of various people. The efforts of the authors, Program Committee members,
and reviewers were essential to the conference’s quality, and all deserve our utmost
appreciation. We also wish to thank the Local Organization Committee members for all
their hard work in making PAAP 2020 a great success, and thank Communications in
Computer and Information Science (CCIS) of Springer for their support.

We hope that all participants enjoyed PAAP 2020 and had a great time in Shenzhen.

December 2020 Li Ning
Vincent Chau
Francis Lau
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Restoring Survivable Spanning Tree:
An Alternative Algorithm

Lulu Zheng, Yalan Wu, Jiale Huang, Peng Liu, and Jigang Wu(B)

School of Computers, Guangdong University of Technology, Guangzhou, China
asjgwucn@outlook.com

Abstract. In the modern network with high data transmission rate,
coping with the link failures rapidly becomes a major network fault-
tolerant challenge. Existing techniques adopt a survivable spanning con-
nection (SSC) including two not-fully-disjoint spanning trees to prevent
link failures. However, the spanning trees in SSC will be invalid when the
shared links fail. This paper aims to algorithmic technique for fast restor-
ing the invalid spanning trees in SSC. Firstly, we model an optimization
problem of restoring the SSC based on the existing invalid spanning
trees. Then restoration algorithm is proposed for the faulty shared link
by two spanning trees. In the proposed algorithm, the edges linking the
two subtrees of one tree with the fault are collected to form a set of the
candidate links. Then, the link with the minimum failure probability is
selected from the candidate set, and it is added into the spanning trees
for generating a new SSC. Experimental results show that the recovery
time is reduced up to 36% in comparison to the latest work cited in this
paper, for the network with sizes varying from 10 to 100. Meanwhile, the
loss rate of survivability is kept no more than 1%.

Keywords: Survivability · Survivable spanning connection · Spanning
tree · Faulty link · Fault-tolerance

1 Introduction

Nowadays the data rate of Ethernet is 100 Gb/s and beyond, achieving almost
400 Gb/s in the near future [1]. With the rapid growth of network data transmis-
sion rates, the failure of network infrastructure definitely poses a great threat
to the data transmission. Each link has a failure probability in the network,
however, the link will fail due to other reasons, such as natural disasters, inten-
tional attacks [2] or sudden traffic bursts [3]. The fast restoration techniques are
proposed for the faulty link, which is important for the reduction of the data
loss.

Supported in part by project of Guangdong Science and Technology Plan under Grant
2019B010118001, and the National Natural Science Foundation of China under Grant
61871475.

c© Springer Nature Singapore Pte Ltd. 2021
L. Ning et al. (Eds.): PAAP 2020, CCIS 1362, pp. 1–11, 2021.
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The network survivability is the ability of a network to recover data trans-
mission from failure. It is important to design the effective survivability schemes
for the protection of data disruption due to link failures. Most existing works
improve the network survivability by designing the fast and robust network
recovery schemes on the single link failure model [4]. Especially, the robust sur-
vivability schemes must consider quality of service (QoS) metrics, such as recov-
ery time, data loss, capacity requirements, and time complexity of the recovery
algorithm [5]. For reducing the data loss dramatically, the recovery time should
be no more than 50 ms for the faulty link of the network [6].

A spanning tree contains all nodes and part links of the network, and it is
widely used to broadcast messages with the minimum overhead of data trans-
mission in a variety of networks. The protection schemes using backup spanning
trees are less overhead than using backup paths. The link-disjoint spanning trees
are studied, which have no shared links between backup spanning trees [7,8], and
used for the reliable algorithms in different networks [9]. The protection schemes
with full link-disjoint spanning trees have a survivability level of 1. However,
there is excessive redundancy. The concept of tunable survivability is introduced
in [10], which provides a quantitative measure to specify the desired level of sur-
vivability. That is, the survivability of network can be supported in the range of
0% to 100% by using not-fully-disjoint spanning trees. In general, the protection
scheme with more spanning trees can increase the survivability level but it also
imposes higher management overhead. Therefore, it is important to calculate
the number of not-fully-disjoint trees with optimal survivability and reasonable
communication costs. Yallouz et al. [4] verified that two not-fully-disjoint sur-
vivable spanning trees (T1 and T2) can guarantee a nearly optimal survivability.
That is, there are some shared links between T1 and T2. The protection scheme
with T1 and T2 is called a survivable spanning connection (SSC).

Currently, the single protection scheme, such as the survivable spanning con-
nection, only provides a backup spanning tree for the faulty link. The backup
spanning tree also fails and the data transmission is interrupted when the shared
link fails between the T1 and T2. For this case, the protection schemes have
to regenerate two survivable spanning trees and form a new survivable span-
ning connection. However, it takes more computing time, especially in a large
network.

Summarizing the above-mentioned protection schemes, we have observed the
following challenges. 1) The protection scheme should be enabled to deal with
any dynamic link failure. 2) The protection scheme with the faulty link should
be quickly restored. 3) The survivability of the protection scheme should be close
to the maximum survivability of the current network.

This paper focuses on the restoration for the spanning trees in the survivable
spanning connection, which can be restored quickly by adjusting and updat-
ing the invalid spanning trees, instead of the traditional restoration schemes
by regenerating new spanning trees. Moreover, our approach enables to deal
with dynamic link failure in real-time, and results in the survivable spanning
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connection with the acceptable survivability. The main contributions of this
paper are summarized as follows.

• The optimization problem of restoring the SSC on the basis of the existing
invalid spanning trees is formalized, instead of discarding the invalid spanning
trees and regenerating spanning trees as did as in the existing work cited in
this paper.

• The fast restoration algorithm is proposed for the formalized problem. The
algorithm is to deal with the failure of shared links by T1 and T2 in the
SSC, to restore both spanning trees simultaneously. The algorithm directly
adjusts the original SSC, by updating T1 and T2 to T ′

1 and T ′
2, respectively,

to generate a new survivable connection.
• The proposed algorithm is simulated and compared with the latest work in

[10]. The simulation results show that our algorithm can significantly reduce
the recovery time in the restoration of the survivable spanning connection.
The survivability is nearly optimal.

The rest of this paper is organized as follows. In Sect. 2, we review the previ-
ous work. In Sect. 3, we model an optimization problem. In Sect. 4, the algorithm
is proposed for solving the SSCR problem. Section 5 evaluates the performance
of the proposed algorithm by the simulation of two network topologies. Section 6
concludes this paper.

2 Previous Algorithm

In [4], the Constrained Bandwidth Max-Survivability (CBMS) algorithm is pro-
posed to contribute an optimal set of two spanning trees for the maximization
of the survivability level while ensuring the bandwidth.

In CBMS, a transformed network with each link accommodates the band-
width requirement B0 is constructed. Then, the CBMS constitutes a set of k-
duplicated links to represent a single link e in the transformed network. Accord-
ingly, a matroid is formed by the links of the transformed network [11]. The
k link-disjoint spanning trees with minimum cost are generated in the trans-
formed network by applying a matroid greedy algorithm to minimum-cost link
disjoint spanning tree [7,8]. As shown in Fig. 1(a), the network is represented by
an undirected graph G = (V,E). Each link is associated with two parameters
(pe, be) where pe is the failure probability of the link and be is the bandwidth of
the link. G̃(V, Ẽ) is the auxiliary network of G, where Ẽ = {e|e ∈ E, be ≥ B0}.
Figure 1(a) shows that G̃(V, Ẽ) is generated by removing the links with the
bandwidth which is less than B0. Finally, the result of CBMS shows that the
maximum level of survivability can be well-approximated by establishing just
two not-necessarily-disjoint spanning trees. In Fig. 1(b), the SSC(T1, T2) with
the maximum survivability is generated by CBMS. A spanning tree Ti(V,Ei) is
the ith spanning tree of G, i.e., Vi = V and Ei ⊆ E, for ∀i ∈ {1, 2, · · · , k}. Note
that the spanning trees in SSC are not necessarily disjoint. Clearly, a pair of
spanning trees T1 and T2 have two shared links, i.e., {(1, 2), (1, 4)}.
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Fig. 1. The network G(V,E), the auxiliary network G̃(V, Ẽ) and the SSC(T1, T2) with
the maximum survivability

The optimal survivable spanning connection for certain sized problems is gen-
erated by CBMS. The time complexity is O(|E| log(|E|) + |V |2). The survivable
spanning connection with T1 and T2 is denoted as SSC(T1, T2) in this paper.

As reported in [4], the maximum level of survivability can be well-
approximated by establishing just two spanning trees in the network with the
single link failure model. We follow the case in this paper and the assumption
that at most one link failure in the network at a time. The SSC(T1, T2) is pre-
constructed by CBMS algorithm under QoS requirements. The SSC is failed
when the shared link fails between the T1 and T2. In this paper, the fast and
efficient restoration algorithm for the SSC is proposed.

3 Definitions and Problem Formulation

Given the network G = (V,E) and the bandwidth requirement B0. Each link
e ∈ E is assigned with a failure probability pe ∈ (0, 1] and a bandwidth be. The
pes are independent, which are estimated from the failure data of the network.
Given the SSC(T1, T2) of G̃, the SSC of G̃ is a tuple of two spanning trees (T1, T2)
of G̃. The link e ∈ E is called a shared link if e ∈ T1 ∩ T2.

In order to facilitate the understanding of the algorithm, the following
describes some definitions.

Definition 1. Given the SSC(T1, T2), the bandwidth of the spanning tree B(Ti)
is defined as the bandwidth of bottleneck link in Ti, i.e., B(Ti)= mine∈Ti

(be).
The bandwidth of SSC(T1, T2), denoted as B(T1, T2), is defined as the bandwidth
of the bottleneck spanning tree, i.e.,

B(T1, T2) = min{B(T1), B(T2)} = mine∈T11∪T2(be). (1)
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Definition 2. Given the SSC(T1, T2), the survivability level S(T1, T2) is the fea-
sible probability of all shared links between T1 and T2 , i.e.,

S(T1, T2) =
∏

e∈T1∩T2

(1 − pe). (2)

In order to ensure the excellent performance of the network for data transmis-
sion, the SSC must have the best survivability at all times. For the SSC(T1, T2),
S(T1, T2) is the maximum survivability level currently in the network. The con-
nection must be promptly restored to a new SSC with the maximum survivability
when a shared link fails.

Definition 3. Given the SSC(T1, T2), the faulty link ef (u, v) indicates the link
with a permanent fault between the nodes u and v.

Definition 4. Given the SSC(T1, T2), the connections SSC(T ′
1, T

′
2) are called as

the (T1, T2)—based SSC, where T ′
1 and T ′

2 are restored from T1 and T2, respec-
tively.

Given the SSC(T1, T2) with pes, the bandwidth constraint B0 > 0 and
B(T1, T2) ≥ B0, how to restore the SSC by adjusting the invalid spanning trees
in the connection when a shared link fails, and generate a (T1, T2)—based SSC
with close-to-optimal survivability, under the given bandwidth constraint?

The problem can be formalized as follows.

Definition 5. The SSC Restoration (SSCR) Problem: Given the SSC(T1, T2)
and the faulty shared link ef (u, v), find a (T1, T2)—based SSC such that

Max S((T1, T2)—SSC)
s.t. B(S((T1, T2)—based SSC)) ≥ B0,

where S((T1, T2)—based SSC) is the survivability of the (T1, T2)—based SSC,
and B(S((T1, T2)—based SSC)) is the bandwidth of the (T1, T2)—based SSC.

4 The SLMS Algorithm

The proposed algorithm to solve the SSCR problem, Shared Links Max-
Survivability (SLMS), is proposed to generate a (T1, T2)—based SSC by restoring
T1 and T2. As shown in Fig. 2(a), T1 is divided into two subtrees T

(u)
1 (V u

1 , Eu
1 )

and T
(v)
1 (V v

1 , Ev
1 ), where u ∈ V u

1 and v ∈ V v
1 . Similarly, T2 is divided into two

subtrees T
(u)
2 (V u

2 , Eu
2 ) and T

(v)
2 (V v

2 , Ev
2 ), where u ∈ V u

2 and v ∈ V v
2 .

For the spanning tree T1, the set of these e(xi1, yj1)s is selected to replace
ef (u, v), which connect T

(u)
1 with T

(v)
1 , denoted as E′′

1 , i.e., E′′
1 ={e(xi1, yj1)| e(xi1

,yj1) ∈ Ẽ, xi1 ∈ V u
1 and yj1 ∈ V v

1 , xi1 �= u or yj1 �= v, i1 ∈ N∗, j1 ∈ N∗}. Mean-
while, for T2, E′′

2 = {e(xi2, yj2)| e(xi2, yj2) ∈ Ẽ, xi2 ∈ V u
2 and yj2 ∈ V v

2 , xi2 �=
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uu x3

x1

T1 ( V, E1 )

x2

u x

v

y2y1

v

y4y3

y1 y2

T2
( v )( V2

( v ) , E2
( v ))

e1 e1'

e2

e2'

T2 ( V, E2 )

T2
( u)( V2

( u ) , E2
( u ))T1

( u )( V1
( u ) , E1

( u))

T1
( v )( V1

( v ) , E1
( v ))

(a) The subtrees of T1 and T2.

E1

E2

E

E1''

E2''

E

(b) The relationship
of the link sets.

Fig. 2. An example of subtrees and corresponding relationship of the link sets.

u or yj2 �= v, i2 ∈ N∗, j2 ∈ N∗}. The link in E′′
1 and E′′

2 is replace the faulty
link. Then the spanning trees are connected. Figure 2(b) shows the relationship
between the sets E, Ẽ, E1, E2, E′′

1 , and E′′
2 . There are two cases according to

whether the intersection of E′′
1 and E′′

2 is empty, as follows:

– Case A: E′′
1 ∩ E′′

2 = ∅. If the intersection of E′′
1 and E′′

2 is empty, the
e(xi1, yj1) with the minimum failure probability from E′′

1 is selected and
added into T1. The new spanning tree is denoted as T ′

1(V,E′
1), where E′

1 =
{E1 − ef (u, v) + e(xi1, yj1)| e(xi1, yj1) ∈ E′′

1 ,min pe(xi1,yj1)}. At the same
time, the e(xi2, yj2) with the minimum failure probability from E′′

2 is selected
and then added into T2. The new spanning tree is denoted as T ′

2(V,E′
2), where

E′
2 = {E2−ef (u, v)+e(xi2, yj2)| e(xi2, yj2) ∈ E′′

2 ,min pe(xi2,yj2)}. As a result,
the SSC(T1, T2) is restored to SSC (T ′

1, T
′
2). The number of the shared links

in SSC (T ′
1, T

′
2) is more than the original SSC (T1, T2), because the selected

links are not in E′′
1 ∩ E′′

2 . Then the survivability of SSC(T ′
1, T

′
2) defined as

S(T ′
1, T

′
2) =

(1 − pe(xi1,yj1))(1 − pe(xi2,yj2))
(1 − pef (u,v))

S(T1, T2). (3)

– Case B: E′′
1 ∩ E′′

2 �= ∅. If the intersection of E′′
1 and E′′

2 is not empty,
the links in E′′

1 ∩ E′′
2 are shared by T1 and T2. The link e(xi, yj) with

the minimum failure probability from E′′
1 ∩ E′′

2 is selected and added into
both T1 and T2, and the new SSC(T ′

1, T
′
2) is formed. The spanning trees

of SSC(T ′
1, T

′
2) are denoted as T ′

1(V,E′
1) and T ′

2(V,E′
2), respectively, where

E′
1 = {E1 − ef (u, v) + e(xi, yj)| e(xi, yj) ∈ E′′

1 ∩ E′′
2 ,min pe(xi,yj)} and

E′
2 = {E2 − ef (u, v) + e(xi, yj)| e(xi, yj)) ∈ E′′

1 ∩ E′′
2 , min pe(xi,yj)}. The

number of the shared links is not change and the survivability of SSC(T ′
1, T

′
2)

defined as

S(T ′
1, T

′
2) =

(1 − pe(xi,yj))
(1 − pef (u,v))

S(T1, T2). (4)
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The formula description of the algorithm is omitted due to the limit of paper
length.

Theorem 1: Given the network G̃(V, Ẽ) with the faulty shared link ef (u, v) and
the SSC (T1, T2) with maximum survivability, the (T1, T2)—based SSC(T ′

1, T
′
2)

with maximum survivability is produced by SLMS, if ef (u, v) is not the bridge
of network G.

Proof. The (T1, T2)—based SSC(T ′
1, T

′
2) exists, because ef (u, v) is not the bridge

of network G. The faulty link ef (u, v) splits the spanning tree T1 into the subtrees
T

(u)
1 and T

(v)
1 and splits the spanning tree T2 into the subtrees T

(u)
2 and T

(v)
2 ,

respectively. According to the definition of E′′
1 and E′′

2 , there are not empty.
Thus, ef (u, v) is replaced by the link, which is selected from E′′

1 and E′′
2 by SLMS.

Noting that the link with minimum failure probability is selected in SLMS, thus
the (T1, T2)—based SSC(T ′

1, T
′
2) with maximum survivability is found by SLMS.

Theorem 2: The time complexity of SLMS is O(|E|).
Proof. In SLMS, the split of tree T1 and T2 runs in constant time complexity.
Noting that |E′′

1 | < |Ẽ| ≤ |E| and |E′′
2 | < |Ẽ| ≤ |E|, it is confirmed that E′′

1 and
E′′

2 can be set up in O(|E|). The selection of the smallest element in the set of
size |E| can be performed in O(|E|). The insertion of the selected element runs
in constant time complexity. Thus, the time complexity of SLMS is O(|E|).

5 Simulation Results

In this section, the simulation results demonstrate the advantages of the algo-
rithm SLMS compared to the algorithm CBMS for the restoration of SSC. The
simulations examine the impacts of the link failure probability distribution and
network topology. The algorithms are evaluated with two parameters, i.e., recov-
ery time and survivability. The results are the average of the 100 random simu-
lations with various network sizes.

5.1 Simulation Setup

In all simulations, the random networks are generated with different sizes, i.e.,
|V | = 10, 20, 30, 50, 70, 100. The bandwidth of the link in the range of [5, 150]
MB/s with a uniform distribution and the pe obeys two different distributions,
i.e., normal distribution and exponential distribution.

Network Topology: Two types of network topologies, namely Power-Law
topology [12] and Waxman topology [13]. The network topologies are generated
randomly.

For the Power-Law topology, the outdegree of each node is randomly assigned
by the power-law distribution β · x−α, where x is a random out of the number
of network nodes, α = 0.61 and β = 100. Specifically, the pair of the nodes
m and n is picked, and the node n keeps the outdegree credits. Then the link
between the nodes m and n is added, and the outdegree credit of the node
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m is decreased [12]. The generation of the Waxman topology is specified. The
source and the destination are located at the diagonally opposite corners of a
square of unit dimension. Then, |V | − 2 nodes randomly spread over the square.
For each pair of nodes m and n, a link (m,n) with the following probability:
p(m,n) = α · exp−δ(m,n)

β·√2
where α = 1, β = 0.058 and δ(m,n) is the distance

between the nodes [13].

Distributions for pe: The pe obeys two different distribution, one is the normal
distribution with the mean of 0.01 and the standard deviation of 0.003 and the
other is the exponential distribution with the mean of 0.01. The bandwidth
constraint is 30.

When the algorithm is executed to the generated networks, Ẽ = {e|e ∈
E, be ≥ 30} is obtained. As mentioned, the faulty link is selected randomly, the
algorithm SLMS is used for the SSCR problem with the faulty shared link.

5.2 Recovery Time

(c) pe obeys normal distribution (d) pe obeys exponential distribution

Fig. 3. Comparison of recovery time art for the faulty shared link, under different
distributions of pe.

(a) In Power-Law Topology (b) In Waxman Topology

Fig. 4. Comparison of recovery time art for the faulty shared link on different network
topologies.
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The simulations are implemented for different cases of the SSCR problem
and the results are illustrated in Fig. 3 and Fig. 4. The average recovery time of
an algorithm A is denoted as art(A). The average survivability of the restored
SSC by an algorithm A is denoted as ars(A).

In Power-law topology, Fig. 3 shows art(CBMS) and art(SLMS) with
the faulty shared link under the different distribution of pe, the growth of
art(USLMS) is similar to that of art(CBMS). Compared with the art(SLMS),
the art(CBMS) is increased significantly with increasing number of nodes. When
pe obeys exponential distribution with |V | = 100, the art(SLMS) and art(CBMS)
are 0.0889 s and 0.1404 s, respectively. Figure 4 illustrates art(CBMS) and
art(SLMS) for the faulty shared link in different topologies. In Power-Law
topology with |V | = 100, the art(SLMS) and art(CBMS) are 0.0915 s and
0.1382 s, respectively. In Waxman topology with |V | = 100, the art(SLMS)
and art(CBMS) are 0.089 s and 0.112 s, respectively.

It is observed that the growth of art(SLMS) is slower than art(CBMS) in
different topologies. Compared to the algorithm CBMS, the improvement of an
algorithm A in recovery time is calculated as follows.

imp =
art(A) − art(CBMS)

art(CBMS)
× 100%. (5)

Thus, the maximum imp is 36.69% for the faulty shared link.

5.3 Survivability

Table 1. Comparison in survivability ars for Power-Law topology

The faulty link Parameters Results in different size of the network

10 20 30 50 70 100

Shared faulty links avs(CBMS) 0.984077 0.973546 0.965774 0.957787 0.925089 0.886275

avs(SLMS) 0.983296 0.970279 0.965774 0.954038 0.919654 0.886275

loss rate 0.0793% 0.3356% 0 0.3914% 0.5857% 0

Table 2. Comparison in survivability ars for Waxman topology

The faulty link Parameters Results in different size of the network

20 30 50 70 100

Shared faulty links avs(CBMS) 0.990846 0.981406 0.985073 0.989825 0.983394

avs(SLMS) 0.990846 0.981406 0.980956 0.984739 0.978147

loss rate 0 0 0.418% 0.5138% 0.5336%
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The survivability is one of the most important metrics to evaluate the perfor-
mance of the algorithm for generating the SSC. The survivability of the different
algorithms in Power-Law and Waxman are shown in Table 1 and Table 2, respec-
tively. The loss rate of survivability in the algorithm A over the algorithm CBMS
is calculated as follows.

loss rate =
ars(A) − ars(CBMS)

ars(CBMS)
× 100%. (6)

When the SSC is generated by CBMS, the survivability is maximum cur-
rently. It is observed that the survivability of the SSC, which is generated by the
proposed algorithm, is close to the survivability of the SSC generated by CBMS.
For the the faulty shared link, the survivability of the SSC generated by SLMS
is only slightly lower than CBMS. The maximum of the loss rates are 0.5857%
and 0.5336% in Power-Law and Waxman, respectively. However, the imps are
20.76% and 20.13% at a time, respectively.

6 Conclusion

The survivable spanning connection is a novel protection scheme for coping with
network failures, which is established by two not-necessarily-disjoint spanning
trees. In this paper, we have modeled an optimization problem on restoring the
survivable spanning connection with the faulty links. Then, we have presented
the algorithm to restore the connection rapidly, where the faulty link is shared by
the two spanning trees. Simulation results show that the proposed algorithm can
reduce the recovery time by up to 36% for the faulty shared link, while keeping
the close-to-optimal survivability of the new survivable spanning connection.
The distributed algorithm for restoring the survivable spanning connection will
be future work.
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Abstract. The torus topology has proven very popular as the intercon-
nection network of modern supercomputers. In fact, the world number
one as of November 2020, the Supercomputer Fugaku, relies on this net-
work topology. Considering the large number of computing nodes (mil-
lions), efficient parallel processing is key to maximise the performance. It
is well known that parallel processing is hampered by cycles, deadlocks
and starvations being two notorious issues directly linked to the presence
of cycles. Hence, network decycling is a critical problem and it has been
extensively discussed in the literature. In this paper, we propose a decy-
cling algorithm for the torus topology and compare it with established
results.

Keywords: Interconnection network · Algorithm · Parallel
processing · Cycle · Feedback vertex set

1 Introduction

Modern supercomputers include hundreds of thousands of computing nodes, with
the most recent machines having several millions (e.g. 10,649,600 nodes for the
Sunway TaihuLight as of November 2020’s TOP500 list [16]). Node intercon-
nection is thus a critical issue to maximise the parallel processing performance.
Thanks to its advantageous topological properties (e.g. regularity), the torus
topology has proven very popular as the interconnection network of recent super-
computers: the world number one supercomputer as per the November 2020
TOP500 ranking, the Supercomputer Fugaku built by Fujitsu and RIKEN, is
relying on the torus topology to connect its nodes (Tofu interconnect D [2]).
The IBM Blue Gene/L and Blue Gene/P, Cray Titan (Gemini interconnect [3])
and Fujitsu SORA-MA (Tofu interconnect 2 [1]) are additional examples of torus-
based supercomputers.

It is common knowledge that the presence of cycles harms parallel process-
ing as they are at the source of the notorious resource allocation issues that
are deadlocks, livelocks and starvations [9]. Notably considering this application,
the decycling problem, also called the minimum feedback vertex set problem,
has thus been largely discussed in the literature. Karp has shown that finding
a decycling set of minimum size (i.e. an optimal decycling set) in any graph is
c© Springer Nature Singapore Pte Ltd. 2021
L. Ning et al. (Eds.): PAAP 2020, CCIS 1362, pp. 12–21, 2021.
https://doi.org/10.1007/978-981-16-0010-4_2
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NP-complete [11]. For example, Fomin et al. have described an algorithm that
solves this problem in any graph in O(1.7548n) time [10]. In addition, poly-
nomial solutions have been proposed for particular classes of graphs such as
3-regular graphs [12], convex bipartite graphs [14], permutation graphs [13] and
hypercube-based networks [7,8]. Amongst others, the size of an optimal decy-
cling set (i.e. the decycling number) in the case of cubes and grids has been
discussed in [4,5], and for hypercubes in [15]. In this paper, we propose a poly-
nomial time decycling algorithm for a torus network. It should be noted that
while the case of a grid as cited previously seems close to the torus case which is
investigated hereinafter, the wrap-around edges of the torus invalidate the grid
decycling approach (see the next section for details).

The rest of this paper is organised as follows. Notations and definitions are
recalled in Sect. 2. The 1-dimensional torus trivial case is briefly addressed in
Sect. 3. The 2-dimensional case is discussed in Sect. 4. Evaluation is conducted
in Sect. 5 and concluding remarks are given in Sect. 6.

2 Preliminaries

In this section, notations, definitions and previously established results are
recalled. The set of the vertices of a graph G is denoted by V (G), and the
set of its edges by E(G). A path in a graph G is a subgraph of G that is an
alternating sequence of distinct vertices and edges. Such a vertex–edge sequence
but whose two terminal vertices are the same vertex is called a cycle. The length
of a path or cycle is its number of edges. A graph that contains no cycle is said
to be acyclic and is isomorphic to a tree.

Definition 1. An n-dimensional k-ary torus, denoted by T (n, k), with n ≥ 1
and k ≥ 1, consists in the kn vertices induced by the set {0, 1, . . . , k − 1}n.
Two vertices u = (u0, u1, . . . , un−1) and v = (v0, v1, . . . , vn−1) of a T (n, k) are
adjacent if and only if there exists j (0 ≤ j < n) such that ∀i (0 ≤ i < n, i �= j)
ui = vi and uj = vj ± 1 (mod k).

A torus T (n, k) is thus a regular graph of degree 2n, of diameter n�k/2� and has
nkn edges. We next state an important torus property.

Property 1. For a dimension δ (0 ≤ δ < n), a T (n, k) consists in k sub-tori
T i,δ(n − 1, k) (0 ≤ i < k). Each sub-torus T i,δ(n − 1, k) is induced by the kn−1

vertices (u0, u1, . . . , uδ−1, i, uδ+1, . . . , un−1) of T (n, k) with uj (0 ≤ j < n, j �= δ)
the vertex coordinate for the dimension j and i the vertex coordinate for the
dimension δ.

A sample torus T (2, 3) is given in Fig. 1a and its recursive structure is detailed
in Fig. 1b.

A lower bound on the size of a decycling set in any graph has been established
by Beineke and Vandell in [6]. The corresponding result is given in Theorem 1
below.
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Fig. 1. (a) A torus T (2, 3). (b) A torus has a recursive structure: a T (2, 3) consists in
three sub-tori T (1, 3).

Theorem 1. [6] For a graph G = (V,E) of maximum degree Δ, any decycling
set S of G satisfies the following relation:

|S| ≥
⌈ |E| − |V | + 1

Δ − 1

⌉

3 The Case of a T (1, k)

This simple case is a gentle concrete introduction to the torus decycling problem.
Because, by Definition 1, a T (1, k) is isomorphic to a ring, it is trivial to find a
decycling set S: for any vertex u in T (1, k), define S = {u}.

This decycling set S is clearly optimal, and this can also be verified with
Theorem 1: by Definition 1, the number of vertices of a T (1, k) is equal to k, the
number of edges is also equal to k, the maximum degree is 2 and therefore the
lower bound on the size of a decycling set of Theorem 1 is equal to 1, which is
the cardinality of the obtained decycling set. Hence, S is an optimal decycling
set. An illustration is given in Fig. 2.

Fig. 2. The trivial case T (1, k): an optimal decycling set is of cardinality one, for
instance the red vertex. (Colour figure online)

4 The Case of a T (2, k)

We describe in this section the details of our approach to decycle a 2-dimensional
k-ary torus T (2, k). We give below a constructive proof in the form of a decycling
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algorithm whose input is an arity k (k ≥ 1) and which outputs a decycling set S.
The main idea of the algorithm is to first consider a “suboptimal” decycling set
and to subsequently carefully restore vertices so that the obtained graph remains
acyclic.

4.1 Special Cases

The case k = 1 is trivial: T (2, 1) consists of one unique vertex and is thus acyclic;
S = ∅ is thus a decycling set for this trivial graph.

When k = 2, because it is conventionally assumed that the graph has no
double edges, the same discussion as that of Sect. 3 can be held: the singleton
set S = {u} with u any vertex of T (2, 2) is a decycling set. (If for some peculiar
reason double edges do exist, a set S is a decycling set if and only if it consists
of two diagonally opposed vertices, for instance S = {(0, 0), (1, 1)}.)

When k = 3, the set S = {(0, 2), (1, 1), (2, 0), (2, 2)} is a decycling set since
the induced subgraph T̃ of T (2, 3) defined by the vertices V (T̃ ) = V (T (2, 3))\S
has two components: a vertex of degree 0 and a path (of length 3).

The decycling sets described in this section are optimal by Theorem 1. The
latter three cases are illustrated in Fig. 3.

Fig. 3. Optimal decycling sets (red vertices) when (a) k = 2, (b) k = 2 with double
edges and (c) k = 3. (Colour figure online)

4.2 General Case

We can assume that k ≥ 4 as the other cases have been treated in Sect. 4.1. The
proposed decycling algorithm consists of the following three main steps. Step 1
is illustrated in Fig. 4, Step 2 in Fig. 5 and Step 3 in Fig. 6, each time illustrating
side-by-side the cases k even and k odd.

Step 1. Define a first (suboptimal) decycling set S̃ ⊂ V (T (2, k)) as follows:

S̃ = {(i, j) | 0 ≤ i, j ≤ k − 1, i + j ≡ 0 (mod 2)}
In other words, S̃ is induced by the vertices of a T (2, k) that are taken in one
particular “quincunx” manner. The induced subgraph T̃ of T (2, k) defined
by the vertices V (T̃ ) = V (T (2, k)) \ S̃ is indeed acyclic since E(T̃ ) = ∅ is
satisfied.



16 A. Bossard

Fig. 4. Illustration of the algorithm’s Step 1: (a) in a T (2, 8); (b) in a T (2, 9). The red
vertices are in S̃. (Colour figure online)

Step 2. Next, we select vertices to be restored, that is, vertices that are included
in S̃ but that will be excluded from the final decycling set to further reduce
its size. Three sub-steps are distinguished.
Step 2.1. For the sake of clarity, we assume without loss of generality that

the vertices of a T (2, k) are arranged according to a k × k grid, say of X
and Y axis. The vertices of the set S̃ induce vertex diagonals (i.e. a set of
vertices) on this grid, say the set D1 that includes the vertex diagonals
of slope −1 and the set D2 that includes the vertex diagonals of slope
1. We consider the k − 1 + (k mod 2) vertex diagonals di of the set D1

(0 ≤ i < |D1|) where di includes the vertex (i, i + 1 − (k mod 2)). For
example, when k is even the vertex diagonal d0 consists of the vertices
{(0, 1), (1, 0)} and when k is odd of the vertex {(0, 0)}.
The number of vertices |di| in a diagonal di (0 ≤ i < |D1|) is given by the
following formula:

|di| =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2i + 2 if k even, 0 ≤ i < k
2

2i + 1 if k odd, 0 ≤ i ≤ k−1
2

2(k − i − 1) if k even, k
2 ≤ i < k − 1

2(k − i) − 1 if k odd, k−1
2 < i < k

Step 2.2. Define the vertex diagonal set D ⊂ D1 as {di | 0 ≤ i < |D1|, i odd}.
In other words, we alternately select the diagonals of D1. The equality
|D| = �(k − 1)/2� holds.

Step 2.3. Given a vertex diagonal d ∈ D, let �d be the ordered set whose
vertices are those of d and which are ordered in ascending order of their
X coordinates. So, for example, when k is odd the ordered set that cor-
responds to d1 is �d1 = ((0, 2), (1, 1), (2, 0)). Furthermore, given a vertex
diagonal d ∈ D, define the vertex set

Rd =
{

ui | (u0, u1, . . . , u|d|) = �d, 0 ≤ i ≤ |d|, i ≡ k (mod 2)
}
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In other words, the vertices of the set Rd consist of the alternating vertices
of the diagonal d.
From this discussion, we can define R1 the first subset of S̃ that will be
used to restore vertices as explained. We have

R1 =
⋃

d∈D

Rd

The induced subgraph T̃ of T (2, k) defined by the vertices V (T̃ ) = V (T (2, k))\
(S̃ \ R1) is indeed acyclic since the edges at the restored vertices (i.e. the
vertices of R1) induce vertex-disjoint stars (of four edges) or vertex-disjoint
trees each induced by a 4-edge star with one or two additional vertices.

Fig. 5. Illustration of the algorithm’s Step 2: (a) in a T (2, 8); (b) in a T (2, 9). The red
vertices are in S̃ and the blue ones in R1. The selected diagonals are indicated with an
arrow. (Colour figure online)

Step 3. Finally, we restore additional vertices. If k ∈ {4, 5, 7}, define R2 = ∅. If
k = 6, define R2 = {(0, 1)}. Otherwise, define the set R2 as described in the
rest of this step.
Let δ = 0 be the dimension used to reduce T (2, k) into k sub-tori T i,δ(1, k)
(0 ≤ i ≤ k−1) as per Property 1. Define T a subset of the k sub-tori T i,δ(1, k)
(0 ≤ i ≤ k − 1) as follows:

T =
{

T 4i+(k mod 2),δ(1, k) | 0 ≤ i <

⌈
k − (k mod 2)

4

⌉}

For each sub-torus T1 ∈ T , one vertex of T1 ∩ (S̃ \ R1) is restored (i.e. added
into R2) as per the following definition:

R2 = {(4i + (k mod 2), 4i + 1 + 2(k mod 2)) | 0 ≤ i < |T |}
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Fig. 6. Illustration of the algorithm’s Step 3: (a) in a T (2, 8); (b) in a T (2, 9). The red
vertices are in S̃, the blue ones in R1 and the green ones in R2. The sub-tori of T are
indicated with an arrow. (Colour figure online)

The final decycling set S is given by

S = S̃ \ (R1 ∪ R2)

The induced subgraph T̃ of T (2, k) defined by the vertices V (T̃ ) =
V (T (2, k)) \ S is indeed acyclic since the edges at the restored vertices (i.e. the
vertices of R1 ∪ R2) induce vertex-disjoint 4-edge stars or vertex-disjoint trees
induced by 4-edge stars.

5 Evaluation

We establish in this section the complexities of the method proposed in Sect. 4;
it is trivial for Sect. 3.

5.1 Cardinalities and Time Complexity

We distinguish the two cases k even and k odd.
k even Regarding Step 1, the set S̃ has 2(k/2 × k/2) = k2/2 vertices. The set
S̃ can thus be calculated in O(k2) time.

Regarding Step 2, the set R1 has �k/4��k/4� + �k/4��k/4� = 2�k/4��k/4�
vertices. In Steps 2.1 and 2.2, |D| = (k − 2)/2 vertex diagonals are effectively
gathered, which thus requires O(k) time. In Step 2.3, each of these (k − 2)/2
vertex diagonals is iterated. The sum of their number of vertices is equal to
(k/2)2 − ((k/2) mod 2) and this takes thus O(k2) time in total.

Regarding Step 3, the set R2 has zero vertex when k = 4, one vertex when
k = 6 and �k/4� vertices otherwise. This step takes thus O(k) time.
k odd Regarding Step 1, the set S̃ has (k+1)/2×(k+1)/2+(k−1)/2×(k−1)/2 =
(k2 + 1)/2 vertices. The set S̃ can thus be calculated in O(k2) time.
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Regarding Step 2, the set R1 has �(k − 1)/4��(k − 1)/4� + �(k − 1)/4��(k −
1)/4� = �(k − 1)/4�2 + �(k − 1)/4�2 vertices. In Steps 2.1 and 2.2, |D| = (k −
1)/2 vertex diagonals are effectively gathered, which thus requires O(k) time. In
Step 2.3, each of these (k − 1)/2 vertex diagonals is iterated. The sum of their
number of vertices is equal to (k + 1)/2 × (k − 1)/2 + (((k − 1)/2) mod 2) and
this takes thus O(k2) time in total.

Regarding Step 3, the set R2 has zero vertex when k ≤ 7 and �(k − 1)/4�
vertices otherwise. This step takes thus O(k) time.

5.2 Main Result

The discussion of Sect. 5.1 is summarised in the following theorem.

Theorem 2. In a 2-dimensional k-ary torus T (2, k) (k ≥ 1), a decycling set S
of 0 vertex when k = 1, 1 vertex when k = 2, 4 vertices when k = 3 and with

|S| =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

k2/2 − 2�k/4��k/4� k = 4
(k2 + 1)/2 − �(k − 1)/4�2 − �(k − 1)/4�2 k = 5, k = 7
k2/2 − 2�k/4��k/4� − 1 k = 6
k2/2 − 2�k/4��k/4� − �k/4� k ≥ 8, k even
(k2 + 1)/2 − �(k − 1)/4�2 − �(k − 1)/4�2 − �(k − 1)/4� k ≥ 9, k odd

in the other cases can be found in O(k2) time.

Proof. A constructive proof of such a set S has been described in Sect. 4. Fur-
thermore, the cardinality of S is equal to |S̃| − |R1| − |R2| since R1 ∩ R2 = ∅
by definition and |S̃|, |R1|, |R2| have been calculated in Sect. 5.1. In the same
section, it has been shown that such a set S can be found with a worst-case time
complexity of O(k2).

5.3 Comparison with the Lower Bound

In this section, we investigate how close the size of the decycling set generated is
to the lower bound of Theorem 1. The values obtained from Theorems 1 and 2
are represented in Fig. 7. It is recalled that the result of Theorem 1 is a lower
bound on the size of a decycling set, and not necessarily the size of an optimal
decycling set. So, the difference plotted in Fig. 7 is given for reference, and it
shows that the size of the obtained decycling set is promising, possibly optimal
in some cases, given that it is rather close, and sometimes equal, to the lower
bound of Theorem 1.

It can also be observed that, obviously, the size of the generated decycling
set S is never smaller than the lower bound of Theorem 1; the contrary would
indicate a hole in the proposed algorithm.
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Fig. 7. Investigating how close the size of the decycling set generated is to the lower
bound of Theorem 1.

6 Concluding Remarks

The torus topology has been very popular for the interconnection network of
massively parallel systems. In fact, the world number one supercomputer as of
November 2020, the Supercomputer Fugaku, relies on it. Besides, it is well known
that parallel processing is hampered by the presence of cycles in the network of its
computing nodes, which is one reason why the decycling problem (NP-complete)
has been largely discussed in the literature. In this paper, we have discussed
the decycling problem inside a torus T (n, k), and especially in the case n = 2.
Nevertheless, thanks to the recursive property of the torus topology, this work
notably on the decycling of a T (2, k) can be used to render acyclic parts (i.e.
2-dimensional sub-tori) of a torus of higher dimension, which will subsequently
facilitate parallel processing as explained. We have given a constructive proof of a
decycling set S for a torus T (2, k) where S has k2/2−2�k/4��k/4�−�k/4� vertices
when k is even (k ≥ 8) and (k2 +1)/2−�(k −1)/4�2 −�(k −1)/4�2 −�(k −1)/4�
vertices when k is odd (k ≥ 9) and can be obtained in O(k2) time (we treated
the cases n = 1 and k ≤ 7 separately), which is promising since rather close to
the lower bound on the size of an optimal decycling set.

Regarding future works, further investigating, for instance by means of a
computer experiment, how close the size of the calculated decycling set is to
that of an optimal decycling set is a first meaningful possibility. Then, it will be
very interesting to research, for instance as explained above by relying on the
recursive property of the torus topology, how to rely on this result to produce
non-trivial decycling sets for tori of higher dimensions.
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Abstract. The rapid development of deep learning technology has made
deep learning models widely used in image processing, speech recogni-
tion, and target tracking. However, the model becomes larger and larger,
and it is difficult to deploy on a stand-alone device, usually on a dis-
tributed computing platform. As a high-performance digital signal pro-
cessor developed by the 38th Research Institute of China Electronics
Technology Group, HXDSP has strong computing power and rich com-
puting resources, and is suitable for computing-intensive applications
such as deep learning. Design the many-core virtual platform based on
the HXDSP simulator, and provide the parallel communication inter-
face MPIRIO to realize fast communication and task synchronization
between the HXDSPs, and provide basic conditions for the deployment
of deep learning models. At the same time, the parallel computing capa-
bility and pipeline mechanism provided by the virtual platform are used
to accelerate the operation of the model. Aiming at the problem that
the traditional gradient descent algorithm needs to be manually set,
the meta-learning optimization algorithm is used to realize the adaptive
fine-tuning of the model on the virtual platform, forming a deep learn-
ing optimization framework based on the CPU/HXDSP heterogeneous
system.

Keywords: Deep learning · HXDSP · Many-core virtual platform ·
Meta-learning optimization

1 Introduction

In recent years, the rapid development of deep learning [1] technology has made
deep learning models widely used in image processing [2], speech recognition [3],
and target tracking [4]. Academia and industry are also studying how to imple-
ment and industrialize deep learning technology to improve our life and work
efficiency. Mobile devices [5], embedded devices [6], and dedicated accelerators

Supported by the Core Electronic Devices, High-end Generic Chips and Basic Soft-
ware of National Sicence and Technology Major Projects of China under Grant No.
2012ZX01034-001-001.

c© Springer Nature Singapore Pte Ltd. 2021
L. Ning et al. (Eds.): PAAP 2020, CCIS 1362, pp. 22–33, 2021.
https://doi.org/10.1007/978-981-16-0010-4_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0010-4_3&domain=pdf
https://doi.org/10.1007/978-981-16-0010-4_3


Deep Learning Optimization for Many-Core Virtual Platforms 23

are all preferred platforms. However, due to the increasing size of deep learning
models and the limited resources of these computing platforms, the deployment
and optimization of deep learning models face challenges.

At present, there are several main solutions to solve the problem that deep
learning models are too large and occupy a lot of computing and storage
resources. The first solution is to compress the deep learning model [7], thereby
reducing the model’s occupation of computing and storage resources. The second
solution is to deploy the deep learning model on the cloud platform or distributed
computing system [8].

Among the many embedded chips, the digital signal processor DSP has strong
computing power and low power consumption, and is suitable for computing-
intensive applications such as deep learning. The HXDSP [9] series processor is
a chip with completely independent intellectual property rights developed by the
38th Research Institute of China Electronics Technology Group Corporation. It
has abundant computing and storage resources and has the potential for deep
learning application development [10]. In order to realize the deployment and
optimization of deep learning models on multiple HXDSP platforms, this paper
mainly carries out the following work.

1. Based on the HXDSP chip, the HXDSP many-core virtual platform is
designed. The platform uses RapidIO [11] and Ethernet [12] protocol to realize
the exchange model, which can carry out fast communication and synchroniza-
tion.

2. Based on the HXDSP many-core virtual platform, the MPIRIO parallel
communication interface is realized by referring to the MPI [13] standard to
increase the availability of the virtual platform. MPIRIO provides basic condi-
tions for the deployment of deep learning.

3. The deep learning model can call MPIRIO to generate back-end code that
runs on the HXDSP virtual platform. Use the parallel computing capability [14]
of HXDSP and the pipeline mechanism [15] provided by the virtual platform for
acceleration [16]. A speedup of 10.66× can be obtained on a single-board virtual
platform, and a higher speedup on a multi-board virtual platform.

4. Use the meta-learning [17] optimization mechanism to optimize the opera-
tion of the model on the virtual platform. The optimizer is deployed on the host
side, the optimized model is deployed on the virtual platform, and the shared
memory is used for interaction to realize a heterogeneous computing system
based on CPU/HXDSP.

2 Background Knowledge

2.1 HXDSP Architecture

The HXDSP1042 chip is a 32-bit DSP processor developed by CETC 38. It
integrates two new generation processor cores, eC104+, with a direct communi-
cation mechanism between cores. HXDSP has a wealth of peripheral interfaces,
supports the RapidIO standard, has an Ethernet interface, and can interconnect
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with various types of equipment. The instruction system of the HXDSP chip
supports SIMD [18] and VLIW [19] type operations, with multiple instruction
issuing slots.

HXDSP has rich peripheral interfaces, high bit width and computing power.
A single eC104+ core can reach 30GOPS computing power, the chip can reach
60GOPS, and the peak fixed-point multiplication and accumulation capacity is
32GMACS.

2.2 Deep Learning Model

The deep learning model is mainly composed of a variety of model layers, such
as convolutional layer [20], fully connected layer [21] and activation function.
Since the convolutional layer occupies most of the calculation in the model, the
acceleration is mainly performed on the convolutional layer.

The Fig. 1 shows a convolution operation. The large square on the left in
Fig. 1 is the input layer, a 3-channel image with a size of 32 × 32. The small
square on the left is the convolution kernel filter with a size of 5× 5 and a depth
of 3. Divide the input layer into multiple regions, use the convolution kernel and
each region to perform convolutional operations.

Fig. 1. Schematic diagram of convolution layer

The formula of convolution operation is shown in formula (1)

outputk,i,j =
2∑

c=0

4∑

h=0

4∑

w=0

(filterk,h,w,c · imagei+h,j+w,c) (1)

2.3 Meta-learning

The meta-learning optimization algorithm is actually a learning mechanism that
uses optimizers trained on many old tasks to optimize new tasks.

At present, meta-learning algorithms mainly include metric-based meta-
learning and optimization-based meta-learning. The first type of meta-learning is
usually a well-learned embedded metric space, which is used to embed unknown
task data sets. The second type meta-learning is to train on the old task set to
get a better optimizer, which can give the initialization parameters of the new
task and optimize it during operation.
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3 Realization and Optimization

3.1 The Overall Architecture of the HXDSP Virtual Platform

The single board structure of the HXDSP virtual platform is shown in Fig. 2,
which includes two HXDSP chips, a data exchange model and an external mem-
ory module. The external memory module can be DDR or other memory mod-
ules. The basic structure of the HXDSP many-core virtual platform is a single-
board card structure, which forms a larger many-core virtual platform through
cascading.

Fig. 2. HXDSP virtual platform architecture

Assuming that the communication bandwidth between cores is dma, and
the bandwidth of the data exchange model is switch, the time required for the
amount of data to be transmitted as flow satisfies formula (2)

time =
2 · flow

2 · dma + swtich
(2)

3.2 MPIRIO Parallel Communication Interface

MPIRIO parallel communication interface is based on RapidIO communication
of HXDSP many-core virtual platform and MPI standard.

The host computer (CPU) distributes the tasks to each chip on the HXDSP
board. After each chip completes its own task, it communicates through RapidIO
exchange model, and directly exchanges the data to complete the correspond-
ing calculation tasks without sending the data back to the host. Which can
reduce the data transmission time and reduce the utilization of host computing
resources.
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3.3 Model Acceleration Based on Virtual Platform

Algorithm 1 shows the pseudo code for one of the eC104+ cores to perform
convolution operations.

Algorithm 1. Convolution based on HXDSP
1: for k = 0 to K do
2: for h = 0 to H do
3: for w = 0 to W do
4: clear XYZTMAC()
5: for i = 0 to CxRxS do
6: read slide window data to register()
7: XYZTMAC0+=R2·R0‖XYZTMAC1+=R3·R1
8: ‖XYZTMAC2+=R4·R0‖XYZTMAC3+=R5·R1
9: end for

10: w+=16
11: write result from register to memory()
12: end for
13: end for
14: end for
15: return flag

It is necessary to adjust the memory layout of input data to output mul-
tiple convolution results at the same time. Each core of HXDSP chip includes
three blocks, and each block includes eight banks. Using dual read bus, multiple
elements can be read at the same time, but memory access conflict should be
avoided, so interleaved memory layout mode is designed.

Based on HXDSP many-core virtual platform, three-layer pipeline optimiza-
tion can be realized. They are pipeline between hxdsp chips, pipeline between
model layers and pipeline within model layer.

3.4 Meta-learning Based on Virtual Platform

The meta-learning optimizer optimizes the optimizee model with tasks as data
sets, and finally obtains the meta-learning optimizer. When a new task is encoun-
tered, a better parameter initialization value is given for the new model.

The multi-layer LSTM model is used as the meta-learning optimizer, and the
core formula is formula (3) Optimizee will pass the loss and gradient information
to the optimizer, and the optimizer will update the optimizee parameters accord-
ing to the information and its own state. After accumulating some time step loss
and gradient information, the optimizer uses Adam optimization algorithm [22]
to update its own parameters.
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θt+1 = θt + yt

Y t+1 = forward(θt+1 · Xoptimizee)

F (θt+1) =
1
2

· (Y t+1 − Y optimizee)2

L(φ) = L(φ) + W optimizer · F (θt+1)

Xoptimizer = ∇t+1 =
∂F (θt+1)

∂θt+1

dsigmoid(yt) = (1 − yt) · yt

∂L(φ)
∂φ

=
∂L(φ)
∂Ht

· ∂Ht

∂φ

∂Ht

∂φo
= tanh(ct) · ∂ot

∂φo

∂L

∂ct
=

∂L(φ)
∂Ht

· ot · dtanh(ct) +
∂L

∂ct+1
· f t+1

∂L

∂φi
=

∂L

∂ct
· c̃t · ∂it

∂φi

(3)

The deep learning model is deployed on the virtual platform and can be opti-
mized by meta-learning algorithm. The system architecture is shown in Fig. 3.
The meta-learning optimizer is deployed on the host side, and the optimized
model is deployed on the virtual platform in parallel mode. The HXDSP chip
interacts with the host through interruption, and then uses the shared memory
for data transmission.

Fig. 3. Meta-learning optimization architecture based on virtual platform

The meta-learning optimization framework algorithm based on CPU/
HXDSP heterogeneous system is shown in Algorithm 2.
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Algorithm 2. meta-learning algorithm based on CPU/HXDSP
1: θ is the weights of optimizee model in HXDSP virtual platform
2: φ is the weights of optimizer model in CPU
3: initialization of θ and φ
4: for epoch = 0 to EPOCHS do
5: for step = 0 to STEPS do
6: θgradient, lossoptimizee = optimizee(θ)
7: transport θgradient, lossoptimizee to optimizer
8: lossoptimizer = lossoptimizer + lossoptimizee

9: if step%unroll length==0 then
10: φgradient = optimizer(φ, state, lossoptimizer

11: φ = φ − lr · φgradient

12: end if
13: θupdate, stateupdate = optimizer(φ, state, θ)
14: state = stateupdate
15: transport θupdate to optimizee
16: θ = θ + θupdate
17: end for
18: end for

4 Experimental and Analysis

Our implementation is based on HXDSP1042, and its working frequency is 500
MHz. Software implementation runs on an Intel(R) Core i5-2400 CPU (@3.10
GHz × 4) with 8GB memory.

4.1 HXDSP Virtual Platform Test

The transmission rate test results of RapidIO and Ethernet system are shown
in Table 1. The units of data and rate are byte and Gbps.

Table 1. RapidIO and Ethernet transmission rate test table.

RapidIO data RapidIO rate Ethernet data Ethernet rate

40 0.640 84 1.344

56 0.896 128 2.048

132 2.112 288 4.608

198 3.168 520 8.320

276 4.416 784 12.544

The RapidIO transmission rates of the first and second data in Table 1 are
0.640 Gbps and 0.896 Gbps respectively, which can not make full use of band-
width and channel resources. The Ethernet transmission rate in Table 1 is cal-
culated with MAC frame data. Due to the extra field consumption, the data
transmission rate can not reach the theoretical peak value of 16 Gbps.
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4.2 MPIRIO Parallel Communication Interface Test

As shown in Table 2, the test results of data transmission under 8 and 16 HXDSP
models are shown. Because only one process can be executed on each HXDSP
chip, the process meaning in MPIRIO test is equal to HXDSP model.

Table 2. MPIRIO in 8 and 16 process data transmission test.

Function Data (byte) 8 Thread (µs) 16 thread (µs)

MPIRIO Send 10000 202 313

MPIRIO Reduce 10000 431 650

MPIRIO Gather 10000 393 635

MPIRIO Bcast 10000 148 232

MPIRIO Scatter 10000 176 252

The test results of convolution operation using MPIRIO are shown in Table 3.
The input step size of convolution operation is 1. The test is carried out under
four HXDSP simulators, and the convolution data are evenly distributed to each
HXDSP simulator.

Table 3. MPIRIO convolution test table.

Input Kernel Output Time (µs)

33 × 33 × 3 2 × 2 × 3 32 × 32 × 1 721

34 × 34 × 3 3 × 3 × 3 32 × 32 × 1 830

35 × 35 × 3 4 × 4 × 3 32 × 32 × 1 1015

36 × 36 × 3 5 × 5 × 3 32 × 32 × 1 1304

MPIRIO transforms the third convolution operation data in Table 3 into
matrix multiplication of 16 × 48 and 48 × 1, and uses basic partition multipli-
cation to test the time. Therefore, designing convolution operation with MPIRIO
is similar to designing matrix multiplication.

4.3 Convolution Operation Acceleration Test

Generally, the implementation of convolution operation is realized by using six
layer for loop, tag with Algorithm 3.

Experiment with Algorithm 1 and Algorithm 3 to test the number of clock
cycles and speedup ratio under different input channels, as shown in Table 4.
The step size is 1 and the convolution kernel size is 3 × 3.

With the increase of the number of input channels, the speedup ratio of
Algorithm 1 relative to Algorithm 3 will gradually increase. The CPU of this
paper is 4 cores, and the speedup ratio of HXDSP chip relative to CPU can
reach 5.33×.
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Table 4. Convolution speedup of Algorithms 1 and 3.

Input channel Speedup Algorithm3 (clocks) Algorithm1 (clocks)

3 19.64 13824 704

16 21.24 73728 3472

64 21.3 294912 13840

128 21.32 589524 27664

256 21.32 1179648 55312

4.4 Meta-learning Optimization Mechanism Test

1. Training process of meta-learning optimizer
In this paper, two-layer LSTM network is the meta-learning optimizer to under
the environment of CPU and Ubuntu. The optimized model is a simple four
layer model, and the dataset is mnist. Cross entropy as the loss function.

Model training 200 epoch, batch size set to 128, the optimizer runs 100
timesteps in each epoch and updates every 20 timesteps. The training process is
shown in Fig. 4.

Fig. 4. Meta-learning optimizes training process on HXDSP virtual platform

On the left of Fig. 4, with the increase of iter number, the accuracy of MNIST
model is increasing. On the right of Fig. 4, the value of the loss function decreases
gradually. This proves that the meta-learning optimization mechanism plays a
role in the model training process on the virtual platform.

Set different epochs, steps and different optimizer expansion length to test
the accuracy of MNIST model trained by meta-learning optimizer and the time
of each epoch in the training process. The train results are shown in Table 5.

Through the comparison of different epochs, it can be found that when the
epochs is about 200 and the expansion length is 20, the achievable accuracy rate
is 93%, and the loss value is 0.25.
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Table 5. Training data table of meta-learning.

Epochs Steps Unroll length Loss Accuracy

100 100 20 0.75 79%

200 200 20 0.25 92%

500 200 20 0.25 93%

200 200 40 0.26 92%

2. Optimization process of meta-learning optimizer
Host and virtual platform transmit data through shared memory, including loss
and gradient information of MNIST model. Update the parameters of MNIST
model. The test process is shown in Fig. 5.

Fig. 5. learning optimizes testing process on HXDSP virtual platform

On the left of Fig. 5, after the meta-learning optimizer initializes the model,
the accuracy of the model can reach about 78%. During the running of the
model, the meta-learning optimizer optimize the model on the virtual platform to
gradually improve the accuracy of the model. On the right of Fig. 5, the loss of the
model shows a downward trend. However, there is jitter during operation. This
is because the input data is random, and the model may forget some information
during adjustment.

5 Future Work

One of the future research directions is the mechanism of continuous learn-
ing. Although meta-learning optimization can adjust the parameters of the
model, some information may be forgotten in the process of optimization. Com-
bined with the continuous learning mechanism and the computing and storage
resources based on the HXDSP many-core virtual platform, achieve faster and
more accurate deep learning model optimization.
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6 Conclusions

In this paper, we design a many-core virtual platform based on HXDSP proces-
sor. Using the parallel computing capability provided by HXDSP chip and the
pipeline optimization mechanism provided by virtual platform, the running pro-
cess of deep learning model is accelerated. Based on the heterogeneous computing
system composed of CPU/HXDSP, the meta-learning optimization mechanism
is realized. The experiment proves that HXDSP many-core virtual platform can
realize the deployment and optimization of deep learning model.
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15. Berg, R., König, L., Rühaak, J., Lausen, R., Fischer, B.: Highly efficient image reg-
istration for embedded systems using a distributed multicore DSP architecture. J.
Real-Time Image Process. 14(2), 341–361 (2014). https://doi.org/10.1007/s11554-
014-0457-3

16. Ma, Y., Suda, N., Cao, Y., et al.: ALAMO: FPGA acceleration of deep learning
algorithms with a modularized RTL compiler. Integration 62(6), 14–23 (2018)

17. Zhou, F., Wu, B., Li, Z.: Deep Meta-Learning: Learning to Learn in the Concept
Space. arXiv preprint arXiv:1802.03596 (2018)

18. Hong, G., Kang, S., Kim, C.-S., et al.: Efficient parallel join processing exploiting
SIMD in multi-thread environments. ICE Trans. Inf. Syst. 101(3), 659–667 (2018)

19. Qiu, K., Zhu, Y., Xu, Y., et al.: BRLoop: constructing balanced retimed loop to
architect STT-RAM-based hybrid cache for VLIW processors. Microelectron. J.
83(1), 137–146 (2019)

20. Chen, K., Tao, W.: Learning linear regression via single-convolutional layer for
visual object tracking. IEEE Trans. Multimed. 21(1), 86–97 (2018)

21. Shermin, T., Murshed, M., Lu, G., et al.: An Efficient Transfer Learning Technique
by Using Final Fully-Connected Layer Output Features of Deep Networks. arXiv
preprint arXiv:1712.01252 (2018)

22. Zhou, Y., Zhang, M., Zhu, J., Zheng, R., Wu, Q.: A randomized block-coordinate
adam online learning optimization algorithm. Neural Comput. Appl. 32(16),
12671–12684 (2020). https://doi.org/10.1007/s00521-020-04718-9

https://doi.org/10.1007/s11554-014-0457-3
https://doi.org/10.1007/s11554-014-0457-3
http://arxiv.org/abs/1802.03596
http://arxiv.org/abs/1712.01252
https://doi.org/10.1007/s00521-020-04718-9


Development of Low-Cost Indoor Positioning
Using Mobile-UWB-Anchor-Configuration

Approach

Ang Liu(&), Shiwei Lin, Xiaoying Kong, Jack Wang, Gengfa Fang,
and Yunlong Han

Faculty of Engineering and Information Technology,
University of Technology Sydney, Sydney, Australia

Ang.Liu@student.uts.edu.au

Abstract. In recent years, with the growth of indoor positioning demand, many
kinds of indoor positioning technologies have been studied. Compared with
other technologies, UWB indoor positioning technology has the advantages of
high positioning accuracy and strong anti-interference ability. However, the high
cost of UWB hardware limits the application of this technology to practical
applications. In particular, the effective communication distance of the UWB is
within 10 m, and if used in a large-area indoor environment, a plurality of
anchor points is required to be installed to ensure the positioning accuracy. This
leads to a high system hardware cost.
In this paper, we proposed a mobile-UWB-anchor-network approach. We

changed the fixed anchors in the UWB system into moving anchors to reduce
the number of anchors in the area and reduce the cost of the system. This new
approach is verified using experiments.

Keywords: Indoor positioning � UWB moving anchors � Low-cost

1 Introduction

With the development of the internet of things technology, supply chain, and intelligent
city, people's activities are more and more concentrated indoors. The traditional
positioning technology in the outdoor environment, such as GPS, can no longer meet
the positioning requirements in an indoor complex environment. However, the actual
requirements of the intelligent warehouse, logistics monitoring, human capital moni-
toring, and so on, also make the research of indoor positioning technology become a
hot spot.

UWB (Ultra-Wideband) has an extremely high bandwidth, operating frequency
between 3.1 GHz and 10.6 GHz, does not occupy the existing bandwidth resources and
does not interfere with existing bandwidth signals. At the same time, the UWB signal
has nanosecond pulse width and good penetration ability. Because of these advantages
of UWB, UWB can achieve centimeter-level positioning in an indoor environment, and
the positioning accuracy can reach less than 10 cm under the condition of no occlusion
[1]. On the other hand, the radiation of UWB signal is very low, only 1/1000 of the
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radiation of mobile phone signal, which is much lower than that of Wi-Fi signal, so it
will not interfere with the instrument and equipment, and can meet the indoor posi-
tioning needs of some special environments, such as factories and hospitals [2].

At present, there are many research directions and methods of indoor positioning
technology, such as Bluetooth positioning technology, Wi-Fi positioning technology,
and UWB positioning technology, all of which have their advantages and disadvan-
tages. Kong et al. summarized that a navigation system needs to consider quality
attributes which include accuracy, availability, reliability, robustness, safety, security,
and response time; On the other hand, also need to consider development constraints
which include maintainability, usability, development complexity, cost constraint, time
constraint and client and supplier collaboration capacity [3]. One of the difficulties in
the development of indoor positioning technology is how to measure the positioning
accuracy and system cost.

For some positioning technologies, such as Bluetooth indoor positioning technol-
ogy, Wi-Fi indoor positioning technology, the deployment cost is low, positioning
accuracy is also relatively low. The positioning accuracy can only reach 2 m. Although
the high precision technology such as UWB, can meet the centimeter-level positioning
accuracy, the hardware cost is remarkably high, it is difficult to meet the large-scale
application.

This paper will pay attention to this research question: how to use a more rea-
sonable hardware configuration to reduce the system cost without affecting the accu-
racy of UWB indoor positioning. In this paper, we present a new indoor positioning
approach to change the fixed-anchor-point in a conventional UWB positioning system
into a mobile-anchor-point configuration to reduce the number of anchor points
required in a large-area indoor environment, thereby reducing system cost. This
approach is verified using the design and experiments at the positioning accuracy level
of the mobile anchor point system.

This paper is organized into the following sections. Section 2 reviews the literature.
Section 2 presents the UWB indoor positioning system hardware and configuration.

2 Literature Review

Indoor positioning has two sides: indoor positioning mechanisms and indoor posi-
tioning technologies. Indoor positioning mechanisms are general positioning algo-
rithms that geometrically locate the position of an object. Indoor positioning
technologies are using sensors and other hardware related technologies to obtain
positioning-related measurements to feed into indoor positioning algorithms. In this
section, we will review the current literature on these 2 sides.

2.1 Indoor Positioning Algorithm

Fingerprint
The fingerprint algorithm first measures the signal strength of each position in the area
and builds a database of the measurement results. When locating, it needs to measure
the signal intensity of the target point. By comparing the previous fingerprint database

Development of Low-Cost Indoor Positioning 35



which includes RSSI (received signal strength indication) and the corresponding
position coordinates, the location of the target point can be determined.

The fingerprint algorithm can be divided into two steps. The first step is called the
off-line phase. The main purpose of the off-line phase is to build a database. The second
part, called the on-line phase, is to get the location information by comparing the
database information [4]. Fingerprint algorithm also has some disadvantages, first, it
needs to collect a large amount of data when building a database. If it is applied in a
large regional environment, it will be a lot of work in building such a database [5].
Secondly, after the establishment of the database in the first step, if the indoor facilities
or arrangements change, the signal strength of each point will be affected, which will
also lead to the localization error.

TOA (Time of Arrival)

TOA is a method to locate the target by measuring the distance [6]. The principle of
this method is to calculate the distance between the target point and the anchor point by
measuring the arrival time of the signal and then calculate the Tag coordinates by the
distance. The positioning in a 2D plane requires at least 3 anchors. After measuring the
distance between the target label and three different anchors, the exact position of the
target label can be obtained by a series of geometric algorithms [7]. The working
principle of TOA will be explained by the mathematical formula below.

As shown in Fig. 1, the coordinates at the target point of the positioning system is
tagT ¼ x; y; zð Þ, anchors coordinates are Ai ¼ xi; yi; zið Þ i = 1, 2, 3 … N.

di ¼ ðti � t0Þ � c ð1Þ

where di: Distance between anchor i and tag, ti: Signal arrival time, t0: Signal sending
time, c: speed of light

d21 ¼ ðx� x1Þ2 þðy� y1Þ2 þ z� z1ð Þ2
d22 ¼ ðx� x2Þ2 þðy� y2Þ2 þ z� z2ð Þ2
d23 ¼ ðx� x3Þ2 þðy� y3Þ2 þ z� z3ð Þ2
d24 ¼ ðx�Þ2 þðy� y4Þ2 þ z� z4ð Þ2

ð2Þ

Fig. 1. Time of arrival
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From the above mathematical formula, the following results can be obtained
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2 x1 � x2ð Þ 2 y1 � y2ð Þ2 z1 � z2ð Þ
2 x1 � x3ð Þ 2 y1 � y3ð Þ2 z1 � z3ð Þ
2 x1 � x4ð Þ2 y1 � y4ð Þ2 z1 � z4ð Þ
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3
75

ð3Þ

TOA algorithm requires extremely high time accuracy and time synchronization
between anchor and tag. Even if the time error is small, for example, the time error of
1ns will produce a distance error of 0.3 m when multiplied by the speed of light.

Therefore, TDOA (Time Difference of Arrival) which is easier to implement is
obtained based on TOA.

TDOA (Time Difference of Arrival)
The basic principle of TDOA is to make use of the characteristics of hyperbolic, that is,
the difference between the distance from the point on the hyperbola to the two focal
points is a fixed value [8]. Figure 2 shows the schematic diagram of the TDOA.

The basic principle of TDOA is to locate the transmission time delay difference
between Tag and two anchors. As shown above, S1, S2, S3 represent three anchors, R1,
R2, R3 represent the distance between Tag and the corresponding anchor point,
respectively. If the distance difference between Anchor 1 and Anchor 2 is R21, then the
tag must be on a hyperbola that takes S1 and S2 as the focus. By the same token, Tag
will also be on hyperbolic curves with S1 and S3 as the focus. The coordinates of the tag
are obtained by calculating the intersection of the two hyperbolic curves.

The advantage of TDOA over TOA is that when calculating the distance between
anchors, the initial time t0 is eliminated by subtraction.

Therefore, TDOA does not need time synchronization between tag and anchor, but
only needs to synchronize between base stations, which greatly reduces the technical
difficulty.

Fig. 2. Time difference of arrival
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2.2 Indoor Positioning Technology

Wi-Fi
Due to the development and popularization of the Internet, the Wi-Fi network has been
well constructed. At the same time, the Wi-Fi network construction has the advantages
of low cost, easy deployment, and the Wi-Fi network has been widely used to cover the
indoor environment as a way for people to visit the Internet in a daily way [8]. As an
indoor positioning technology, Wi-Fi mainly uses the fingerprint location method
based on RSSI. This method completes the location through off-line sampling and
online positioning. It also has some shortcomings of fingerprint location, such as the
offline phase is very time-consuming [9]. If the indoor parameters change, the fin-
gerprint database needs to be re-established [10].

The advantages of this method are the hardware cost is low, the transmission rate is
high, but the transmission distance is short, and the power consumption is high. It can
achieve meter level positioning.

Bluetooth
Bluetooth is a low-power wireless transmission technology. By installing Bluetooth
access points indoors, multiple users can connect at the same time and determine the
location of access devices [11]. Bluetooth positioning technology is generally suitable
for small indoor positioning, such as a single room warehouse. The biggest advantage
of Bluetooth technology is that the device size is small, the power consumption is low,
and it is easy to be integrated into mobile terminals such as mobile phones. However,
Bluetooth technology also has some shortcomings, such as poor stability in a complex
indoor environment, easy to be interfered with, and expensive equipment [12].

When Bluetooth technology is used for indoor positioning, the commonly used
method is also fingerprint location algorithm based on RSSI, and the accuracy can
reach about two meters under ideal conditions. Through some auxiliary methods, such
as integration of the weighted average algorithm, inertial navigation algorithm, Kalman
filter algorithm, and so on, the positioning accuracy can be further improved to
decimeter level [12].

UWB (Ultra-wideband)
The UWB (Ultra-wideband) has an exceedingly high bandwidth, the operating fre-
quency band is 3.1–10.6 GHz, and the duration is noticeably short. Therefore, the
theoretical positioning accuracy can reach centimeter-level [13]. The transmission
distance of UWB is generally in the range of 10 m, and a large amount of data can be
transmitted in a short period. Because the UWB uses truly short pulses and the
transmission power is exceedingly small, it is very suitable for real-time indoor posi-
tioning [14]. The system communicates with unknown nodes entering the communi-
cation range by pre-arranged fixed-position anchor nodes and then determines the
position information by triangulation or fingerprint algorithm.

UWB has many advantages, such as low power consumption, strong anti-jamming
ability, strong penetration, can be used in non-line-of-sight, will not interfere with other
equipment, it is also safe for people [15].
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Our research will focus on UWB technologies. UWB system can be divided into
three layers, management layer, service layer, and site layer. The focus of our approach
is the site layer, the site layer is mainly composed of anchor points and positioning tags.
The tag is associated with the target and broadcasts its location to the anchor. The
anchor receives the location information of the tag and then passes the information to
the position calculation engine. After receiving the information uploaded by the anchor
points, the calculation engine calculates the exact position of the target tag by the
corresponding algorithm.

3 Mobile-UWB-Anchor-Network Configuration Approach

In the conventional UWB positioning approach, a large amount of fixed position
anchors is deployed. Figure 3 illustrates this positioning approach.

If tags are moving from Time t1 to Time t2 and leave the space where these tags
were in time t1 without tags, the anchors in the time t1 area are not used for positioning.

We propose a new approach to reduce the deployment of such a large number of
fixed anchors (Fig. 4).

Fig. 3. Conventional UWB anchor network using fixed anchors

Fig. 4. New mobile-anchor-network approach
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We adopted a new way of thinking about the system of placing the originally fixed
anchor on a mobile platform to form a mobile anchor point system. This mobile anchor
system moves at a constant speed along a fixed track within a certain area. When tags
need to be positioned appear in the region, the mobile platform first determines its
position based on displacement time, velocity, direction. If there are at least three
anchor points to communicate with Tag, the position of the Tag can be calculated by
the TOA method, thus achieving the positioning of the mobile anchor system. Here is
the experimental flowchart (Fig. 5):

For the positioning algorithm TOA, because the actual experimental state signal
will be interfered with by noise and cause the measurement distance error, so the
ranging error ei is added to the experimental simulation. The actual range should be:

di ¼ ri � ei ð4Þ

Where i is the number of anchors (i = 1, 2, 3, 4); di is an actual range between
anchor i and Tag; ri is measuring range between anchor i and Tag; ei is ranging error.

Assuming:

Ki ¼ x2i þ y2i þ z2i ð5Þ

Where (xiyizi) is coordinate of anchor i (i = 1, 2, 3, 4).

Fig. 5. Mobile anchor system experimental flowchart.
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From Eqs. (3), (4), and (5), the following equation can be obtained:

x
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ð6Þ

Where (x, y, z) is the coordinate point of Tag
Assuming:

D ¼
x1 � x2ð Þ y1 � y2ð Þ z1 � z2ð Þ
x1 � x3ð Þ y1 � y3ð Þ z1 � z3ð Þ
x1 � x4ð Þ y1 � y4ð Þ z1 � z4ð Þ

2
4

3
5 ð7Þ

X ¼
x
y
z

" #
ð8Þ

c ¼
r22 � r21 þK1 � K2

r23 � r21 þK1 � K3

r24 � r21 þK1 � K4

2
4

3
5 ð9Þ

D ¼
e22 þ 2r1e1 � 2r2e2 � e21
e23 þ 2r1e1 � 2r3e3 � e21
e24 þ 2r1e1 � 2r4e4 � e21

2
4

3
5 ð10Þ

Substituting Eq. (7) (8) (9) (10) into Eq. (6), we can get:

2DX ¼ cþD ð11Þ

From the least square method, the Tag coordinate can be obtained as:

X ¼ 1
2

DTD
� ��1

DT cþDð Þ ð12Þ

The main purpose of this experiment is to verify whether the moving anchor points
can accurately locate Tag after the fixed anchor points are turned into mobile anchor
points. The cost of the UWB anchors is high. Using this approach, we reduce the cost
of UWB hardware. Our approach can be verified using experiments. The next section
will discuss the verification results.

Development of Low-Cost Indoor Positioning 41



4 Experiment

4.1 Experiment Hardware

This section will introduce the verification results. We use experiments and simulation
to analyze this approach.

Experiments are set up using DWM1001 UWB equipment. See Fig. 6.

For an indoor positioning system, positioning accuracy and system cost are two
especially important factors. We have carried out some tests on the DWM1001 board,
and installed four fixed anchors and a moving tag, to compare the data collected by the
tag with the real position. It can be determined that the positioning accuracy of the
UWB system can reach centimeter-level within the effective communication distance.
The biggest problem with using UWB to build an indoor positioning system is the high
cost. Because the effective communication range of UWB is generally less than 10m, if
UWB indoor positioning is used in a large indoor environment such as an airport or
warehouse in the future, hundreds or even thousands of fixed anchors will need to be
installed, which will lead to too high the cost of the system. Therefore, in our exper-
iments, we focus on how to reduce the cost of the UWB indoor positioning system and
achieve high precision positioning at the same time.

4.2 Experimental Results

The overall idea of this experiment is to reduce the number of anchors by changing the
fixed anchor into a moving anchor to reduce the cost of the system.

Fig. 6. DWM1001-DEV development boards

Fig. 7. Mobile-Anchor UWB system
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As shown in Fig. 7, four UWB anchors are fixed to the four corners of one box, a
tag is fixed on a robot and the computer is connected to the tag to read data, then the
box and robot are connected, thus building a mobile UWB positioning system.

The coordinate information of the anchor is shown in the following Fig. 8:

Figure 9 shows the experimental site and the moving trail of the UWB system. The
experimental site is in the common area of UTS building11 level 12, and the moving
trail of the whole system is shown in the figure, from point A to point B then to point C,
where the trajectory AB is X-axis and BC is Y-axis. Some of the data is shown in the
following table (Table 1).

From data that was read out from the tag, we can get the information of four
anchors, including the anchor ID, coordinate position of anchors, and the distance
between the anchor point and Tag. Combining these data, we can analyze the mea-
surement data as shown in Fig. 10. The following trajectory diagram can be obtained
utilizing the data analysis of MATLAB.

Fig. 8. Coordinate of anchor Fig. 9. System movement route

Table 1. Experiment 1 data

Time(s) 0 0.06 0.16 0.28 0.66 0.96 1.06 1.26 1.36

x 0.023 0.005 0.016 0.005 0.021 0.02 0.035 0.034 0.039
y 0.034 0.015 0.031 0.041 0.048 0.04 0.058 0.055 0.061
z 0.043 0.044 0.055 0.054 0.065 0.055 0.075 0.059 0.068
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The red line in Fig. 10 represents the trajectory of the anchor and the real trajectory
of the whole system; the blue and yellow points represent the trajectory of the Tag
located through the anchor. The mobile UWB anchor positioning system moves 5 m
along the X-axis and the Y-axis. From the above figure, it can be found that the system
can accurately locate the tag position during the movement. The specific positioning
error is represented by the following two figures:

Fig. 10. Experiment trajectory diagram (Color figure online)

Fig. 11. Tag position during the system moves along the X-axis

Fig. 12. Tag position during the system moves along the Y-axis
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Figure 11 and Fig. 12 respectively show the result of tag positioning during the
period when the mobile UWB anchor positioning system moves along the X-axis and
the Y-axis. From the above two figures ( Figs. 11 and 12 ) and table (Table 2), it can be
found that when the system moves along the X-axis, the tag's positioning error is 7 cm,
the average error is 3.32 cm, and when the system moves along the Y-axis, the tag's
positioning error is 8 cm, the average error is 4 cm. Therefore, the above results can
show that the mobile UWB anchor positioning system can accurately locate the tag
when the system moving on a fixed track, and it also verifies the feasibility of the
method of reducing the cost by turning the fixed anchor point of the UWB into a
mobile anchor point.

5 Conclusion and Future Work

This article introduces several mainstream indoor positioning methods and algorithms
in detail and proposes a new mobile anchor UWB positioning method for the high
hardware cost of the UWB positioning system which can reduce the usage of anchor
points in the same area. Through experiments, the positioning error of the mobile
anchor UWB point positioning system moving along a fixed track is about 10 cm,
which verifies that this method is feasible. In future work, we will coordinate different
positioning methods, such as inertial navigation, lidar, or visual SLAM, with the UWB
mobile anchor positioning system, so that the mobile positioning system can no longer
move along a fixed track, also it can move to the area that needs positioning more
flexibly.
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Abstract. As one promising way to inquire about any particular infor-
mation through a dialog with the bot, question answering dialog systems
have gained increasing research interests recently. Designing interactive
QA systems has always been a challenging task in natural language pro-
cessing and used as a benchmark to evaluate machine’s ability of natural
language understanding. However, such systems often struggle when the
question answering is carried out in multiple turns by the users to seek
more information based on what they have already learned, thus, giving
rise to another complicated form called Conversational Question Answer-
ing (CQA). CQA systems are often criticized for not understanding or
utilizing the previous context of the conversation when answering the
questions. To address the research gap, in this paper, we explore how
to integrate the conversational history into the neural machine com-
prehension system. On one hand, we introduce a framework based on
publicly available pre-trained language model called BERT for incorpo-
rating history turns into the system. On the other hand, we propose
a history selection mechanism that selects the turns that are relevant
and contributes the most to answer the current question. Experimenta-
tion results revealed that our framework is comparable in performance
with the state-of-the-art models on the QuAC (http://quac.ai/) leader
board. We also conduct a number of experiments to show the side effects
of using entire context information which brings unnecessary information
and noise signals resulting in a decline in the model’s performance.

Keywords: Machine comprehension · Information retrieval · Deep
learning · Deep learning applications

1 Introduction

The field of conversational AI can be divided in to three categories namely, goal-
oriented dialogue systems, chat-oriented dialogue systems, and question answer-
ing (QA) dialogue systems. The former two have been very researched upon top-
ics, resulting in a number of successful dialogue agents such as Amazon Alexa,
c© Springer Nature Singapore Pte Ltd. 2021
L. Ning et al. (Eds.): PAAP 2020, CCIS 1362, pp. 47–57, 2021.
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Apple Siri and Microsoft Cortana. However, QA dialogue systems are fairly new
and still require extensive research. To facilitate the growth of this category,
many question answering challenges were proposed [1–3] which later gave rise
to the field of Conversational Question Answering (CQA). CQA has introduced
a new dimension of dialogue systems that combines the elements of both chit-
chat and question answering. Conversational QA is a “user ask, system respond”
kind of setting where a user starts the conversation with a particular question
or information need and the system searches its database to find an appropriate
solution of that query. This could turn into a multi-turn conversation if the user
needs to have more detailed information about the topic. The ability to take
into account previous utterances is key to building interactive QA dialogue sys-
tems that can keep conversations active and useful. Yet, modeling conversation
history in an effective way is still an open challenge in such systems.

Existing approaches have tried to address the problem of history conversation
modeling by prepending history questions and answers to the current question
and source passage [4]. Though this seems to be a simple method to improve the
answer’s accuracy, in reality it fails to do so. Another approach used complex
Graph Neural Networks [5] to deal with this issue. One recent work [6] introduced
the use of history answer embeddings but they did not consider using relevant
context rather than used entire history turns to find the answer span. Also, they
did not draw the complete picture of the context to the model by eliminating
history questions. Table 1 shows a chunk of dialogue extracted from the QuAC
[7] dataset. In order to answer the query Q2, we expect the system to have
the knowledge of Q1 and A1, so that it can easily decipher the “he” entity in
Q2. This shows that modeling complete history is necessary when designing an
effective conversational QA system. To address this shortcoming, in this paper,
we emphasize the following research questions:

Table 1. A chunk of a dialogue from QuAC dataset.

Topic: Formative years and life’s calling

ID Role Conversation

Q1 Usr When was Kurien born?

A1 Sys He was born on 26 November, 1921

Q2 Usr Where was he born?

A2 Sys Calicut, Madras Presidency (now
Kozhikode, Kerala) in a Syrian
Christian family

Research Question 1: How can we utilize the context in an efficient way?
To answer this, we propose an effective framework, called Bidirectional Encoder
Representations from Transformers based Conversational Question Answering
in Context (BERT-CoQAC), that uses a mechanism to only extract the context
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that is relevant to the current question by calculating the similarity score between
the two. By doing so, our model would be able to generate better contextualized
representation of the words, thus resulting in the better answer spans. Apart
from this, we also propose the use of history questions to support and improve
the effect of history answer embeddings when looking for an answer span.

Research Question 2: What is the effect of incorporating the entire context
into conversational question answering system? To answer this, we perform
extensive experiments and finds out that using the entire context results in
decreasing the model’s performance due to the presence of unnecessary informa-
tion in the provided input.

Thus, the contributions of our work are summarized as the following: i) we
introduce a new method of incorporating selected history questions along with
answer embeddings to model the complete conversation history; ii) we present
that noise in context utterances could result in decline in model’s performance;
iii) the experimental results shows that our method achieves better performance
in accuracy than the other different state-of-the-art published models.

2 Related Work

The concept of BERT-CoQAC is similar to machine comprehension and can
be termed as conversational machine comprehension (CMC). The difference
between MC and CMC is that questions in MC are independent of each other
whereas questions in CMC form a series of questions that requires a proper
modeling of the conversation history in order to comprehend the context of cur-
rent question correctly. Different models and approaches have been proposed to
handle the complete conversation. [8] used hierarchical models, first capturing
the meaning of individual utterances and then combining them as discourses.
[9] extended this concept with the attention mechanism to attend to significant
parts of the utterances on both word and utterance level, respectively. In another
study [10], a systematic comparison between hierarchical and non-hierarchical
methods was conducted and the authors proposed a variant that weighs the
context with respect to context-query relevance.

High quality conversational dataset such as QuAC [7] and CoQA [4] have
provided the researchers a great source to work deeply in the field of CMC. In
our work, we choose to work on QuAC because it encourages users to participate
more in the information seeking dialogue. In this setting, the information seeker
has the access only to the title of the paragraph and can pose free-form questions
to learn about the hidden text of Wikipedia paragraph.

The baseline model for QuAC is based on single turn machine comprehension
model known as BiDAF [11] which was further extended to BiDAF++ w/x-
ctx [7] that marked the history answers in the source paragraph. BiDAF++
was further improved in BERT-HAE [6], where the concept of history answer
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embeddings was used. These embeddings were then concatenated with the given
passage to identify the answer span. FlowQA [12] introduced a mechanism to
grasp the history of conversation by generating an intermediate representation of
the previously carried out conversation. Later, Graphflow [5] introduced a graph
neural network (GNN) based model to construct the context-aware graph and
capture the flow of the conversation.

The recent state-of-the-art advancements in pre-trained language models
such as BERT, ELMo, and GPT-2 have led to the rapid proliferation of research
interests in the field of machine reading comprehension. These models can be
utilized effectively in tasks with small datasets as the relationship between the
words are already learnt by these models during the pre-training phase. Out of
all the pre-trained language models, BERT is known to produce state-of-the-art
results in MRC tasks.

Just after a short period after its introduction, BERT has been widely used on
different conversational datasets such as learning dialog context representations
on MultiWOZ1 or evaluating the open-domain dialog system on DailyDialog2

dataset. On the QuAC leaderboard3, various approaches [6,13] use BERT as a
base model for conversational question answering. The difference between afore-
mentioned approaches and our model is that they either capture none or all of
the previous conversational history turns whereas our proposed BERT-CoQAC
finds relevant history turns in order to predict the accurate answer.

3 Methodology

In the following section, we present our model that addresses the two research
questions described in Sect. 1.

3.1 Task Formulation

Given a source paragraph P and a question Q, the task is to find an answer A
to the question provided the context and can be formulated as follows:

Input: The input of BERT-CoQAC consists of current question Qi, given
passage P, history questions Qi−1, ..., Qi−k and the embeddings of history
answers HEi−1, ...,HEi−k,

Output: The answer Ai identified using start span and end span generated
by the model.

where i and k represents the indices of turn and the number of dialogue
history considered, respectively.

3.2 BERT-CoQAC

Figure 1 represents the overall framework of BERT-CoQAC, which consists of:
1 http://dialogue.mi.eng.cam.ac.uk/index.php/corpus/.
2 http://yanran.li/dailydialog.html.
3 https://quac.ai/.

http://dialogue.mi.eng.cam.ac.uk/index.php/corpus/
http://yanran.li/dailydialog.html
https://quac.ai/


BERT-CoQAC: BERT-Based Conversational Question Answering in Context 51

History Selection Module that calculates the context-query relevance score
and selects the history turns that are expected to be more relevant to the ques-
tion, and

History Modeling Module that takes the selected history turns along with
the current question and passage, and transforms them into the format required
by BERT.

Q. Who directed the 
movie?
Q. Who were the 
executive producers? Embeddings

Embeddings

Q. When was terminator 
released?

Q. Who directed the movie?

A. 1984

Q. Who were the executive 
producers?
A. John Daly and Derek 
Gibson

Q. Who received the credit for 
additional dialogue?

The Terminator is a 1984
American science fiction action
film directed by James Cameron. It
stars Arnold Schwarzenegger as
the Terminator, a cyborg assassin sent
back in time from 2029 to 1984 to
kill Sarah Connor (Linda Hamilton),
whose son will one day become a savior
against machines in a post-
apocalyptic future. Michael
Biehn plays Kyle Reese, a soldier from
the future sent back in time to protect
Connor. The screenplay is credited to
Cameron and producer Gale Anne
Hurd, while co-writer William Wisher
Jr. received a credit for additional
dialogue. Executive producers John
Daly and Derek Gibson of Hemdale
Film Corporation were instrumental in
the film's financing and production

A. James Cameron
.
.
.

History Modeling
Module

Current Question:

Conversation History

Passage:

History 
Selection 
Module

Updates

BERT-CoQAC

Fig. 1. Modular representation of BERT-CoQAC. It shows the input formulation and
the components of our model.

Inside the History Modeling module, we leverage the strengths of pre-trained
language model and adapt BERT to suit our task’s requirements. Figure 2 illus-
trates our model’s architecture that includes embeddings of history answers along
with the history questions. Another factor worth noting here is that History
Selection module only selects those history questions and answer embeddings
that have cosine similarity score greater than the threshold value calculated
using:

scorei =
hi.q

||hi||.||q|| (1)

where hi denotes current history turn and q represents the query. Finally, the
scores are normalized using softmax function to get the probability distribution
as shown in Eq. 2.

pi =
exp(scorei)∑n

j =0 exp(scorei)
(2)

We performed different experiments and found out that turns having score
greater than or equal to 0.5 contributes more in generating accurate answer
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span, thus, the threshold value is set to 0.5. Turns having value less than this
will be filtered out. Our model feeds the conversation history to BERT in a
natural way and generates two types of tokens for history answer embeddings.
EH/EN shows that whether the token is a part of history answer or not. These
embeddings have influence on the information that the other tokens possess.
The history questions are not part of the passage, so we cannot “embed” them
directly to the input sequences. Instead, we prepend the historical questions in
the same sequence as that of embeddings to improve the answer span. Let Ti

be the BERT-representation of the ith token and S be the start vector. The
probability of this token being the start token is Pi = eS.Ti

∑
k eS.Tk

. The probability
of a token being the end token is computed likewise. The loss is the average of
the cross entropy loss for the start and end positions.

[CLS] QnQ1 [SEP] Qi-k P1 Pm

E[CLS] E1

EN

E1
’ E’

mE[SEP] E2
’En

EHEN ENENEN EN EN EHEN

C T1 T[SEP] T2T1 TmTn

. . .

. . .

. . .

. . .

. . .

. . .

Current Ques on ParagraphHistory
Ques ons

BERT

End/Start Span

Fig. 2. Architecture of BERT-CoQAC model. History questions are prepended with
the passage and EN/EH denotes whether the token is present in history or not.

4 Experimental Setup

In this section, we describe the setup of our experiments for the evaluation
of the proposed BERT-CoQAC model, including the dataset, model training,
the comparison baseline methods, implementation details, and the evaluation
metrics.

4.1 The Dataset

The motivation behind QuAC4 (Question Answering in Context) comes from the
idea of teacher-student setup where a student asks a series of questions about
4 http://quac.ai/.

http://quac.ai/
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a topic to get in-depth information about it. The issue in this scenario is that
most of the questions are context-dependant, can be abstract, and might not
have any answer. It is up to the teacher to utilize and shift all the knowledge
they have to provide the best answer. The seeker has access only to the heading
of the given paragraph and the answers are provided by generating the start
and end span in the paragraph. The training/validations sets have 11,000/1,000
questions across 14,000 dialogues. Every dialogue can have a maximum of 12
dialogue turns, which constitutes 11 history turns at most.

4.2 Model Training

(Qi, Q
k.P
i ,HAk

i , Ai) denotes a single instance of training where Qk
i .P denotes

the paragraph prepended with history questions in the same order as that of
history answers, HA. This instance is first transformed into example variation
where each variation has only one history turn from the conversation history. A
context-query relevance based history selection module then considers k relevant
history turns. A new instance, (Qi, Q

k.P
i , AEk

i , Ai)
′
, is formed by merging all the

selected variations and used as an input to the BERT-CoQAC model. Since the
length of the passages is greater than the maximum sequence length, therefore,
we use the sliding window approach to split lengthy passages as suggested in the
BERT [14] model.

4.3 Comparison Systems

A brief description of competing methods is as follows:

– BiDAF++ [11]: BiDAF++ extends BiDAF by introducing contextualized
embeddings and self-attention mechanism in the model.

– BiDAF++ w/ 2-ctx [7]: It takes 2 history turns into account when extend-
ing BiDAF++. It also concatenates the marker embeddings to passage embed-
dings and adds dialogue turn number into question embeddings.

– FlowQA [12]: FlowQA introduces a mechanism that incorporates intermedi-
ate representations generated during the process of answering previous ques-
tions to make the model be able to grasp the latent semantics of the history.

– BERT-HAE [6]: This model is built on pre-trained language model, BERT,
to model history conversation using history answer embeddings.

Our proposed BERT-CoQAC framework is an improved model based on
BERT-HAE with the introduction of history selection mechanism along with
the history questions to improve the model’s accuracy.

4.4 Hyper-Parameter Settings

The model is implemented using Tensorflow and uses version v0.2 of QuAC
dataset. We utilize the BERT-Base model (uncased) having maximum length of
the sequence set to 384. Document stride is 128 and the maximum answer length
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is of 40. The batch size is set to 12. The turns to be incorporated are selected
on the basis of their relevance to the current question. The optimizer is Adam
with a learning rate of 3e−5. The number of training epochs is 3. We use two
NVIDIA Tesla P100 16 GB GPUs.

4.5 Evaluation Metrics

For the evaluation purpose, we use not only the F1 score but also the human
equivalence score for questions (HEQ-Q) and dialogues (HEQ-D) [7]. HEQ-Q
represents the percentage of exceeding or matching the human performance on
questions and HEQ-D represents the percentage of exceeding or matching the
human performance on dialogues.

5 Evaluation Results

Table 2 and Table 3 shows the evaluation results of our model on the QuAC
dataset. Our model outperforms the baseline methods and BERT-HAE model
on all the three metrics i.e. F1, HEQ-Q, and HEQ-D and answer our research
questions as follows.

Research Question 1: How can we utilize the context in an efficient way?
From Table 2, we can make the following observations. i) Using conversation

history has a significant effect when answering the current question. This holds
true for both BiDAF++ and BERT-based methods. ii) Incorporating relevant
history turns rather than the entire conversation has a significant effect when
answering the current question. Our experiments confirms the hypothesis and
outperforms the competing methods. iii) Apart from history answer embeddings,
history questions also plays a significant part in improving answer’s accuracy.
The effect of including complete history turn (consisting of both question and
answer) is presented more clearly in the next paragraph. iv) BERT-CoQAC with
simple experiment setup performs just as good as FlowQA that uses convoluted
mechanisms to model the history. v) The training time of our model is way more
efficient than that of FlowQA and is slightly better than BERT-HAE as well
which proves the efficiency of our proposed architecture.

Research Question 2: What is the effect of incorporating the entire context
into conversational question answering system?

We conducted extensive experiments without using context-query relevance
mechanism and took maximum (i.e. 11) number of turns into consideration.
Table 3 shows that selection of relevant history is essential to generate better
answer spans. Utilizing entire context results in decreasing the model’s perfor-
mance. However, our model still performs better than BERT-HAE just by simply
adding the history turns, comprising of both previous questions and answers, into
the model. Our model provides the highest accuracy after introducing 5 history
turns which is an improvement on BERT-HAE model that provides high accu-
racy after 6 turns which shows that introducing complete history is necessary
for better answer accuracy rather than just using history answer embeddings.
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Table 2. The evaluation results based on val/test scores. The top section is the baseline
methods, the middle section is BERT-HAE with different methods and the bottom
section lists the best performing models.

Models F1 HEQ-Q HEQ-D Train time

BiDAF++ 51.8/50.2 45.3/43.3 2.0/2.2 −
BiDAF++ w/2Ctx 60.6/60.1 55.7/54.8 5.3/4.0 −
BERT + PHA 61.8/− 57.5/− 4.7/− 7.2

BERT + PHQA 62.0/− 57.5/− 5.4/− 7.9

BERT + HAE 63.1/62.4 58.6/57.8 6.0/5.1 10.1

BERT-CoQAC 65.1/64.0 60.2/59.6 6.6/5.8 8.9

FlowQA −/64.1 −/59.6 −/5.8 56.8

Table 3. The evaluation results of BERT-CoQAC with the varying number of turns
on QuAC dataset.

Evaluation with 11 history turns on QuAC

History turns F1 HEQ-Q HEQ-D

1 61.57 57.58 4.7

2 63.04 58.9 6.0

3 62.58 58.64 5.4

4 62.46 58.04 5.4

5 63.4 58.86 6.3

6 62.73 58.39 5.8

7 62.94 58.89 6.2

8 62.16 58.10 4.6

9 62.9 58.05 5.6

10 62.23 58.26 5.7

11 62.13 58.11 5.6

6 Conclusion and Future Work

This paper is an effort to introduce a BERT-based framework, BERT-CoQAC,
for effective conversational question answering in context. The proposed frame-
work first selects the relevant history turns using the context-query relevance
and models the history conversation by adding the history questions along with
the embeddings to generate better context of the conversation. To verify our
hypothesis, we conduct a number of experiments to analyze the effectiveness
of relevant conversational turns on the overall accuracy of the model using a
real-world dataset. The results show the effectiveness of our model.
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The history selection mechanism used in the model is efficient but comprises
of a very basic strategy. This paper is a work in progress and we plan on impro-
vising the history selection strategy as future work.
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Abstract. Maximization of non-negative monotone submodular set
functions under a knapsack constraint have been extensively studied in
the last decade. Here, we consider the streaming algorithms of this prob-
lem on the integer lattice, or on a multi-set equivalently. This is more
realistic for many practical problems such as sensor location and influ-
ence maximization. It is well known that submodularity and diminish-
ing return submodularity are not equivalent on the integer lattice. We
mainly focus on maximizing the diminishing return submodular (DR-
submodular) functions with knapsack constraint on the integer lattice.
Finally, by utilizing the binary search algorithm as a subroutine, we
design an online streaming algorithm called DynamicMRT. Furthermore,
we prove that it is a (1/3−ε)-approximation algorithm with O(K log K)
memory complexity and O(log K) query complexity per element.

Keywords: Streaming algorithm · DR-submodular · Integer lattice ·
Knapsack constraint

1 Introduction

Submodular maximization is a classical and widely studied problem in both com-
binatorial optimization and machine learning. Up to now, there exist many ele-
gant approximation algorithms, such as greedy algorithms and local search algo-
rithms [3,4,6,8,9,11,12,16]. With the development of science and technology,
data streaming of massive data is produced every second from social networks,
financial markets, sensor networks data, etc. In many real-world applications, the
main memory capacity of individual computers is much less than the amount of
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input data. We need to process data in a streaming fashion for such a large-scale
case. That is, we assume the item in the ground set E = {e1, e2, · · · , en} arrive
sequentially, and we must make a decision for the current element before the
arrival of the next one, which means we cannot use the classical submodular
maximization algorithms. One of the classical design techniques for this situ-
ation is streaming algorithm. Traditionally, streaming algorithms are generally
measured by approximation ratio, running time and memory complexity. As the
running time of a streaming algorithm depends on the number of oracle queries
required for processing every element in the worse case, We just need to calculate
the number of queries to analyze the time complexity. Moreover, the number of
passes reading all over the data is also an important parameter for evaluating
a streaming algorithm. It is obvious that we can get higher accuracy and bet-
ter performance by running multiple passes. But for most applications, it is not
realistic to visit data stream for more than once. Many researches are focus on
one-pass algorithms with high accuracy.

Badanidiyuru et al. [1] devised the first (1/2 − ε)-approximation Sieve-
Streaming algorithm with memory complexity O(K log K) for submodular maxi-
mization with a cardinality constraint. Buchbinder et al. [2] obtained a streaming
algorithm with a constant (1/4)-approximation and improved the memory com-
plexity to O(K). Norouzi-Fard et al. [18] proved that any streaming algorithm
with memory complexity O(n/K) does not admit an approximation ratio better
than 1/2 unless P = NP . For streaming algorithms of maximizing traditional
submondular function with a knapsack constraint, Wolsey [24] first obtained an
algorithm with (1 − 1/eβ) ≈ 0.35-approximation, where β is the unique root
of the equation ex = 2 − x. Yu et al. [26] obtained a single-pass (1/3 − ε)-
approximation and Huang et al. [13] gave a (0.4 − ε)-approximation algorithm
for the general case with knapsack constraint.

Most conclusions about the problem of maximizition submodular functions
consider submodular functions are set-submodular functions. The input is a
subset of a ground set and the output is a real value [2,5,7,10,14,17,19,25,27].
However, in many practical scenarios, it is more nature to consider submodular
functions over a multi-set or equivalently, submodular function over the integer
lattices NE for some finite set E. We call a function f : NE → R

+ is diminishing
return submodular(DR-submodular) if f(x + χei

) − f(x) ≥ f(y + χei
) − f(y)

for arbitrary x ≤ y and ei ∈ E, where χei
is the i-th unit vector. Most of

maximization DR-submodular functions usually appear in submodular welfare
problem [15,20] and the budget allocation problem [21,22]. Soma et al. [23]
designed a polynomial-time approximation algorithm for maximizing monotone
DR-submodular functions under cardinality constraints, polymatroid constraints
and knapsack constraints. In this paper, we design a streaming algorithm for sub-
modular maximization subject to a knapsack constraint over the integer lattice.
For a given x ∈ N

E , it is a n-dimensional vector where E is the ground set of
size n, f : N

E → R
+ is a monotone DR-submodular function defined on the

integer lattice. Therefore, the problem is defined as

maximize f(x) subject to cTx ≤ K, (1)
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where c : NE → R+, c(e) is the weight of element e, and K ∈ N is the total
budget.

First, we design a streaming algorithm with the known optimal value of
problem (1). Obviously, the OPT is unknown. To address this case, we introduce
a two pass streaming algorithm. In the first round, we get the maximum value
of standard unit vectors. By utilizing the value, we get the estimation interval
of the OPT. In order to decreasing the pass of algorithm, we have to lower the
condition of calculating the maximum value of the standard unit vector over the
whole stream. For each coming element e, we update the maximum value of the
standard unit vector along with the arrived elements. Based on such operations,
we design a DynamicMRT algorithm with one pass. We also prove that such an
algorithm is (1/3 − ε)-approximation streaming algorithm with a per-element
query number O((log2 K)/ε), and the space complexity is O(K log K/ε).

The paper builds up as follows. In Sect. 2, we introduce some definitions
and lemmas. In Sect. 3, we propose a streaming algorithm for DR-submodular
maximization problem and the algorithm analysis. Finally, in Sect. 4, we conclude
our work.

2 Preliminaries

In this section, we list some definitions and lemmas which will be used later. We
first give some notations.

Throughout this paper, E = {e1, e2, · · · , en} denotes the ground set of size
n. For a positive integer k ∈ N, [k] denotes the set {1, 2, · · · , k}. x ∈ N

E is a
n-dimensional vector where x(ei) is the component of coordinate ei ∈ E of x.
Let 0 denotes the zero vector, χei

denotes the standard unit vector with 1 at the
i-th component and 0 otherwise, χX denotes the characteristic vector of X ⊆ E,
and x(X) :=

∑
ei∈X x(ei).

For x ∈ N
E , supp+(x) = {e ∈ E|x(e) > 0}. Let {x} denote the multi-

set where the element e appears x(e) times, and |{x}| := x(E). Let x ∨ y be
the coordinate wise maximum of x and y, and x ∧ y denotes the coordinate
wise minimum. For each element e ∈ E, (x ∨ y)(e) = max{x(e),y(e)} and
(x∧y)(e) = min{x(e),y(e)}. We define {x} \ {y} := {(x \y) ∨ 0} for arbitrary
two multi-sets x and y.

Let f : NE → R+ be a function defined on the integer lattice. We say that
f is monotone non-decreasing if f(x) ≤ f(y) for any x ≤ y and f is nonegative
and normalized if f(x) ≥ 0 for any x ∈ N

E and f(0) = 0.
In the following article, we recall the definitions of (lattice) submodularity

and diminishing return submodularity of the function f on the integer lattice.

Definition 2.1. A function f : NE → R+ is (lattice) submodular, if it satisfies

f(x) + f(y) ≥ f(x ∨ y) + f(x ∧ y),

for all x,y ∈ N
E .



Streaming Algorithms for Monotone DR-Submodular Maximization 61

Definition 2.2. A function f : N
E → R+ is diminishing return submodular

(DR-submodular), if it satisfies

f(x + χe) − f(x) ≥ f(y + χe) − f(y),

for any e ∈ E,x,y ∈ N
E with x ≤ y.

From the definition of lattice submodularity and diminishing return submod-
ularity of f , we can see the lattice submodularity is a weaker condition than the
diminishing return submodularity when the domain is the integer lattice.

Denote by Fb the set of all non-negative monotone and DR-submodular
functions with f(0) and domain {x ∈ N

E : x ≤ b}. For f ∈ Fb , and vectors
x,y ∈ N

E , we use the notation f(x|y) = f(x+y)−f(y) to denote the marginal
increment of a vector x with respect to a vector y. Let x∗ and OPT be an
optimal solution vector and the optimal value of the problem (1), respectively.

3 Streaming Algorithm for DR-Submodular
Maximization

In this section, we design a (1/3−ε)-approximation streaming algorithm for DR-
submodular maximization under a knapsack constraint on the integer lattice.
This algorithm will be incorporated into other algorithms introduced later.

3.1 A Streaming Algorithm with Known Optimal Value

In this subsection, we give a MarginalRatio Thresholding (α, v) algorithm under
the assumption that the optimal value of the objective function is known. We
can see the detailed description in Algorithm 1.

Algorithm 1. MarginalRatio Thresholding(α, v) with known optimal value

Input: f ∈ Fb, c ∈ N
E , E, α ∈ (0, 1], and v : αOPT ≤ v ≤ OPT .

output: a vector x ∈ N
E .

1: x ← 0;
2: for i = 1, 2, · · · , n do
3: if cTx < K then

4: l ← Binary Search

(
f,x, b, c, e, K, αv−f(x)

K−cT x

)
;

5: if cT (x + lχei) ≤ K then
6: x ← x + lχei ;
7: end
8: end
9: return x

Throughout this subsection, we denote x̃ as the output of Marginal Ratio
Thresholding (α, v).
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Lemma 3.1. Let xi−1 be the initial vector of the ith iteration, and ei be the
element exactly arriving at the ith iteration of Algorithm 1. The amount li
returns from Algorithm 1. Then, for each iteration i of Algorithm 1, we have

f(xi−1 + liχei
) ≥ αvcTxi

K
. (2)

Lemma 3.2. f(χe|x∗) < αvc(e)
K , e ∈ {x∗} \ {x̃}, where x̃ is the finial solution

vector returned by Algorithm 1 with cTx < K and x∗ is an optimal solution.
There are two cases that an element e ∈ {x∗} is not added to the last vector

{x̃}. One is that e does not pass the condition of the threshold value, another is
that its addition would breach the knapsack constraint. We name the later case
as follows:

Algorithm 2. Binary Search (f,x, b, c, e, τ)

Input: f ∈ Fb, e ∈ E, c,x ∈ N
E , and τ ∈ R+.

Output: l ∈ N.

1: ll ← 1, lr ←
(⌊

b(e)−cT x
ccc(e)

⌋)
;

2: if f(lrχe|x)
lrc(e)

≥ τ then

3: return lr
4: end
5: if f(χe|x) < τ then
6: return 0
7: end
8: while ll < lr + 1, do

9: m = � ll+lr
2

�
10: if f(mχe|x)

mc(e)
≥ τ then

11: ll = m,
12: else
13: lr = m,
14: end
15: end
16: return ll

Definition 3.1. An element e ∈ {x∗} is called bad if e satisfied the condition
of the threshold value but the total size exceeds K when added, i.e., f(leχe|x) ≥
αv−f(x)
K−cTx

, cT (x + leχe) > K and cTx ≤ K, where x is the initial vector as e
arrives.

Lemma 3.3. If v ≤ f(x∗) and there have been no bad item, then f(x̃) ≥
(1 − α)v holds.
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Algorithm 3. Singleton

1: procedure Singleton;
2: x ← 0.
3: while item e is arriving do
4: if f(b(e)χe) > f(x) then x ← b(e)χe.
5: return x.

Algorithm 3 returns the best singleton of the data. Let x̃′ be the output of
Algorithm 3. If some e ∈ {x∗} is bad, then combing with x̃′, we can obtain a
(1/3 − ε) approximation.

Theorem 3.1. Let MarginalRatio-Thresholding(2/3, v) (Algorithm 1) and Sin-
gleton algorithm (Algorithm 3) run in parallel. Thus approximation ratio must be
better than (1/3−ε). The combining algorithm with the known OPT requires one
pass with space complexity O(K), and a per-element query number O(log K).

Proof. If there exists no bad item, we know f(x̃) ≥ (1 − α)v from Lemma 3.3.
Now, we assume that we have a bad item e ∈ E. Let xxxe be the vector just before
e arrives in MarginlRatio Thresholding. Then,

f(xe + leχe) ≥ αvcT (xe + leχe)
K

.

Since cT (xe + leχe) > K, then we obtain f(xe + leχe) ≥ αv. Moreover, by
DR-submodularity, we have

f(xe + leχe) ≤ f(xe) + f(leχe).

Thus, either f(xe) or f(leχe) is at least (αv)/2. We have

f(x̃) ≥ f(xe) ≥ αv

2
or

f(x̃′) ≥ f(leχe) ≥ αv

2
.

Then, We obtain max{f(x̃), f(x̃′)} ≥ min{α/2, 1−α}, where the right-hand side
is maximized to 1/3 when α = 2/3. So, if v ∈ R

+ with v ≤ f(OPT ) ≤ (1+ε)v, we
run MarginalRatio-Thresholding (2/3, v) and Singleton() in parallel and choose
the better output that has the approximation ratio of 1

3(1+ε) ≥ 1/3 − ε. Clearly,
the space complexity of the algorithm is O(K).

3.2 Streaming Algorithm for DR-Submodular Maximization

MarginalRatio Thresholding algorithm requires a good approximation of OPT.
Generally, the OPT is unknown. However, we can use a traditional method to
estimate the OPT. Based on the observation that maxe∈E f(χe) ≤ OPT ≤
K maxe∈E f(χe), if m = maxe∈E f(χe) is provided, there exists a value v ∈ R

+

with v ≤ OPT ≤ (1+ε)v for ε ∈ (0, 1] in the guess set I = {(1+ε)s|m/(1+ε) ≤
(1+ε)s ≤ Km/α}. For each v ∈ I, we can run Algorithm 4 in parallel and choose
the best output.
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Algorithm 4. MarginalRatio Thresholding(ε, α)

Input: f ∈ Fb, c ∈ N
E , E, ε > 0, α ∈ (0, 1].

output: a vector x ∈ N
E .

1: m ← maxe∈E f(χe);
2: I = {(1 + ε)s|m/(1 + ε) ≤ (1 + ε)s ≤ Km/α};
3: For each v ∈ Iε, set xv ← 0 ;
4: for i = 1, 2, · · · , n do
5: if cTx < K then

6: l ← Binary Search

(
f,x, b, c, e, K, αv−f(x)

K−cTx

)
;

7: if cT (x + lχei) ≤ K then
8: x ← x + lχei ;
9: end
10: end
11: return x

Lemma 3.4 Algorithm 4 scans the data stream two passes, deserves space com-
plexity at most O(K log K/ε), and a per-element query number O(K log K/ε).

Theorem 3.2 Combining MarginalRatio-Thresholding (ε, 2/3) and Singleton
Algorithm, we return the better one as the output. The combining algorithm
has a (1/3 − ε)-approximation ratio.

As the proof is similar to Theorem 3.1, we omit it. In order to get one pass algo-
rithm, we provide a DynamicMRT (ε, α) algorithm, which dynamically updates
m = maxe∈E f(χe) accompanying with the arriving elements. Therefore, the
estimation interval [m/(1 + ε),Km/α] of the OPT is updating with the arriv-
ing elements. The details are presented in Algorithm 5. The main results is as
follows.

Theorem 3.3. By running DynamicMRT(ε, 2/3) and Singleton in parallel and
outputting the better solution, we gain a (1/3 − ε)-approximation streaming
algorithm with single one pass, where ε ∈ (0, 1]. The space complexity is
O(K log K/ε), and the query complexity is O(log2 K/ε) per-element.

Proof. Suppose that e ∈ E is an arriving element. We state that e always fails
the condition of threshold value in DynamicMRT(ε, α) when v > Km/α (for
α = 2/3). If v > Km/α, we can obtain

f(x + leχe) ≥ n
αvcT (x + leχe)

K

> mcT (x + leχe)
≥ |{x + leχe}| max

e′∈{x+leχe}
f(χ′

e), (3)

where le returns from Algorithm 2, x is the initial vector of this iteration.
The last inequality of (3) holds from the fact that c(e) ≥ 1 and m ≥
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Algorithm 5. DynamicMRT(ε, α)

Input: f ∈ Fb, c ∈ N
E , E, ε > 0, α ∈ (0, 1].

output: a vector x ∈ N
E .

1: Iε = {(1 + ε)s|s ∈ Z};
2: For each v ∈ Iε, set xv ← 0 ;
3: m ← 0;
4: for i = 1, 2, · · · , n do
5: m ← maxe∈E{m, f(χe)};
6: Ii = {(1 + ε)s|m/(1 + ε) ≤ (1 + ε)s ≤ Km/α};
7: Delete all xv, where v �∈ Ii;
8: for v ∈ Ii do
9: if cTxv < K then

10: l ← Binary Search

(
f,x, b, c, e, K, αv−f(x)

K−cT x

)
;

11: if cT (xv + lχei) ≤ K then
12: xv ← xv + lχei ;
13: end
14: end
15: end
16: return arg maxv∈In f(xv)

maxe′∈{x+leχe} f(χe′). On the other hand, from x + leχe =
∑

e′∈{x+leχe} χe′

and DR-submodularity, we have

f(x + leχe) ≤ f

⎛

⎝
∑

e′∈{x+leχe}
χ′

e

⎞

⎠

≤ |{x + leχe}| max
e′∈{x+leχe}

f(χ′
e),

which is a contradiction. That means, when an element e arrives, leχe may be
added to the current set only if v ≤ Km/α. In addition, as Singleton() returns a
vector x with f(x) ≥ m, we don’t need to consider the cases whose the parameter
v is less than m in DynamicMRT(ε, α). Similar to Theorem 3.1, we receive that
this is a (1/3 − ε)-approximation algorithm.

As the amount of the parameters in the set I is O(log K/ε), and the size of a
solution is O(K), the space complexity of the algorithm is O(K log K/ε). Mean-
while, for each element and per v, the number of queries for the binary search
algorithm is O(log K). Thus, the per-element query number is O(log2 K/ε).

4 Conclusions

In this paper, we study the problem of maximizing a DR-submodular function
under a knapsack constraint on the integer lattice. We design MarginalRatio
Thresholding (α, v) algorithm and DynamicMRT(ε, α) algorithm. Here, we intro-
duce a binary search algorithm as a subroutine to decide the level of each kept
element. First, we give a one pass off line algorithm combining MarginalRatio
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Thresholding (α, v) and the Singleton algorithm with the known OPT. Second,
by estimating the OPT, we gain a two passes algorithm. Finally, by updating the
estimation interval of the OPT with the arriving element, we receive a one pass
streaming algorithm called DynamicMRT(ε, α). We obtain that it is a (1/3−ε)-
approximation algorithm with space complexity O(K log K/ε) and the query
complexity O(log2 K/ε).
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Abstract. “Catastrophic forgetting” and scalability of tasks are two
major challenges of incremental learning. Both of these issues were
related to the insufficient capacity of machine learning model and the
insufficiently trained weights as the increasing of tasks. In this paper,
we try to figure out the impact of the neural network architecture to
the performance of incremental learning in the case of image classifica-
tion. During the increasing of tasks, we propose to use neural network
architecture searching (NAS) to find a structure that fits the new tasks
collection better. We build a NAS environment with reinforcement learn-
ing as the searching strategy and Long Short-Term Memory network as
the controller network. Computation operation and connecting previous
nodes are selected for each layer in the search phase. For each time a
new group of tasks is added, the neural network architecture is searched
and reorganized according to the training data set. To speed up the
searching, we design a parameter sharing mechanism, in which the same
building blocks in each layer share a group of parameters. We also intro-
duce the quantified-parameter building blocks into the NAS, to identify
the best candidate during each round of searching. We test our solu-
tion in cifar100 data set, the average accuracy outperforms the current
representative solutions (LwEMC, iCaRL, GANIL) by 24.92%, 5.62%,
and 3.6%, respectively, the more tasks added, the better our solution
performs.

Keywords: Continual learning · Network architecture searching ·
Image classification

Incremental learning is an essential branch of machine learning. It can be used
to solve the two major problems in machine learning: 1. the training data set
and tasks are incrementally received over time by the machine learning models
and the applications need to be applied before all the training data are ready.
2. As typical deep learning training requires all data to be trained and the
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amount of training data is too large to be loaded into memory, the data will be
repeatedly transferred between disk and memory, which can make the training
time unacceptable. Incremental learning is a progressive learning technique [5]
that does not require obtaining all training data for all tasks before training.
Ideal incremental learning can gradually add new data and learn tasks during
the lifetime of machine learning applications while retaining the knowledge of
the old tasks.

However, incremental learning faces two problems. The first one is “catas-
trophic forgetting” [14]. “Catastrophic forgetting” is the knowledge damage of a
pre-trained machine learning model during the learning of new tasks. Machine
learning models change parameters during the new phrase of learning, but the
changing may hurt the previous knowledge. But the real sources of “catastrophic
forgetting” is seldom explored. The second critical issue of incremental learning
is the scalability of the machine learning model. As the learning continues, the
learning model needs to be scalable; one fixed-size model can not perform both
well at the very beginning when the data and tasks are very few and at the end
when the data and tasks are quite large.

Previous studies on incremental learning have mostly focused on the weights
of neural networks. However, when we look at the impact of weights and network
architecture on the effect of incremental tasks separately, we believe that the
correspondence between neural network architecture and incremental tasks is
important. In [8], the neural network architecture can make the model have
higher potential than the weight. The performance of a few network architecture
is better than other models for some specific tasks.

The main contribution of this work is to use neural network architecture
search technology to search for the most suitable network model based on the
original model architecture when new tasks are added, to improve the adaptabil-
ity and expansibility of the model in incremental learning. In order to balance the
demand for incremental training in memory resources and computing resources,
we introduce a quantified cell in search space and use shared weights for search
strategy.

The main contributions of this paper are as follows:

– To incremental learning, neural network architecture has a more significant
impact on the performance of incremental tasks than weights.

– Propose an incremental NAS to solve the problem of feature set expansion
and model adaptability in incremental learning.

– Using quantified cell and shared weights method to balance the gap between
memory, computational and incremental learning resource limits.

We find that the quantified NAS obtains higher accuracy than the non-
quantized NAS in the same search epoch through experiments, which provides
a better basis for the incremental learning training process. In the final exper-
iment, our method is obviously superior to [13,19,23]. The searched network
structure is more suitable for incremental processes.
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1 Related Works

Incremental Learning: Traditional approach [5,15,17] for incremental learning
realized by leveraging linear classifier. Current research on incremental learning
focuses on solving the problem of “catastrophic forgetting” and tries to use the
fewest samples of the old class. These methods are mainly divided into two types.
One type of method limits the variation of network parameters so that it does
not significantly deviate from the parameters learned in previous tasks. iCaRL
[19] defines class-incremental learning and uses distillation loss to maintain old
class information. [23] uses Generative Adversarial Networks to train an old class
sample generator so that it does not use the original samples. Another type of
method stores the old structure and parameters to remember the previous tasks.
[24] uses a well-designed method of reinforcement learning RCL to solve this
problem. However, in RCL, the time stamp is used as an activation point for
each new data, which limits the flexibility of the model. [21] solves the problem
of object detection by storing the old task model to help generate the new model.
The rest of the research, for example [20], proposes a Meta-Experience Replay
algorithm for non-stationary distribution of data, combining experience replay
with optimization based meta-learning for continual learning. [4] generates a
sample sorted list based on the distance to the average sample of the class,
and filters the most representative samples from the old class samples. However,
most studies have not considered model capacity or network architecture. Our
research focuses on using an incremental NAS to filter the architecture of each
new task.

Neural Architecture Search: NAS consists of three parts: search space, search
strategy, and performance estimation strategy. In search space, main structures
include chain structure [2,6], multi-branch structure [3,25] and dubbed cell/block
structure [10]. In [12], a novel search space pruning method was used to construct
a network architecture search space by Partial Order Assumption to automati-
cally search for architecture with the best latency and accuracy trade-off. Most
of the research is focused on the search strategy. It mainly includes the following:
evolutionary approaches [18], reinforcement learning [1,25], Bayesian optimiza-
tion, and other learning algorithms. In order to adapt to different hardware
platforms, some research has emerged for the performance estimation strategy.
These studies not only consider valid accuracy as the only indicator, but also
consider actual latency [22], model size [7,9] and so on. This paper attempts to
add a quantization algorithm to the NAS to reduce the model size with almost
no loss of model accuracy. More importantly, under the mechanism of shared
NAS, the weight parameter using fewer bits will result in higher accuracy in the
same number of iterations.

2 Methodology

In this section, we will formulate the incremental learning problem and propose
our new idea. We believe that the impact of network architecture on incremental
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learning tasks is important. As tasks increase, simply increasing model capacity
(such as the number of layers) may not work. Therefore, our basic idea is to
use neural network architecture search algorithm to select an architecture that
is more suitable for the current task set. Finally, it is compared with the current
state-of-the-art incremental learning algorithm in the Experiment.

Incremental learning means that a learning system can continuously learn
knowledge from new samples and preserve most of the knowledge that it has
learned before.

For a sequential data stream, we define the data transmitted in the i time
as di. di can be divided into two parts, one for training and the other one
for testing. We consider the validation set as part of the test set and are not
specifically pointed out below.

di = dTi

⋃
dVi

where dTi
represents the data used for training in the incoming data, and dVi

represents the data used for testing. We define ci as the incoming data categories,
DTi

as the training set for incremental learning, and DVi
as the testing set for

incremental learning.
DTi

is calculated as follow:

DTi
=

{
dT0 , i = 0
dTi

⋃
dTi−1(

θ
ci−1

)
⋃

dTi−2(
θ

ci−2
)...

⋃
dT0(

θ
c0

), i > 0

DVi
as calculated as follow:

DVi
=

{
dV0 , i = 0
dVi

⋃
dVi−1

⋃
dVi−2 ...

⋃
dV0 , i > 0

θ represents the total number of old samples that will be maintained through-
out the incremental learning process. Controlling the total number of old class
samples to a fixed value helps control the size of the training set, thereby con-
trolling memory usage. This approach will avoid the explosive growth of memory
usage during incremental learning.

We use Mi to represent the incremental learning model obtained at the i
moment. Mi will be trained by DTi

and tested at DVi
. The goal of incremental

learning is to learn the best accuracy for each time.

maxAccuracy(Mi,DVi
)

The general incremental learning algorithm focuses on limiting network
parameters or using the method of reinforcement learning to retain the old knowl-
edge, but only paying attention to this part can not guarantee the long-term
stability of incremental learning. As the number of data categories increases, a
fixed-architecture network limits the ability of the classifier to maintain long-
term effectiveness. Therefore, we focus on network capacity. However, we are
not sure whether there is a linear relationship between the data categories and



72 X. Fu et al.

network architecture. It is not the best way to directly increase the network archi-
tecture as the data categories increases. While retaining the ancient knowledge,
we consider using NAS to search out the network architecture suitable for the
current data, to more effectively enhance the classification ability of multi-class
classifiers. On this basis, the searched network architecture is further trained to
obtain the final multi-classifier. The overall process is shown in Fig. 1.

Fig. 1. NAS incremental learning process, where examples are partial old class samples.
In the search phase, the network architecture search is performed based on the old
class classifier, some old class samples, and all-new class samples, thereby obtaining a
network structure for the current category data. In the training phase, the training is
continued based on the network structure of the search phase.

3 Neural Network Architecture Search for Incremental
Learning

For incremental tasks, NAS reconstructed the model architecture and selected
new model capacity. However, there are still two problems in this process: 1)
The search time is too long, which dramatically increases the time required to
obtain the classifier. 2) Excessive memory consumption, which is contrary to
the way incremental learning selects fewer old class samples in order to use
less memory. We use the sharing of weights and quantizing cells to solve these
two problems. Next, we will discuss two parts: one is about incremental neural
network architecture search and the other is about shared weights and quantifies
method.

3.1 Incremental Neural Network Architecture Search

In this section, we introduce a neural network architecture search approach for
incremental learning. Incremental NAS uses both shared parameters and knowl-
edge distillation. Knowledge distillation helps preserve ancient knowledge so that
the impact of old classes can be considered in the process of searching the net-
work architecture. Sharing parameters will shorten the training time during the
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searching and after the increasing of the new category. This approach is similar
to using a pre-trained model classes are added so that incremental learning can
maintain long-term stability.

Fig. 2. Shared parameters quantified incremental NAS process

Unlike the other NAS methods, the shared parameters NAS maintains a child
network weights set. Each time the child network is built, the controller gener-
ates the network architecture and then takes the weight parameters from the
set before training. The training in the NAS does not train the child network
to converge fully, but only simple training, such as several forward and back-
ward propagation for the current entire data set. At the same time, the shared
parameters set is continuously updated according to the weights of the child
model.

When the first data stream comes, we use the data as DT0 to filter out
the network architecture that best fits the current data set. In the first search
process, the shared weight parameters set is initialized. According to the child
network selected by the controller, the weights are taken from the shared weight
parameters set, and the process is looped to train the final model M1 of the first
data stream.

When the second data stream comes, the data set DT2 is generated, and the
multi-class classification model is trained according to Fig. 2. Based on the last
NAS process, we search for new child network. The loss in the search process
consists of two parts, cross entropy loss, and distillation loss.

Take the second data stream as an example. The model prediction result px

is:
px = sigmoid(logitsx) =

1
1 + e−logitsx

Cross entropy loss is written as:

Lc =
1
n1

∑

(x,y)∈DT2−DT1

n1∑

i=1

−[yi × ln pxi
+ (1 − yi) × ln(1 − pxi

)]
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n1 is the number of elements in DT2 − DT1 . x is the input and y is the one-
hot label. logistsx is the model prediction result. Distilling loss is formulated as
follows:

Ld =
1
n2

∑

(x)∈DT2

⋂
DT1

n2∑

i=1

−[yi
′ × ln pxi

+ (1 − yi
′ × ln(1 − pxi

))]

n2 is the number of elements in DT2

⋂
DT1 , and y’ is the prediction result after

running the data belonging to the old category in the new data set DT2 using
M1. Then the overall loss is:

L = λLd + (1 − λ)Lc

The loss value is used to train the model M2 at the second point in time
during the quantified NAS search phase and the training phase. The subsequent
incremental learning process can be followed by this analogy.

Based on this, we proposed a quantified NAS. We convert the full-precision
value in the search space into 8-bit fixed-point value. More importantly, we find
the reduction in the number of data bits allows for greater accuracy in the same
epoch of the NAS.

4 Experiments

In this part, we first experimented with the incremental learning process using
the cifar100 [11] dataset, adding 5 or 10 categories at a time and comparing it
with the other five methods. Secondly, the cifar10 data set is used to compare
the NAS with and without quantized nodes.

We used deep learning framework tensorflow and one Tesla V100 GPU. In the
following experimental sections, all experiments involving NAS, whether quan-
tified or not. The quantified NAS is 3×3 quantized convolution, 5×5 quantized
convolution, 3×3 deep convolution, 5×5 deep convolution, average pooling, and
maximum pooling. Non-quantified NASs are 3×3 32-bit convolution, 5×5 32-bit
convolution, 3×3 deep convolution, 5×5 deep convolution, average pooling, and
maximum pooling.

4.1 Overall Performance of NASIL

We use the quantified NAS approach to screen out the network architecture
with the highest valid accuracy in 100 epochs. Continue training for the current
optimal network structure to obtain test accuracy. In the search phase, we set the
number of layers to 18, the out filter size of first layer to 16, and the remaining
parameters are the same as [16]. We performed two experiments, increasing five
categories and increasing ten categories each time, and recorded the highest valid
accuracy during the network architecture search.

We compare our results with: iCaRL [19], LwEMC [13], GANIL [23], fixed
representation and finetune. These five methods all use Resnet32, and the param-
eter settings are the same as [19].
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Table 1. Average test accuracy for each increment of 10 classes and 5 classes for each
increment

NASIL GANIL iCaRL LwEMC Fixed representation Finetuning

5 classes 66.00% 63.85% 60.86% 33.05% 17.93% 16.93%

10 classes 69.62% 66.02% 64.00% 44.70% 28.10% 26.10%

– fixed representation(fixed repre): After the first training, the feature
representation parameters is fixed during each increasing time.

– finetuning: Training based on new samples, no restrictions on param-
eters.

Fig. 3. Multi-class accuracy on
iCIFAR-100 with 10 classes per batch

Fig. 4. Multi-class accuracy on
iCIFAR-100 with 5 classes per batch

As can be seen from Fig. 4 and Fig. 3, our method has apparent advantages
in accuracy. Compared to iCaRL [19], which directly uses knowledge distillation
to preserve ancient knowledge. At the same time, our approach is more stable
in the later stages of incremental learning than using GAN [23] to generate the
same number of old class samples.

We averaged the 20 test accuracy obtained in each of the five new classes and
averaged the 10 test accuracy obtained in each of the ten new classes. As shown
in Table 1, we can intuitively see that the use of dynamic network architecture
can make incremental learning more stable and have better scalability for new
tasks.
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4.2 Searched Network Architecture

The number of network weight parameters can be seen as a measure of network
capacity. In order to further discover the relationship between network capacity
and data categories, we studied the network structures and the number of weight
parameters that were filtered in each increasing time. We compared the node
operations that the NAS screened out in the 10-class incremental process. The
results are shown in Fig. 5. It should be noted that we do not show the connection
between layers in the figure.

Fig. 5. NAS search architecture comparison. The upper part is the 10 models that are
searched out during each incremental learning process of 10 categories. The lower part
is the curve of the number of parameters in each network architecture.

In the process of increasing the number of categories, the number of network
weight parameters are increasing. Therefore, it can also be explained that as the
number of categories increases, the network architecture search tends to select
a structure with larger network capacity. At the same time, in the less-category
phase, NAS tends to choose a network with more pool operations, and when
the category is increased to a certain stage, NAS prefers to choose convolution
operations.

The increase in network capacity may be related to data set indicators such
as the number of data categories, the number of samples per class, the similarity
between classes and classes. It is difficult to directly determine the relationship
between network capacity and data sets through functional methods. The neural
network architecture search method provides a dynamic network structure for
the incremental learning process, which makes the network more capable of
classifying new tasks.
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4.3 Quantified NAS

In this part of the experiment, we experiment on quantifying NAS to verify
it’s effectivenes. Firstly, for cifar10 [11], two network structures are filtered out
by using quantified convolution operation and full-precision convolution opera-
tion respectively and we compair their accuracy, inference time and model size
on Huawei mate10. Secondly, we filter the network architecture for the cifar100
with incremental learning process and obtain the highest valid accuracy for com-
parison.

Table 2. Test accuracy, inference time, and model size obtained during NAS using
quantized convolutional layers and full-precision convolutional layers

float32 qint8

Accuracy 92.82% 92.59%

Inference time (ms) 885 328

Model size (Mb) 6.2 2.8

Fig. 6. The highest valid accuracy in
the NAS process using float32 and
qint8 each time increasing 5 classes

Fig. 7. The highest valid accuracy in
the NAS process using float32 and
qint8 each time increasing 10 classes

On cifar10 dataset, we set the number of layers to 12, and performed 310 iter-
ations. This process does not involve incremental learning. We compared data
using 32-bit convolution operations and 8-bit quantized convolution operations
in the search space. We found that the NAS process with 8-bit quantization
operation can achieve higher test accuracy than the full-precision operation in
the same epoch. The main reason for making 8-bit quantized convolution oper-
ations more accurate is that weight sharing is used in the process of network
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architecture search, while 32-bit data is more “accurate” than 8-bit data. This
will allow 32-bit data to be rigorously adjusted to achieve higher accuracy.

We tested the accuracy, inference time, and model size of the two models on
Huawei mate10. The results are shown in Table 2. The accuracy of the quantized
model is slightly lower than that of the unquantized model, but it is almost
negligible. However, the inference time becomes shorter, and the model size
becomes smaller. Inaccurate calculations take some loss of precision, which brings
advantages of time and memory.

At the same time, we compared the difference in the valid accuracy obtained
by using the quantified NAS and directly using the NAS when incrementally
learning cifar100. The results can be shown in Fig. 6 and Fig. 7. The NAS process
that joins the qint8 convolution node can achieve higher valid accuracy.

5 Conclusion

Incremental learning or lifelong learning is a persistent problem in the field
of machine learning. Compared with weights, network architecture has a more
significant impact on the performance of incremental tasks. We proposed the
NASIL approach to use shared weights and quantified NAS to solve some of
the problems of catastrophic forgetting and model scalability. The accuracy of
incremental learning is improved by nonlinearly increasing the network capacity.
We show the experimental results on cifar10 and cifar100, and our approach has
advantages in accuracy.

In this paper, we provide a solution for using dynamic models in incremental
learning. When new NAS technologies emerge, we can still use the proposed
method to filter the models for incremental learning. Similarly, the quantified
structure can also be used in the search space of the remaining NAS.
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Abstract. For the problem of maximizing a monotone submodular
function subject to knapsack constraint, there is a (1 − 1/e − ε)-
approximation algorithm running a nearly-linear time. In this paper,
we consider the case that the objective function is nonsubmodular. We
propose an approximation algorithm with approximation ratio

κ

(
1 +

ε

κ2(1 − ε)

)−1 (
1 − e−Ω(ε2/λ)

) (
1 − e−κ3 − O(ε)

)
,

and complexity Õ( 1
1−τ

n2(log n)
1
ε
+2), where κ is the continuous submod-

ularity ratio, τ is the curvature and λ is the largest weight. The tech-
nology of our algorithm is using continuous greedy to get a fractional
solution and then rounding it with the contention resolution scheme.

Keywords: Submodularity ratio · Knapsack constraint · Continuous
greedy · Contention resolution scheme

1 Introduction

1.1 Background

In this paper, we consider the problem of maximizing a monotone function under
a knapsack constraint, which has a wide range of applications in selection of
investments and portfolios [9], selection of assets for asset-backed securitization
[10], generating keys for the Merkle-Hellman [11], and other knapsack cryptosys-
tems. Especially, given a ground set E, a monotone, nonnegative and normal-
ized function f : 2E → R+ with submodularity ratio and a weight function
w : E → [0, 1], the goal is to deal with the following optimization problem:

max{f(S) :
∑

e∈S

w(e) ≤ 1, S ⊆ E}.
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There are lots of works for the knapsack constraint problem when the function f
is submodular. In [12], Sviridenko proposes a

(
1 − e−1

)
-approximation algorithm

by employing the ideas of density greedy, in which the complexity of function
value oracle is O

(
n5

)
. Badanidiyuru and Vondrák [1] give a variant of the contin-

uous greedy algorithm with (1 − e−1 − ε)-approximation and O(n2(log n/ε)1/ε8)
oracle complexity. Moreover, Ene and Nguy˜̂en [5] improve the oracle complexity
by presenting a nearly-linear time algorithm with the near-optimal approxima-
tion ratio. Yoshida [14] considers maximizing a monotone submodular function
with curvature τ , and acquires a better (1 − τ/e − ε)-approximation ratio.

There are also some results for the case that f is nonsubmodular with dif-
ferent constraints. Some kinds of submodularity ratio are introduced to measure
the proximity to submodularity. For the cardinality constraint case, Bian et al.
[2] exert the greedy algorithm to produce a tight approximation guarantee of
1
α

(
1 − e−αβ

)
where β and α are the greedy submodularity ratio and greedy cur-

vature. In [16], Zhang et al. extend the results to the knapsack constraint case.
The oracle complexity of the algorithm is dependent on the submodularity ratio
and curvature, which is at least O(n5) without the curvature information. For
the matroid constraint case, Gong et al. [8] propose the submodularity ratio γ
and provide a γ

(
1 − e−1

)
(1 − e−γ − o(1))-approximation algorithm.

1.2 Our Techniques

In this paper, we consider the nonsubmodular knapsack constrained maximiza-
tion problem with a lower complexity. Our strategy contains two steps. Firstly,
we maximize the continuous function F (x), the multilinear extension of the
function f , and obtain a fractional solution. Secondly, we round it to a feasible
solution.

The continuous setting of our algorithm framework resembles those continu-
ous treatment in [14]. First, we divide E into big elements set and small elements
set according to the values of its elements. We assume that there are m big ele-
ments in O, and denote OB = {o1, o2, . . . , om}, OS = O \ OB. In each step
of the continuous greedy process, we find those elements ei ∈ E such that (a)
F (x ∨ 1ei

) ≥ F (x ∨ 1oi
), (b) w (ei) ≤ w (oi). Afterwards, we update current

vector x by adding ε1ei
. For small elements, we find a vector v such that (a) the

marginal value of v is at least that of OS, (b) the weight of v is at most that of
OS. Next, the current x is added with εv.

A challenging difficulty is that the multilinear extension F (x) is no longer
concave along any line of direction d ≥ 0 when the function f is nonsubmodular.
To overcome this difficulty, we adopt the contention resolution (CR) scheme to
round the fractional solution. The CR scheme can be traced back to [4], which
provides a useful and general framework with respect to the knapsack polytope.

To summarize, we extend the problem of maximizing submodular function
under a knapsack constraint to the case of nonsubmodular function, and present
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a polynomial-time algorithm with a gratifying approximation ratio as

κ

(
1

1 + ε
κ2(1−ε)

)(
1 − e−Ω(ε2/λ)

) (
1 − e−κ3 − O(ε)

)
,

and the oracle complexity as Õ( 1
1−τ n2(log n)

1
ε +2), where κ is the submodularity

ratio, τ is the curvature and λ is the largest weight.
The paper is organized as follows. In Sect. 2, we introduce some foundational

definitions and related lemmas. In Sect. 3, we propose a continuous greedy algo-
rithm. In Sect. 4, we apply the CR scheme to round the fractional solution and
show that the loss is little. In Sect. 5, we present the complete algorithm and
analyze the time complexity.

2 Preliminaries

2.1 Notations

We denote the ground set by E = {1, 2, . . . , n}. The function f : 2E → R+

is said to be monotone (nondecreasing) if f(S) ≤ f(T ) for all S ⊆ T ⊆ E.
Moreover, f is said to be nonnegative and normalized when f(·) ≥ 0 and f(∅) =
0. For the weight function w : E → [0, 1] and a subset S ⊆ E, we denote
w(S) =

∑
e∈S w(e). Given a vector x ∈ [0, 1]n and a set S ⊆ E, we denote

x(S) =
∑

e∈S x(e). Given an element e ∈ E, the vector 1e means that the e-th
coordinate is 1, while the others are 0. Moreover, for a subset S ⊆ E, we define
1S =

∑
e∈S 1e.

Given an integer n ∈ N, let [n] be the set {1, . . . , n} for compactness. Also,
for a function f and an element e ∈ E, we use f(e) instead of f({e}). For
simplicity, we denote fS(T ) = f(S ∪ T ) − f(S) as the marginal gain of set T to
S. Further, The function f is called submodular if, for any subset S ⊆ T and
any e ∈ E\T, fS(e) ≥ fT (e). If f(·) is submodular, the function fS(·) is also
submodular obviously.

2.2 The Multilinear Extension

The main tool we will use in this paper is the multilinear extension, which is
a continuous relaxation of objective function f . Given a vector x ∈ [0, 1]n, we
define R(x) as a random set such that each element is chosen independently
with probability x(e).

Definition 2.1 (Multilinear extension, [3]). For a monotone function f :
2E → R, the multilinear extension F : [0, 1]n → R of f is defined as

F (x) := E[f(R(x))] =
∑

S⊆E

f(S)
∏

e∈S

x(e)
∏

e∈E\S

(1 − x(e)).
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Proposition 2.1 (Property of multilinear extension, [6,8]). For an ele-
ment e ∈ E and a vector x ∈ [0, 1]n, we define ∂eF (x) as the slope of F at x in
the direction of 1e. The following fact is well known:

∂eF (x) =
E

[
fR(x)(e)

]

1 − xe
= ER(x)⊆E\e

[
fR(x)(e)

]
.

2.3 Submodularity Ratio and Curvature

For nonsubmodular functions, the submodularity ratio is introduced in [8] to
describe the proximity to submodularity.

Definition 2.2 (Generic submodularity ratio, [8]). Given a ground set E
and a monotone set function f : 2E → R+, the generic submodularity ratio of f
is the largest scalar κ′ such that for any S ⊆ T ⊆ E and any e ∈ E\T ,

fS(e) ≥ κ′ · fT (e).

For convenience, we call a function f a κ′-submodular function when its
submodularity ratio is κ′.

Proposition 2.2 (Property of generic modularity ratio, [8]). For a mono-
tone set function f : 2E → R+ with generic submodularity ratio κ′, it holds that

1. κ′ ∈ (0, 1],
2. f(·) is submodular iff κ′ = 1,
3.

∑
e∈Ω\S fS(e) ≥ κ′ · fS(Ω), for any subset S, Ω ⊆ E.

Remark 2.1. A monotone set function f : 2E → R+ with generic submodularity
ratio κ′ satisfies generic subadditive property, i.e., for all Ω ⊆ E,

f(Ω) ≤ 1
κ′

∑

e∈Ω

f(e).

Proposition 2.3. For a monotone set function f : 2E → R+ with generic
submodularity ratio κ′, it holds that for any subset A, B ⊆ E,

κ′f(A ∪ B) − κ′f(B) ≤ f(A) − f(A ∩ B).

Remark 2.2. According to Proposition 2.3, it follows that for any subset A, B ⊆
E,

κ′f(A ∪ B) ≤ f(A) + f(B).

Proposition 2.4. For a monotone set function f : 2E → R+ with generic
submodularity ratio κ′, it follows that for every subset S ⊆ T ⊆ E and X ⊆ E,

fS(X) ≥ κ′ · fT (X).
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Proof. One can set A = S∪X, B = S∪(T\X). Notice that A∩B = S, A∪B = T .
And it follows Proposition 2.3 and the monotonicity that

f(S ∪ X) − f(S) ≥ κ′f(T ∪ X) − κ′f(S ∪ (T\X)) ≥ κ′f(T ∪ X) − κ′f(T ).

The definition of submodularity ratio can also be extended to the multilinear
extension.

Definition 2.3 (Continuous generic submodularity ratio, [15]). Given a
monotone function f : 2E → R, the continuous generic submodularity ratio of f
is defined as the largest κ such that

∂eF (x) ≥ κ∂eF (y) ,

for any x ≤ y and e ∈ E.

It is obvious to see that κ ≤ κ′ by Definition 2.2 and Definition 2.3.

Definition 2.4 (Generalized curvature, [13]). Let f be an arbitrary mono-
tone function. The curvature τ of f is defined as

τ = 1 − min
j∈E

min
S,T⊆E\j

fS(j)
fT (j)

.

3 Solving the Multilinear Relaxation

In this part, we will design an algorithm to produce a fractional solution that
could almost reach (1− e−κ′3

)-approximation. Define the function W : [0, 1]E →
R+ as:

W (x) =
∑

e∈E

x(e)w(e).

Let O be the optimal solution in reality and d be the largest singleton function
value. Then we have d ≤ f(O) ≤ 1

κ′ nd. Given any ε ∈ (0, 1], we define Vε,n =
{nd, (1 − ε)nd, . . . , εd, 0}, such that there exists a v ∈ Vε,n/κ′ � {v/κ′|v ∈ Vε,n}
satisfying

(1 − ε)v − εd ≤ f(O) ≤ v.

Note that we have |Vε,n| = O
(
log1/(1−ε)(n/ε)

)
= O(log(n/ε)/ε). So far the

ground set E can be divided into small elements set and big elements set with
respect to ε and v. An element e is called “small” if

f(e) ≤ ε6v,

and “big” otherwise. Let EB � EB (v) ⊆ E be the collection of big elements and
ES � ES (v) = E \ EB (v). For the optimal solution O, define OS � OS (v) =
ES (v) ∩ O and OB � OB (v) = EB (v) ∩ O.

Lemma 3.1. Suppose that the guessed value v follows (1−ε)v−εd ≤ f(O) ≤ v,
then it holds that |OB| ≤ 1

(1−τ)ε6 , where τ is the generalized curvature.
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3.1 Arrange Small Elements

In this section, we propose Algorithm 1 to handle the small elements. To update
the current solution x, we find a vector v by solving a linear programming to sat-
isfy

∑
e∈ES

v(e)E
[
fR(x)(e)

] ≥ (1−ε)3κ′E
[
fR(x) (OS)

]− 3εd
κ′ and W (v) ≤ w (OS).

For each e ∈ ES, neither E
[
fR(x)(e)

]
nor E

[
fR(x) (OS)

]
could be computed in

polynomial time. Their values can be estimated by the algorithm ESTIMATE.
For the set ES, we fancy the accuracy of each element to reach 1− δ at the same
time. This can also be well guaranteed, as long as the correct probability of each
element is more than 1 − δ/n.

The following lemma shows that we can obtain a good approximation of
E

[
fR(x)(e)

]
with probability 1 − δ/n.

Lemma 3.2. With probability at least 1 − δ/n, we have

(1 − ε)E
[
fR(x)(e)

] − εd

nκ′ ≤ θ(e) ≤ (1 + ε)E
[
fR(x)(e)

]
+

εd

nκ′ ,

for every e ∈ ES.

Algorithm 1. SMALL ELEMENTS ε,δ (f, w,ES, γ,x)
Input: A monotone κ′-submodular function f : 2E → R+, a weight function w : E →

[0, 1], ε, δ ∈ (0, 1), a small elements set ES, guessed value γ, and a vector x ∈ [0, 1]n.
Output: A vector v ∈ [0, 1]n.
1: For each e ∈ ES, let θ(e) = ESTIMATEε,ε/n,δ/n

(
fR(x)(e)

)
.

2: Find a vector v ∈ [0, 1]n supported on ES that minimizes W (v) subject to

v · θ ≥ (1 − ε)κ′γ − εd

κ′ ,

by the linear programming.
3: return v.

Definition 3.1. We say that γ is a good guess when the following fact holds:

E
[
fR(x)(Os)

] ≥ γ ≥ (1 − ε)E
[
fR(x)(Os)

] − εd

κ′ .

Note that E
[
fR(x) (OS)

] ≤ 1
κ′ E [f∅ (OS)] = 1

κ′ f (OS) ≤ 1
κ′2

∑
e∈Os

f(e) ≤
1

κ′2 nd, where the 2nd inequality is from Remark 2.1. So there must exist good
guesses by enumerating all the values in Vε,n/κ′2 �

{
v/κ′2|v ∈ Vε,n

}
. Then we

conclude that the output vector v of Algorithm 1 satisfies the conditions.

Lemma 3.3. Suppose that γ is a good guess. Then, Algorithm 1 returns a vector
v ∈ [0, 1]n supported on ES such that the following results hold with probability
at least 1 − δ:
1.

∑
e∈ES

v(e)E
[
fR(x)(e)

] ≥ (1 − ε)3κ′E
[
fR(x) (OS)

] − 3εd
κ′ ,

2. W (v) ≤ w (OS).

Moreover, the oracle complexity of Algorithm 1 is O
(
n2 log(n/δ)/ε2

)
.
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3.2 Continuous Greedy Algorithm

The main algorithm in the continuous setting will be given in this section. Our
expectation is that the outcome solution x satisfies that F (x) ≥ (1−1/eκ′3

)f(O)
and W (x) ≤ w(O). In previous sections, we assume that there are m elements
in OB. It should be noted that the definition of OB depends on the choice of v,
so does m. The following is a brief description on the idea of Algorithm 2.

In the outer loop we have the time variable t ∈ [0, 1] increased from 0 to 1
at a constant rate of ε. Consequently, there are 1

ε external iterations in total.
In the inner loop of Algorithm 2, the vector yt+ε

i ∈ [0, 1]n, ∀i ∈ [m] could be
described as the direction selecting the i-th biggest marginal gain. Similarly, the
vector zt+ε supported on ES is generally to select those elements with enough
marginal gains but small budgets. For every t ∈ {0, ε, . . . , 1}, we update the
current solution as

xt+ε =
∑

i∈[m]

yt+ε
i + zt+ε.

Algorithm 2. GCGε,δ (f, w,EB, ES,m, {γt
i} , {γt

S})
Input: A monotone κ′-submodular function f : 2E → R+, a weight function

w : E → [0, 1], ε, δ ∈ (0, 1), EB, ES ⊆ E, an integer m ∈ N, guessed values{
γt

i

}
i∈[m],t∈{0,ε,...,1−ε} and

{
γt
S

}
t∈{0,ε,...,1−ε} .

Output: A vector x1 ∈ [0, 1]n.
1: yt

i ← 0 ∈ [0, 1]n for i ∈ [m] and zt ← 0 ∈ [0, 1]n;
2: for (t ← 0; t ≤ 1 − ε; t ← t + ε) do
3: for (i ← 1; i ≤ m; i ← i + 1) do

4: θt
i(e) ← ESTIMATEε,ε/m,εδ/(2 nm)

(
E

[
fR(xt

i−1)
(e)

])
for each e ∈ E;

5: Let et
i = argmin

{
w(e)|θt

i(e) ≥ (1 − ε)γt
i − εd/(mκ′)

}
;

6: yt+ε
i ← yt

i + ε1et
i
; xt

i ← ∑
j≤i yt+ε

j +
∑

j>i yt
j + zt;

7: end for
8: vt ← SMALL ELEMENTSε,εδ/2

(
f, w, ES, γt

S, xt
m

)
;

9: zt+ε ← zt + εvt, xt+ε ← ∑
i∈[m] y

t+ε
i + zt+ε;

10: end for
11: return x1.

Similar to the treatment of small elements, we expect that the probability of
the entire estimation step being satisfactory at the same time is not less than
1 − δ/2, whose sufficient condition is each satisfying estimation has probability
1 − εδ/(2 nm). Let us start with estimation E

[
fR(xt

i−1)(e)
]

by θt
i(e).

Lemma 3.4. With probability at least 1 − εδ/(2 nm), we have

(1 − ε)E
[
fR(xt

i−1)(e)
]

− εd

mκ′ ≤ θt
i(e) ≤ (1 + ε)E

[
fR(xt

i−1)(e)
]

+
εd

mκ′ ,

for each t ∈ {0, ε, . . . , 1 − ε}, i ∈ [m], and e ∈ E.

We formalize the concept that {γt
i} are sufficiently accurate.
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Definition 3.2. For t ∈ {0, ε, . . . , 1 − ε} and i ∈ [m], we say that γt
i is a good

guess if

E
[
fR(xt

i−1) (oi)
]

≥ γt
i ≥ (1 − ε)E

[
fR(xt

i−1) (oi)
]

− εd

m
,

holds.

Since E
[
fR(xt

i−1) (oi)
]

≤ 1
κ′ E [f∅ (oi)] = 1

κ′ f (oi) = 1
κ′ f(oi) ≤ 1

κ′ d, we
can find good guesses by trying all the values in the set Vε,m/(mκ′) :=
{v/(mκ′)|v ∈ Vε,m}.

Lemma 3.5. Suppose that the consequence of Lemma 3.4 holds and that {γt
i}

are good guesses. Then, for every t ∈ {0, ε, . . . , 1 − ε} and i ∈ [m], we have the
following results:

1. E
[
fR(xt

i−1) (et
i)

]
≥ (1 − ε)3E

[
fR(xt

i−1) (oi)
]

− 3εd
mκ′ ,

2. w (et
i) ≤ w (oi).

Lemma 3.6. Let f : 2E → R+ be a monotone and κ′-submodular function,
given a positive real ε and vectors x,y ∈ [0, 1]n such that x + εy ∈ [0, 1]n. We
show that

F (x + εy) − F (x) ≥ εκ′ ∑

e∈E

y(e)E
[
fR(x+εy)(e)

]
.

The theorem below explains the approximation ratio of the fractional solu-
tion.

Theorem 3.1. Suppose that {γt
i} and {γt

S} are all good guesses. Then, Algo-
rithm 2 returns a vector x1 satisfying

1. F (x1) ≥ (1 − 1/eκ′3 − O(ε))f(O) − 6εd/κ′4,
2. W (x1) ≤ w(O),

with probability at least 1 − δ. The oracle complexity is O
(

nm2

ε3 log nm
εδ +

n2

ε3 log n
εδ

)
.

4 Rounding by the CR Scheme

In this section, we will show the CR scheme for rounding fractional solutions.
Consider a knapsack polytope PF = conv

{
1F :

∑
e∈F w(e) ≤ 1, F ⊆ E

}
. For

any vector x = (x1, . . . , xn) ∈ PF , we recall that R(x) is a random subset such
that each element j ∈ E is independently included with probability xj . Thus,
Pr[R(x) = R] =

∏
j∈R xj

∏
j /∈R (1 − xj). The random set R(x) does not always

satisfy the knapsack constraint. In order to obtain a feasible set I ⊆ R(x), we
use the CR scheme to remove some elements from R(x). As an actual fact, there
are two random events that occur in sequence. Initially we pick a random set
R(x) from E, and next pick a random set I from the random set R(x).
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Definition 4.1 (a (b, c)-balanced CR scheme, [4]). A (b, c)-balanced CR
scheme for PF is a scheme such that for any x ∈ PF , the scheme selects a fea-
sible subset I ⊆ R(bx) with the following property: Pr[i ∈ I|i ∈ R(bx)] ≥ c for
every element i. The scheme is said to be monotone if Pr [i ∈ I|R(bx) = R1] ≥
Pr [i ∈ I|R(bx) = R2] whenever i ∈ R1 ⊆ R2. A scheme is said to be strict if
Pr[i ∈ I|i ∈ R(bx)] = c for every i.

The following lemma shows that a
(
1 − ε, 1 − e−Ω(ε2/λ)

)
-balanced CR scheme

exists for a knapsack constraint.

Lemma 4.1 (Lemma 4.14, [4]). For any λ, ε > 0 and a knapsack con-
straint F =

{
S :

∑
i∈S wi ≤ 1

}
such that wi ≤ λ for all i, there is a monotone(

1 − ε, 1 − e−Ω(ε2/λ)
)
-balanced contention resolution scheme.

The main problem then becomes the relationship between the feasible set
I from CR scheme and our continuous solution x. The fractional solution x
together with the (b, c)-balanced CR scheme imply a random set R(bx). Then a
feasible set I can be obtained by CR scheme with high probability. What follows
is an exploration between the two terms F (bx) and E [f(I)]. In the proof of the
main rounding theorem, we will use the variant of an important inequality.

Lemma 4.2 (Application of FKG inequality). Let X = 2E and i ∈ E. Let
π be a (b, c)-balanced CR scheme for PF and x ∈ PF . For any subset R ⊆
E and any fixed element i ∈ E, define g(R) = EI←πbx (R) [1i∈I |R] , h(R) =
L(R, i), μ(R) = Pr[R|i ∈ R], where 1i∈I equals to 1 if i ∈ I and 0 otherwise.
Then

∑

R∈X

g(R)h(R)μ(R) ≥
(

∑

R∈X

g(R)μ(R)

) (
∑

R∈X

h(R)μ(R)

)
.

The following lemma is a necessary conclusion in the rounding routine.

Lemma 4.3. Suppose b ∈ (0, 1] and x ∈ [0, 1]n. Assume F is the multilinear
extension of a set function f with continuous generic submodularity ratio κ. It
follows that

F (bx) ≥ 1
1 + 1−b

κ2b

F (x).

When some definitions and lemmas are ready, we now present the following
theorem.

Theorem 4.1. Suppose that PF is a knapsack constraint polytope, and π is a
(b, c)-balanced CR scheme over x ∈ PF , then we have

E R←R(bx )
I←πbx (R)

[f(I)] ≥ cκF (bx).

Recall that Lemma 4.1 provides us a monotone
(
1 − ε, 1 − e−Ω(ε2/λ)

)
-

balanced CR scheme, therefore we immediately get the following corollary.
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Corollary 4.1. Suppose that PF is a knapsack constraint polytope, and π is a
(b, c)-balanced CR scheme over x ∈ PF , then we get

E R←R(bx )
I←πbx (R)

[f(I)] ≥ κ
(
1 − e−Ω(ε2/λ)

)
F ((1 − ε) x).

Together with Lemma 4.3, we can obtain the following result.

Theorem 4.2. Suppose that PF is a knapsack constraint polytope, and π is a
(b, c)-balanced CR scheme over x ∈ PF , then it holds

E R←R(bx )
I←πbx (R)

[f(I)] ≥ κ

(
1

1 + ε
κ2(1−ε)

)(
1 − e−Ω(ε2/λ)

)
F (x).

5 The Whole Procedure

The following is a brief description of the entire algorithm. The idea is to simply
guess v,m, {γt

i} , {γt
S} , run continuous greedy algorithm with the guessed values

from enumeration, and then round the obtained vectors x using the CR scheme.
A detailed form of our procedure is given in Algorithm 3.

Algorithm 3. KNAPSACK
Input: A monotone function f : 2E → R+ with continuous generic submodularity

ratio κ and generalized curvature τ , a weight function w : E → [0, 1], and ε ∈ (0, 1).
Output: A set S ⊆ E satisfying w(S) ≤ 1 with high probability.
1: for each choice of v ∈ Vε,n/κ do
2: EB ← the set of big elements with respect to v;
3: ES ← the set of small elements with respect to v;
4: S ← ∅;
5: M :=

⌊
1

(1−τ)ε6

⌋
;

6: for each choice of m from {0, 1, . . . , M} do
7: for each choice of

{
γt

i

}
from Vε,m/mκ do

8: for each choice of
{
γ0
S, γε

S, . . . , γ1−ε
S

}
from Vε,n/κ2 do

9: GCGε,ε

(
f, w, EB, ES, m,

{
γt

i

}
,
{
γt
S

})
;

10: S ← the CR schemeε (EB, ES;x);
11: S ← S ∪ {S};
12: end for
13: end for
14: end for
15: end for
16: return argmaxS∈S f(S).
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Theorem 5.1. Given a monotone function f : 2E → R+ with continuous
generic submodularity ratio κ, a weight function w : E → [0, 1], and ε ∈ (0, 1),
Algorithm 3 outputs a (random) set I ⊆ E and w(I) ≤ 1 with probability(
1 − e−Ω(ε2/λ)

)
satisfying

E[f(I)] ≥ κ

(
1

1 + ε
κ2(1−ε)

)(
1 − e−Ω(ε2/λ)

) (
1 − e−κ3 − O(ε)

)
f(O),

where λ denotes the largest weight. The oracle complexity is

O

⎛
⎝

(
n

(1 − τ)3
1

ε21
log

n

ε
+

1

1 − τ

n2

ε9
log

n

ε

)
·
(
log(n/ε)

ε

)( 1
ε
+1)

·
(
log( 1

ε
)

ε

) 1
1−τ

1
ε7

⎞
⎠ .

When the function f is submodular, we have κ = 1. Then we obtain the following
corollary.

Corollary 5.1. Given a monotone submodular function f : 2E → R+, a weight
function w : E → [0, 1], and ε ∈ (0, 1), Algorithm 3 outputs a (random) set
I ⊆ E and w(I) ≤ 1 with probability

(
1 − e−Ω(ε2/λ)

)
satisfying

E[f(I)] ≥ (1 − ε)
(
1 − e−Ω(ε2/λ)

) (
1 − e−1 − O(ε)

)
f(O),

where λ denotes the largest weight.
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Abstract. As a pixel-level prediction task, semantic segmentation need
rich spatial information. However, most popular real-time network archi-
tectures tend to compromise spatial resolution to increase speed, but the
accuracy is greatly reduced as a result. Therefore, we propose a novel
Feature Enhancement Module (FEM) to extracted and enhanced the
future map before the image down-sample on the backbone. Meanwhile,
since the low-layer have rich detail information and high-level contain
more semantic information, we propose a Feature Extraction and Fusion
Module (FEFM) to fuse low-level and high-level feature representation.
Based on the FEM and FEFM, we introduce a real-time semantic seg-
mentation network FEENET. Experiments on Cityscapes and CamVid
datasets demonstrate that the proposed FEENET achieves a balance
between speed computation and accuracy. Without additional process-
ing and pre-training, it achieves 75.47% Mean IoU on the Cityscapes test
dataset with only 4.35G Flops and a speed of 94 FPS on a single RTX
2080Ti card. Code is avilable at https://github.com/favoMJ/FEENet.

Keywords: Semantic segmentation · Feature enhancement · Real-time
network · Feature extraction

1 Introduction

Image classification, target detection, and semantic segmentation are the three
basic tasks of computer vision. Among them, image classification is to determine
the classification of the content in the image. Target detection is to identify the
content of the image, but also to give the location information of the target.
Semantic segmentation aims to assign dense labels for all pixels. Although many
previous works have made great progress in accuracy [1–3], the time used, the
amount of calculation, and the memory consumed are all subject to limitations
in practical applications. Therefore, a light-weight, effective and high accuracy
model is very necessary. Most of the previous excellent work [4–6] has already
c© Springer Nature Singapore Pte Ltd. 2021
L. Ning et al. (Eds.): PAAP 2020, CCIS 1362, pp. 93–103, 2021.
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proved the availability of down-sample operations, but this will cause the loss of
semantic information. Some methods [7,8] is to obtain both semantic information
and spatial information through dual branches. Some works [9,10] is to reduce
the information loss during down-sampling or seek better feature fusion low-
layer details feature and high-layer representation feature. Therefore, we hold
the opinions that a combination of well-designed semantic information extraction
and information fusion technology is especially suitable for real-time semantic
segmentation.

Based on the above observation, we propose a novel network architecture
specially designated for real-time semantic segmentation, which is presented in
Fig. 1. We develop a light-weighted Feature Enhancement Module (FEM) to
extract and enhance semantic information, and we proposed a powerful Feature
Extraction and Fusion Module (FEFM) to fusion shallow feature image infor-
mation with deep features.

Our main contributions are summarized as follows:

– We design a light-weight and powerful backbone with feature extraction func-
tion to enhance the entire network.

– We elaborately design two specific modules, Feature Enhancement Module
(FEM) and Feature Extraction and Fusion Module (FEFM) to provide com-
parable accuracy at an acceptable cost.

– We achieve impressive results on the benchmarks of Cityscapes [28] and
CamVid [29] benchmarks without any pretrained model. It can run on high-
resolution images (512 1024) at 94 FPS on a single RTX 2080Ti card and
obtain the results of 75.47% mean Intersection over Union (mIoU%) on the
Cityscapes test dataset.

2 Relate Work

Recently, many new methods have been used in semantic segmentation. In this
section, we introduce 4 groups of methods related to our work. i.e., real-time
semantic segmentation methods, feature fusion, feature enhancement, and light-
weight architectures.

2.1 Real-Time Semantic Segmentation

The main purpose of real-time segmentation is to obtain high-quality predictions
while obtaining faster inference speed. ESPNetv2 [11] uses group point-wise and
depth-wise dilated separable convolutions to learn representations from a large
effective receptive field with fewer FLOPs and parameters. ICNet [12] incorpo-
rates multi-resolution branches under proper label guidance. SegNet [4] present
a deep fully convolutional neural network architecture for semantic pixel-wise
segmentation. ENet [13] trims a great number of convolution filters to reduce
computation. Different from the models mentioned above, our proposed method
Feature Enhancement Module employs a low-pass filtering to save more infor-
mation at a faster inference speed.
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2.2 Feature Fusion

Traditional information collection methods are usually just through sum up fea-
tures. RefineNet [14] introduces a complicated refine module in each upsampling
stage between the encoder and decoder to extract multi-scale features. BiSenet
[7] propose a feature fusion module to fuse these features. DFANet [9] aggrega-
tion strategy is composed of subnetwork aggregate and substage aggregate meth-
ods aims to exploit features combined from both network-level and stage-level.
MSFNet [15] uses feature fusion extensively to improve the interaction between
different layers in terms of spatial information and semantic information. Our
model uses feature fusion extensively to improve the interaction between different
layers in terms of spatial information and semantic information, which improves
the spatial sensitivity of the network obviously aph headings as needed.

2.3 Feature Enhancement

The accuracy of semantic segmentation is inseparable from rich feature informa-
tion. CCNet [16] propose a novel criss-cross attention module in this work, which
can be leveraged to capture contextual information from long-range dependencies
in a more efficient and effective way. AaA [17] propose an adaptive content-aware
low-pass filtering layer. SIA [18] integrate classic anti-aliasing filtering to improve
shift-equivariance/invariance of deep networks. Our mode uses anti-aliasing fil-
tering to extract important part of the feature.

2.4 Light-Weight Architectures

Light-weight models save storage space and memory, also reduces the amount of
calculation. CGNet [19] propose a CG block to effectively and efficiently capture
contextual information in all stages. ERFNet [20] uses residual connections and
factorized convolutions in order to remain efficient while retaining accuracy.
LEDNet [21] adopting an asymmetric encoder-decoder architecture for real-time
semantic segmentation. Our model follows the light-weight style to achieve real-
time segmentation.

3 The Proposed Method

In this section, we will elaborate on our proposed network. We first introduce our
Feature-extraction model in detail. The whole architecture of Feature Extraction
and Enhancement Network (FEENet) is shown in Fig. 1.

3.1 Feature Enhancement Module

Semantic segmentation requires needs rich detail information and semantic infor-
mation, where high-level features are rich in lack semantic information but lack
in spatial details and vice versa. Unlike MFENet [34] combine the Laplace oper-
ator and the convolution kernels to extract spatial information from low-level
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Fig. 1. An overview of the feature extraction and enhancement network. (a) Network
Architecture. (b) Feature Enhancement Module (FEM), Bulr pool represents low-pass
filtering, BN denotes Batch Normalization [25].

(a) Original Feature (b) Feature Enhancement

Fig. 2. An Comparison between of the original Feature and Feature Enhancement.
(a) Original Feature. (b) Feature Enhancement, have stronger information expression
ability.

features, we try to use low-pass filtering to enhance semantic information and
supress noise at the low-level features. We think that the rich semantic infor-
mation is helpful to the boundary feature extraction to a certain extent, so we
proposed Feature Enhancement Module (FEM) to bridge the gap between low-
level and high-level features, as illustrated in Fig. 1(b). Different from the usual
segmented network use the backbone like ResNet [22] or Xception [23]. We com-
bine OSA [24] with FEM as our backbone for further boosting the performance
of EFENet. The enhanced contrast is shown in Fig. 2.

To exploit the feature extraction map Fe(Xi) ∈ Rc×w×h as a feature descrip-
tor map Xi ∈ Rc×w×h, the FEM generates a low-pass filtering to reduce the
noise. Klf The computation process is summarized as follow:

Fe(Xi) = Klf (Xi) (1)
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Finally, the output feature Xoutput ∈ Rc×w×h is computed as:

Xoutput = X + Fe(Xi) (2)

3.2 Spatial Path and Context Path

Semantic segmentation requires enough semantic information and rich detail
information. If properly trained, deep CNN can capture rich scene informa-
tion through multilayer convolution operations and nonlinear pooling/activation
functions, however, approaches like atrous spatial pyramid pooling have large
amount of calculation and memory usage, resulting in low speed.

We use the two branch architecture like BiSeNet the difference is that we
not use three layers to obtain spatial information. Instead, after the feature is
enhanced, the spatial feature is obtained through information filtering. In last
two stage, we deploy WeightNet [27] to refine the features and U-shape structure
[4] to fuse the features.

3.3 Feature Extraction and Fusion Module

In many works of deep learning, fusing features of different scales is an important
means to improve performance. The low-level features have a higher resolution
and contain more position and detail information, but due to fewer convolutions,
they have lower semantics and more noise. High-level features have stronger
semantic information, but the detail is lost.

We propose the Feature Extraction and Fusion module, as illustrated in
Fig. 3(a). We reduce the cost through Conv1 and Conv2 to reduced chan-
nels for spatial aware feature Fs ∈ Rc×w×h and content path output feature
Fc ∈ Rc×w×h. To extract the feature of the Fe(Xi), first normalize the Fc by
sigomid then multiply with Fs. The process is defined as:

Fe1(Xi) = σ(Fc) ⊗ Fs (3)

Sum

3x3 ConvBN

3x3 ConvBN3x3 ConvBN

XX

Sigmoid

(a) Feature Extraction and Fusion
Module

Sum

3x3 ConvBNUpsamping

X

Sigmoid

(b) Small Feature Extraction and
Fusion Module

Fig. 3. FFEM and SFFEM. (a) Feature Extraction and Fusion Module (FEFM), (b)
Small Feature Extraction and Fusion Module (SFEFM), ⊗ represents element-wise
product.
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Fe2(Xi) = Fc ⊗ Fs (4)
Where σ denotes the sigmoid function and ⊗ represents element-wise multipli-
cation. Finally, the enhance feature Foutput is computed as:

Foutput = ConvBN3×3(Fe1(Xi) + Fe2Xi) (5)

ConvBN3×3 denotes 3 × 3 conv layer.
Moreover, In order to obtain more detail information without increasing the

cost, we propose Small Feature Extraction and Fusion Module(SFEM). The
process is defined as:

Foutput = up(Finput) + σ(Fdetail) ∗ (Fdetail) (6)

where σ denotes the sigmoid function.

4 Experiments

We evaluate our proposed network on Cityscapes [28] and Camvid [29]. We first
introduce the datasets and implementation protocol. Then, we perform a series
of ablation experiments on Camvid validation dataset to prove the effectiveness
of our network. Finally, we carry out comprehensive experiments on Cityscapes
and CamVid benchmarks and compare with the state-of-the-art works, we use
the standard mIoU metric to report segmentation accuracy.

4.1 Datasets and Settings

Cityscapes. Cityscapes has 5000 images of driving scenes in an urban envi-
ronment (2975 train, 500 val, 1525 test). It has 19 categories of dense pixel
annotation (97% coverage), of which 8 have instance-level segmentation. The
Cityscapes data set, the urban landscape data set, is a large-scale data set that
contains a set of different stereo video sequences recorded in 50 different city
street scenes.

Camvid. CamVid is the first video collection with semantic tags for the target
category. It includes a total of 701 images, 367 for training, 101 for validation and
233 for testing. The image has a resolution of 360480 and 11 semantic categories.

Implementation Protocol. All the experiments are performedwith one 2080Ti
GPU, CUDA 10.1 on the Pytorch platform. Runtime evaluation is performed on
a single 2080Ti card, we report an average of 100 frames for the frames per
second (FPS) measurement.

The Adam optimizer [11] is adopted to train our model. Specifically, the
batch size is set to 6. We use cosine attenuation [15] with initial learning rate
to 1e−4 and a minimum learning rate to 1e−6. We train the model for 600
epochs on Cityscapes dataset, and Camvid set 1000 epochs on Camvid. For
data augmentation, we employ random horizontal flip and mean subtraction. We
randomly use the parameters between [0.5, 2] to transform the image to different
scales, and then we randomly crop the resolution to 5121024 on Cityscapes for
training while the cropping resolution is 360480 on Camvid.
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4.2 Ablation Studies

Table 1. Ablation study results on cityscapes val set. FPS are estimated for an input
of 5121024 on a single RTX 2080Ti

Network mIoU (%) BaseModel FPS

FEENet 72.1 Resnet18 110

FEENet 74.5 Vov19-Slim + FFM 101

FEENet 75.1 Vov19-Slim + FEFM 103

FEENet 76.8 Vov19-Slim + FEFM + FEM 96

FEENet 78.2 Vov19-Slim + FEFM + SFEFM + FEM 94

To further prove the effectiveness of the FEENET, we conduct extensive abla-
tion experiments on the validation set of Cityscapes with different settings for
FEENET.

Feature Enhancement Module. For striking a balance between the speed
and prediction performance, we have added the FFM module to Vovnet as our
backbone. As can be seen in Table 1, the Feature Enhancement Module(FEM)
can bring in over 1.7% improvement to the cityscapes val dataset.

Feature Extraction and Fusion Module. For furuher improving the per-
formance, we specially design a Feature Extraction and Fusion Module(FEFM).
As can be seen form Table 1, adding the FEFM can bring 0.6% slightly better
accuracy than FFM [7] while resulting in increased runtime with only 101 FPS,
adding the SFEFM can bring 1.7% better accuracy.

Table 2. Evaluation results on the Cityscapes test set

Model Input size FLOPs FPS GPU mIoU (%)

SegNet [4] 640360 286G 16.7 TitanX M 57.0

ENet [13] 640360 3.8G 135.4 TitanX M 57.0

SQ [5] 10242048 270G 16.7 TitanX 59.8

CGNET [19] 10242048 14.8 50.0 Tesla K80 64.8

ERFNet [20] 5121024 21.0G 41.7 TitanX M 68.0

ICNet [12] 10242048 28.3G 30.3 TitanX M 69.0

BiSeNetV2 [7] 768 × 1536 55.3G 45.7 TitanX 74.7

DABNet [30] 10242048 10.46G 58.04 1080Ti 70.1

LADNet [33] 5121024 11.5G 71 1080Ti 69.2

BiSeNet [7] 1024 × 2048 103.72G 47.20 2080Ti 74.7

ShelfNet [35] 1024 × 2048 93.69G 44.37 2080Ti 74.8

Ours 5121024 4.35G 94.0 2080Ti 75.4
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4.3 Comparison with State-of-the-Art Works

In this subsetion, we compare out algorithm with state-of-the-art models. Com-
parison of the accuracy and speed of our modelis shown in Table 2. During
evaluation, we do not adopt any testing tricks such as multi-crop and multi-
scale testing. Our experimental environment is a single RTX 2080 Ti GPU.
Some visual results of the proposed posed FEENET are shown in Fig. 4. We
can achieve high performance of semantic segmentation on Cityscapes using our
proposed Feature Extraction and Enhancement Network.

(a) Input image (b) Ground truth (c) FEENet(ours)

Fig. 4. Qualitative examples of the segmentation on Cityscapes validation set. From
left to right: Input image, ground-truth, and prediction of FEENet.

As can be observed in Table 2, while the inference speed of the proposed
method significantly outperforms state-of-the-art methods, the accuracy perfor-
mance is kept comparable, attributing to the simple and efficient pipeline. The
baseline of the proposed method achieves mIoU 75.4% on Cityscapes test set
with 94 FPS inference speed.

4.4 Comparison on Other Datasets

We also evaluate our network on CamVid dataset. As shown in Table 3, our
model achieves outstanding performance with small capacity, and it can process
a 360480 CamVid image at the speed of 225 FPS.
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Table 3. A Evaluation results on the CamVid test set

Model FPS mIoU (%)

DPN [31] 1.2 60.1

DeepLab [32] 4.9 61.6

ENet [13] – 51.3

ICNet [12] 27.8 67.1

BiSeNet [7] – 65.6

DFANet A [9] 120 64.7

DFANet B 160 59.3

Ours 225 68.1

5 Conclusion

In this paper, we have described a FEENet model to tackle real-time seman-
tic segmentation. The backbone use a feature enhancement module, enhancing
information communication in the manner of feature reuse. On the other hand,
the decoder employs a feature extraction and fusion module, Make full use of
low-level and high-level semantic information. The experimental results show
our FEENet achieves best trade-off on CityScapes dataset in terms of segmen-
tation accuracy and implementing efficiency. The future work includes improve
the receptive field without adding additional calculations, resulting in further
light-weight network while still remaining segmentation accuracy.
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Multi-frame Solar Speckle Images
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Abstract. The high resolution reconstruction of solar speckle image is an
important research issue in the field of astronomical observation. Due to the
influence of atmospheric turbulence, the astronomical images obtained by
ground-based optical telescope will be blurred or degraded seriously, which
needs to be reconstructed by image restoration method. Most of the existing
regularization methods deal with a single frame image. The more image features
are, the better the reconstruction effect is. However, the poor quality of the
reconstructed image is caused by the insufficient features of a single solar
speckle image. In this paper, we combined the complementary relationship
between multi-frame speckle images to establish a multi-frame blind restoration
model suitable for solar speckle image reconstruction, used genetic algorithm to
select regularization parameters and realized multi-frame block reconstruction in
parallel. The experimental results show that the proposed method can restore the
solar speckle image well, and the reconstruction speed is fast, which can meet
the requirements of astronomical observation.

Keywords: Solar speckle image � Regularization � Blind image restoration �
Parallel computing

1 Introduction

Solar speckle image [1] reconstruction is one of the important research contents in
astronomical image processing. In the solar high-resolution observation, affected by
atmospheric turbulence, image acquired by ground-based optical telescope will be
severely blurred or degraded, and high-resolution image reconstruction is needed.
There are two kinds of solar speckle reconstruction techniques: one is frequency
reconstruction algorithm, such as speckle interferometry [1, 2], speckle-masking,
Knox-Thompson method; the other is to complete the reconstruction directly in spatial
domain, such as simple displacement superposition and weighted displacement
superposition. These reconstruction algorithms are based on atmospheric physics
model. In the reconstruction process, more prior knowledge is required, such as
atmospheric visibility, speckle interference function, and more image frames are
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required, which results in a large amount of calculation in the reconstruction process
and fails to meet the real-time requirements of astronomical observation.

The solar speckle image contains more noise information, so blind restoration is
needed by using blind restoration method in image processing. Blind restoration can
solve the restored image and the unknown blur kernel at the same time. The number of
unknowns is more than the number of equations, which is a serious ill posed problem.
Regularization method is a classical method proposed by Tikhonov [3] in 1977 for
solving ill-posed problem. It transforms ill-posed problem into posed problem by
introducing regularization constraint of image smoothness. Tikhonov used Gaussian
prior to fit the heavy tailed distribution of natural images, and constructed a regular-
ization term about the image gradient. Although the noise can be suppressed, the effect
of deblurring is not good and the details are lost seriously. Rudin [4] proposed the total
variation regularization method, using Laplace prior to fit the gradient heavy tailed
distribution of natural images. It can get better restoration effect, but it will produce
certain ringing effect. Krishnan [5] proposed a normalized sparse prior of image to
estimate the simple blur kernel. On this basis, Tang Meng [6] first carried out filtering
pretreatment on the image to reduce the noise and highlight the edge, and then used the
total variation regularization method to perform non-blind deconvolution. The calcu-
lation process is complex. M. Van Noort [7] applied blind deconvolution to the
restoration of astronomical turbulence degradation image, and proposed a blind
deconvolution algorithm for solar speckle image.

Due to the single feature of the solar speckle image, if the traditional single frame
reconstruction algorithm is used, the resolution of the reconstructed image will be low
and the restoration effect will be poor. The multi-frame reconstruction algorithm can
make full use of the similar information between the image frames to complement each
other, so that the reconstructed image can obtain more details and information, which is
closer to the ideal target image.

In this paper, we establish a multi-frame blind restoration model suitable for solar
speckle image by using the continuity feature between multi-frame images. The reg-
ularization parameters in the model are calculated by genetic algorithm, which is taken
as the initial regularization parameter. After iterative calculation, the blur kernel and
reconstructed image are obtained. The results show that the proposed method does not
require much computation, and only a few frames can be used to restore the clear
images that meet the needs of astronomical observation.

The structure of this paper is as follows: the second part describes in detail the
establishment process and calculation method of multi-frame blind restoration model;
the third part uses parallel algorithm to realize multi-frame block reconstruction; the
fourth part summarizes the methods and shortcomings of this paper.
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2 Calculation of Multi-frame Blind Restoration Model

2.1 Single Frame Blind Restoration Model

In the calculation of blind restoration of a single frame image, the most representative
regularization method is the L2 regularization constraint proposed by Tikhonov in
1977. The model is:

argmin
f ;h

f � h� gk k2 þ a hk k2 þ bB fð Þ
� �

ð1Þ

where f and h represent the observed image and the blur kernel, respectively; g is the
blurred image, f � h� gk k2 is the data fidelity term. The smaller the value is, the closer
the restored image is to the original clear image. Similarly, the smaller the regular term
of the blur kernel is, the closer the estimated blur kernel is to the real kernel.B fð Þ is the
other information of the image, which is defined according to different prior knowl-
edge. a, b is the regularization parameter, which play the role of balancing the regu-
larization term and the data term [6].

In the model (1) based on image gray scale and image gradient, B fð Þ is defined as:

B fð Þ ¼ rP0 fð ÞþP0 rfð Þ ð2Þ

P0 fð Þ ¼ fk k0 and P0 rfð Þ ¼ rfk k0 is the number of image f and gradient image rf
nonzero element. Combining (1) and (2), the regularization model of blind image
restoration can be expressed as:

argmin
f ;h

f � h� gk k2 þ a hk k2 þ brP0 fð ÞþP0 rfð Þ
n o

ð3Þ

The process of image restoration is essentially the deconvolution operation of the
matrix. Due to the lack of detailed features contained in the single frame of the solar
speckle image, the noise is amplified during the reconstruction operation, resulting in
unsatisfactory reconstruction results, as shown in Fig. 1.

(a) Blurred image              (b) Reconstructed image by formula(3)

Fig. 1. Reconstruction result of single speckle image

106 L. Zhu et al.



2.2 Multi-frame Blind Restoration Model

In astronomical observation, the formation process of solar speckle image is linear or
spatially invariant in the isoplanatic region [2], and the noise is mainly additive and
independent of the observation target. The imaging model of multi-frame observation
image is [8]:

gi ¼ f � hi þ ni; i ¼ 1; 2; 3; . . .; k ð4Þ

where f is the original image, hi is the blur kernel of frame i, ni is the noise in the image
of frame i, and gi is the blur image of frame i.

If we do not consider the existence of noise, we can get the relationship between
every two frames of images.

gi � hj ¼ gj � hi; i 6¼ j ð5Þ

However, in the actual astronomical observation, noise exists and is a mixture of
multiple noises, so we should add the correction operator s to modify hi. Since the
relationship (5) still holds with s:

gi � hj � s ¼ gj � hi � s; i 6¼ j ð6Þ

The multi-frame image degradation model can be written as:

gi ¼ f � hi þ ni; i ¼ 1; 2; . . .; k
gi � hj � s ¼ gj � hi � s; i 6¼ j

�

Base on (5), we order

A hif gð Þ ¼ P
m;n2i;m6¼n

gm � hn � gn � hmk k2 ð7Þ

It represents the difference of multi-frame image after restoration, which is taken as a
new regularization constraint, and the regularization model of multi frame image
reconstruction is obtained based on (3).

argmin
f ; hif g

P
i

f � hi � gik k2 þ aA hif gð Þþ b rP0 fð ÞþP0 rfð Þð Þ
� �

ð8Þ

The solution of problem (8) can be divided into the following two sub-problems:
Sub-problem 1: solving blur kernel hif g

argmin
hif g

P
i

f � hi � gik k2 þ aA hif gð Þ
� �

ð9Þ
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Sub-problem 2: solving the original image f

argmin
f

P
i

f � hi � gik k2 þ b rP0 fð ÞþP0 rfð Þð Þ
� �

ð10Þ

The following is the derivation of the sub-problem solving process.

1) Solution of problem 1.

In Eq. (9), A hif gð Þ will be disturbed by noise. According to Eq. (6), it should be
rewritten as:

A hif gð Þ ¼
X

m;n2i;m6¼n

gm � hn � s� gn � hm � sk k2

Because s is unknown, problem 1 turns into solving hif g and s by using.

argmin
hif g;s

X
i

f � hi � gik k2 þ aA hif gð Þ
 !

First of all, we get the initial estimate of h according to h ¼ argmin
h

A hif gð Þ. The
degradation model of blur kernel can be regarded as:

h0 ¼ h � sþ � ð11Þ

The regularization method can also be used to solve Eq. (11). Add regularized
constraint items to build the target optimization problem:

argmin
s; hif g

P
i

hi � s� h0i
�� ��2 þ du sð Þþ du hif gð Þþ cxp hif gð Þ

� �
ð12Þ

where u �ð Þ represent positive constraint:

u hð Þ ¼
X
X

p h Xð Þð Þ; p tð Þ ¼ t; ift� 0
þ1; otherwise

�

We decompose Eq. (11) to solve hif g:

argmin
hif g

P
i

hi � s� h0i
�� ��2 þ du hif gð Þþ cxp hif gð Þ

� �
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and s:

argmin
s

X
i

hi � s� h0i
�� ��2 þ du sð Þ

 !

1) Solution of problem 2.

We use the result of problem 1 to solve the original image f :

argmin
f

P
i

f � ĥi � gi
�� ��2 þ b rP0 fð ÞþP0 rfð Þð Þ

� �
ð13Þ

By means of Fourier transform, the solution of Eq. (13) is

f ¼ F�1

P
F ĥi
� 	

F gið ÞP
F ĥi
� 	

F ĥi
� 	þ bF Pð ÞF Pð Þ

 !

2.3 Calculation of Regularization Parameters

In the Multi-frame regularization model (8)–(12), the regularization parameters are
a; b; c; d;r. The selection of these parameters not only affects the restoration result, but
also affects the convergence of the iterative calculation process. The wrong regular-
ization parameters will lead to the worse quality of reconstructed image. The traditional
regularization parameter calculation method is not suitable. We use Genetic algorithm to
solve the optimal regularization parameter. For the same image, regularization param-
eters and experimental parameters selected by genetic algorithm were used for recon-
struction, and the results were shown in Fig. 2. It can be explained that the
reconstruction effect of regularization parameters selected by genetic algorithm is better.

(a)Experimental parameters: (b) Parameters selected by GA: 

Fig. 2. Reconstruction results with different regularization parameters
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3 Parallel Implementation of Multi-frame Block
Reconstruction

The multi-frame regularized reconstruction model is effective in the isoplanatic region,
and the multi-frame image should be segmented and reconstructed according to the size
of the isoplanatic region. In addition, the image size of the speckle image and the
number of frames is large. These will lead to a long time required for the algorithm
reconstruction in this paper. Therefore, it is necessary to redesign the optimization
algorithm and introduce parallel processing [9].

Parallel algorithm is a method to solve a problem by using multiple processors. The
execution process is to divide a given problem into several sub-problems which are as
independent as possible, and then use multiple processors to calculate simultaneously,
and finally the original problem is solved. The design strategy adopted in this paper is
to make full use of the parallelism of the existing serial algorithm and direct paral-
lelization of the serial algorithm [10]. The serial reconstruction process is divided into
three steps: 1. Sub-block division 2. Sub-block reconstruction 3. Sub-block stitching.
The running flow chart of the parallel program is as follows (Fig. 3):

MPI parallel mode is adopted to allocate tasks to each thread, and we take the sub-
block size of 512 pixel � 512 pixel as an example. The reconstructed image is divided
into 16 blocks, as shown in Fig. 4. If the number of thread can be divided exactly by
tasks, a task can be assigned to each thread integer, but when the number of thread
cannot be divided exactly by number of jobs, for each thread in task allocation,
scheduling policy must be considered in order to realize load balance, otherwise there
will be a thread out tasks that other threads only computing tasks little or no computing
tasks. It could cause the waste of computing resources and the acceleration effect is not
ideal. To solve this problem, we adopt the strategy: treat all threads as a pool, assign a
task to each thread, and redistribute a new task until all tasks are completed.

Fig. 3. Program chart.
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Using MATLAB platform, the program runs on a Dell workstation equipped with
Intel I7-8700K and 64 GB memory. We adopt 200 frames of 1912 � 2360 solar
observation images obtained by Yunnan Observatory at 13:30 on March 3, 2019, and
use the frame selection algorithm to select 10 frames of images, and then divide sub-
block to reconstruct a target image in parallel. Figure 5 shows the result of Multi-frame
block reconstruction.

We test the runtime and speedup of your program using Intel's vtuneamplifier
software. As shown in Fig. 6, the circle indicates that the size of the sub block is 256 �
256, triangle indicates the size of sub block 512 � 512. With the same size, as the
number of CPU cores increases, the running time decreases and the relative acceler-
ation ratio increases. When processing 1912 � 2360 image with 6 cores, the maximum
speedup of the program is 7.21 when the sub-block is selected as 512 � 512. In Fig. 5
(c), when the number of cores is 4, the sub-block size is 512 � 512, and the number of
sub-blocks is 4 times the number of cores. So the program can achieve a more ideal
speedup than 6.17 than the speedup of 6 cores is higher than 6.03.

Fig. 4. Schematic diagram of sub-block division
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Fig. 5. The result of Multi-frame block reconstruction

Fig. 6. Elapsed time and speedup ratio with different numbers of CPU cores
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We reconstruct another set of images acquired on the same day, as shown in Fig. 7.
The experimental results show that the edge contour of multi-frame block recon-
struction is clear and the detailed contours of rice grains are visible. Compared with the
single-frame blind restoration, the result is improved in vision, the details are enhanced,
and the local details are more intuitive, which can better restore the sun speckle image.
The parallel implementation of block reconstruction greatly improves the speed of
multi frame image reconstruction, and can meet the real-time needs of astronomical
observation.

4 Conclusions

In this paper, aiming at the blind restoration of the sun speckle image, we study the
single-frame regularization blind restoration algorithm, and on this basis, use the
relationship between the images to establish a multi-frame image reconstruction model,
introduce genetic algorithm to calculate the regularization parameters, and parallelize
the reconstruction process. Experiments show that the method in this paper uses the
complementary information contained in multiple frames of images, while achieving
image reconstruction, while maintaining edges and suppressing noise, it has good noise
resistance, effectively improves the quality of solar speckle image reconstruction, and
has high time efficiency. Due to the limitation of experimental conditions, the time
efficiency of this method can be further improved.

(a) Reconstructed result of figure 1(a)         (b) Reconstructed result of other data

Fig. 7. Reconstruction results of two groups of data on the same day
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Abstract. The smart city integrating the smart grid as an integral part of it to
guarantee the ever-increasing electricity demand. After the recent outbreak of
the COVID-19 pandemic, the socioeconomic severances affecting total levels of
electricity demand, price, and usage trends. These unanticipated changes
introducing new uncertainties in short-term demand forecasting since its result
depends on the recent usage as an input variable. Addressing this challenging
situation, this paper proposes an electricity demand and price forecast model
based on the LSTM Deep Learning method considering the recent demand
trends. Real electricity market data from the Australian Energy Market Operator
(AEMO) is used to validate the effectiveness of the proposed model and elab-
orated with two scenarios to get a wider context of the pandemic impact.
Exploratory data analyses results show hourly electricity demand and price
reductions throughout the pandemic weeks, especially during peak hours of 8
am- 12 noon and 6 pm–10 pm. Electricity demand and price has been dropped
by 3% and 42% respectively on average. However, overall usage patterns have
not changed significantly compared to the same period last year. The predictive
accuracy of the proposed model is quite effective with an acceptably smaller
error despite trend change phenomena triggered by the pandemic. The model
performance is comprehensively compared with a few conventional forecast
methods, Support Vector Machine (SVM) and Regression Tree (RT), and as a
result, the performance indices RMSE and MAE have been improved using the
proposed LSTM model.

Keywords: COVID-19 � Pandemic � Electricity demand and price forecast �
LSTM � Smart grid � Smart city

1 Introduction

Smart City can efficiently address the challenges of a growing population to manage
their essential activities, such as energy, transport, health, and homes. A reliable and
sustainable Smart Grid (SG) is essential for affordable electricity to smart city’s con-
sumers. However, the pandemic of COVID-19 affects almost all aspects of the com-
munity and eventually the concept of a smart grid. Due to the present circumstances of
COVID-19, mass people are working from home, and the forced closure of industries
and other commercial activities significantly slacked down daily activities in comparison
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with the non-pandemic ones. The socioeconomic severances naturally affecting on total
levels of electricity consumption, demand, price, and usage trends worldwide.

This changed working condition eventually reflected in electricity grid planning,
demand scheduling, renewable source integrating, and spot pricing. Electricity demand
and price forecasting have important roles in the economy, which is frequently used in
business planning, policymaking, and market setting. Smart grids are depended on a
forecasting model that is mostly designed and validated on historical data. However,
there are no historical time-series smart grid data presents comparable to the COVID-
19 pandemic period. Consequently, the short-term forecasting algorithm’s performance
is affected by the aforementioned uncertainty. Therefore it is imperative to improve the
forecasting accuracy in terms of the possible error reduction.

Traditional forecasting methods, such as moving average (MA) and trend analysis,
get complicated and limited if used in large time-series data set [1]. These methods are
challenging to accurately measured and represented with detail dynamic operations
occurred because of the recent trend shift. Researchers have applied deep-learning
methods, such as Artificial Neural Network (ANN), to improve the models’ prediction
accuracy by reducing errors and modelling complex patterns. In the context of such
uncertain times of pandemics, this paper aims to contribute and address the problems of
implementing accurate and reliable demand and price forecast algorithm. First, an
initial exploratory analysis of electricity demand and price time-series data is performed
to compare the diurnal variation during the pandemic and non-pandemic periods.
Statistical analysis is applied to evaluate the inconsistency and uncertainty of the
forecasting problem. Secondly, a single comprehensive model of the LSTM based
sequence-to-sequence network is proposed to forecast electricity demand and price.
This model can effectively learn variable temporal correlation in the input sequence,
which is commonly used for language translation [2]. Similar temporal correlations are
also present in the electricity demand and price pattern.

The arrangement of this paper is as follows: related work is given in Sect. 2. The
theoretical background of this work is discussed in Sect. 3. Section 4 describes the
dataset used for this study. An empirical analysis of data is in Sect. 5. The modeling
results and discussions are presented in Sect. 6. Section 7 concludes the article.

2 Related Work

Deep learning has been increasingly involved in the forecasting methods [3] and is
being applied effectively in various time series issues, such as language modelling [4],
speech recognition [5], stock market prediction [6], and flood forecasting [7]. In [8], the
researchers used a recurrent neural network (RNN) as an important approach for time-
series forecasting. However, RNN shows inadequacy in learning long term depen-
dencies and relies on fixed-term to learn time-series sequence computation [9]. LSTMs,
are a special type of RNN, could learn long-term dependencies by remembering and
collecting information of time-series [10]. Few other approaches were also imple-
mented to enhance electricity demand or price forecasting performance, such as feature
selection and genetic algorithm to optimize a LSTM model [11], support vector
regression (SVR), stacked auto-encoders (SAEs) with the extreme learning machine
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(ELM) [12], and stacked de-noising auto-encoders with SVR [13]. It is observable that
the ANN-RNN based models are very common for related fields of electricity.

The aforementioned methods could give good results, yet its algorithms are com-
plicated and difficult. This paper, therefore, proposes a single comprehensive model of
the LSTM based sequence-to-sequence network to forecast electricity demand and
price. Though such a model has recently been used in energy and weather forecasts, its
application has not been used widely in terms of electricity demand and price forecast.
In [14], LSTM was compared to the sequence-to-sequence network and in [15],
sequence-to-sequence RNN was compared to standard RNN. In both studies, the
sequence-to-sequence network provided better results than other models. A sequence-
to-sequence RNN was developed with an attention mechanism for the electric load
forecast in recent research [15], and a similar sample generation method was designed.
In [16], A LSTM-based short-term load forecast model with two mechanisms is built.
Their approach is similar to the language translation model in [2], where one LSTM is
used to encode the input sequence into a fixed vector, and then need separate LSTM to
decode the vector to a sequence of outputs with an attention mechanism to learn
weight. The attention mechanism learns to weight the input features variable condi-
tioned on the previous input(s) rather than fixed weighting features [2]. Alternatively,
this research uses a simplified approach using a single LSTM that encodes and decodes
both on the basis of the given inputs. This allows the LSTM to share weights between
encoding and decoding. Therefore, no complicated attention mechanism is required for
this straightforward sequence-to-sequence model.

3 Theoretical Background

3.1 Long Short Term Memory (LSTM) Network

The LSTM’s key objective is to prevent the issue of vanishing gradient which occurs
while training of backpropagation neural network (NN), and thus limiting the model’s
ability to learn long-term temporal correlations [10]. All RNN follow the structure of a
chain of recurring modules of NN. For regular RNNs, this recurring module will have a
very simple structure, like a single tanh layer. The structure of LSTM includes addi-
tional three main gate structures: forget gate (f t), input gate (it), and output gate (ot).
Based on the LSTM unit defined in [17], for an input xt at time step t, the LSTM
calculate a hidden state ht and memory cell state Ct to encode all the observed state by
the cell till time t. The LSTM network computes a mapping from an input sequence
X = (x1,x2,…,xn) to an output sequence Y = (y1, y2…,ym). The LSTM cell computation
at time t, for an input xt:

f t ¼ d Wf xt þUf ht�1 þ bf
� � ð1Þ

it ¼ d Wixt þUiht�1 þ bið Þ ð2Þ
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gt ¼ tanh Wgxt þUght�1 þ bg
� � ð3Þ

Ct ¼ it � gt þ f t � Ct�1 ð4Þ

ot ¼ d Woxt þUoht�1 þ boð Þ ð5Þ

ht ¼ ot � tanhCt ð6Þ

where d and tanh are the activation function, W and U are the weight of forget gate, and
b is the bias vector, Ct�1 and Ct are the cell states at time t−1 and t.

3.2 Sequence-To-Sequence Network

To forecast the values of future time steps of a sequence, a sequence-to-sequence
regression LSTM network can be trained. A typical sequence-to-sequence model
consists of two phases, an encoder, and a decoder. It can take input sequence X
(encoder) of variable length and change that in a fixed-length vector, which is then used
as the input sequences for the next time step [2]. Hereby an output sequence Y (de-
coder) of n length is generated. In this case, at each time step of the input sequence, the
LSTM network learns to forecast the value of the next n time steps. Therefore, during
encoding, with input sequence X, the LSTM computes a sequence of hidden states (h1,
h2,…,hn). During decoding it defines a distribution over the output sequence Y given
the input sequence X as p(Y|X) is:

p y1; . . .; ymjx1; . . .; xnð Þ ¼
Ym

t¼1
pðytjv; y1; . . .; yt�1 Þ ð7Þ

where v is fixed dimensional vector representation of the X given by the last hidden
state based on the recursion of the LSTM Eqs. (1)–(6), and the distribution of
pðytjv; y1; . . .; yt�1Þ is given by a softmax function (Eq. 8) to create a probability vector
that helps determine the final output.

p yð Þ ¼ softmaxðwthtÞ ð8Þ

where the softmax activation function calculates the probability of each recurrent
weight using the state hidden (htÞÞ at current time step with each weight (wtÞ.

The proposed method, shown in Fig. 1, relies on a single LSTM for both the
encoding and decoding phases. Thus parameter is shared within the encoding and

Fig. 1. The structure of Sequence-to-Sequence Network, (h,c) represents intermediate vector
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decoding phases. The proposed model uses two LSTMs layers, the hidden state (htÞ)
from the first LSTM layer is given as the input ðxt) to the second LSTM. The first
LSTM layer is used to create the input sequence for time series data and the second
layer is used to create the prediction by the next output sequence. Forecasting model
performance is measured by Root Mean Squared Error (RMSE), Mean Absolute Error
(MAE), and correlation coefficient value (R2). A lower RMSE and MAE indicates
better result, which measures the difference between the actual and forecast values. The
R2 value is between 0 and 1 (0 means no correlation and 1 means no error), determines
the correlation between actual and predicted values. Figure 2 shows the step-by-step
flowchart of this study that includes two steps: an analysis module and a forecasting
module.

3.3 Forecasting Model Description

The proposed model used Dropout as a regularization methodology for fully connected
neural network layers to avoid over-fitting, and improving accuracy on testing data
[18]. All elements of an output layer are stored with probability p, alternatively set to 0
with probability (1 − p). Equation (9) shows in this case drop unit or not [18].

P nð Þ ¼ 1� p for n ¼ 0
p for n ¼ 1

�
ð9Þ

The simulation result’s precision is improved by adjusting and setting the model’s
appropriate variables to produce the desired output. The model parameter was set in a
total of 36 settings to achieve best result. The initial learning rate of the experiment was
set to 0.005, the number of hidden units was set to 200/100/50, set the number of
iterations to 300/250/200, Dropout (p = 0.5) and Adam (Adaptive Moment Estimation)
optimizer algorithm is used for optimization to update network weights.

4 Dataset and Data Preprocessing

It is not immensely challenging to train a forecasting algorithm using historical data.
However, social trends changed quite quickly due to the COVID-19 pandemic effect,
which may cause the models built using historical data ineffective and incorrect. Since
there are only months of data available for model training and testing processes and

Fig. 2. Flowchart of the proposed forecasting method
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small amounts of data generally decrease model accuracy. To address this issue,
AEMOs’ open dataset is used, which contains accumulated daily electricity demand
(30 min MW) and price (30 min/MWh) sampling rate [19]. This study used the range
of data for the forecasting model is from January 2019 to August 2020. To analyse the
impact on electricity demand and price profiles during COVID-19 and to evaluate the
forecasting model, this study focuses on data from two states in Australia: New South
Wales (NSW) and Victoria (VIC) as two different scenarios. The reasons for selecting
these states are: (1) NSW is the highest populated state and the restriction set to ease
due to reduced infection rate, (2) VIC has the highest number of COVID 19 cases
compared to other states and is experiencing a second wave, not currently being seen in
other states. Consequently, VIC is under strict restrictions.

To enhance model efficiency, the cross-validation technique is used for the
assessment of the forecasting model [20]. Cross-validation stages include the splitting
of the data set into training, and test data for unbiased performance comparison [20].
The data split of this research is 90% training and tests on the remaining 10%. The
original data is pre-processed by standardization to improve the model prediction
accuracy and to eliminate the training from deviating [21]. Standardize the data to have
zero mean and unit variance to make it more effective:

Xstand ¼ X � l
r

ð10Þ

Here, the standardized variable is Xstand which is equal to the original variable (x),
minus its mean (l), divided by its standard deviation (r).

5 Impact on Electricity Demand and Price During COVID-19

The initial exploratory analysis of electricity demand and price data can be useful to
better understand the dynamic changes and identify trends and patterns to the energy
sector due to COVID-19. Due to the influence of several factors, such as temperature,
day of the week, and variation of renewable sources, it is not easy and straightforward
to determine the actual impact of the pandemic on the electricity demand and price.

In Australia, the nationwide restrictions, which started in mid-March to control the
spread of COVID-19, also resulted in decreased demand for electricity and price.
Figure 3(a–d) follows four years (2017–2020) data of two seasonal patterns, autumn
(March-May) and winter (June-August) in NSW and VIC to show a comparison of
change. As shown in Fig. 3, the NSW COVID-19 related demand decrease was highest
compare to other year’s similar period. Regardless, demand reductions were declining
from the end of May due to the winter season and easing restriction. However, VIC’s
COVID-19 demand reduction was steady. For both scenarios, residential demand
increased due to shut-down and working from home setup, and commercial demand
was reduced due to limited business activities. Cold temperatures have resulted in an
average increased in residential demand in both states (Fig. 4) since it is more related to
weather than other industries. Figure 3 shows a drastic price reduction in both states
during the COVID-19 period compare to the previous year’s similar time. During the

120 I. Fatema et al.



pandemic, both states recorded its lowest average price since 2016 [19]. The pandemic
has contributed to a major price drop in the international and local markets for crude
oil, gas, and thermal coal [19]. This is a key factor of reduced spot price along with
other factors including reduced demand and increased amount of renewable generation.

Figure 4(a–b) shows the changing pattern of daily average electricity demand,
price, temperature, and renewable and non-renewable contribution to demand in NSW
and VIC, during the pandemic period from 1st March to 31st August 2020 (data
adopted from [22]). The figures suggest that it is difficult to capture the unexpected
shifts in social behavior and pattern of work during the pandemic period since elec-
tricity generation (renewable and non-renewable), demand, price, and temperature
change are not linear and not always following any pattern. Generally, the weather and
different seasons influence the demand and price of electricity. Throughout the pan-
demic period, electricity demand shows a predictable trend and rises at a consistent rate
to keep state with the temperature, unlike the electricity price that changes very ran-
domly with a few sudden price peaks and intermittently following any pattern. Besides,
increased renewable sources that include increased rainfall, wind, and solar production,
have contributed to lower prices for both of the scenarios.

(a) NSW Demand (MW) (b) NSW Price (MWh)

(c) VIC Demand (MW) (d) VIC Price (MWh)

Fig. 3. Comparison of changing demand and price patterns for both scenarios from March-
August in 2017–2020.
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To analyse the daily real usage scenario during the pandemic period, demand/price
data was grouped into weekdays and weekends, with the calculation of the average
weekly time of use and compared to the same period of 2019. Hourly electricity
demand and price show a clear reduction during the pandemic in NSW and VIC,
especially during peak hours of 8 am–12 noon and 6 pm–10 pm. During the non-
pandemic time, electricity price on weekdays is much higher than the weekend price,
especially around peak hours in both scenarios. Compared with the price curve during
the pandemic period, weekday and weekend are following a similar trend and overall
price decreased in both peak and off-peak hours (Fig. 5).

(a) NSW (b) VIC

Fig. 4. The changing pattern of daily average electricity demand, price, temperature, and
renewable and non-renewable contribution in (a) NSW and (b) VIC during the COVID-19
period.

(a)    Demand (b) Price

Fig. 5. Weekly electricity time of use during COVID-19 and the same period of 2019 in
(a) NSW and VIC demand (b) NSW and VIC Price
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Notably, overall demand and price patterns have not changed significantly com-
pared to the same period last year (Fig. 5). This indicates people working from home
are continuing regular activities and consuming electricity that remained usual morning
and evening peak time trends during the COVID-19 pandemic. Statistical analysis is
also performed to compare the changes. A Variation Index (VI) is defined which
presents the average reduction of demand/price to show the diurnal variation during the
COVID-19 period (2020) compared to a benchmark period (2019) as follows:

VIit

Pn
i¼1ðDct � DotÞ � 100

nD
ð11Þ

where VIit is the index value of i for time t, Dct is the current demand/price for time
t (weekday and weekend), Dot is the demand/price for the same time of a previous
benchmark period, n is the number of recorded demand/price, and D is the average
demand/price during the previous benchmark period.

Figure 6 shows the VI for both of the states and the results show that NSW
weekday electricity demand and price were decreased by 4% and 45% respectively on
average, and on weekends it was 5% and 48% respectively during the strict restriction
period (March–May). Compare to NSW, VICs’ demand reduction was lower on
weekdays (average 1%), due to cooler weather. The weekend price was significantly
dropped by 47% on average, whereas weekday prices reduced by only 29% on average.

6 Forecasting Model Results and Discussion

In this section, the proposed model forecasts the aforementioned two different scenarios
(NSW and VIC) to get a wider context of the COVID-19 pandemic impact on elec-
tricity demand and price. The model has been trained and tested 9 times on independent
data with different forecasting granularities (Sect. 3.3). The simulation results explain
the performance of the proposed model in addition to the RMSE and MAE errors.
Table 1 summarizes the best prediction results from 36 test results of two different
scenarios.

Fig. 6. Variation Index (VI) between pandemic and non-pandemic period for NSW and VIC
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Figure 7 shows that the forecasted and the observed values mostly conform to each
other. The blue line in each figure represents the observed values and the red line
implies the forecasted values. The forecast values quite closely match with the
observed values of electricity demand data. However, compared to the demand fore-
cast, spot pricing is not as accurate as expected in Fig. 7(b) and (d). Figure 8 displays
the R2 values for electricity demand and price for both scenarios. Whereas, the R2 of
the electricity price for NSW and VIC are .78 and .88 respectively, between actual and
predicted values. This indicates a moderate correlation and similarity with Sect. 5
analysis that price VI was high and indistinct compare to demand during the pandemic
period.

To evaluate the reliability of the proposed LSTM model, the highest and lowest
observed values from the test dataset are compared with the corresponding forecasted
values. The forecasted highest and lowest electricity demand and price appear at the
same time as the observed one in both scenarios. Both the highest records for demand

Table 1. Comparison of electricity demand and price forecasting errors and test result
(summary).

RMSE MAE Observed Forecasted Relative
error

High Low High Low High Low

NSW Demand 58.21 40.51 11908.24 5630.73 11890.48 5567.92 0.17 0.62
Price 29.67 7.36 1908.02 −12.84 1851.46 −20.35 0.56 0.07

VIC Demand 41.44 30.69 7478.68 3054.77 7542.93 3058.37 0.60 0.036
Price 33.46 10.76 1837.24 −48.72 1784.79 −42.45 0.52 0.06

(a) NSW electricity demand (b) NSW electricity price

(c)    VIC electricity demand (d) VIC electricity price

Fig. 7. Electricity demand and price forecast based on the model output with the assumptions of
the first scenario (a)-(b) NSW and second scenario (c)-(d) VIC. (Color figure online)

124 I. Fatema et al.



and price for two scenarios were on a weekday and the lowest records were on
weekends. The figures (relative error) in Table 1 show that in all forecast cases, the first
scenario has a tendency to provide a better performance in demand values prediction
and the second scenario is showing better result for price values (Figs. 7 and 8).

To validate the performance of the proposed LSTM network, two other widely used
conventional forecast methods, Support Vector Machine (SVM) and Regression Tree
(RT), are also performed using the same dataset. Table 2 outlines the best possible
results for each model. The findings indicate that the proposed model achieves the best
results and compared to SVM and RT, the RMSE index of the proposed model has
been averagely improved by 37% and 60% respectively in the case of electricity
demand; similarly, the MAE has been improved by 39% and 47% respectively. In the
case of electricity price, the performance error RMSE shows an improvement of 19%
and 22% compared with SVM and RT respectively; similarly, MAE has been improved
by 20% and 32%, respectively.

(a)      (b)

Fig. 8. Scatter plot to display coefficient correlation for electricity demand (a) and price
(b) forecasting for both scenarios. (Color figure online)

Table 2. Different methods of comparison

Method RMSE MAE R2 Method RMSE MAE R2

NSW electricity
demand

SVM 88.28 65.52 .97 VIC electricity
demand

SVM 68.82 51.39 .98
RT 100.27 75.09 .97 RT 78.40 60.02 .98
LSTM 58.21 40.51 .99 LSTM 41.44 30.69 .99

NSW electricity
price

SVM 32 9.78 .49 VIC electricity
price

SVM 48.23 12.76 .55
RT 41.96 12.47 .12 RT 39.56 13 .53
LSTM 29.67 7.36 .78 LSTM 33.46 10.76 .88
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7 Conclusion

COVID-19 pandemic has significantly influenced people’s lifestyle in many ways.
First, in two scenarios, the implications of the pandemic are being analysed from
comprehensive perspectives on electricity demand and price data. The results show that
different restriction measures in both scenarios and their impact on people's activities
have considerably changed the electricity demand and price profile distinctively. For
example, NSW with the highest population and less restrictive measures has more
demand and price reduction than VIC. Electricity demand has increased in July 2020
for both scenarios compared to the same period in 2019. Significant price reductions
were observed on weekends by 48% for NSW and 47% for VIC due to lower demand,
increased renewable output, and lower oil prices. During the pandemic, overall demand
and price patterns have not changed significantly compared to the same period last year
even the total electricity production has dropped beside the demand. Residential
demand has increased due to shut-down, working from home setup, and winter
weather; and commercial demand has reduced due to limited business activities. Since
residential demand is related to weather than other industries and based on the Practice
Theory [23], people’s activities at resident would be expressed as routine recurrent
trends in terms of electricity usage, regardless of irregularity. Therefore, secondly, this
paper proposes a LSTM based sequence-to-sequence network model to forecast elec-
tricity demand and price considering the current uncertain pandemic situation. This
model can manage variable input and output length, and effectively learns temporal
correlation in the input sequence to model temporal structure simultaneously. A few
traditional forecast models are comprehensively tested and compared to the proposed
model on real market data. Simulation results prove the effectiveness of the proposed
method over others with smaller errors and good accuracy despite its conceptual
simplicity. Future work will be focused on the severity and long term effect of the
COVID-19 pandemic on the electricity market since we are still experiencing the
pandemic.
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Abstract. With the rise of deep learning in the field of compute vision,
more and more researchers began to use CNNs for automatic recognition
of micro-expressions, and achieved better performance than traditional
methods. However, there is a overfitting problem with these methods.
CNN focuses on local information and loses the global semantic infor-
mation in the image. In this paper, we propose a novel micro-expression
recognition method based on Apex frame and multi-head self-attention
enhanced convolutional network. It consists of three parts: (1) The pre-
processing part performs face detection, face alignment, cutting into uni-
form size and positioning Apex frames on micro-expressions; (2) Opti-
cal flow calculation of Apex frames, calculates TVL1 optical flow from
Onset frames to Apex frames, and obtains horizontal and vertical optical
flow component images; (3) A shallow network (AACNet) is designed to
extract and classify the optical flow image components obtained in (2).
The results has greatly improved over the benchmark method (LBP-
TOP). The state-of-the-art results were achieved on the MEGC2019
database (UF1: 0.7572, UAR: 0.7564).

Keywords: Micro-expression recognition · Apex frame · Optical flow ·
Multi-head self-attention

1 Introduction

Micro-expression [1] is a spontaneous facial expression and usually occur when
people try to hide their true emotions, and they cannot be faked or suppressed [2].
Micro-expressions can reflect people’s true emotions, and have potential applica-
tions in criminal investigation trials, marriage relationship prediction, national
security and other fields.
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With the development of computer vision, more and more researchers began
to use machine learning methods to automatically recognize micro-expressions.
The micro-expression automatic recognition system usually consists of three
stages: preprocessing, feature extraction and classification [3]. How to design
low-dimensional features without losing key information is the key of feature
extraction. According to the different characteristics, the mainstream methods
include LBP-based methods (4) and optical flow-based methods [5–7]. However,
due to the short duration and low intensity of micro-expressions, it is difficult
to find suitable feature descriptors, so the recognition rate of traditional manual
feature methods is still not high.

Recently, many researchers began use deep features to represent micro-
expres-sions. The deep neural network methods require a large amount of data
for training, but the number of samples in the micro-expression dataset is lim-
ited. The problem limits the potential of the deep learning method to a certain
extent. In this paper we propose a micro-expression recognition method that
combines traditional optical flow features and self-attention-enhanced convolu-
tional network. In a limited data sample, self-attention is used to capture the
internal correlation information of micro-expression movements.

2 Related Work

2.1 Micro-expression Recognition Based on Apex Frame Optical
Flow

In most studies, micro-expressions are treated as a video sequence. The con-
ventional feature extraction methods consider the entire video sequence or the
partial sequence processed by the Temporal Interpolation Model [8] (TIM).
Researchers represented by Liong et al. [7] believe that the micro-expression
sequence at high frame rate is not necessary for every frame, and on the con-
trary it may bring some computational redundancies. They proposed a feature
extraction method (Bi-WOOF) that uses only two images (starting frame and
peak frame) to represent micro expressions. And proposed a Divide & Conquer
[7] algorithm to achieve Apex frame positioning, and then calculated the optical
flow image from Onset frame (reference frame) to the Apex frame.

Apex frames represent the peak of facial micro-expression movement and
contain very discriminative features. Using the Apex frame optical flow method
can reduce the amount of calculation, and a large number of studies have indeed
verified the excellent performance of this method.

2.2 Micro-expression Recognition Based on Deep Learning

Deep learning has made great progress in the field of computer vision. Many
researchers use end-to-end CNN and LSTM networks to extract the spatial and
temporal features of micro-expression sequences. In recent years, there have been
a large number of studies on the use of convolutional neural networks for micro-
expression recognition. According to the different network architectures, they
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can be roughly divided into 3DCNN structure, recursive convolutional network
structure, and dual-stream network structure.

The micro-expression recognition method based on deep learning has
achieved better performance than manual methods. However, deep learning
methods usually require a lot of data for training. Due to the lack of micro-
expression samples, over-fitting problems often occur, making it difficult for the
recognition rate of micro-expression to continue to increase. In order to solve the
problem of model overfitting caused by insufficient micro-expression datasets,
many studies have adopted the method of transfer learning [9–12] for micro-
expression recognition.

2.3 Cross-Database Micro Expression Recognition

Due to insufficient samples in the datasets, some scholars try to combine the
datasets to increase the number of micro-expression samples. The public cross-
database micro-expression dataset was first introduced in the MEGC2018 [13].
CASMEII [14] and SAMM [15] were recombined into five expression categories.
In the second MEGC Challenge [16], the SIMC [4] dataset was added to the
fusion dataset. In order to make all three datasets usable together, a common
set of simplified emotion categories (positive, negative and surprised) were used
appropriately mapping the original sentiment category. Peng et al. [9] used the
transfer learning method, using ImageNet and the trained ResNet10 model to
first train on five macro expression datasets, and then use the micro expression
dataset for fine-tuning after reaching an accuracy of 99.35

Cross-database datasets can fit real scenes more realistically. Firstly, it
increases the number of objects, and objects come from more regions, races,
and shooting environments. More micro-expression samples are more conducive
to data-driven deep learning methods; secondly, the reduced conventional emo-
tion categories are used to better adapt to the contrasting types of emotions
caused by different stimuli and environmental settings (Fig. 1).

Fig. 1. Framework of the proposed method
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3 The Proposed Method

3.1 Preprocessing

The preprocessing part includes facial feature point positioning and face align-
ment and Apex frame positioning. Among them, SMIC and CASMEII have
provided cropped micro expression sequences. For the SAMM dataset, we use
the Face++ [17] API to extract facial feature points, and then use Dlib [18] to
perform face alignment based on the extracted feature points. The Apex frame
represents the peak of the motion intensity of the micro expression, and is the
frame with the largest change. CASME II and SAMM datasets have provided
expert Apex frame annotations, and we directly use the annotations as Apex
frames. For the SMIC dataset that does not provide Apex frame annotations,
we directly use the D&C-RoIs [7] algorithm proposed by Li et al. to locate Apex
frames.

3.2 Optical Flow Calculation

Optical flow is the instantaneous velocity of the pixel movement of a space
moving object on the observation imaging plane. The optical flow method uses
the correlation between adjacent frames to find the correspondence between
the previous frame and the current frame, thereby calculating the movement
information of objects between adjacent frames. Generally, the instantaneous
change rate of gray scale at a specific coordinate point on a two-dimensional
image plane is defined as an optical flow vector.

The definition of optical flow must satisfy two basic assumptions: (1) The
brightness is constant. That is, when the same target moves between different
frames, its brightness will not change. (2) The time is continuously short or
the exercise is “small exercise”. That is, changes in time will not cause drastic
changes in the target position, and the displacement between adjacent frames
should be relatively small. The magnitude of micro-expression change is low
and local, and the duration of the micro-expression is very short, so, the micro-
expression meets the two basic assumptions of optical flow.

Consider the light intensity of a pixel I(x, y, t) in the starting frame (where t
represents its time dimension). It moved the distance (dx, dy) to the peak frame
and took dt time. According to the first assumption mentioned above, we believe
that the light intensity of the pixel is constant, namely:

I(x, y, t) = I(x + dx, y + dy, t + dt) (1)

Carrying out the first-order Taylor expansion on the right end of (1):

I(x, y, t) = I(x, y, t) +
∂I

∂x
dx +

∂I

∂y
dy +

∂I

∂t
dt + ε (2)

Where ε represents the second-order infinitesimal term, which can be ignored.
Then divide (2) generation (1) after the same by dt, we can get:

∂I

∂x

dx

dt
+

∂I

∂y

dy

dt
+

∂I

∂t

dt

dt
= 0 (3)
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Suppose u and v are the velocity vectors along the X axis and the Y axis respec-
tively, and we get:

u =
dx

dy
; v =

dy

dt
(4)

Let Ix = ∂I
∂x , Iy = ∂I

∂y , It = ∂I
∂t denote the partial derivatives of the gray levels of

the pixels in the image along the X, Y, and T directions. In summary, formula
(3) can be written as:

Ixu + Iyv + It = 0 (5)

Among them, Ix, Iy, It can all be obtained from the image data, and (u, v) is the
optical flow vector of the Apex frame to be obtained. Liong et al. [19] verified
the impact of five optical flow algorithms on micro-expression recognition, and
the results proved that the optical flow algorithm of TVL1 [20] can achieve the
best results in micro-expression recognition. Therefore, this paper adopts the
TVL1 optical flow algorithm, uses the OpenCV library to calculate the optical
flow, and returns the horizontal and vertical components of the result.

3.3 Muti-head Self-attention Enhanced CNN

The self-attention mechanism is an improvement of the attention mechanism,
which reduces the dependence on external information and is better at captur-
ing the internal correlation of data or features. Ashish et al. [21] proposed a
triplet (key, query, value) to capture long-distance dependence. Attention can
be described as mapping a query and a set of key-value pairs to the output.
The query, key, value and output are all vectors. The output is calculated as a
weighted sum of values, where the weight assigned to each value is calculated by
querying the compatibility function with the corresponding key. Calculate the
dot product of the query using all the keys, divide each key by

√
dk, and then

apply the Softmax function to get the weight of the value.

Attention(Q,K, V ) = Softmax(
(QK)T

√
dk

)V (6)

Self-attention enhanced convolution is shown in Fig. 3, which combines ordi-
nary convolution and multi-head attention to ensure that the extracted features
contain local and global information. H, W, Fin represent the height, width, and
number of filters of the feature map, and Nh, dk and dv represent the number
of heads, key and query values, respectively. Assume that Nh is divisible by dk

and dv, dh
k and dh

v is the depth of each head key and query (Fig. 2).
Given an input tensor(H,W,Fin), convert it into a matrix X ∈ R

(HW ×Fin),
and then execute the multi-head attention [21] in formula (6), the output of a
head can be written as

Oh = Softmax(
(XWq)(XWk)T

√
dh

k

)(XWv) (7)
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Where Wq, Wk ∈ R
(Fin × dh

k), Wv ∈ R
(Fm × dh

v ) are the linear transformations
from input X to queries Q, keys K, and values V, respectively.

The output of all heads MHA is

MHA(x) = Concat[O1, ..., ONh
] (8)

Where WO ∈ R
dv×dv is a linear transformation, and then MHA(X) is

reshaped into (H,W,Fin). The last step is to merge the multi-head attention fea-
ture map and the convolution feature map, and the output of the self-attention
enhanced convolution AAConv(X) is

AAConv(X) = Concat[Conv(X),MHA(X)] (9)

Fig. 2. Self-attention augmented convolution

Fig. 3. Muti-head self-attention augmented CNN

The self-attention enhanced convolutional network used in this paper is
shown in Fig. 3. In order to avoid the over-fitting problem caused by insufficient
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data samples, a shallow network design is adopted, including 2 self-attention
enhanced convolutional layers. The network input is the Apex frame optical flow
components u and v, which are enhanced convolution Augmented conv through
two layers of self-attention, each layer includes enhanced convolution, batch nor-
malization, and maximum pooling. The first layer of convolution kernel size is
55, the second layer of convolution kernel size is 33, and the number of output
channels is 20. The output of the second layer of the two components is spliced
and then connected to a fully connected layer. After the fully connected layer, a
dropout layer is added to reduce the number of parameters. Finally, softmax is
used to complete the micro-expression classification task.

4 Experiment

4.1 Database

In order to compare with the classic methods and the current SOTA meth-
ods, the experiment uses the MEGC2019 fusion dataset for verification. The
fusion dataset is composed of SMIC [4], CASME II [14] and SAMM [15]. SMIC
recorded a total of 20 subjects and found 164 micro-expression fragments from 16
subjects. The three emotion categories are “positive” and “Negative” and “sur-
prised”. The CASMEII dataset includes 247 micro-expression samples from 35
subjects and provides 5 emotion annotations: “happy”, “disgust”, “surprised”,
“repressed” and “other”. SAMM collected the micro expressions of 32 subjects
from different groups of people, including 159 micro expression clips, and 7 emo-
tion categories are marked: “happy”, “surprised”, “sad”, “anger”, “fear”, “dis-
gust”, “contempt”. The fusion dataset is unified into three categories (“positive”,
“negative” and “surprise”), among which the “happy” category is relabeled as
“positive”; “disgust”, “depressed”, “anger”, “contempt” and “fear” were rela-
beled as “negative”; the “surprise” category remained unchanged. The fused
dataset contains 442 micro expression sequences from 68 subjects. The specific
quantities from each dataset are detailed in Table 1.

Table 1. Summary of combined micro-expression database

Subjects Positive Negative Surprise Total

SMIC 16 51 70 43 164

CASME II 24 32 88 25 145

SAMM 28 26 92 15 132

Combined 68 109 250 83 442



Cross-database Micro Expression Recognition 135

4.2 Performance Metric

In this paper we use the LOSOCV (Leave-One-Subject-Out Cross-Validation)
experimental protocol. The fusion dataset contains a total of 68 subjects, so the
experiment is divided into 68 folds. For each fold, the micro-expression sequence
of one object is selected as the test set, and all the micro-expression sequences of
the remaining 67 objects are used as the training set. The evaluation standard
uses Unweighted F1-score (UF1) and Unweighted Average Recall (UAR). UF1
is a good choice in multi-classification problems because it can emphasize rare
classes equally. In order to calculate UF1, first calculate the number of true
positive (TP), false positive (FP) and false negative (FN) of each category C of
the k-th compromise in LOSO and calculate the F1 value of this category. UF1
is the average value of F1 for each category.

F1c =
2TPc

2TPc + FPc + FNc
(10)

UF1 =
1
C

∑
C

F1c (11)

UAR is also called “balanced accuracy rate”, which is a more reasonable
evaluation standard that replaces the standard accuracy rate (or weighted aver-
age recall) because its predictions are more biased towards larger categories of
results.

UAR =
1
C

∑
C

Accc (12)

ACCc =
TPc

Nc
(13)

Where C is the number of categories, and Nc is the total number of samples in
category c.

4.3 Apex Frame Images

(a) ”Suprise” in SMIC (b) ”Negative” in CASME II (c) ”Positive” in SAMM

Fig. 4. Samples of Apex frame optical flow images

We use the OpenCV library to calculate the TVL1 optical flow between Onset
and Apex. The effect is shown in Fig. 4, which is the horizontal and vertical
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components of the three types of optical flow. From the generated optical flow
diagram, the contour and the change range of the human face can be roughly
seen. The areas of local motion changes for different micro-expression categories
are different. It can be seen from Fig. 4 that the optical flow of TVL1 extracted
in this paper can reflect the movement characteristics of the micro-expression.

4.4 Experiments Settings

The self-attention-enhanced convolutional network is implemented using Keras.
The input of the horizontal and vertical optical flow images are normalized
to 2828 pixels. After two attention-enhanced convolutional layers, the out-
put dimension is 7720, stitching the latter dimension is 1960. After a 1024-
dimensional fully connected layer and a dropout layer with a dropout proba-
bility of 0.5, softmax is used to divide into 3 categories. The specific attention
enhanced convolution module structure is shown in Fig. 4, 20 filters, the num-
ber of heads of multi-head attention num heads is 4, depth v and depth k are
both 4, the number of channels of ordinary convolution is 16, and the two are
connected The number of output channels is still 20.

The experiment uses the LOSOCV protocol, the dataset is divided into 68
folds, for each fold of training data, epoch is set to 40, batch size is set to 8, and
the learning rate is 0.0001. Use categorical crossentropy as the loss function, and
the optimizer is Adam.

4.5 Analysis and Discussion

Table 2 shows the experimental results of LOSOCV using self-attention enhanced
convolutional networks, and the LBP-TOP method is the benchmark method.
SA-AT [12], ATNet [23], CapsuleNet [24], Dual-Inception [25] and STSTNet [26]
are five representative deep learning methods.

It can be clearly seen that the proposed cross-database micro-expression
recognition method based on self-attention enhanced convolution has greatly
improved compared with the benchmark method, with UF1 reaching 0.7572 and
UAR reaching 0.7564. It is worth noting that UF1 and UAR work best on the
CASME II dataset. The poor performance of the SMIC dataset may be due to
low resolution and frame rate. The problem in the SAMM dataset may be the
imbalance of the number of samples between categories. Therefore, there are
still greater challenges in the identification of SMIC and SAMM datasets. In
addition, the confusion matrix is shown in Fig. 5.

In order to further analyze the performance difference of the AACNet method
in different datasets, a confusion matrix of the fusion dataset and the classifica-
tion results of three separate datasets is drawn. As shown in Fig. 5, (a–d) repre-
sent the confusion matrix of the fusion dataset, CASME II, SAMM and SMIC
respectively. The ordinate represents the true label of the micro-expression, the
abscissa represents the predicted classification label, and the value represents the
predicted probability of each category. For example, 0.83 in the fusion dataset
represents the probability that the actual category is “negative” and is correctly
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Table 2. UF1 and UAR comparison

Method FULL SMIC CASME II SAMM

UF1 UAR UF1 UAR UF1 UAR UF1 UAR

LBP-TOP(Baseline) 0.5882 0.5785 0.2000 0.5280 0.7026 0.7429 0.3954 0.4102

Bi-WOOF 0.6296 0.6227 0.5727 0.5829 0.7805 0.8026 0.5211 0.5139

SA-AT [12] 0.5936 0.5958 0.5512 0.5463 0.7607 0.7552 0.4476 0.4868

ATNet [23] 0.6310 0.6130 0.5530 0.5430 0.7980 0.7550 0.4960 0.4820

CapsuleNet [24] 0.6520 0.6506 0.5820 0.5877 0.7068 0.7018 0.6209 0.5989

Dual-Inception [25] 0.7322 0.7278 0.6604 0.6726 0.8621 0.8560 0.5868 0.5663

STSTNet [26] 0.7353 0.7605 0.6801 0.7013 0.8382 0.8686 0.6588 0.6810

AACNet(Ours) 0.7572 0.7564 0.7067 0.7077 0.8656 0.8569 0.6726 0.6847

predicted as “negative”. It can be seen that many “positive” or “surprised”
categories are incorrectly predicted as “negative”. The reason may be that the
categories are unbalanced. The total number of “negative” samples exceeds half
(250/442), so the classification results are biased towards “negative” category.
The poor performance of the SMIC dataset may be due to the lower resolution
and frame rate. The problem in the SAMM dataset may be the imbalance in the
number of samples between categories. The number of “surprised” and “positive”
samples accounted for only 10% and 20% of the total, respectively. Therefore,
there are still great challenges in the identification of SMIC and SAMM datasets.

(a) Combined (b) CASME II

(c) SAMM (d) SMIC

Fig. 5. Confusion matrix of AACNet
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5 Conclusion

This paper proposes a micro-expression recognition method combining Apex
optical flow and self-attention enhanced convolutional neural network. For the
micro-expression sequence, only the Onset frame and the Apex frame are used,
and the optical flow components are extracted and classified through the end-to-
end network AACNet. Experimental results show that the performance of the
proposed cross-database micro-expression recognition based on self-attention-
enhanced convolution is significantly better than benchmark methods and some
excellent deep learning methods. The dataset used in this experiment is a fusion
dataset reorganized on the basis of 3 typical datasets, which not only increases
the number of subjects and samples, but also increases the diversity of subjects’
race, age and other characteristics and sample diversity. In addition, the LOSO
verification method is adopted to ensure that the objects are independently eval-
uated and conform to the real application scenarios, so the algorithm has strong
robustness and practicality. The recognition performance of this method on the
SAMM and SMIC databases is obviously inferior to the CASME II dataset. In
future work, data augmentation methods such as GAN (Generative Adversar-
ial Network) can be considered to increase the number of datasets and sample
balance between categories.
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Abstract. This article is mainly aimed at defining and verifying whether the
project involves environmentally sensitive areas in the process of environmental
intelligent survey, calculating the position coordinate information of the target
GPS position in the aerial image map under the condition of Gaussian projec-
tion, and further calculating the four corners of the image and the position of
other target points under the WGS84 coordinate system. First of all, based on the
POS data information of aerial equipment, this paper calculates the corre-
sponding Gaussian projection and POS data information, then the pseudo-
position information of image center coordinates is further calculated; Second,
Based on the coordinates information of gauss projection, this paper calculates
the heading open angle and side open angle of the camera, then calculate the
width and height of the image for pose correction, and finally get the coordinate
position of the corrected image center point. Finally, the GPS positions of other
target points can be calculated by pixel coordinates of images, and the calculated
results are pasted on Google earth for precision comparison. Experimental
results show that the proposed method can accurately calculate the GPS posi-
tions of targets in aerial images.

Keywords: Environmental exploration � GPS � Aerial images � Gauss
projection � Coordinate correction

1 Introduction

With the continuous improvement of the global economy, people’s awareness of
environmental protection is also gradually improving. Environmental impact assess-
ment [1–3] and environmental monitoring have become important tasks in the current
era, which can supervise and manage huma’s damage to nature and reduce the harm to
nature. People should fully consider the environmental impact in the project imple-
mentation process, improve the environment and strengthen the environment through
the modern advanced scientific and technological achievements protection [4–6].
Therefore, in the process of project implementation, project planning route should be
considered the impact on the ecological protection.
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At present, in the EIA of the project, it is still necessary to include the sensitive
elements and sensitive targets in the project into the EIA index objects and make
corresponding data sets to provide the basis for the EIA work. In environmental
exploration projects, EIA work mainly includes two categories: 1) target detection of
EIA; 2) illegal building records [7, 8]. At present, the detection accuracy, target
position accuracy and position accuracy of illegal buildings in EIA work are not
enough. This paper mainly aims at solving the position coordinate information of GPS
position [9] in aerial image [10–12] under the condition of Gaussian projection [13]
[15], and further calculate the position coordinates of four corners of the image under
WGS84.

2 Aerial Photography Platform

The fixed-wing UAV is the main platform for data collection, as shown in Fig. 1.

After obtaining POS data from the POS system of aerial photography equipment,
through projection calculation and attitude correction, the position coordinates of
corresponding image center points in WGS84 coordinate system are output, and the
position coordinates of other targets can be obtained. The main process is shown in
Fig. 2.

Fig. 1. Fixed-wing UAV

POS data 
stream 
input

isValid Read 
operation

Intercepting 
valid data for 
data matching

Is matching 
Software for 

location 
settlement

Fig. 2. Main flow chart
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3 Algorithm

3.1 Calculation of Image Center Point

In this paper, by obtaining POS data information of aerial photography equipment, the
coordinate position information of image pseudo-center point is calculated. After
attitude correction [18, 19], the coordinate positions of the image center point were
obtained. Then the coordinates of corner points and other sensitive points can be
calculated from the pixel coordinates of the image. As shown in Fig. 3, where heading
Angle j and elevation Angle a. The projection coordinate of the photography point is
ðX0; Y0Þ, and the center coordinate of the image after pose correction is ðX; YÞ.

In Fig. 3, the coordinates of the center point of the image and the four corner points
are calculated. The required POS data information is as follows: longitude and latitude,
altitude A, pitch Angle, yaw Angle, and heading Angle. In addition, it is necessary to
know the focal length of the aerial photography equipment and the width and height of
the image.

Firstly, the plane coordinates (X0, Y0) from longitude and latitude information (L,
B) to WGS84 geodetic coordinates are calculated by Gauss projection [16] forward
formula:

X0 ¼ Xþ l2
2 N sinB cosBþ l2

24N sinB cos3 B
5� t2 þ 9g2 þ 4g2ð Þþ l6

720N sinB cos5 B 61� 58t2 þ t4ð Þ ð1Þ

Y0 ¼ lN cosBþ l3
6 N cos3 B 1� t2 þ g2ð Þ

þ l5
120N cos5 B 5� 18t2 þ t4 þ 14g2 � 58g2t2ð Þ ð2Þ

In the formula, B is the latitude of the earth when the UAV is shooting instanta-
neously, l ¼ L� L0 is the longitude difference between the image point and the central

North

Heading

Original
point X0 Y0

Centra 
point(X,Y)

X4 Y4

X1 Y1

X2 Y2

X3 Y3

Fig. 3. Schematic diagram of aerial image
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meridian, where L is the earth longitude during shooting, and L0 is the longitude of the
central meridian; the calculation formula of the meridian arc length from the equator to
the dimension B can be written as follows:

X ¼ a0B� sinB cosB a2 � a4 þ a6ð Þþ 2a4 � 16
3

� �
sin2 Bþ 16

3
a6 sin4 B

� �
ð3Þ

N ¼ að1� e2 sin2 BÞ1=2 is the radius of curvature of the meridian circle, t ¼ tanB,

g ¼ e
0
cosB, e

0 ¼
ffiffiffiffiffiffiffiffiffi
a2�b2

p
b , a is the long half axis of the ellipsoid, b ¼ að1� f Þ is the

short half axis of the ellipsoid, f is the ellipsoid flatness.

a0 ¼ m0 þm2=2þ 3=8m4 þ 5m6=16þ 35m8=128 a4 ¼ m4=8þ 3m6=16þ 7m8=32
a2 ¼ m2=2þm4=2þ 15m6=32þ 7m8=16 a6 ¼ m6=32þm8=16
a8 ¼ m8=128

In the formula,

m0 ¼ a 1� e2
� �

; m2 ¼ 3
2
e2m0; m4 ¼ 5e2m2; m6 ¼ 7

6
e2m4; m8 ¼ 9

8
e2m6 ð4Þ

Second, the side angle, pitch angle and heading angle of the center point need to be
corrected. From the pose, the correction formula of the image center in WGS84 can be
obtained

Xa ¼ A tan/ sin j pitch correction
Xb ¼ A tanx cos j correction of lateral deviation
Ya ¼ A tan/ cos j pitch correction
Yb ¼ A tanx sin j correction of lateral deviation

Then the coordinates (x, y) of the image center point can be written as:

X ¼ X0 þXa þXb

Y ¼ Y0 þ Ya � Yb
ð5Þ

3.2 Calculation of Corner Coordinates

After calculating the coordinates of the center point of the image, the position coor-
dinates of the four corner points can be calculated according to the ratio of the pixel and
the map frame, and then the coordinates of the four corner points of the image frame
are calculated. The calculation of side opening angle d and heading opening angle h is
determined by formula (5) and Eq. (6) respectively
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h ¼ arctan
W0

2F

� �
ð6Þ

d ¼ arctan
H0

2F

� �
ð7Þ

Here, the pixel focal length F should be replaced. After obtaining the side opening
angle h and heading opening angle d, the side offset coverage distance
W1; W2 ; W3; W4 and pitch coverage distance H1; H2 can be calculated because of the
existence of them, as shown in formula:

W1 ¼ A tanðh� xÞ W2 ¼ A tanðhþxÞ
W3 ¼ W1 þH2 tan(aÞ W4 ¼ W2 þH2 tan(aÞ
W5 ¼ W1 � H2 tan(aÞ W6 ¼ W2 � H2 tan(aÞ
H1 ¼ A tanðd� /Þ H2 ¼ A tanðdþ/Þ

ð8Þ

Then the coordinates of the four corners of the picture can be calculated as follows:

X1 ¼ X0 þH2 sinj�W3 cos j

Y1 ¼ Y0 þH2 cos jþW3 sin j

X2 ¼ X0 þH2 sin jþW4 cos j

Y2 ¼ Y0 þH2 cos j�W4 sin j

X3 ¼ X0 � H1 sin jþW6 cos j

Y3 ¼ Y0 � H1 cos j�W6 sin j

X4 ¼ X0 � H1 sinj�W5 cos j

Y4 ¼ Y0 � H1 cos jþW5 sin j

ð9Þ

3.3 Calculation of Coordinate Points of Arbitrary Image Position’

Based on the previous calculation basis, the pixel coordinates of other positions are
further calculated. The pixel coordinate system of the image is defined in Fig. 4.

Fig. 4. Image coordinate system
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The U-V coordinate system is the image coordinate system, X-Y is the physical
coordinate system, where the pixel coordinates of point o are (0, 0), and the pixel
coordinates of point t are the width and height of the image, then the pixel coordinates
of the center point of the image can be written as follows:

uo ¼ ut=2

vo ¼ vt=2
ð10Þ

If the pixel coordinates of the target point are known to be

W ¼ 2ðu1 � u0Þ
H ¼ 2ðv1 � v0Þ

ð11Þ

Where W is the width of the map with point P as the upper right corner and H is the
height of the map. The width and height of the map with the target point as the upper
right corner are known, and the heading opening angle and side opening angle are
recalculated.

4 Experimental Results

Experiment 1: In order to verify the effectiveness of this method, a set of UAV’ POS
data is used, as shown in Table 1. From the POS data file, From the POS data file, the
image number, latitude and longitude coordinates, flight altitude and flight attitude
parameters of the aerial photography equipment can be obtained. In the experiment,
The fixed-wing UAV is the main platform for data collection. The focal length of the
camera is 30 mm. The experimental platform is Visual Studio, and the programming
language is C++.

The No. 1401 of aerial photo is shown in Fig. 5, with the width and height of 1920 *
1080.

Table 1. POS data from the UAV

Num Longitude/ Latitude/ Height/m Heading angle Pitch angle Sideslip angle

1401 110.105758 34.5864911 1795 238.2 0.890842 0.547009
1402 110.105665 34.5865321 1794 238 0.87 0.6234
1403 110.105535 34.586621 1795 237.9 0.85 0.63211
1404 110.105400 34.586755 1795 236.5 0.89 0.67
1405 110.105332 34.586822 1794 237.2 0.8 0.652
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The corresponding POS data are longitude: 110.105758, latitude: 34.5864911,
altitude: 1975, heading angle: 238.2, pitch angle: 0.890842, sideslip angle: 0.547009.
Combined with camera parameters, the experimental results are shown in Table 2.

Experiment 2: On the basis of Experiment 1, the GPS coordinates of other targets in
UAV aerial images were further calculated, and the pixel coordinates of calculated
targets (9601080), (960,0), (0540), (1920560) were input. The experimental picture
was No. 1401, and the UAV POS data were longitude: 110.105758, latitude:
34.5864911, Altitude: 1975, heading angle: 238.2, pitch angle: 0.890842, side angle:
0.547009, combined with pixel focal length and map width height, the experimental
results are shown in Table 3. By inputting the pixel coordinates of targets, the method
in this paper can calculate the GPS positioning of multiple target points in real time.

Through the calculation of GPS data, the position information can be written into
the image, and the image format is converted into KMZ/KML format through global
map. Then the image is imported into Google Earth. The coordinates of nine points
calculated in Experiment 1 and are shown in Fig. 6.

Fig. 5. NO.1401

Table 2. The center point and angle coordinates

Position longitude/° latitude/° Longitude (d/m/s) Latitude (de/m/s)

Central Point 110.1006027 14 point, bold 110 deg 6 min 2 s 34 deg 34 min 59 s
Upper left 110.1019245 12 point, bold 110 deg 6 min 7 s 34 deg 34 min 42 s
Upper right 110.0950483 10 point, bold 110 deg 5 min 42 s 34 deg 35 min 6 s
Bottom left 110.1044152 10 point, bold 110 deg 5 min 42 s 34 deg 34 min 55 s
Bottom right 110.0998345 10 point, italic 110 deg 5 min 59 s 34 deg 35 min 11 s
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The calculated GPS position information is imported into Google Earth after gra-
dient correction. The results are shown in Fig. 7.

Table 3. The center point and angle coordinates

Parget pixel
coordinates

Longitude/° Latitude/° Longitude (d/m/s) Latitude (de/m/s)

(960, 1080) 110.1006027 14 point, bold 110 deg 6 min
2 s

34 deg 34 min
59 s

(960, 0) 110.1019245 12 point, bold 110 deg 6min 7 s 34 deg 34 min
42 s

(0, 540) 110.0950483 10 point, bold 110 deg 5min
42 s

34 deg 35 min 6 s

(1920, 560) 110.0998345 10 point,
italic

110 deg 5min
59 s

34 deg 35 min
11 s

Fig. 6. Nine points on Google Earth

Fig. 7. Importing the original image into Google Earth
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It can be seen from the experimental results that this paper realizes the GPS cal-
culation of the target points in aerial images based on POS data. Input the corre-
sponding UAV POS data, combined with the parameters of UAV payload camera, can
calculate the plane coordinates of the image center point and the coordinates of four
corners in real time. In the further experiments, the other target points are calculated
based on the calculation of the center point and four corner points. And the calculation
results are written into the image data and compared on Google Earth, which can meet
the accuracy requirements.

5 Inclusion

In this paper, the GPS coordinates of sensitive elements and illegal buildings in the
project route are calculated in the process of environmental intelligent exploration.
First, by obtaining the POS data of the aerial image, the pseudo center coordinates of
the image center point under Gaussian projection are calculated, and the position
coordinates of the image center point are further calculated through heading correction.
Then calculate the GPS positions of the four corners according to the width and height
of the image, and further calculate the GPS positions of other target points. Then write
the data into the image and compare the accuracy on Google earth. The experimental
results show that the GPS position of the target point in the aerial image can be
accurately settled based on the pixel coordinates of the POS data and the target point.
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Abstract. This paper proposes how to accomplish encryption and decryption
in conic curves cryptosystem over finite field GF(2n) using tile self-assembly.
Two parameters in ciphertext could be obtained by two separate models of point-
multiplication, one of which changes the seed configuration with inputs to adapt
the demands. The decryption process is fulfilled by a new designed tile assembly
model containing three sub-models that respectively perform the operation of
point-multiplication, the operation of negative point and the operation of point-
addition. Assembly time complexity of the model to decrypt is Θ(n3) and the
space complexity is Θ(n6).

Keywords: Encryption · Decryption · Conic curves cryptosystem · Finite field
GF(2n) · Tile assembly model

1 Introduction

DNA based cryptography expresses as creating new encryption method according to
the complex of DNA structure [6,19]. Besides this branch, accomplishing the classical
cryptography based on DNA computing models is a booming field of modern cryp-
tography. Both symmetrical encryption technology [14] and asymmetrical encryption
technology [15] were bringed to this developing research field. These researches started
from Leonard Adleman proposed a famous experiment to solve Hamiltonian path prob-
lem in 1994 [1]. After that, DNA computing began to develop into plenty of research
areas including cryptography.

The combination of classical encryption algorithm and DNA computing must be
considered under computing models [13] which denote mathematical abstractions of
DNA computing. The common used DNA computing models contain tile assembly
model [2], sticker model [18], splicing model [12], etc. Tile assembly model is proved
to simulate Turing machine [16]. For more details about tile self-assembly, please refer
to [17]. The operations over finite field GF(2n) are very easy to be fulfilled for there is
no carry bit in it.
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L. Ning et al. (Eds.): PAAP 2020, CCIS 1362, pp. 150–161, 2021.
https://doi.org/10.1007/978-981-16-0010-4_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-0010-4_14&domain=pdf
https://doi.org/10.1007/978-981-16-0010-4_14


Encryption and Decryption in Conic Curves Cryptosystem 151

Conic curves cryptography is one of the public key cryptography generally used
to compute digital signatures and construct security protocols with hashing functions.
There are several types of conic curves respectively constructed over ring Zn [11], finite
field Fp [10] and finite field GF(2n) [4]. The point-operations such as point-doubling,
point-addition and point-multiplication over finite field GF(2n) are introduced in [4].
Designing tile assembly model to accomplish encryption and decryption in conic curves
drives the momentum of DNA based cryptography.

This paper discusses how to obtain the two parameters in ciphertext using tile self-
assembly and designs a tile assembly model to accomplish decryption based on two
models proposed in our previous work [8,9]. All parameters in the assembly process
are considered in bits to avoid the matching problem of polynomial parameters [3,5],
the length of which might change in the assembly process. Two separate models of
point-multiplication get the result of two parameters in encryption by changing the
seed configuration containing input variables. The computation tiles contain 11 bits in
every side in the model of decryption including three sub-models. The model of point-
multiplication and the model of point-addition are added some additional bits to act as
two sub-models performing different functions in decryption. A sub-model calculates
the negative point of point-multiplication and makes the output and input of the other
two sub-models match with each other strictly. To the best of our knowledge, it is the
first research about the encryption and decryption in conic curves cryptosystem using
tile self-assembly.

The rest of this paper is organized as follows. Section 2 will introduce the encryp-
tion process and decryption process of conic curves cryptosystem. The encryption pro-
cess and decryption process will be analyzed based on tile assembly model in Sect. 3.
Section 4 will design a tile assembly model to implement the decryption process. Last
section will provide a conclusion of the contributions.

2 Encryption and Decrption in Conic Curves Cryptosystem over
Finite Field GF(2n)

This section briefly introduces the encryption and decryption process in conic curves
cryptosystem over finite field GF(2n) [4]. Let G(g) on conic curves be the generator
in cryptosystem. The private key of entity U is d ∈ [0,ord(G)− 1], where ord(G) ∈
{2n −1,2n+1}, and then the public key is U(u) = d ·G(g).

If sending plaintext m to entity U , the process of encryption is such that: (1) encod-
ing plaintext m as the point M =M(m) on conic curves; (2) finding the public key ofU ,
where U(u) on conic curves; (3) generating a random number k ∈ [0,ord(G)− 1]; (4)
computing one of the ciphertext point Y (y) = k ·G(g); (5) computing another ciphertext
point X(x) =M(m)⊕ (k ·U(u)); (6) sending (Y (y),X(x)) to entity U .

While entity U receiving the ciphertext, the process of decryption is such that: (1)
computing d ·Y (y) = d(kG(g)); (2) computing the negative point (−(d ·Y (y))); (3)
computing M(m) = X(x)⊕ (−(d ·Y (y))); (4) obtaining m.
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3 Analysis of the Encryption and Decryption Process

The encryption process of computing Y (y) is only one point-multiplication. X(x) is
composed of one point-multiplication and one point-addition. In general, X(x) in
ciphertext could be obtained by computing the point-addition after figuring out the
point-multiplication. By analyzing the algorithm of point-multiplication [7], the param-
eter of point-addition could input into the algorithm of point-multiplication as initial
value. The concrete computing process is shown in Algorithm 1. Therefore, there only
needs to update the seed configuration of the model of point-multiplication [8]. All
computation tiles are not needed to be changed. The two parameters in ciphertext could
be calculated by two separate operations of point-multiplication.

Algorithm 1. Computing the second parameter X(x) in ciphertext
Input: k = (kn, . . . ,k1,k0)2,u = {un−1, · · ·u1,u0} for point U(u),x = {xn−1, · · ·x1,x0} for point

X(x),q = {qn−1, · · ·q1,q0} for point Q(q), e = {en−1, · · ·e1,e0} for point E(e), c =
{cn−1, · · ·c1,c0} for point C(c),m= {mn−1, · · ·m1,m0} for point M(m).

Output: x= {xn−1, · · ·x1,x0} for X(x) = kU(u)⊕M(m).
1: Q ← M,X ←U .
2: for i from 0 to n do
3: if ki = 1, then
4: C ← Q⊕X , E ← X ⊕X .
5: else, then
6: C ← Q, E ← X ⊕X .
7: X ← E.
8: Q ←C.
9: end for

10: X ← Q.
11: Return {xn−1, · · ·x1,x0}.

Compared with the algorithm of point-multiplication [8], it only use M(m) replacing
O(∞) to assign the initial value of the parameter in point-multiplication. No changes are
needed for the boundary tiles in the vertical line located on the position (−1, j), where
j ≥ 0, in the model of point-multiplication [8]. Only the 6th bits coded as # to represent
the initial value of point-multiplication need to be updated in the boundary tiles in the
horizontal line located on the position (i, −1), where i ≥ 0. The 6th bits in the first
n−1 boundary tiles located in (i, −1) are assigned as m, the plaintext mapping in finite
field GF(2n). The 6th bits are 0 in the other n3 + n2 − 2n− 2 boundary tiles in the
horizontal line. As shown in Fig. 1, the boundary tiles in (i, −1) of the model of point-
multiplication [8] is α00uvv#xyz# = <00uvv#xyz#, null, null, null>, where u,v,x,y,z ∈
{0,1}. This type of boundary tile has to be updated as α00uvvwxyz# =<00uvvwxyz#, null,
null, null>, where u,v,w,x,y,z ∈ {0,1}. Figure 2 shows the re-designed boundary tiles
in the horizontal line of seed configuration. Therefore, it adds 32 encoding ways of
boundary tiles to compute X(x) compared with the model of point-multiplication [8].
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Fig. 1. The boundary tiles in the horizontal line of the seed configuration for computing point-
multiplication [8]. The total type number is 32.

Fig. 2. The boundary tiles in the horizontal line of the seed configuration to calculate X(x) in
encryption process. The total type number is 64.

The first step of decryption is only one point-multiplication. It needs to combine
one point-addition and one operation of negative point in the second step and the third
step to calculate the plaintext after the first step. The point-addition could only be calcu-
lated after obtaining the negative point of point-multiplication. A new DNA computing
model is needed to fulfill the decryption in conic curves cryptosystem over finite field
GF(2n) using tile self-assembly. The following notes focus on designing this new model.

Fig. 3. The position relationship of three sub-models in the final configuration of the whole model.
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4 Model of Decryption in Conic Curves Cryptosystem over Finite
Field GF(2n)

In the process of decryption, the computing order is point-multiplication, the negative
point and the point-addition, one after the other. Three sub-models could accomplish
these functions. The first one obtains the result of point-multiplication and transfers
the parameter of point-addition. The second one gets the negative point of the result
of point-multiplication and the third one fulfills the operation of point-addition. The
whole architecture of this model is shown in Fig. 3. The horizontal direction contains
n3 +2n2 −n−2 computation tiles and there are n3 +4n2 +2n−2 computation tiles in
the vertical direction. Therefore, the assembly time complexity of this model is 2n3 +
6n2 +n−5 and the space complexity is n6 +6n5 +9n4 −4n3 −14n2 −2n+4.

4.1 Sub-model to Compute Point-Multiplication and Transfer Parameter

In the first sub-model, there is no change for all original bit encoding ways and instruc-
tions in the computation tiles to compute point-multiplication. Only a bit in every side
of computation tile needs to be added to transfer the parameter y in point-addition.

The main function of point-multiplication is achieved by n+1 sub-models and every
sub-model contains three parts as shown in Fig. 4. ki, f ′, a, h, p, q, e and c respectively
denote the bit in coefficient k of point-multiplication, the modulus number f of GF(2n)
without the highest bit, the constant number in conic curves C2n(a,b), constant 1 in
divisor of point-addition, the first point parameter, the second point parameter, the result
of point-doubling and the result of point-addition.

There are 10 bits in every side of the computation tiles in the model of point-
multiplication [8]. As shown in Fig. 5, a more bit could be added to 11th bit to transfer
the parameter without changing the other bits. In Fig. 4, A part and C part calculate
point-addition and point-doubling. And the invariant parameters such as f ′, a and h in
the computation tiles located on (i, j) in them transfer to the computation tiles located
on (i+1, j+1). B part only makes the 6th bits representing result of point-addition move
right-shift n− 1 computation tiles and other bits in B part are passed from S side to N
side directly.

As shown in Figs. 6 and 7, the 11th bits perform different instructions in three parts.
In A part and C part, the 11 bits representing y in the computation tiles located on
(i, j) transfer to the computation tiles located on (i+1, j+1) by acting N11 =W11 and
E11 = S11. The instructions in the computation of B part are N11 = S11 and the 11th bits
in W side and E side are encoded as # to void the bits.
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Fig. 4. The structure of sub-model in the model of point-multiplication [8].

Fig. 5. The tile template.

Fig. 6. The computation tile in A part and C part. Subscript j varies from n−1 to 1.
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Fig. 7. The computation tile in B part.

4.2 Sub-model to Compute Point-Addition

The computation tiles in the model of point-addition needs 6 bits in every side [9]. In
order to match the computation tiles in the sub-model to calculate point-multiplication
and transfer parameter, it needs to add 5 more bits in every side of computation tiles
in the model of point-addition. The first 6 bits remain unchanged and the other 5 bits
are encoded as # to denote invalid bit. Figure 8 demonstrates the computation tiles to
compute point-addition in the third sub-model.

Fig. 8. The computation tiles updated from the model of point-addition [9] in the second sub-
model.

4.3 Sub-model to Compute Negative Point

For negative point on conic curves over finite field GF(2n), the definition is ∀P(t) ∈
C2n(a,b), −P(t) = P(t + 1), −P(∞) = P(∞). There only needs one assembly row to



Encryption and Decryption in Conic Curves Cryptosystem 157

compute the negative point. The output bits have to match the bit order of computation
tiles to calculate point-addition.

In the first sub-model, the computation tiles with the 11th bits including valid
parameters are shown in Fig. 9. Figure 10 shows the computation tiles with the addi-
tional 5 bits to compute point-addition. For the computation tiles to compute negative
point, the S side and N side are respectively map the N side of computation tiles in
Fig. 9 and the S side of computation tiles in Fig. 10.

Figures 11, 12 and 13 show all types of encoding way of the computation tiles in
the sub-model to compute negative point. The pink tile considers q �= ∞ and q = ∞ is
covered by brown tile. The computation tiles in Figs. 12(a), 12(b) and 12(c) considering
valid input bits and output bits. The gray tile in Fig. 11 is used to pad empty positions
and identifies the row ID in the W side of computation tiles containing valid bits. The
pink tile in Fig. 12(d) encoding all bits carrying parameters as 0 pads the empty posi-
tions in the E side of computation tiles in Figs. 12(a), 12(b) and 12(c). If q = ∞, the
brown tiles in Figs. 13(a) and 13(b) replace the pink tiles in Figs. 12(a) and 12(b) to
transfer q.

Fig. 9. The computation tiles containing valid output bits in the top assembly row of the first
sub-model.

Fig. 10. The computation tiles including valid input bits in the bottom assembly row to compute
point-addition in the third sub-model.

4.4 Seed Configuration of the Model of Decryption

Compared with the boundary tiles in the horizontal line of seed configuration in the
model of point-multiplication [8], the corresponding boundary tiles in this model add
the 11th bits representing the point parameter y that will be used in the third sub-model.
The boundary tiles in (−1, j), where j > 0, encode their 11th bits as #. The sub-model
to compute negative point only contains one assembly row and its boundary tile will be
in the position (−1,n3 + 3n2 + n− 2) and padded by β##########0 = <null, null, null,
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Fig. 11. Gray computation tiles pad empty positions for computing negative point.

Fig. 12. Pink computation tiles for computing negative point.
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Fig. 13. Brown computation tiles for computing negative point.

##########0>. Another nn+ n assembly rows are needed for the third sub-model to
compute point-addition. β########### could be shared by some assembly rows in the first
sub-model and the third sub-model.

Let Γ = {α00uvv#xyz#w =<00uvv#xyz#w, null, null, null>, β######km##0# =
<null, null, null, ######1##0>, β######km##1# = <null, null, null, ######1##1>,
β######km#### = <null, null, null, ######1###>, β########00# = <null, null, null,
####00#####>, β####00##### = <null, null, null, ####00#####>, β###1####### =
<null, null, null, ###1#######>, β##########0 = <null, null, null, ##########0>,
β00######### = <null, null, null, 00#########>, β1########## = <null, null, null,
1##########>, β11######### = <null, null, null, 11#########>, β####00##### =
<null, null, null, ####00#####>, β####1###### = <null, null, null, ####1######>,
β########### =<null, null, null, ###########> } be the set of all boundary tiles, where
u,v,x,y,z,w ∈ {0,1}, the number of which is 80. The seed configuration of the model to
compute plaintext M(m) is such that

– ∀i ∈ {0, . . . ,n−2},S(i,−1) = α00 fn−1−isn−1−isn−1−i#pn−1−i00#yn−1−i ,
– S(n−1,−1) = α00 f0s0s0#p0h0an−1#y0 ,
– ∀i ∈ {n, . . . ,2n−2}, S(i,−1) = α00000000a2n−2−i#0,
– ∀i ∈ {2n−1, . . . ,n3 +2n2 −2n−2+1},
S(i,−1) = α000000000#0,

– ∀ j ∈ {0, . . . ,n3 +4n2 +2n−2}, S(−1, j) =
– β######km##0#, if j < n3 +3n2 +n−1 and j mod(n2 +2n−1) = 0,
– β######km##1#, if j < n3 +3n2 +n−1 and 0 < mod(n2 +2n−1)< n−1,
– β######km####, if j < n3 +3n2 +n−1 and j mod(n2 +2n−1) = n−1,
– β########00#, if j < n3 +3n2 +n−1 and n−1 < j mod(n2 +2n−1)< 2n−1,
– β####00#####, if j < n3 +3n2 +n−1 and j mod(n2 +2n−1) = 3n−2,
– β###1#######, if j< n3+3n2+n−1 and j mod(n2+2n−1) = S ·n−2 and S> 3

is positive integer,
– β##########0, if j = n3 +3n2 +n−1,
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– β00#########, if j = n3 +3n2 +n−2,
– β1##########, if j > n3 +3n2 +n−2 and 0 < ( j+2−n3 −3n2 −n)< n−1,
– β11#########, if j > n3 +3n2 +n−2 and ( j+2−n3 −3n2 −n) = n−1,
– β####00#####, if j > n3 +3n2 +n−2 and ( j+2−n3 −3n2 −n) = 2n−1,
– β####1######, if j > n3 +3n2 +3n−3 and ( j+3−n3 −3n2 −n) mod n= 0,
– β###########, other cases.

5 Conclusions

This paper discusses how to implement encryption and decryption in conic curves cryp-
tosystem over finite field GF(2n) using tile self-assembly. There are two parameters
in the ciphertext. One of them is the result of an operation of point-multiplication
and the other one is a combination of point-addition and point-multiplication. Both
of them could be figured out by the model of point-multiplication [8], and computing
second parameter needs to improve the seed configuration of point-multiplication with-
out changing the computation tiles. The decryption process is accomplished by a new
designed tile assembly model including three sub-models. The first sub-model calcu-
lates point-multiplication. Point-addition is performed by the third sub-model. The two
sub-models are updated from the model of point-multiplication [8] and the model of
point-addition [9] proposed in our previous works. The second sub-model obtains the
negative point of the result of point-multiplication and makes the output of the first
sub-model and the input of the third sub-model match each other. The assembly time
complexity of the model to decrypt is 2n3 + 6n2 + n− 5 and the space complexity is
n6 +6n5 +9n4 −4n3 −14n2 −2n+4.
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Abstract. Quantum annealers have been designed to propose near-
optimal solutions to NP-hard optimization problems. However, the accu-
racy of current annealers such as the ones of D-Wave Systems, Inc., is
limited by environmental noise and hardware biases. One way to deal
with these imperfections and to improve the quality of the annealing
results is to apply a variety of pre-processing techniques such as spin
reversal (SR), anneal offsets (AO), or chain weights (CW). Maximizing
the effectiveness of these techniques involves performing optimizations
over a large number of parameters, which would be too costly if needed
to be done for each new problem instance. In this work, we show that the
aforementioned parameter optimization can be done for an entire class of
problems, given each instance uses a previously chosen fixed embedding.
Specifically, in the training phase, we fix an embedding E of a complete
graph onto the hardware of the annealer, and then run an optimization
algorithm to tune the following set of parameter values: the set of bits to
be flipped for SR, the specific qubit offsets for AO, and the distribution
of chain weights, optimized over a set of training graphs randomly chosen
from that class, where the graphs are embedded onto the hardware using
E. In the testing phase, we estimate how well the parameters computed
during the training phase work on a random selection of other graphs
from that class. We investigate graph instances of varying densities for
the Maximum Clique, Maximum Cut, and Graph Partitioning problems.
Our results indicate that, compared to their default behavior, substan-
tial improvements of the annealing results can be achieved by using the
optimized parameters for SR, AO, and CW.

1 Introduction

Quantum annealers such as the ones designed by D-Wave Systems, Inc. [3] are
able to find approximate solutions to NP-hard problems of very high quality by
resorting to a technique called quantum annealing. To be precise, the D-Wave
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annealer is designed to solve optimization problems requiring the minimization
of a function of the form

H(x1, . . . , xn) =
n∑

i=1

hixi +
∑

i<j

Jijxixj , (1)

where the linear weights hi ∈ R and the quadratic couplers Jij ∈ R are specified
by the user and define the problem, and xi are unknown binary variables, where
i, j ∈ {1, . . . , n}. To minimize Eq. (1), the D-Wave annealer maps the connectiv-
ity of the logical qubits in Eq. (1), i.e., the graph defined by the set of edges (i, j)
for which Jij �= 0, to the qubits and links between them on its hardware chip,
called a Chimera graph (see [2] for a graphical representation of the Chimera
graph). The process of submitting a problem to a D-Wave machine is as follows:

1. The problem of interest must be represented as the minimization of a function
of the form of Eq. (1). The function of Eq. (1) is called a QUBO (quadratic
unconstrained binary optimization) problem if xi ∈ {0, 1} for i ∈ {1, . . . , n},
and an Ising problem if xi ∈ {−1,+1} for i ∈ {1, . . . , n}. Both QUBO and
Ising formulations are equivalent [2]. We can represent the function of Eq. (1)
as a graph P itself having n vertices, one for each variable xi, i ∈ {1, . . . , n}.
In this representation, each vertex i is assigned a vertex weight hi, and each
edge between vertices i and j is assigned the edge weight Jij .

2. Next, the problem graph P is mapped onto the hardware of the D-Wave
2000Q annealer. Since it is usually not the case that the structure of the
graph P perfectly matches the structure of the Chimera graph of the D-
Wave 2000Q, a minor embedding of P onto the Chimera graph has to be
computed. In such an embedding, some logical qubits in Eq. (1) become a
chain, which is a set of hardware qubits on the chip linked together in a
way that prompts them to take the same value at the end of the anneal.
Defining the chains requires the specification of a parameter determining the
strength of the coupling between the qubits in a chain (the chain strength
or chain weight). The minor-embedded problem P onto the Chimera graph
corresponds to a new graph P ′, which is a subgraph of the Chimera graph.

3. At the start of the annealing process, the qubits used in the embedding of
P ′ onto the D-Wave hardware are initialized in an equal superposition [3,7].
During annealing, the system is slowly driven from the neutral transverse
field Hamiltonian to the user-specified QUBO or Ising problem H of Eq. (1)
while remaining, in theory, in the ground state.

4. Since all qubits in a chain represent one logical qubit, they act as one in
theory. However, this is not guaranteed in practice, and hardware qubits in a
chain might not always take the same value after annealing. In this case, we
speak of a broken chain. There is no unique way to assign a definite value to
each logical qubit employed in Eq. (1) based on its broken chain, and D-Wave
offers several default methods to unembed chains, i.e., to decide on the value
to be assigned to broken chains.
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In practice, several sources of error potentially decrease the quality of the
solution returned by the D-Wave annealer. First, before annealing, the linear
weights and quadratic couplers in Eq. (1) have to be mapped to electrical currents
on the hardware chip using a linear-to-analog converter [7]. This conversion works
with a finite precision of 8 bits, thus necessarily resulting in weights spanning
a range larger than 8 bits to be mapped imprecisely due to rounding errors.
Moreover, so-called leakage may occur on the physical chip from the coupler
Jij to the adjacent linear weights hi and hj , where i, j ∈ {1, . . . , n}. This can
likewise alter the linear weights hi and hj [6], where the effect is reported to be
more serious for chained qubits.

One simple way to mitigate such hardware biases is the so-called spin reversal
(SR) or gauge transform. Spin reversal works on Ising problems and is based on
the idea that although, theoretically, quantum annealing is invariant under a
gauge transformation (i.e., the reversal of spin-up and spin-down in a quantum
system), the D-Wave annealer is not a closed system and thus breaks gauge
symmetry. As a consequence, two Ising problems in which certain spins have been
flipped result in (slightly) different systems when mapped onto the annealer.
Solving several Ising problems with a certain number of spin reversed qubits
allows us to average results, and balance out errors. In practice, we select an
arbitrary subset of variables S ⊆ {1, . . . , n} in an Ising problem, and substitute
the corresponding variables as xi → −xi for all i ∈ S in the Ising problem
(the corresponding linear terms and quadratic couplers have to be modified as
well). This is equivalent to re-interpreting an up spin as a down spin and vice
versa, thus leaving the ground state of the Ising problem invariant, but having
the potential to reduce analog and systematic errors on the device. The spin
reversal can be applied on two different levels, either before or after embedding
Eq. (1) onto the hardware (see Sect. 2). In this work we explore both variants.

Second, in theory, all qubits evolve simultaneously during the anneal process,
experiencing equal changes to the tunneling energy and equally contributing
to the classical energy function [1]. In practice, however, qubits freeze out at
different times during the anneal [10], which might bias the qubit states at
readout after annealing. To this end, D-Wave offers to set anneal offsets (AO)
for all individual qubits with the aim to improve the solution quality. In order
to synchronize the evolution of the qubits, the D-Wave 2000Q device offers the
ability to delay or advance the evolution of individual qubits within predefined
ranges, meaning that qubits can individually be set to start their anneal process
earlier or later compared to the default schedule. We consider setting individual
anneal offsets for all qubits in this work. Analogously to spin reversal, we consider
applying anneal offsets in two different ways, either using separate AO for each
individual qubit, or using the same AO for all qubits in each chain (see Sect. 2).

Third, all couplers on the D-Wave hardware require the specification of a
weight, and as such, when embedding a logical qubit as a chain on the D-Wave
hardware, couplers have to also be assigned to all pairwise connections of chained
qubits. The chain weight is typically set by D-Wave, in which case some overall
weight is equally distributed to all couplers in a chain. However, it can also be
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set manually. We read out the total chain weight (CW) determined by D-Wave
for each chain, and aim to re-distribute it along the chain in an optimal way.

Although SR, AO, and CW can be effective for removing hardware biases
in the annealer, it is non-trivial to optimally select the actual qubits to which
a spin reversal is applied, or the values of the anneal offsets or chain weights
for each new problem instance being solved. This is because each technique has
around 2000 degrees of freedom. Previous work has improved upon the spin
reversal transform by using classical optimization in order to find an optimal set
of qubits to spin reverse [9]. Concerning the anneal offsets, D-Wave reports that
longer chains are likely to freeze out sooner during the anneal process due to their
lower effective tunneling energy [1], and they recommend delaying the evolution
of those qubits which will be subjected to strong magnetic fields relative to the
other working qubits. Moreover, [8] suggest to advance qubits in their evolution
if their final state does not contribute to the energy of the classical solution.

Since tuning all qubits for an application of SR, AO, or CW individually
for each new problem instance under consideration is infeasible, we propose a
different approach in this work. We aim to optimize SR, AO and CW with
respect to a whole class of input problems. We carry out all optimizations in
the classical set-up of training and validation sets for three NP-hard problems,
the Maximum Clique, Maximum Cut, and Graph Partitioning problems. Using
a differential evolution optimizer, we tune the average performance of the spin
reversal transform, anneal offsets, or chain weights across all of the training
graphs, and evaluate our optimized sets of parameters on a set of test graphs.

The article is structured as follows. In Sect. 2, we describe the background
of SR, AO, and CW, as well as the optimization framework we employed. We
also introduce the NP-hard problems we consider (Maximum Clique, Maximum
Cut, and Graph Partitioning). Experimental results are reported in Sect. 3. The
article concludes with a discussion in Sect. 4.

2 Methods

In this section, we justify our approach of using a fixed embedding for optimizing
SR, AO, and CW (Sect. 2.1). We provide more details on the two types of spin
reversal we apply (Sect. 2.2), as well as on anneal offsets (Sect. 2.3) and chain
weights (Sect. 2.4). Section 2.5 defines the NP-hard problems we consider. A
description of the optimization we perform to tune the application of SR, AO,
and CW is given in Sect. 2.6.

2.1 Using a Fixed Embedding

Using the same (fixed) embedding is a key ingredient of our approach. If we want
the same set of optimized parameters to work for multiple problems, we need at
least one invariant, and it is, in this case, the hardware embedding. We use the
fact that, for an NP-hard problem, the limiting factor for embedding its problem
graph P is the largest complete graph that can be embedded onto the quantum
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annealing hardware. Hence, instead of using an arbitrary embedding of a com-
plete graph that the D-Wave’s embedding method minorminer would randomly
find, we can use a fixed one, and optimize the hardware related parameters using
that fixed embedding. In addition, since we will use the same embedding many
times, it makes sense to choose one with as good properties as possible. For this
reason, we try several complete graph embeddings and choose one that gives the
best performance overall, i.e., the best QUBO/Ising value when using default
D-Wave parameters, separate for each of the three considered problems.

2.2 Spin Reversal

Suppose we are given an Ising problem in the form of Eq. (1) and a set S ⊆
{1, . . . , n} of spins to be reversed. To transform a particular xi from −1 to +1,
while keeping the value of Eq. (1) unchanged, we define a new function H ′ with
h′
i → −hi and J ′

ij → −Jij , J ′
ji → −Jji for all i ∈ S, where j ∈ {1, . . . , n}. Note

that the ground state energies of H and H ′ are identical, and each minimum of
H ′ is a minimum of H with the ith variable having a flipped sign. To apply spin
reversal to a set S, we apply the above transformation to each i ∈ S.

It is not obvious how the set S should be chosen to maximize the benefit of the
spin reversal. As remarked in [6], reversing too few spins leaves the Ising model
almost unchanged, whereas applying spin reversal to too many qubits likely
results in many pairs of connected qubits being transformed, thus effectively
leaving the corresponding quadratic couplers unchanged. In both cases, the spin
reversal transform might only have little effect. Hence, the default spin reversal
implemented by D-Wave flips roughly half of the qubits randomly.

When optimizing the spin reversal for a particular problem, we are thus asked
to determine for each involved qubit a binary spin reversal indicator, denoting
if a particular qubit is spin reversed or not.

Note that spin reversal can be applied on two levels: First, we can flip the
logical qubits in the formulation of Eq. (1). This will be referred to as spin
reversal on the chain level, since in this case qubits which are being mapped onto
the hardware as chains are either all reversed or all non-reversed. Second, we can
embed the original problem graph P (see Sect. 1) and read out the embedded
Ising problem in the graph representation P ′. The resulting Ising problem likely
consists of more qubits, due to some logical qubits being mapped to a set of
physical qubits of the D-Wave hardware, and we can flip each hardware qubit
individually. This will be referred to as spin reversal on the qubit level.

2.3 Anneal Offsets

Typically, all hardware qubits being used in a problem embedded onto the
D-Wave quantum chip undergo the same anneal process simultaneously. In such
a case, it is normal that qubits freeze out at different times during the anneal
[10], which, however, might affect negatively the dynamics of the annealing and
prevent the system from reaching its ground state. To this end, in the newest
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generation of the annealer, the start of the anneal process of individual qubits
can be moved forward or backward in time, within specified limits.

xi x1ixj xk x2i x4i x6i x7i

x3i

x5ix1j

x1k x2k

Jji Jik

J12
ji

J15
ji

J31
ik J61

ik
J72
ik

Fig. 1. The logical qubit xi (left) is mapped onto a chain of seven physical qubits
x1
i , . . . , x

7
i (right), and the logical couplers Jji and Jik (connecting xi to qubits xj and

xk) are mapped to the physical couplers J15
ji , J12

ji and J31
ik , J61

ik , J72
ik , respectively.

For D-Wave 2000Q, individual anneal offsets can be specified for each hard-
ware qubit using the parameter anneal offsets, where the value 0 denotes no
offset, and positive (negative) values indicate that a qubit’s anneal begins ahead
of (behind) the standard schedule. The range of the variable anneal offsets is
machine dependent, and can be queried with anneal offset ranges. Moreover,
anneal offsets are discrete, with a machine dependent step size specified in
anneal offset step. We tune the anneal offset of each involved qubit with an opti-
mization within the range anneal offset ranges (given as boundary condition to
the optimizer) over a discrete search space, similar to spin reversal optimization.

2.4 Bias Distribution on Physical Qubits

Typically, logical qubits have to be mapped to chains of hardware qubits when
computing a minor embedding of a QUBO/Ising problem of Eq. (1) onto the
D-Wave Chimera graph. In this case, a logical qubit (variable) xi is mapped
onto a chain {x1

i , . . . , x
l
i} having l ∈ N hardware qubits. The linear bias hi and

the quadratic biases Jij have to be distributed between the physical qubits and
the links between them (see Fig. 1). The default method of D-Wave distributes
hi and Jij uniformly between the qubits {x1

i , . . . , x
l
i} and the links between the

physical qubits (chains) implementing xi and xj , respectively. However, there is
no evidence that such a method is optimal. In fact, Pudenz [12] has compared
the default method with two other distribution strategies and has shown that in
some cases the alternative methods work better.

However, none of the previous strategies considers the possible effect of hard-
ware biases, or looks at bias distribution strategies to mitigate such issues. Here
we address this problem, using our fixed embedding approach, and tackle the
bias distribution problem (i.e., how to distribute the biases on the physical qubits
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and couplers in a way as to optimize the annealing results) as an optimization
problem. The optimization of linear weights and quadratic couplers is done sep-
arately, denoted as CW(L) and CW(Q), respectively. When optimizing linear
weights, we evenly distribute the quadratic weights among the quadratic cou-
plers, and analogously for the linear weights when optimizing quadratic couplers.

2.5 Formulations of the NP-hard Problems Studied

We consider three classical NP-hard problems in this work, the Maximum Clique,
Maximum Cut, and Graph Partitioning problems. For a graph G = (V,E) with
vertex set V and edge set E, a clique in G is any subgraph C of G that is
complete, i.e., there is an edge between each pair of vertices of C. The Maximum
Clique problem asks us to find a clique of maximum size. A formulation of the
Maximum Clique problem in the form of Eq. (1) can be found in [11].

Similarly, a cut of the graph is any partition of V into two disjoint sets, that
is V = V1 ∪ V2 and V1 ∩ V2 = ∅. The cut size of any cut is the number of edges
having one endpoint in V1 and one endpoint in V2, that is |{e = (v, w) : v ∈
V1, w ∈ V2}|. The Maximum Cut problem asks us to find a cut of maximum size.
A formulation of the Maximum Cut problem as an Ising problem can be found
in [5].

Last, the Graph Partitioning problem asks us to divide the set of vertices V
into two disjoint and balanced sets (partitions) V1 and V2, satisfying V = V1∪V2

and V1 ∩ V2 = ∅, such that the size of V1 and V2 differs by at most one and the
number of cut edges {e = (v, w) : v ∈ V1, w ∈ V2} between the two partitions is
minimized. An Ising formulation for Graph Partitioning is given in [4].

2.6 Differential Evolution Optimization

In this work, we aim to tune three parameters per qubit, that is, its spin indicator
for spin reversal, its anneal offset, and its chain weights in case we are dealing
with a chained qubit on the D-Wave Chimera hardware.

To carry out the optimization we employ the differential optimization solver
of the SciPy library in Python [14], available under the command scipy.optimize.
differential evolution(), which implements the algorithm of Storn and Price [13].

We employ the differential optimizer with a population size of 80 and 50
generations. We do not use the option polishing, i.e., no steepest decent with
a quasi-Newton method is performed to fine-tune the solution. All remaining
parameters are left at their default values. The initial population is random, but
we made sure to include the default parameters for SR, AO, and CW given by D-
Wave Systems, Inc. Lastly, we use elitism in the optimization, i.e., we make sure
that the best solution is always passed on to the next generation, as opposed to
the possibility of being replaced by crossover and random selection operations.

3 Experimental Analysis

We will perform the optimization on a class of random test graphs, separately
for the three problems introduced in Sect. 2.5, and evaluate the performance on
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a series of (unseen) testing graphs. With this, we aim to find out if it is possible
to enhance the performance of the D-Wave 2000Q on a whole class of problem
instances, since it is easy to see that due to the large search space, optimizing
parameters for each newly solved problem is infeasible.

In all experiments, we fix the anneal duration at 1000µs. We generate 10
training and 10 testing graphs, each with 65 vertices, the size of the largest
complete graph embeddable onto the D-Wave hardware. We vary the density
of the training and validation graphs in {0.25, 0.50, 0.75}. We use the majority
vote unembedding algorithm. For Maximum Clique and Maximum Cut we use a
chain strength of 1, and for Graph Partitioning a chain strength of 20 · 32 · 33 ·d,
where d is the graph density. This is similar to the choice in [4], where the chain
strength for Graph Partitioning is set to a prefactor multiplied with an estimate
of the value of the objective function.

For the optimization, for each fixed point in the parameter search space,
we perform 1000 anneals per graph, and record the average performance across
all 10 training graphs, measured in both the value of the QUBO/Ising objective
function and the energy (before unembedding) returned by the D-Wave annealer.
For testing, we perform 10000 anneals per graph.

When reporting the experimental results, we denote by Default-RE the
default behavior of the D-Wave annealer with a random embedding and with all
other parameters set to their default values. As the optimization is performed
on the same embedding, it is reasonable to try to find one that will result in the
best performance on average. Hence, we try 30 random embeddings and choose
one for each problem that yields the best objective function value during forward
annealing with default parameters (since Maximum Clique and Maximum Cut
are maximization problems, the higher the value the better, whereas for Graph
Partitioning, which is a minimization problem, lower is better). We denote this
as Default-OE (for default D-Wave with optimized embedding). Moreover, we
denote by SR(Q) and SR(C) the tuned spin reversal on the qubit or chain level,
and similarly AO(Q) and AO(C) denote the tuned anneal offsets on the qubit
or chain level. Moreover, CW(L) and CW(Q) refer to setting the chain weights
of linear or quadratic couplers. Since the D-Wave 2000Q features auto scale and
extended j range are mutually exclusive, and because we use auto scaling for all
experiments, we optimized CW(Q) without the extended J range feature.

We assess the performance of all methods using the time-to-solution metric,
defined as the time to reach an optimum solution at least once with probability
0.99. It is computed as TTS = TQPU · log(0.01)/ log(1 − p), where TQPU is the
solve time on D-Wave, and p is the proportion of times the optimal solution
was found. Two caveats are worth mentioning: For problem instances where the
optimal solution can be found using a classical solver, we are able to compute
the time-to-optimal-solution, which we simply denote by TTS (time-to-solution).
In case the optimal solution cannot be found in reasonable time, we relax this
metric to time-to-best-solution, denoted by TBS, which uses the best solution
found by any of the methods, instead of the provably best one. The TBS measure
depends on the set of algorithms employed in the study, their parameters, and
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the D-Wave samples on which these algorithms are run. However, the setup of the
simulations presented here is fixed, thus making the TBS measure well-defined.
Lastly, the TTS measure we report does not include any classical computation
time, nor the training portion of the optimization done for each problem.

Fig. 2. Performance on test graphs compared to Default-OE for graphs of density 0.25
(left column), 0.5 (middle column), and 0.75 (right column). Metric is the cut size for
the Maximum Cut problem (top row), cut size for the Graph Partitioning problem
(middle row), and clique size for the Maximum Clique problem (bottom row).

Figure 2 gives a graphical representation of our results on the suite of test
graphs for all three problems. We measure results in the raw values of the found
cut size (for Maximum Cut and Graph Partitioning) or clique size for the Maxi-
mum Clique problem. We observe that, compared to the baseline of Default-OE,
SR as well as AO and CW seem to perform well for Maximum Cut. For the other
two problems, it is mostly SR and AO on the chain level which perform best.

Next, the results for the TTS estimations are given in Table 1. It is compli-
cated to rank the performances of these techniques, since two measures are of
relevance here. First, a low TTS or TBS time is desired for any method. However,
some methods might be able to achieve a low TTS/TBS time, but only at the
expense of solving fewer test graphs than others, and a method solving almost all
graphs usually incurs a higher TTS/TBS time (this occurs, for instance, for the
Maximum Cut problem and density 0.25). We thus denote both the measured
TTS/TBS time for the graph that could be solved, as well as the number of the
graph problems for which the best solution could be found, in parentheses.
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Table 1. TBS (white) and TTS (gray) for the test graphs. Number of test graphs
for which optimal solutions were found in parentheses. The best TTS and the highest
number of optimal/best solutions found for each problem/density combination are
given in bold. In case of a tie, the combination with the smallest TTS is chosen.

Problem Density Default-OE Default-RE SR(Q) SR(C) AO(Q) AO(C) CW(L) CW(Q)

MaxCut 0.25 2857.8 5212.4 1121.0

(1) (10) (1)

0.5 3246.2 3080.3

(5) (6)

0.75 1436.1 3185.2

(3) (9)

GraphPart. 0.25 7179.0 5809.4 3457.0 3869.6 4060.5 3396.9

(1) (3) (3) (1) (2) (1)

0.5 7215.7 7987.9 6817.3 3569.4 3733.9 3853.2

(2) (4) (1) (3) (1) (2)

0.75 7669.1 4286.7 3961.7

(6) (3) (2)

MaxClique 0.25 14979.0 11520.8 8226.6 8292.9 10728.6

(3) (1) (2) (3) (2)

0.5 683.1 6061.0 2612.8 5571.9 111.7 559.4 1754.3

(2) (3) (2) (2) (1) (2) (2)

0.75 9.9 323.7 4.1 13825.2 58.6 20.2

(1) (1) (1) (1) (1) (1)

First, we note that for the Maximum Cut and Graph Partitioning problems,
classical solvers are unable to find the optimal solution, meaning we have to resort
to the TBS measure. For Maximum Cut, neither of the Optimized, Random,
SR(Q), SR(C) methods could compute the best known solution for any graph.
Solely the optimized anneal offset feature (AO on qubit and chain level), and the
optimized chain weights (CW for linear weights), can solve some of the graphs
and attain best TBS measures. Overall, AO(C), annealing offsets at the chain
level, gives the best performance for Maximum Cut.

For the Graph Partitioning problem, the optimized spin reversal can solve
most problems on average, but only at the expense of incurring large TBS times.
Using optimized anneal offsets on the chain level, as well as optimized chain
weights (for quadratic couplers) yields best TBS times, however again at the
expense of only solving few graphs which can bias the results. Spin reversal at
the qubit level (SR(Q)) seems to be performing the best for this type of problem.

For the Maximum Clique problem, we are able to solve problem instances
classically to optimality using the function networkx.algorithms.clique.find
cliques in Python’s Networkx package, and thus report TTS times. We observe
that all methods can only solve around two of the 10 test graphs, and that
overall, SR(Q) and CW(Q) yield the best TTS times for the Maximum Clique
problem.

Apart from reporting TBS/TTS times, we can also evaluate all methods
using the value of the Ising or QUBO formulation on the bitstring returned by
D-Wave. Doing this for the best of the 30 embeddings on D-Wave with default
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Table 2. Improvement (%) in the value of the QUBO/Ising formulation compared to
Default-OE for the test graphs.

Problem Density Default-RE SR(Q) SR(C) AO(Q) AO(C) CW(L) CW(Q)

MaxCut 0.25 −0.3 −1.0 −0.7 4.2 8.8 0.8 −1.0

0.50 0.2 −0.0 0.1 8.8 8.3 7.2 1.3

0.75 0.0 −0.3 −0.7 9.0 9.9 4.4 0.1

GraphPart. 0.25 0.3 1.6 1.3 0.6 1.4 0.2 0.6

0.50 −0.2 0.6 −0.6 0.0 0.4 0.1 0.5

0.75 −0.2 0.7 −0.7 -0.4 0.6 0.4 0.2

MaxClique 0.25 -8.8 0.5 2.3 −4.6 6.4 −1.8 −6.6

0.50 −0.6 1.2 2.3 −3.3 5.5 0.3 0.3

0.75 −2.2 3.1 1.8 −1.4 0.3 0.1 0.2

parameters (i.e., Default-OE) allows us to set a reference point, and we report
the improvement (in percent) of the obtained value over this reference in Table 2.

For the Maximum Cut problem, optimized anneal offsets (both on the qubit
and the chain level) resulted in the largest percent improvement. For graph parti-
tioning, spin reversal on the qubit level performs best, though the improvements
are only of the order of one percent. Surprisingly, using Default-RE for Maximum
Cut and Graph Partitioning does not perform very different than Default-OE.
Lastly, for Maximum Clique, using anneal offsets on the chain level performs
considerably better than the other techniques for density 0.25 and 0.5, with spin
reversal being best for high densities.

4 Discussion

This work considered optimizing three recent features of the D-Wave 2000Q
annealer, precisely spin reversal (on qubit or chain level), anneal offsets (on
qubit or chain level), and chain weight distribution (for linear or quadratic cou-
plers). After fixing the embedding, we perform a classical optimization over a
suite of random test graphs using a differential evolution optimizer, and aim to
investigate if it is possible to outperform the default D-Wave anneal setting with
optimized parameters for the three techniques. Our overall aim is to tune SR,
AO and CW such that these features work better on a whole class of problems.

We conclude that for random graphs, and the three NP-hard problems we
considered, tuning anneal offsets indeed works best, yielding substantial improve-
ments over the default D-Wave behavior, especially for the Maximum Cut and
Graph Partitioning problems. Optimizing spin reversal and chain weights seems
more dependent on the problem and measure.

This work leaves scope for a variety of future research avenues. First, we
performed the optimization for SR, AO and CW individually, since each involves
tuning around 2000 variables, and we found larger optimization problems to be
infeasible. More elaborate optimization methods could allow us to optimize all



Quantum Annealing Bias Reduction 173

parameters simultaneously, potentially improving results. Second, it would be
interesting to extend the experiments to more classes of NP-hard problems, with
the aim to see how much the trained parameters of SR, AO, or CW differ, and
to investigate if the trained SR, AO, or CW can be recycled for certain classes.
Third, the fixed embedding setup could allow us to determine if certain hardware
qubits behave more favorably if consistently spin reversed, or if consistently
employed with a particular anneal offset. Finally, though time consuming, our
experiments would benefit from larger sets of testing and training graphs.
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Abstract. The Internet of Things (IoT) applied solutions are changing
the way the world perceives technology. IoT devices are now being used
in a wide range of applications to transfer or share relevant information,
hence reducing human interventions. With such widespread IoT solu-
tions, security becomes a significant concern. Many of the IoT devices are
vulnerable due to several reasons, including in-secure implementations,
poor life cycle management, and inappropriate configurations, leading
to an increase in the risk of these devices getting exposed and attacked.
However, the current security approaches for detecting compromised IoT
devices are inefficient, especially for zero-day attacks. Since no one knows
how a new attack would look like, it will be useful to monitor and detect
anomalies using accurate detection techniques. This work probes the pos-
sibility of detecting IoT network traffic anomalies using novelty detec-
tion techniques; thus, it can detect compromised IoT devices. One of this
work’s main contributions is developing an IoT anomaly detection sys-
tem named Behavioural Novelty Detection for IoT Infrastructure (BND-
IoT). BND-IoT trains a neural network with novel selected behavioural
features extracted from benign traffic only and then uses the novelty tech-
niques to detect any unusual traffic patterns. We show that the presented
approach effectively detects anomalies within IoT devices’ network traf-
fic with a robust average F1-score of 96.7% and a low false rejection rate
of 7%.

Keywords: IoT security · Machine learning · IoT anomaly detection ·
Fingerprinting · Novelty detection · Outlier detection

1 Introduction

Billions of Internet of Things (IoT) devices are connected to each other, and the
number is still increasing day by day. IoT has become a considerable element in
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almost everybody’s daily life. With the expanded deployment of IoT solutions in
almost every domain, security becomes a critical issue. Most of the IoT devices
and solutions are vulnerable to attacks as they are neither updated frequently
nor configured securely, e.g., using simple passwords or applying default configu-
rations. It was reported recently [1] that attackers exploited insecure IoT devices
and used these devices as bots to launch volumetric distributed denial-of-service
(DDOS) and Brute force attacks.

Controlling IoT network traffic involves monitoring huge amount of moving
data. Hence, it is easy for malicious activities to hide within the normal traffic
and infiltrate the system without being detected, especially without the prior
knowledge of such traffic patterns [2]. The main goal of a security solution is
to have a scalable and reliable IoT infrastructure that is capable of detecting
compromised IoT devices and malicious traffic within the network. Here, machine
learning techniques can be used to detect malicious traffic traces and protect
the IoT infrastructure [3]. In the recent years, machine learning techniques have
proven their efficiency in many mission-critical applications, including anomaly
and intrusion detection systems (IDS) [4]. A number of current security solutions
use learning-based approaches, in which models are trained using comprehensive
big datasets [4]. These trained models can be integrated with firewalls to improve
the overall network detection and prevention solutions effectively.

Our work focuses on providing a solution that can detect malicious
behaviours in IoT network traffic using anomaly detection techniques. In this
paper, we present a solution named Behavioral Novelty Detection for IoT Infras-
tructure (BND-IoT). The goal of the BND-IoT system is to detect compro-
mised IoT devices and malicious traffic within an infrastructure in real-time
using novelty detection algorithms. The inputs of our detection model is a novel
behavioural-based fingerprint, generated from normal traffic patterns only for
each IoT device type. The detailed discussion of the novel fingerprinting tech-
nique and the novelty anomaly detection technique are presented in Sect. 4.

The key contributions of this research are as follows:

– We propose a novel behavioural fingerprinting technique that captures the
behaviour patterns of Internet Protocol (IP)-enabled IoT devices network
traffic. This behaviour-based fingerprint can be used by the novelty detec-
tion solution to catch malicious traffic, thus allowing the system to identify
compromised IoT or rogue devices connected to the network.

– In the absence of any prior expert knowledge on anomalous data, we propose
BND-IoT. BND-IoT is a real-time IoT network traffic anomaly detection
system that can detect anomalous traffic from unknown, unseen attacks, and
malware traffic, when the network model is trained with the normal traffic
only. The aim is not only to detect known attacked patterns but also zero-day
attacks with high detection rates (DRs) and low false positive rates (FPRs).

The rest of the paper is organized as follows. Section 2 overviews the related
work on network anomaly detection. In Sect. 3, we present the threat model.
We then propose BND-IoT which is an IoT device anomaly detection system
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in Sect. 4. This section includes the details on the BND-IoT system architec-
ture design and components. Section 5 reports the experimental studies and
the results. Section 6 discusses the proposed solution and observed challenges.
Finally, Sect. 7 concludes the work with possible future improvements.

2 Related Work

There is a significant amount of network traffic anomaly detection researches
in the literature using machine learning techniques. Several approaches have
been proposed to detect and prevent intrusions or anomalies in IoT infrastruc-
tures. A number of these proposals used two-class classification (benign and mali-
cious) such as in [5,6]. This approach opposes the objective of an anomaly-based
approaches that should detect any variation from the benign traffic behavior [7].

There are a number of fingerprinting approaches that extracts set of features
that represent the behavior of IoT device types proposed in the literature, such
as physical, wireless and network traces fingerprinting [8–10]. Fingerprinting IoT
devices is usually a challenging task due to the high number of available device
types and used protocols. Most of the existing network traces fingerprinting
approaches that are used to feed into anomaly detection solutions [9,10] mainly
focus on flow-based features or only include information from a limited number
of network layers and protocols. Due to such limitations and the heterogeneous
nature of IoT devices, these approaches are not applicable in real-time systems.

Lately, some deep learning (DL) approaches, especially recurrent neural net-
work (RNN) were proposed that were trained with both normal and anoma-
lous traffic with a similar set of features to detect anomalies, intrusion and
malicious infected devices within a network, such as in [11,12]. In contrast to
these researches, our work proposes an approach that models the normal traffic
behaviors of IoT devices and uses novelty detection algorithms that train the
network with normal benign traffic only. In general IoT devices have system-
atic behaviours, which usually connect to particular servers or do specialized
tasks [13]. Accordingly, the novelty detection techniques can be useful, thus,
behavioural deviations can be identified, disregarding the infection types. More-
over, the classifier can be trained faster and can detect unseen (zero-day attacks)
anomalies in live network traffic.

In the literature, many one-class classification techniques have been proposed
to identify network traffic intrusions or anomalies. A number of these techniques
utilized the Support Vector Machines (SVM) methodology such as [2]. In [13],
the authors tested four one-class classifiers to detect anomalies in IoT networks.
The best achieved F1-score was 94%. The authors of [14] proposed a one-class
classification approach based on RNN and federated self-learning technique. The
classifier was trained with a sequence of symbols that represent normal benign
traffic only that were collected at several security gateways. Each gateway was
dedicated to monitor a client IoT network. On the one hand, the classifier in [14]
was tested with anomalies generated from only Mirai malware [15]. On the other
hand, this work used a dataset with generic type of attacks that can target any
IoT device.
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3 The Threat Model

We consider an adversary model, where malicious attackers are trying to com-
promise vulnerable IoT devices in the infrastructure. Attackers that compromise
IoT devices can gain access to sensitive information on the compromised devices
or use these devices as pivots or bots for further attacks. We also consider IoT
devices in the infrastructure that are already compromised or infected with mal-
ware and produce unusual network behaviours.

In this paper we assume that the IoT devices are not compromised at the
time of collecting the normal traffic. Accordingly, the normal network traffic
of IoT devices collected for training the network is benign and free from any
malicious traffic.

4 BND-IoT System

We propose BND-IoT, an IoT network traffic anomaly detection system to iden-
tify malicious traffic in the IoT infrastructure as well as compromised IoT devices
within the network. To manage the challenge of high false positives (FP)s in IoT
anomaly detection due to the heterogeneous nature of IoT, we propose a trained
classifier for each IoT device type. Generating a behavioural baseline for each IoT
device type’s normal network traffic, we then continuously monitor the network
traffic for each of the connected IoT devices, to detect any anomalous traffic
that deviate from the generated baseline. This detected anomalous traffic could
be malicious traffic trying to compromise an IoT device or could be generated
from a compromised IoT device within the infrastructure.

4.1 BND-IoT Architecture

The main components of the BND-IoT system architecture design include a
fingerprinting solution to select and extract features and a classifier network, as
shown in Fig. 1.

Fig. 1. The system model for IoT network traffic anomaly detection.
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The network traces of IoT devices already connected to the infrastructure
are monitored. The first component of the model is a packet capture that uses a
random moving window to capture a sequence of packets from the monitored IoT
devices network traces. This picked-up traffic is then applied to a pre-processing
module to prepare the data before applying it to the fingerprinting solution.
Pre-processing of data ensures all missing data (Null) are handled and the cat-
egorical data are converted to numeric and normalized. Then the pre-processed
data is directed to the fingerprinting solution to select and extract features. The
generated fingerprints are then fed into a classification network. This classifica-
tion network is trained only with benign traffic. The classifier tries to match this
traffic with the stored baseline for the IoT device traffic behaviors. The deci-
sion values of the classifier can be equal to 1 for normal benign traffic or either
0 or a negative value for unusual traffic traces. Since the classification is per-
formed on a window of sequence of packets, the classifier triggers the detection
of an anomaly only if the selected sequence contains a considerable number of
anomalous packets, thus reducing the FPs. Unusual traffic traces or anomalous
traffic indicate that the device may be compromised. Hence, this device should
be isolated from the network and monitored for further analysis. This further
monitoring and analysis can be performed by security event and information
management (SEIM) solutions.

4.2 Feature Extraction

Based on the proposed feature selection technique in [16], we divide the data
into windows of sequences of 30 packets for each IoT device. In [16] a finger-
print for each device was created by extracting flow-based features that include
header and payload information from a number of network layers and proto-
cols, such as Ethernet, IP and Transmission Control Protocol (TCP) and User
Datagram Protocol (UDP) information. Such information was captured from a
sequence of IoT network packets. A 67-dimensional feature vector was used to
represent unique network traffic features for each device type. The selected fea-
tures include summary statistics such as minimum, maximum, mean and Fast
Fourier Transforms (FFT) for a number of the selected features. In this work,
we capture bi-directional device-device communication packets, while using the
Media Access Control (MAC) address to identify the source and destination of
packets. We generate a fingerprint for each device type using both behavioural
and flow-based features.

On the one hand, to capture the behaviour of each IoT device type, we include
information such as ports used and the usage frequency of these ports [5]. On
the other hand, to capture information flow related data, we include information
such as IP destinations and a number of traffic statistical information, such as
Inter-arrival-time (IAT) [5]. To measure variability in data, we use statistical
quartiles. Quartiles (q) are values that divide an ordered data into quarters [17].
Specifically, q1 is the calculation of the middle of the lower half of the data, q2
is the median and q3 is the calculation of the middle of the upper half of the
data [17].
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We choose to add a number of other selected features to uniquely present
continuous network traffic for each IoT device type. We perform a number of
experiments to choose the number of packets in the captured sequence to ensure
enough information is captured without affecting the speed of fingerprinting and
classifying the device traffic. Accordingly, we choose to capture a sequence of 30
packets from the network traffic of each IoT device. The proposed feature vector
contains 74 features. All the selected features are described in Table 1.

Table 1. Features that are extracted to create a fingerprint for the normal traffic of
each IoT device.

Number Feature

0–17 Statistics (min, max, q1, median, mean, q3, var and iqr) of Packet Inter

Arrival Times (IAT) and Fast Fourier Transforms (FFT) of IAT. IAT

summary statistics and IAT 10 highest magnitudes of FFT. IAT is the

measure of the delay between following packets

18–32 Statistics (min, max, q1, median, mean, q3, var and iqr) of Ethernet

Frame and Packet Header Size. Statistics for the Ethernet frame and

packet header size of transmitted packets in both-directions. Variations in

sizes can detect volumetric attacks

33–48 Statistics (mean, min and max) of TCP Frequency, UDP Frequency, UDP

Frequency, DHCP Frequency and DNS Frequency

49 Packet Rate. It is used to count the number of transmitted packets in a

one minute period which is useful in detecting flooding attacks

50–55 Statistics (mean, min and max) of Packet Order and Payload Length. A

count of the number of transmitted packets in each direction in a one

minute period. Such info can help in identify amplification attacks

56–58 Periodic IP Destinations, Source and Destination Ports. A count of the

number of IP destinations, source and destination ports within the

selected window. These features can indicate an anomalous connection

especially in distributed denial of service (DDOS)-attacks

59–61 Statistics (mean, min and max) of Packet Time To Live (TTL). TTL for

TCP and UDP packets. TTL is the allowed hops count for each packet. In

other words, this feature presents the lifespan of packets in a network

62–67 Statistics (mean, min and max) of TCP Window Size and TCP Payload

Size. TCP window size represents the number of packets that are sent and

acknowledged in a single acknowledgment by the receiver. This feature

considers the device memory and processing speed

68–70 Statistics (mean, min and max) of TCP Dataofs. Summary statistics of

TCP payload data offset. Data offsets communicate the data start point

to the upper network layers. The authors of [16] presented the significant

effect of this feature for identifying IoT device

71–73 Statistics (mean, min and max) of Packet Flags. Summary statistics of

TCP flags. The frequency and statistics of occurrence of each flag can

indicate the presence of a number of attacks, such as probing attacks
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4.3 Classification Network

We formalize the problem of anomaly detection classification as a one-class clas-
sification problem [18], as we are training the network with benign traffic and
expecting the network to classify network traffic as one for benign traffic and
zero or negative for anomalous traffic depending on the type of the classifier.

There are different approaches including deep learning techniques that can be
used as a base for performing one-class anomaly detection classification, specif-
ically novelty detection for IoT network traffic. There are numerous traditional
novelty detection techniques in the literature, which can be categorized into a
number of categories, such as, distance-based and density-based [19]. However,
these traditional techniques usually can not handle big data and data with dif-
ferent density regions [20]. An ideal anomaly detection classifier should i) be
easy to tune, ii) have less parameters to set and have fast run-time, iii) can scale
up to handle big data, and iv) be simple and consistent with different types of
data and different types of anomalies [20]. Isolation Forest (IF) [21] is one of
the novelty detection approaches that can handle big data challenges, and can
be easily tuned and used with different types of data and anomalies. IF focuses
on separating anomalous data, not on trained normal traffic. It usually con-
sists of an ensemble of trees, where partial models and sub-sampling are used to
isolate anomalies, with low computations and linear time in comparison to tradi-
tional distance and density-based novelty detection approaches [21]. The ability
of using sub-sampling enhances the possibility of hosting a fast execution online
anomaly detection solution that uses low memory to fit big data infrastructures
[21]. IF separates anomaly instances which are usually closer to the root of the
tree while the normal traffic instances are more likely to be at the deeper ends
[22]. Anomaly score S(x,n) for each instance reflects the possibility of being an
anomaly and is calculated using the average path length from the IF trees as
described in Eq. (1) [21]:

S =
2.E(h(x))

c(n)
, E(h(x)) =

1

L
.

L∑

i=1

hi(x) (1)

where x is the test sample, L indicates the number of trees in the forest, E(h(x))
is the calculation of the average h(x) for the ensemble of trees, n is the number
of subsampling size, c(n) is the calculation of the average h(x) for a given n and
hi represents the length of the ith tree.

In this paper, we are interested to use Isolation Forest (IF) as the novelty
classifier and we examine and compare the results of three other approaches
for novelty detection, which are, Local Outlier Factor (LOF), Elliptic Envelope
(EE), and RNN architectures. We set novelty to true for IF, LOF and EE by
setting the contamination to zero for IF and EE classifiers and setting the novelty
parameter to true for the LOF classifier. In the RNN classifier we use a fully-
connected layer followed by a sigmoid regression layer. The dimension of the
fully-connected layer is set equal to the feature dimension. The sigmoid layer
has two outputs to represent the normal traffic and the abnormal traffic. All
classifiers are trained with normal traffic to ensure classifiers learn benign traffic
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only. We expect that Long Short-Term Memory (LSTM) can also provide better
results than RNNs. This is due to the fact that LSTMs control the vanishing
gradient issue faced by RNN [23]. However, defining a time step as well as a base
to identify unusual behaviour is an issue for this technique.

5 Implementations and Results

This section presents the analysis and evaluation of the BND-IoT system.

5.1 DataSet

In our experimental studies, we choose to use the UNSW IoT analytics dataset
[12]. To the best of our knowledge, it is one of the latest and the most compre-
hensive IoT traffic datasets publicly available at the time of this writing. The
dataset includes collected and synthesised network traffic traces for 30 different
IoT devices connected to the UNSW lab infrastructure [12]. Normal traffic flow
is collected in 26 different packet capture files (PCAP files). While running the
attacks experiments, the authors of [12] collect 17 different PCAP files that cap-
ture both attack and normal traffic traces. We use the subset that is released
for the community use. This community use subset contains normal and attack
traffics of nine different IoT devices. We refer the readers to [12] and [24] for a
detailed description of the dataset.

To use the UNSW IoT analytics dataset, we first filter the traffic for each
device separately using both device MAC address and IP address. These filtered
PCAP files for each device are then separated into normal traffic and attack
traffic traces. The PCAP files that have the network traffic traces are huge in size,
accordingly pre-processing is needed (e.g., read, split files per session, normalize)
to enhance the massive amount of network traffic. We select features from the
normal traffic traces to reduce the size after vectorizing the dataset to 74 features
by using behavioral fingerprint for each device. Those features represent unique
network traffic behaviour fingerprint for each device. The extracted features are
then processed and serialized to be saved into files to enhance the management
of the data. The processed data is divided into training and validation sets to
be used for learning and prediction of normal behaviors, respectively. The same
procedure is applied to attack traces and the extracted behaviour fingerprints
are saved in separate files to be used for testing and evaluation.

5.2 Experimental Setup

We use the network traffic from nine different IoT devices. We train the neural
networks with normal traffic filtered to detect traffic of each device type sep-
arately. We develop our attack detection solution using Python programming
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language libraries (e.g., Pandas, Numpy, sklearn, keras). We divide the benign
traffic using the train-test-split module from scikit-learn library [25], into 80%
for training and 20% for validation. The attacked traffic dataset is used for test-
ing the accuracy of the proposed solution, while the validation normal traffic is
used to identify the false positive rate (FPR).

Evaluation Metrics. This work is presented as a one class classification prob-
lem based on binary classification to classify data as normal or attack. DR (detec-
tion rate) is a representation of correctly identified anomalies or can also be called
True Positives (TP), True Positive Rate (TPR), sensitivity or recall. To detect
the percentage of the incorrect classification of normal traffic as malicious, we
utilize FPR. Classification report and receiver operating characteristics (ROC)
are used to show the accuracy (TP and True Negative (TN)) and correctness of
the proposed model.

5.3 Preliminary Results

We conduct the performance evaluation of our anomaly detection solution first
considering IoT devices individually and then all together. Figure 2 illustrates
the experimental results done.

The performance results (F1-score) for different novelty detection techniques
are shown in Fig. 2-(a). The results show that IF classifier presents the best
results for most of the devices in comparison to the other three approaches.

We are able to detect 99.9% of all anomalous or malicious traffic using IF, in
other words, achieving true positive rate (TPR) of 99.9%. Figure 2-(b) demon-
strates the ROC curve of FPR and TPR for all IoT devices. The figure shows
95% or higher TPR while maintaining a low FPR, which is one of the goals
of our work. Figure 2-(c) demonstrates the IF classification report for all IoT
devices. Classification report shows the precision, recall and F1-score for each
IoT device. The overall F1-score achieved is 96.7%.

We use the validation data for calculating FPR. Any trigger for anomaly in
this data will indicate a FP as the validating data contained only benign traf-
fics. Figure 2-(d) demonstrates the DR versus False Rejection Rates (FRR) for
all devices. The malicious traffic DR for most of the devices is almost perfect
except for the Wemo motion sensor that have anomaly detection of 99%. Regard-
ing the FP, we achieve 2–7% FPR. Knowing that in real IoT network settings
that include huge number of connected devices, this FPR may not be very effi-
cient. The higher the FPs, the more false alerts generated for the infrastructure
administrators to investigate.
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Fig. 2. (a) Comparison between the Four Novelty Techniques when Tested with the
Nine IoT Devices. IF is the best achiever with average F1-score of 96.7%. (b) ROC
Curve for the IoT Devices using IF Classifier. ROC curve shows the TPR and FPR
for each of the IoT devices. The area under each of the curves is also calculated and
illustrated. (c) Classification Report for the IoT Devices using IF Classifier. The high-
est F1-score is 99% for Wemo motion sensor, Wemo power switch, Tp link plug and
Natetmo camera classifiers. While the lowest F1-score is 89% for Ihome device classi-
fier. (d) Anomalous Traffic DRs Vs (FRR) for All Devices. The blue bars represent the
malicious DR, showing almost perfect detection performance. The red bars represent
the FPR. (Color figure online)

6 Discussions

One of the early challenges that we face in this work is finding a suitable dataset
that perfectly represents an actual IoT network traffic with abundant training
and testing data. Most of the available datasets use either synthetic IoT data or
do not include IoT network traffic. Accordingly, we decide to use the IoT dataset
from [24] to prove our concept.
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Observations. In our experiments the FPR for most of the IoT device types is
low, except for the TP-Link plug and the IHome devices. The difference in the
FPR for these two devices encourage us to analyze the dataset and investigate
the reasons for the higher FPRs. The Huebulb and the Natatmo camera are
observed to have the lowest FPR. By analyzing the training data used for these
devices, we find out that these two devices has more training data instances in
comparison with the training data instances used for the devices that produce
high FPRs. The benign instances that we use for training and testing the FPs
on the four device are as below:

– 634 and 147 instances for training and testing the FPs of the Tp link plug
and Ihome classifiers respectively.

– 3,966 and 9,171 instances for training and testing the FPs of the Natatmo
camera and Huebulb device classifiers respectively.

We expect that including more training data for these devices can reduce
their FPRs.

Scalability. This work dedicates a trained classifier for each type of IoT devices,
to ensure that the proposed solution is scalable and independent on the number
of IoT device types connected to the industrial infrastructure. Adding any new
type of IoT devices to the current infrastructure, will not affect the performance
of the other classifiers within the infrastructure.

Generalization. The generated fingerprints are based on behaviour information
independent on the communication protocols and the dataset used, which makes
the fingerprinting technique useful for different datasets and environments.

Comparison with Other Techniques. Our work considers more details of
the IoT fingerprinting process and steps used as well as pre-possessing of data
in comparison to other works. Moreover, our work relies only on normal traffic
traces to train the classifier, making it possible to identify any unseen malicious
traffics. There are other works in the literature that target one-class approach to
identify anomalies. Ideally, a logical comparison should happen between models
that use the same dataset and/or same evaluation metrics. The state-of-the-
art approaches use unpublished proprietary IoT dataset. However, we discuss
the differences between the state of the art approaches and our approach, by
using a publicly available IoT dataset. On the one hand, the authors of [14]
extracted feature from each network packets and mapped them into symbols from
a sequence of 250 packets to create a fingerprint for each device, and used Gated
Recurrent Units (GRUs) [26] for identifying anomalies. The dataset included
malicious traffic generated from Mirai malware [15]. They achieved a 94.1–95.6%
DR and 0–1% FPR. On the other hand, we exploit 74 features from only a
sequence of 30 packets to create a unique behavioural fingerprint. The fingerprint
is then applied to a novelty detector, achieving an average 99.9% TPR and
average 7% FPR.
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7 Conclusion and Future Work

This paper presents a solution for a conceptual framework to encourage discus-
sions among the security community to direct more research efforts for enhancing
the security of the emerging IoT infrastructures. We propose the BND-IoT sys-
tem to detect malicious traffic within an IoT infrastructure. Our proposed BND-
IoT system is based on a novel behavioural feature selection scheme along with
the novelty detection techniques. More specifically, we exploit machine learning
and deep learning algorithms as base for detecting malicious or unusual IoT
device communications using novelty detection techniques. The main objective
from using the novelty detection techniques is to detect unseen malicious traf-
fic, even without training the network for similar anomalous traffic. The results
demonstrate that our BND-IoT system can achieve 99.9% anomalous traffic
detection and an average of 7% false rejection rate.

In the future, we will continue to improve the proposed solution on false
positives. We also plan to further develop our model with different classification
algorithms such as Conventional Neural Network (CNN) and LSTMs and com-
pare the results. Another promising direction that we present in this work and
shows promising results with very high DRs and low FPs, is the use of RNNs
as a novelty classifier, given its capability to take into consideration on recent
historical data. Moreover, we will work on increasing the training data for the
classifier and include traffic from different IoT device types to ensure that the
solution is suitable for end-to-end IoT infrastructure anomaly detection.
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Abstract. Image segmentation plays an important role in computer vision and
image processing. Level set model is a classical image segmentation method.
During level set evolution, almost all the level set energy minimization of image
segmentation are based on the gradient descent method and the finite difference
scheme. The speed of evolution is slow and easy to fall into local minima. In this
paper, we propose a fast sweeping optimization algorithm to minimize global
cosine fitting (GCF) model. When moving a pixel from the one side region to
the another side region of evolving contour, the sweeping algorithm calculates
the energy change directly and checks whether the cosine fitting energy is
decreased. With this, we can avoid solving the Euler-Lagrange equation and the
partial differential equation, which usually take a lot of time. Moreover, our
proposal is robust to initial level set contour and it automatically handles the
topological variety, algorithm automatic termination and no longer requires the
reinitialization step, parameter adjustment and the distance regularization term.
The experiments on real noise and synthetic images show the effectiveness of
the sweeping algorithm.

Keywords: Image segmentation � Global cosine fitting model � Level set �
Sweeping algorithm

1 Introduction

Computer vision is an interdisciplinary scientific field of artificial intelligence (AI), which
deals with how computers can be made to gain high-level understanding from digital
images or videos. Image segmentation is a fundamental and key problem in image
processing and computer vision [1, 2]. The goal of segmentation is to divide an image into
regions which is much easier and meaningful to analyze. During the past decades,
thousands of traditional image segmentation methods have attracted scholars’ attentions.

The active contour models is a classical traditional image segmentation method, the
level set methods (LSMs) is one famous kind of active contour models. The LSMs can
be roughly divided into edge-based models [2], region-based models [3] and hybrid
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models [4]. Edge-based models usually rely on the gradient features of the image to
construct their main external driving forces. Distance regularized level set evolution
(DRLSE) is the famous one of them proposed by Li et al. [5]. The region-based models
have a better result on segmenting images with weak boundaries and are less sensitive
to initial conditions mostly when compared with edge-based methods. The Chan-Vese
(CV) model [3] is the most famous one, it is particularly efficient for images containing
homogeneous regions with distinct intensity means. However, CV model can’t seg-
ment the image with intensity inhomogeneity. The CV model is sensitive to the
placement of initial contour and setting of initial parameters. To improve the perfor-
mance of global region-based methods, some local region-based methods and some
new region based level set models were proposed. The classical ones include the
region-scalable fitting (RSF) model [6], the local Chan-Vese (LCV) model [7], the
local image fitting (LIF) model [8] and the local intensity clustering model (LIC) [9]
etc. Min et al. [10] proposed a local salient fitting (LSF) model to effectively segment
those images with severe intensity inhomogeneity. Wang et al. [11] presented a level
set image segmentation by employing the cosine function to measure the data fitting
term of the CV model (GCF).

The traditional numerical methods usually use the gradient descent (GD) and the
finite difference to solve level set energy functional. The algorithm is simple, easy to
understand and implement by computer programming. But the evolution equation of
the level set function requires a large amount of computation, which limits the appli-
cation of the level set method in practice. Meantime, such numerical implementation
methods have some obvious disadvantages, i.e., time consumption is often too high to
meet the high requirements of evolution speed in some special applications. In order to
improve the speed of level set evolution equation, many researchers have shown an
increased interest in numerical implementation methods of evolution equation. For
example, narrow band method [12], the fast marching method [13], additive operator
splitting (AOS) [14], difference scheme and so on. Many new and efficient methods
have been proposed to solve the regional level set image segment model in recent
years. Yang et al. [15] developed an improved level set method to accelerate the
evolution of curves. Wang et al. [16] proposed the Hermite difference operator instead
of the finite difference method, but the accuracy is still not high enough. Song et al.
[17] presented a fast algorithm to solve the Chan Vese image segmentation model with
less sweep. He et al. [18] generalized the above algorithm to solve the Chan Vese
model by multiphase level set methods. Zou et al. [19] studied the pre-sweeping
algorithm for solving the Chan-Vese model. The speed is very fast and keeps all the
advantages of level set method. The sweeping algorithm can be easily extended to
arbitrary finite dimensional image segmentation. Krinidis et al. [20] generalized the
sweeping algorithm to the fuzzy energy-based active contour model, and get better
image segmentation performance. Shyu et al. [21] proposed an energy functional
including a local fuzzy energy and a global fuzzy energy to attract the active contour
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and stop it on the object boundaries. Based on gaussian mixture model (GMM) in-
tensity distribution estimator, Shyu et al. [22] constructed a fuzzy energy functional
image segment method. Boutiche et al. [23, 24] and Zou et al. [25] presented the
sweeping optimization algorithm to achieve fast segment results based on the level set
image segment model. This method does not need to meet the stability conditions, and
the parameter setting is simple. However, for strong noise images, severe intensity
inhomogeneous images, complex scene image, it can not obtain a satisfactory effect.
Zou et al. [26] studied a new Local Chan–Vese (LCV) model by using the cosine
function to measure the data fitting term in traditional level set image segment models
and present a new distance regularized based on polynomial function. Boutiche et al.
[27] proposed a fast multi-channel implicit active contour method for performing soil
and plant segmentation in color agriculture images.

Many new improved CV model and efficient methods have been proposed to solve
the Chan-Vese model in recent years. In this paper, we described a new fast algorithm
by calculating a variational energy based on the global cosine fitting energy functional.
To minimize the energy functional, instead of solving the Euler–Lagrange equation, the
cosine fitting energy are calculated directly by the fast sweeping optimization algorithm
for level set energy functional optimization. The proposed algorithm therefore over-
comes the initialization problem of the gradient descent (GD) based active contour
model and significantly improves the computational speed. Furthermore, instead of
computing the associated Euler–Lagrange equation, we apply a direct method to solve
the corresponding partial differential equation without numerical stability constraints.
The algorithm is very fast and robust to the initial placement of level set contour and
setting of the parameters. Experiments are given to show the proposed algorithm have
better performance than the traditional algorithms. Although the examples considered
in this paper are 2-D gray images, it can extend the algorithm to higher dimensional
image segmentation problems.

The remaining of this paper is structured as follows: in Sect. 2, the related model
(GCF) is introduced. In Sect. 3, a fast algorithm based on sweeping principle algorithm
for global cosine fitting energy functional is presented. In Sect. 4, some examples on
real and synthetic images are given to demonstrate the robustness and the efficiency of
the proposed algorithm. Finally, some conclusions are provided in Sect. 5.

2 Related Model

To get a better segment performance of the image with intensity inhomogeneity, Wang
et al. [11] present a global cosine fitting energy by use of cosine fitting. Let X � <2 be
the two-dimensional image domain and I : X ! < be the intensity image. For a given
grayscale image, Wang et al. [11] change the given image to a gray scale image on the
interval [0, 1]. For a given grayscale image on the interval [0, 1], the cosine function
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error preserves smaller error and more gentle than L2 norm on the interval [0, 1], so we
think the cosine fitting energy is less sensitive to the interference of the noise and
robust to low contrast than the fitting energy in the CV model. Wang et al. [11]
constructed the global cosine fitting energy as follows:

Eðc1; c2;/Þ ¼ k1

Z
X
ð� cosðI � d1ÞÞHð/ðxÞÞdx

þ k2

Z
X
ð� cosðI � d2ÞÞð1� Hð/ðxÞÞÞdx

þ l �
Z
X
dð/ðxÞÞ r/ðxÞj jdxþ m

Z
X

1
2

r/ðxÞj jð Þ2dx ;

ð1Þ

where k1, k2 are fixed parameters, d1 and d2 are two constants that approximate the
image inside and outside C, respectively. It is worth noting that d1 and d2 are on the
interval [0, 1], and the image I is also on the interval [0,1] in the rest of this paper. The
minimization of (1) can be solved by taking the Euler-Lagrange equations and updating
/ðxÞ according to the gradient descent method as the Eq. (2):

@/
@t

¼ �dð/Þ½k1 � ð� cosðI � d1ÞÞ � k2 � ð� cosðI � d2ÞÞ� þ l � dð/Þdivð r/
r/j jÞ þ mr/;

ð2Þ

At each iteration, d1 and d2 can be computed as follows:

d1ð/Þ ¼ arctan

R
X sinðIðxÞÞHð/ðxÞÞdxR
X cosðIðxÞÞHð/ðxÞÞdx ; d2ð/Þ ¼ arctan

R
X sinðIðxÞÞð1� Hð/ðxÞÞÞdxR
X cosðIðxÞÞð1� Hð/ðxÞÞÞdx

ð3Þ

Generally, the usual approach to find the solution of minimization energy func-
tional problem as in (1) is to derive its Euler–Lagrange equation and then to use explicit
finite difference to solve the above equation [11]. However, due to the numerical
stability constraint, only the small time step can be selected. The numerical algorithm is
often not efficient and the speed is slow, the parameter setting are very complex. This
might lead to the fact that to get the precisely desired results, the time step needs to be
small enough. Therefore the computational complexity is higher, and the convergence
rate is lower. In the above evolution equation, it is necessary to calculate the differential
and curvature, which brings great complexity and time. To overcome above problem,
in this paper, we describe a fast and robust algorithm.
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3 Fast Algorithm to Minimize the Global Cosine Fitting
Energy Model

In the paper [11], the authors gave a finite difference scheme of the global cosine fitting
energy model. However, the finite difference scheme in level set method has some
drawbacks, such as larger approximation error and time-cost consuming and so on. To
avoid the slow evolution and time-consuming computation in traditional level set
image segmentation model, and inspired from the work published by Song[17] and
Boutiche [23, 24], we propose a sweeping optimization principle algorithm to minimize
the global cosine fitting energy functional (1). The proposed algorithm need not to
solve any partial differential equations (PDE) and have not satisfy numerical stability
conditions. We only sweep all the pixels of the given image, and then test each pixel to
check whether the energy decreases or not when we change a pixel from the inside of
the curve to outside and vice versa. In our algorithm, we needn’t compute the time-
consuming curve curvature.

Firstly, in order to be able to make use of the cosine similarity measure, as in the
paper [11], the given gray scale image was changed into a gray scale image on the
interval [0, 1]. In the global cosine fitting energy functional measure (1), the curve
evolution is dominated by the fidelity data term which can be written as follows:

F ¼ �k1cos IðxÞ � d1ð Þþ k2cos IðxÞ � d2ð Þ ð4Þ

Remind that the Eq. (4) indicates the global region fitting energy. However, the
inside and outside energy was deducted as follows:

�cos IðxÞ � d1ð Þ if /ðxÞ[ 0

�cos IðxÞ � d2ð Þ if /ðxÞ\0

(
ð5Þ

Suppose the object is represented by A, the background is B, the corresponding
value for A and B is a and b. Given an initial partition / > 0 and / < 0, denoted by /1,
/2. Assume there are m points in /1 and n points in /2. Let d1, d2, F1, F2 be the
average and total energy for /1, /2. Consider a given point Q 2 I, for conve-
nience of calculations, assume Q 2 /1 and the intensity value of point Q is x. If we
change Q from /1 to /2, let d̂1, d̂2 be the new average for /1 and /2 respectively, and
F̂1,F̂2 be the new energy for /1 and /2. Then we can easily calculate:

d̂1 ¼ d1 þ d1 � x
m� 1

ð6Þ

d̂2 ¼ d2 � d2 � x
nþ 1

ð7Þ
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From the Eq. (5), we can get the old and new energy according to the energy inside
and outside of the evolution curve. We can construct a compute method of the cosine
fitting energy change as follows:

F̂1 ¼ F1 � k1 �cos IðxÞ � d1ð Þð Þ m
m� 1

ð8Þ

F̂2 ¼ F2 þ k2 �cos IðxÞ � d2ð Þð Þ n
nþ 1

ð9Þ

If Q change from /2 to /1, that is from inside of the curve to outside of the curve,
we can also calculate the change of energy from outside the curve to inside the curve.
The difference between the new energy and old energy is:

DF21 ¼ k1 �cos IðxÞ � d1ð Þð Þ m
mþ 1

� �
� k2 �cos IðxÞ � d2ð Þ n

n� 1

� �h i
þ mP ð10Þ

Similarly, if Q change from /1 to /2, the change of total energy is:

DF12 ¼ �k1 �cos IðxÞ � d1ð Þð Þ m
m� 1

h i
þ k2 �cos IðxÞ � d2ð Þð Þ n

nþ 1

� �
þ mP ð11Þ

where m and n are the area (number of pixels) inside and outside of the initial level
set curve / respectively, m is a nonnegative small constant. We add a length term P to
increase the performance of segmentation with noisy images. For intensity image, we
don’t need the length term.

Similar to the method of the algorithm [23, 24], the length term P is approximated
by Eq. (12).

P ¼
X
i;j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðHð/ðiþ 1; jÞ � Hð/ði; jÞÞÞ2 þðHð/ði; jþ 1Þ � Hð/ði; jÞÞÞ2

q
ð12Þ

Different the traditional finite difference scheme, the time step is not restricted as in
the present sweeping optimization algorithm. For each pixel in a certain iteration, the /
of (11) is used to calculate the change in the value of the energy functional. If the
energy decreases, the / will be change the sign, otherwise, the / keeps the same.

The main steps of the proposed sweeping optimization principle algorithm for the
global cosine fitting energy model are given as follows:
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From the above steps we can see the proposed algorithm sweeps all the pixels of the
image and then checks the energy variation for each pixel when the pixel is moved
from the inside of the evolving curve to the outside and vice versa. The algorithm
avoids solving any derivative calculations, partial differential equation and does not
require any numerical stability conditions. Consequently, there is no need for F to be
differentiable and the distance regularization term. Furthermore, sweeping principle
algorithm allows using a binary level set function during the minimization process
instead of the signed distance function, and avoids its negative effects and speeds up the
optimization process. The algorithm has many advantages, for example, robust to initial
level set contour, automatically handle the topological variety, algorithm automatic
termination. There is no need to the reinitialization step, parameter adjustment, any
stability conditions, so the segment speed dramatically improve.

4 Experiments

In this section, we present several examples to show the effectiveness and efficiency of
the sweeping optimization principle algorithm for the global cosine fitting energy
model. For simplicity, unless specifically mentioned, we set k1 ¼ k2 ¼ 255 and e ¼
1; m ¼ 0 in all the examples for the proposed sweeping algorithm. The proposed model
was programmed using MATLAB 2017a and performed on an Intel Core (TM) i7–
7700 3.6 GHz CPU, 8G RAM, and 64 bit Windows 10 operating system. In all the
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experiments, all the images use the cycle as an initial contour, the solid red lines are
used to represent the contours in each iteration.

In the first experiment, the perfect segmentation is obtained for three clean (without
noise) synthetic images with slight intensity inhomogeneous as shown in Fig. 1. It is
worth noting that the segmentation speed is very fast, it can obtain better segment
performance in only 2 sweeps on both images, which demonstrates the effectiveness
and efficiency of the proposed algorithm.

In the second experiment, we show its robustness to the parameters and the
placement of the initial contour. Fig. 2 shows the proposed algorithm converges to the
same object’s boundaries with different initial locations and radius of the contours
(intersection or not). Moreover, the experiments also show that the rapidity of

Fig. 1. Segmentation results on three clean (without noise) synthetic images with slight intensity
inhomogeneous: first column, initial contours; second column, results of the first iteration of
sweeping; third column, results of the second iteration of sweeping.

Fig. 2. Robustness to contour initialization. (a), (b) initial contours are intersection with object;
(c) initial contour is outside the object; (d) initial contour is inside the object.
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convergence is not affected by initialization. The convergence is achieved in two
sweeps in all cases.

In the third experiment, some real images are used to test the effectiveness of the
proposed algorithm. Fig. 3 demonstrates the result of the segmentations, we can clearly
see that the sweeping GCF algorithm can segment the real images with slight complex
background effectively. As the real images are more complex than the synthetic images
used above, more iterations are used to obtain the right segmentation results.

In the fourth experiment, several classical and representative level set methods are
adopted to make a comparison. We shall give two real images segmentation based on
CV model and GCF [11] based on the gradient descent and finite difference method [3],
sweeping algorithm CV [17], and the sweeping algorithm. The parameters of CV model
are setting as k1 = k2 = 255, e = 1, u = 1. The parameters of GCF model are setting as

Fig. 3. Segmentation results on real images with slight complex background. The first column is
given images; the second column is the initial contours; the third column is the results of the first
iteration of sweeping; the forth column is results of the final segmentation.
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k1 = k2 = 255, e = 1. The parameters of sweeping CV model are k1 = k2 = 255, e = 1.
The same initial contours are used on the test images in all the methods. Segmentation
results are shown in Fig. 4 and the compute costs are listed in Table 1. We can see that
the CV model and GCF model cannot converge to the right results after 50 iterations.
The proposed sweeping GCF model can get better image segmentation and used almost
the same time as the sweeping CV model, but much less time than CV model and GCF
model. The parameter setting of GCF is rather troublesome than CV model, which
requires iteration for many times to get the optimal result, as described in [11].

In the last experiment, it was to demonstrate that the proposed algorithm is more
robust to noise than the sweeping CV algorithm. The image contains Gaussian white
noise with a variance of 0.2% and Speckle noise with a variance of 2%. In Fig. 5, the
first row shows the segmentation results by sweeping CV algorithm on the mixture
noise image. Four iterations were carried out and the evolving contours of segmenta-
tion are showed as follows, the evolution time is 0.325511 s. The results in Fig. 5
show that the CV model cannot remove all of the background noise. The second row
shows the segmentation results by the proposed sweeping GCF algorithm. Four iter-
ations are also carried out and the evolving contours of segmentation are showed as in

Original image CV Sweeping CV GCF ours 

Fig. 4. Segmentation comparisons of CV model, sweeping CV model, GCF model and the
proposed sweeping GCF algorithm on real images. The first column: given images; the second
column: final segmentation results of CV model with 50 iterations; the third column: final
segmentation results of sweeping CV model when the stop condition is meet (the energy is
unchanged); the forth column: final segmentation results of GCF model after 50 iterations; the
fifth column: final segmentation results of the proposed sweeping GCF algorithm.

Table1. Iterations and CPU time of the experiment in Fig. 4

CV Sweeping CV GCF ours
Iternations/Time Iternations/Time Iternations/Time Iternations/Time

Chinese rose
600 * 800 pixs

50/32.235087 s 4/8.570009 s 50/22.333627 s 4/9.377438 s

Jasmine
800 * 1000 pixs

50/240.690795 s 2/15.128192 s 50/37.330821 s 4/16.046365 s
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Fig. 5. The sweeping GCF algorithm can get better segment performance result with
the evolution time is 0.419526 s. It can be seen from the experimental results that the
sweeping GCF algorithm is more robust to noise image than the sweeping CV algo-
rithm, although the sweeping GCF algorithm takes a little more time. The successful
segmentation of our method should owe to the usage of global cosine energy function.
Compared with Euclidean distance energy function curve, the energy curve of cosine
function is smoother at the bottom, which makes it more robust to noise images.

5 Conclusion

Although the level set image segmentation model has been widely used for decades, it
remains a popular research topic. In this paper, for global cosine energy general
function models, we describe a sweeping optimization algorithm. The algorithm uti-
lizes the sweeping optimization criterion to evolve the level set function. The algorithm
does not require solve the energy functional Euler-Lagrange equations and partial
differential equations, greatly speeds up the segmentation speed. Compared with tra-
ditional level set methods, the proposed sweeping algorithm has the advantages of fast
segmentation speed, few iterations, no need to consider Courant-Friendrichs-Lewy
conditions, no re-initialization steps, parameter adjustment, algorithm automatic ter-
mination of evolution. The proposed algorithm can be more easily extended to high-
dimensional image segmentation model.

Moreover, the proposed algorithm can be extensively applied to solve a wider range
of optimization problems for the variational image processing problem, where the
energy function is easy to compute. But the proposed algorithm is poor for complex
background image segmentation and less effective for texture images, strongly noisy
images segmentation. We will consider extending the proposed algorithm to multi-
phase segmentation, strongly noisy images, textured images, and images with complex
backgrounds cases in future.

Fig. 5. Comparison of the robust to noise of sweeping CV and the sweeping GCF. The first row:
the noise image with evolving contours of each iteration conducted by sweeping CV algorithm.
The second row: the noise image with evolving contours of each iteration conducted by sweeping
GCF algorithm.
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Abstract. Household garbage images are highly diverse in color, texture and
geometry, which poses significant challenges to garbage classification. Deep
convolutional neural network (DCNN) have recently achieved remarkable
progress due to their ability to learn high-level feature representations. It usually
requires a large number of labelled image data for training a DCNN model.
However, there are few public and mature data sets concerned on household
garbage images. This severely limits the progress of research and the state of the
art is not entirely clear. To address this problem, we introduce a new benchmark
data set for household garbage image classification. This data set is called
30 Types of Household Garbage Images (HGI-30), which contains 6′000 ima-
ges of 30 household garbage types, with complex backgrounds, different reso-
lutions, and complicated variations in sample, pose, illumination and
background. The publicly available HGI-30 data set allows researchers to
develop more accurate and robust methods for both household garbage image
processing and interpretation analysis of household garbage object. We further
study the classification problem on this data set and propose a transfer learning
based method, also provide a performance analysis, which serves as baseline
result on this benchmark.

Keywords: Household garbage � Benchmark � CNN � Transfer learning

1 Introduction

In recent years, Urban household garbage is growing at an alarming rate. It is very
important to recycle those garbage in modern society. In the process of sustainable
economic development, effective waste management and recycling are essential. In
order to recycle safely and efficiently, we need to rely on intelligent image classification
systems instead of employing a large number of workers to do this.

Garbage sorting in the real world is a very challenging computer vision task. As a
deformable object, garbage can be transformed into various shapes in various scenes.
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For example, garbage can be turned into cardboard of all shapes, bottles of all shapes. In
this case, the garbage does not lose its physical properties as garbage, but it does lose
some of the key and necessary detection properties of the garbage identification system.
In addition, almost all materials can be used as inputs to the garbage classification
system, but the number of samples we can train is limited. This requires the system to
have good generalization performance when training with a relatively small training set.

Shallow level machine learning mainly has one or two nonlinear feature layers,
such as support vector machine (SVM) [1], k-mean clustering [2], logistic regression
[3] and gaussian mixture model (GMM) [4]. By using this method, we can classify the
garbage by the spectrum, texture and other low-level visual features of the object.

However, these methods are not suitable for dealing with complex issues. Some of
the more complex problems such as the problematic image processing these methods
are not able to do.

Development of deep learning in recent years have made a breakthrough in these
aspects of research [5]. As a form of machine learning, Deep learning [6] has gradually
evolved from shallow learning to deep learning.

As a new image classification method, CNN has been introduced [7–9] with the
gradual development of deep learning. Krizhevsky et al. [7] introduced the AlexNet
network and further developed CNN. Subsequently, after AlexNet achieved good
results, some excellent architectures were successively introduced, such as VGG-Net
[9], GoogLeNet [10], ResNet [8], etc.

Such networks greatly mitigate the problems of deformation, occlusion, back-
ground clutter, which have deep impact on the performance of image classification.
However, the advanced CNNs cannot achieve better performance without a lot of
training data. Therefore, the problem of a lack of training data is urgent to be solved.

Furthermore, there are few public and mature datasets on household garbage
images. This severely limits the deep models based research.

Based on the idea of transfer learning [11], we propose a simple but effective
approach for household garbage classification. The pre-trained models on ImageNet
dataset are first investigated. In addition to the different model architectures, we also
consider using different training parameter ratios to study the influence on the exper-
iment. For the limitation of the image data, we built a new data set, 30 kinds of
Household Garbage Images (HGI-30).

There are our contribution:

1. We propose a simple but effective transfer learning based approach for household
garbage classification.

2. We construct HGI-30 – the new public household garbage image database. By
doing so, we significantly aid the development of robust methods for garbage
classification.

3. We describe in detail how this data set is created by applying image simulation
methods supported by data gathered from online sources. This allows for applying
our approach to generate high-quality benchmark image data sets for other appli-
cation areas.

The rest of this article is organized as follows. The latest progress of garbage
classification is introduced first. In Sect. 3, we set up the HGI-30 data set and gave the
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methods and details. In Sect. 4, the details of our experiment are mentioned. There are
the results of using different approaches in the new data set we created ourselves, as
well as the effect of fine-tuning the ratio of parameters. Finally, conclusions and future
work are drawn in Sect. 5.

2 Related Works

One of the early research results is intelligent garbage classification based on Bayesian
framework, which is a classic pattern recognition method. Liu et al. used Bayesian
Classification to implement Material classification. In the dataset, they used Color,
SIFT, micro texture and outline shape features [12]. Because it requires manual feature
extraction, this method cannot be perfectly automated, despite an excellent mathe-
matical background.

The latest effort by the TechCrunch Disrupt Hackathon team is to create an auto-
mated trash can. The purpose of this process is simply to sort the waste [13]. Another
project related to environmental resource recovery is the use of smartphone applica-
tions by utilizing imaging method [14] to classify garbage. They obtained the data set
through Bing image search and trained it using the Alexnet model. The accuracy rate
after the training stage was about 87.69%.

A garbage image dataset named “TrashNet” was made which consist of cardboard,
plastic, paper, glass, metal and other rubbish. Each type of garbage has about 400
images. Thung et al. extracted SIFT features from the images and then used the CNN
structure to classify the images. In this study, they used different parts of classifiers for
comparative analysis and adopted a variety of fine-tuning models [15].

Based on TrashNet dataset, Cenk et al. experimented with some CNN models, such
as scratch and fine-tuning models. In the scratch model, the Inception-Resnet model
achieved the highest classification with a test accuracy of 90% [16]. Umut et al. used
two different classifiers to test the performance [17]. Based on the fine-tuning model.
They used Support Vector Machine and Softmax.

In this paper, we created a data set, HGI-30, which contains 6000 household
garbage images. It was made up of 30 types of garbage. And a method of household
garbage classification based on transfer learning is proposed. For VGG16, lnceptionV3
[18] and Resnet50, three pre-training models, we design different training parameter
ratios to research the classification effect.

3 Materials and Method

3.1 Review of the CNNs

For image classification task, deep convolutional neural network (DCNN) is signifi-
cant. DCNN is one of the core algorithms of deep learning. It mainly consists of
convolutional layer, max-pooling layer, fully-connected layer and softmax classifica-
tion layer. The original image features are extracted by alternating stacking of
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convolutional layer and pooling layer to obtain the generalized abstract representation
of the image. The convolutional layer is described in detail below.

A three-dimensional vector of size W � H � N is the input of the convolutional
layer, with N two-dimensional feature maps Xl�1

i (i = 1,…,N). A three-dimensional
vector W 0 � H0 � M is the output of this layer, which is composed ofM feature maps
Xl
j (j = 1,…,M). M learnable kernels klij (also called weights or filters) of size F �

F � N are convolved with the input feature maps.
Then, through the nonlinear activation function, the output feature maps Xl

j (j = 1,
…,M) becomes. Therefore, each feature map of the convolutional layer is calculated as

Xl
j ¼ f

XN

i¼1

Xl�1
i � klij þ blj

 !
ð1Þ

where is the two-dimensional discrete convolutional operator and blj denotes the
learnable bias parameter of the j-th output feature map.

Multiple filters can work together in a certain layer at the same time, due to the
principle of weight-sharing. The quantity of parameters is only related to the type of
filter. The efficiency of feature extraction will be improved while the complexity of the
model reduced. Each filter is responsible for extracting a certain feature on the input
image. At one time, it identifies only a small area of the image, which is passed to the
next convolutional layer. Therefore, the low- level features tend to be abstract and
local. The receptive field of the convolution kernel gradually expands, as the level
becomes deeper and deeper. The high-level features become more specific and global.

3.2 Transfer Learning

As a machine learning method, transfer learning takes the task A model as the initial
position and reuses it in the process of developing the task B model. The feature
extraction capability of task A model can be fully released and utilized.

Most CNN architecture consists of approximately tens of millions of parameters.
Using random parameter initializations to train such large parameters directly from
thousands of training image data can be problematic [19]. Therefore, we used part of
the pre-trained CNN model that appeared in the ImageNet Large Scale Visual
Recognition Challenge in this work. The ImageNet data set is widely used as a training
set in various image classification studies. It divides these large number of images into
1000 object categories. There are more than 1.2 million images. Then, We transfer
these pre-training models to a new model to better fit the special task.

For the full connection layer of these models, the old one will be replaced by the
new one. Since our task-specific dataset HGI-30 contains 30 types of household gar-
bage, the output vector dimension becomes 30.

3.3 The Fine-Tuning Stage

For a new data set, we adjust the model parameters to make a pre-trained DCNN model
with specific parameters adapt to the new task, which is the idea of fine-tuning. For a
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typical DCNNs, the features of the low-level are generally extracted from the previous
layer. Basic features like lines, edges, etc. The top layers are the advanced features that
are relevant to the new task. Therefore, the low-level parameters of the pre-training
model can be transferred. The parameters of the upper-level model need to adapt to the
specific task in the fine-tuning stage.

In this research, we designed different training parameter ratios to control the
amount of the update parameters. By freezing different training layers, we explored the
influence of different training parameter ratios for our specific image classification task.

3.4 Benchmark

In order to better study the garbage image classification field and evaluate the new
method proposed by us, a new data set was established. The new household garbage
image classification dataset HGI-30 contains 6,000 images. It contains 30 types of
household garbage. We capture these images through photography.

(1) Sample Variations:

The change of sample is an essential factor that affects the detection of garbage image
significance. Different samples will change in real applications. To assess its effec-
tiveness, we considered four different samples of each type of garbage, as shown in
Fig. 1.

Fig. 1. The garbage images captured with four different sample variations
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(2) Pose Variations:.

To capture a garbage image of an object in different poses, we considered four sides
(left, right, front and back) of a garbage object. We use the camera to take a garbage
image on each side. For each garbage object, we get four garbage images. Figure 2.
shows an example of the four directions for each garbage object.

(3) Background Variations:

While it is nice to see that significant progress has been made by many image
recognition methods at present, their performance is still unsatisfactory in some special
cases, such as complex image background. Therefore, background variations are very
important for the performance evaluation of image database and garbage classification
method. So, for the HGI-30 data set, we consider three background changes. Figure 3
shows some sample garbage images under three different backgrounds.

Fig. 2. Two typical garbage objects with diverse postures: (a) left-, (b) right-, (c) front-, and
(d) opposite-, for each garbage object.
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(4) Illumination Variations:

In the process of garbage image capture, we chose three different lighting conditions.
Figure 4. shows the sample garbage images under three different illumination
conditions.

There are 6000 garbage images in this data set, all in RGB color format. For the
original image, the resolution per image is up to 2048 � 1536 pixels. The storage
capacity required for the entire database is approximately 19.1 GB, which we consider
being a conundrum for researchers using this data set. The proportional scaling with a
down-sample factor 1/4 is something that we have taken into account to mitigate this
problem, and doing so still retains most of the vital information. Therefore, all the
images were processed by us and reduced to 512 by 384 pixels. When this is done,
each original image resolution becomes a quarter of the original image resolution.

Fig. 3. Garbage objects at different background variations.
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4 Experiments and Results

In this research, Keras [20] library (Version 2.2.4) with TensorFlow backend was used
on Windowl0 Professional platform. In the experiment, GTX1080 was used with Intel
Core i7–8700 CPU at 3.2 GHz and 16 GB memory.

For VGG16, InceptionV3 and Resnet50, three pre-training models, we fine-tuned
the weight of those models. We set a number for the learning rate, which is 0,0001.
Stochastic gradient descent with 0.9 Nesterov momentum was used by us. Set the batch
size to 32. In addition to studying different model architectures, the impact of different
training parameter ratios was also considered.

It is divided into two groups of image data. Seventy percent of this data is used for
training and 30 percent for validation. For the data we built, we also used several
different data augmentation methods, including vertical flips and 15-degree random
rotation. The purpose of this is to make the generalization ability of neural networks all
improve.

Table 1 shows the results in the comparison experiments. Figure 5 show accuracy
for different training parameter ratios on VGG16, InceptionV3 and Resnet50.

The experimental results show that this transfer model based on neural network can
achieve better classification accuracy. In the fine-tuning experiment of 6000 image data
sets, all the DCNN-based models we tried could reach more than 90% accuracy in the

Fig. 4. The garbage images captured with three different lighting variations.
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test. For some models, such as EfficientNetB2, it scored a high 96.6%. Compared with
the traditional classification method, our proposed method has more advantages.

With using appropriate training parameter ratio, we achieved excellent performance
improvement of the pre-training model. In our experiment, Inceptionv3 model has the
highest test accuracy, reaching 97.5% when the training parameters account for 75%
(Fig. 6).

(a)apple core (b)banana peel (c)disposable
paper cup

(d)abandoned
mask

(e)cigarette butt (f)plastic drink
bottles

(g)disposable
lunchbox 

(h)waste paper

(i)glass bottles (j)soda can (k)paper box (l)residue of tea

Fig. 5. Some sample images of HGI-30 dataset.
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5 Conclusions and Future Work

The classification of household garbage images attracts much research interest. In this
paper, we first review several recent work on the household garbage classification. We
found that all of them either are not suitable for our domain or have significant
shortcomings. This inspired us to develop a new benchmark data set for household
garbage classification, HGI-30.

Table 1. The performance comparison of different household garbage classification methods on
HGI-30. As far as test accuracy is concerned, the bigger the better. Note that “ours” is to train
InceptionV3 with 75% of the training parameter ratio.

Method Test accuracy(%) Data aug

SIFT [21] + BOVW 64.5 +
HOG [22] + SVM 67.8 +
VGG16 90.5 −

VGG16 91.3 +
ResNet50 92.6 −

ResNet50 94.5 +
InceptionV3 93.5 −

InceptionV3 95.1 +
Mobilenet [23] 92.3 +
DenseNet121 [24] 96.2 +
Xception [25] 95.5 +
EfficientNetB0 [26] 96.1 +
EfficientNetB1 [26] 96.4 +
EfficientNetB2 [26] 96.6 +
Ours 97.5 +
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Fig. 6. Accuracy for different training parameter Ratios.
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On the new data set HGI-30, transfer learning was used on the DCNN architecture
to achieve the highest accuracy. We also investigate different training parameter ratios
for studying the performance of transfer learning. For this limited dataset of household
garbage, we obtained 97.5% test accuracy.

From the experimental results, we argue that the transfer learning based intelligent
system could effectively perform garbage classification task. It is also a promising
example of the use of artificial intelligence or more specifically deep learning on behalf
of ecological consciousness.

In the future, we plan to experiment with different optimization algorithms and
different classifiers. We will enrich and perfect our proposed HGI-30 data set, and then
make it available to the public.
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Abstract. With the construction and development of civilized cities, image
based garbage classification has gradually become an important concern in
computer vision community. During the algorithms for image classification, the
strong ability of Convolution Neural Networks (CNNs) in feature learning
makes it the most successful approach at the moment. However, the parameters
of CNNs model are very huge, and its training usually depends on a large
amount of samples. In this article, we tackle the problem of lightweight neural
network based garbage image classification, which aims to learn classifier with a
small number of model parameters. Specifically, we utilize the MobileNetV2 for
the backbone of feature extraction network and jointly train such two nets in a
way of deep mutual learning. It realizes the information distillation between the
teacher and the student. With this, we can significantly improve the learning
ability of the MobileNetV2 based lightweight neural network. The experimental
results on a self-assembled dataset show that our proposal effectively classifies
the garbage and achieves a classification effect batter than the state of the arts in
terms of testing accuracy, time and model size.

Keywords: Garbage classification � Lightweight neural network � Deep mutual
learning � Distillation

1 Introduction

Urban domestic waste is increasing at an annual rate of 5%–8%. Many cities are facing
the problem of “garbage siege” [1]. A large amount of garbage is randomly discarded
without classification, which causes environmental pollution and affects people’s living
standards. Therefore, it is urgent to solve the garbage classification problem. At pre-
sent, the domestic garbage treatment mainly relies on manual sorting, which is unfa-
vorable to the health of the staff. Moreover, the manual sorting efficiency is low, which
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cannot meet the demand for large amounts of garbage. In addition, the types of
manually sorted garbage are extremely limited, and most garbage cannot be recycled,
resulting in a huge waste of resources. With the development of computer vision
technology, we argue the possibility of automatically sorting and sorting garbage. It can
greatly reduce labor costs and improve sorting efficiency. Therefore, it is valuable for
studying the garbage image classification by combing the modern successful computer
vision algorithms.

Early years, there were many major achievements in computer vision technology,
one of which was feature extraction combined with classifiers to classify images. For
example, Ma et al. [2] proposed the research of pipeline inner surface image classifi-
cation algorithm based on support vector machine and distance measurement; Li et al.
[3] proposed the SVM learning strategy based on the improved LBG algorithm; In [4],
Ren et al. proposed Research on image scene classification based on LDA topic model.
However, these traditional image processing methods require manual feature extraction
and specific methods for specific problems. If the features are not properly selected, the
classification performance and the model robustness will be poor.

Deep learning is a relatively new artificial intelligence technology. Convolutional
neural networks (CNNs), with their powerful learning and feature expression abilities,
have achieved better results in many applications of computer vision compared with
traditional methods. Recently, deep learning based methods are constantly studied for
image classification task. These methods can be mainly divided into two types, namely
deep networks and lightweight networks. Deep models are the standard network model,
such as LeNet5 [5] proposed by Yann LeCun et al., AlexNet [6] proposed by Kriz-
hevsky et al., and later VGG [6], ResNet [7], GoogleNet [8]. Except the deep models,
lightweight neural network also attracts much research interest. As we know, Mobi-
leNet [9] is the most representative one.

However, the above neural network structure has limitations, such as the inability to
balance the parameters and learning ability. For example, the VGG16 parameters are
too large and the model size occupies 500 MB, so it requires more computer resources
and cannot be used on general machines. The lightweight neural network MobileNet
has fewer parameters and consumes less resources, but its learning ability is limited. In
response to the above two issues, we propose a lightweight neural network based
approach, which utilizes the MobileNetV2 [10] as a backbone for feature extraction
network, and combines with deep mutual learning [11]. By introducing the mutual
learning, we can realize the knowledge transfer from the teacher model to the student
model at a low memory and a fast execution. As a result, a simple student network
learns from each other and supervises each other to have good performance ability [12].

This model performs surprisingly on a garbage dataset composed of 12 common
garbage and a total of 12,000 garbage pictures. The results show that the model used in
this paper not only greatly reduces the number of parameters of the neural network, the
training speed is 1/5 of VGG19, but also improves the accuracy of the MobileNetV2 by
2.8%.
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2 Related Work

In 2016, Yang et al. constructed the TrashNet Dataset for public garbage classification,
which contains 6 categories and a total of 2,527 images, including 403 cardboard, 501
glass, 410 metal, and 594 paper. 482 pieces of plastic and 137 pieces of other waste
materials. Mindy Yang conducted preliminary experiments on this dataset and achieved
63% accuracy with the SVM method [13]. Later researchers quickly followed up. For
example, Stephenn L. Rabano used the lightweight neural network MobileNet and
achieved a test accuracy of 87.2% [14]. Ozkaya compared a variety of classification
and extraction feature networks with classifiers and found that GoogleNet with SVM
classifier has the best effect on the TrashNet Dataset so far [15], with an accuracy of
97.86%. In addition, Gaurav Mittal self-made GINI, which is a non-public dataset
containing 2561 spam images, and used the GarbNet model to obtain an accuracy of
87.69% [16]. There are few domestic researches in the field of garbage classification.
Wu Jian used traditional computer vision methods to manually extract color and texture
features in 2016 to achieve the separation of garbage and background in laboratory
scenes [17]. Xiang Wei used the improved CaffeNet to recognize water surface garbage
with an accuracy of 95.75% [18]. Zheng Hailong used the SVM method to conduct
research on the classification of construction waste [19]. In 2019, Huawei organized a
garbage image classification competition and constructed dataset with more than
10,000 samples, which further promoted the development of this field.

3 Innovation

The classification standards of domestic waste in various regions of our country are
different. They can be roughly divided into four categories: kitchen waste, recyclable
waste, hazardous waste, and other waste. Each category contains several sub-
categories, which are numerous and complex. Domestic research on garbage identifi-
cation and classification is still in its infancy, and existing classification algorithms are
rarely used in this field. Based on a large number of relevant researches at home and
abroad, this topic proposes a classification network structure used on a lightweight
neural network MobileNetV2 based on deep mutual learning for the current problems
in garbage image classification. The innovative work of this paper has the following
aspects:

A relatively representative garbage image dataset was created, including 4 cate-
gories, 12 sub-categories, and 12,000 images.

In-depth study of the deep learning models MobileNet V1, MobileNet V2, and
deep mutual learning model, and combined them. In addition, made several versions of
improvements: model structure, optimizer and learning rate adjustment strategy. In the
experiment, the model was visually tested, and the reasoning process and performance
of the model were evaluated more deeply.

Propose a lightweight neural network DML_MobileNetV2 model architecture
based on deep mutual learning, which significantly reduces model capacity, improves
model calculation speed, can be better applied in embedded devices, and overcomes
disadvantages such as low precision.
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4 Experimental Dataset and Preprocessing

In deep learning, the construction of a dataset is very important, which is the basis for
subsequent experiments and research. We used 12 kinds of common garbage datasets
as the original datasets for this experiment, and did data preprocessing and image
enhancement.

4.1 Dataset Architecture

Garbage is divided into kitchen waste, recyclable garbage, hazardous garbage, and
other garbage. We chose three common garbage from each category, a total of 12
categories, and 4500 pictures as the original dataset of this experiment (Table 1).

4.2 Dataset Preprocessing and Data Enhancement

The source of the dataset used in this article is from camera collection and web image
crawling, with different image sizes. Therefore, it is necessary to cut the image into 224
* 224 to meet the neural network model’s requirements for the input data format.

The original dataset is not uniformly distributed and the total sample size is too
small, which may easily cause over-fitting. In this experiment, we needed to enhance
the dataset; each kind of dataset can be enhanced to about 1000, and the total number of
samples is about 12000. At the same time, the dataset is divided into training set and
test set at a 9:1 ratio.

Table 1. Garbage and the number of samples of each species

(1) Battery 350 (2) Ointment 150 (3) Light tube 100 (4) Beef 600

(5) Egg 500 (6) Leftovers 350 (7) Pencil 320 (8) Bag 710

(9) Mobile phone 600 (10) Face mask 320 (11) Power bank 350 (12) Ticket 150
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5 Garbage Classification Model Architecture

In view of the shortcomings of common neural networks, this paper proposes to use
two MobileNetV2 models, combined with deep mutual learning methods, so that these
two lightweight models can achieve high efficiency and precision. It can effectively
solve the problems of large memory requirements and weak learning ability of common
neural networks.

5.1 MobileNetV2 Model Architecture

Andrew Howard also proposed an improved version of MobileNetV2 on the basis of
MobileNetV1 in 2018. MobileNetV2 is a lightweight model, which is characterized by
a small model, fast calculation speed and can be deployed on mobile and embedded
devices. It is characterized by the use of deep separable convolution instead of standard
convolution, and the introduction of an inverted residual network structure.

Standard Convolution. The input feature matrix of standard convolution is DF * DF,

the size of the convolution kernel is DK * DK, M is the depth of the input feature matrix,
and N is the depth of the output feature matrix (Fig. 1).

Standard convolutions have the computational cost of:

DK � DK �M � N � DF � DF ð1Þ

Depth Separable Convolution. Depth separable convolution is dividing the tradi-
tional convolution process into two parts: Depthwise Convolutional Filters and Poin-
twise Convolutional Filters. Depthwise Convolutional Filter uses each channel of the
input feature matrix to correspond to a convolution kernel when calculating convolu-
tion. This step only changes the height and width of the input feature matrix, while the
number of channels remains unchanged. Pointwise Convolutional Filters use a 1 * 1
size convolution kernel for convolution, which only changes the number of channels of
the feature matrix .

Fig. 1. The calculation process of standard convolution

216 X. Liu et al.



Depth separable convolution have the computational cost of:

DK � DK �M � DF � DF þM � N � DF � DF ð2Þ

Through calculation, it can be known that the depth separable convolution will
reduce the amount of parameters (Fig. 2):

DK � DK �M � DF � DF þM � N � DF � DF

DK � DK �M � N � DF � DF
¼ 1

N
þ 1

D2
K

ð3Þ

If we take a 3 * 3 convolution kernel, we know that the amount of parameters is
approximately reduced by 9 times.

Inverted Residual Structure of MobileNetV2. The inverted residual structure is to
first perform 1 * 1 convolution of the input feature matrix to increase the dimension,
then perform 3 * 3 convolution, and finally use 1 * 1 again to perform the dimension
reduction operation, which can improve the feature extraction ability of the model.

At the same time, the ReLU is replaced with Linear. The features that are less than
zero are input to the ReLU function, and the output is all zero. This will cause the
features that have been compressed to be compressed again, and the loss is relatively
large. Therefore, after the layer with fewer channels, linear activation is used instead of
ReLU (Fig. 3).

Fig. 2. The calculation process of depth separable convolution
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5.2 The Experimental Model Architecture

This experiment uses a deep mutual learning model, combined with the MobilenetV2
backbone feature extraction network. The deep mutual learning model is derived from
the knowledge distillation model. Two lightweight models learn from each other and
guide each other during the training process. With this method, a compact network can
be obtained, and a good classification effect can be achieved while greatly reducing the
amount of parameters (Fig. 4).

In the deep mutual learning network, in the training process of each backbone
feature extraction network, on the one hand, it improves its own prediction accuracy
through self-supervised learning; on the other hand, it should fit other network pre-
diction results as much as possible.

Fig. 3. Inverted residual network structure diagram

Fig. 4. Schematic diagram of the deep mutual learning model of this experiment
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Given N samples of M categories, it is expressed as X ¼ Xif gNi¼1, the corre-
sponding label of each sample can be expressed as Y ¼ Yif gNi¼1, where yi2{1,2,…,M}.
After the sample xi is extracted by the MobileNetV2 neural network, it is classified
using the Softmax [20] classifier, so the category probability formula generated by the
classification is:

pm1 ðxiÞ ¼
expðzm1 Þ

PM

m¼1
expðzm1 Þ

ð4Þ

For multi-class classification loss, we use the cross-entropy loss function, the
formula is:

Lc1 ¼ �
XN

i¼1

XM

m¼1

Iðyi;mÞ logðpm1 ðxiÞÞ ð5Þ

We use KL divergence to measure the predicted values p1 and p2 of the two
networks. The KL divergence of p2 to p1 is:

DKLðP2jjP1Þ ¼
XN

i¼1

XM

m¼1

pm2 ðxiÞ log
pm2 ðxiÞ
Pm1 ðxiÞ

ð6Þ

In summary, the total loss function of a MobileNetv2 network is:

L ¼ Lc1 þDKLðP2jjP1Þ ð7Þ

6 Experimental Results and Analysis

6.1 Experimental Environment and Parameter Settings

This experiment uses the Ubuntu16.04 operating system to build a deep learning
environment, a NVIDIA GeForce GTX 1060 graphics card, Python 3.6 for a pro-
gramming environment, and the framework is PyTorch 1.0.0.

This paper uses the MobileNetV2 model based on deep mutual learning for
experimental training. The experimental process is set to 200 iterations, the optimizer is
Adam, the initial learning rate parameter is set to 0.001, the learning rate decay is set to
gradient decay, and cross-entropy loss is combined KL divergence is used as the loss
function of this model.

6.2 Experimental Results

The average accuracy of the test set of the MobileNetV2 composite neural network
based on deep mutual learning proposed in this paper is as high as 97.9%, while the
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two models are only 28 MB in total. We feed the training set images to the neural
network for training, and obtain the loss value of the training set. After each iteration is
completed, the test set is fed to the neural network to obtain the accuracy.

The experimental results show that the neural network participating in the com-
parison experiment, the loss value of the training set and the accuracy value of the test
set converge after 20 iterations. Compared with MobileNetV2, DML_MobileNetV2
neural network converges faster, converging within 140 rounds of iteration. The loss
value of the training set is 0.10, which is 2% lower than the loss value of the Mobi-
leNetV2 training set. Compared with VGG16, DML_MobileNetV2 has more obvious
advantages, and the loss value of the training set is 6.2% lower. The training results are
shown in Fig. 5.

After the completion of 200 iterations, the average accuracy, recall, and specificity
of each type of garbage image are shown in the following Table 2. It can be seen from
the table that the highest accuracy rate is eggs and bills, and the lowest is packages.
This is because the shape of eggs and bills is relatively simple, and feature recognition
is relatively easy, while the shape of the package is rich in colors, which makes feature
recognition difficult, which leads to a higher probability of model misjudgment.

Fig. 5. Single MobileNetV2 (a) VGG16 (b) MobileNetV2 train dataset loss and test dataset
accuracy based on deep mutual learning (c)
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Compared with other image classification models, the advantages of the Mobile-
NetV2 model based on deep mutual learning are shown in Table 3 below. The accu-
racy of the ResNet50 image classification model on the test set is 0.1% higher than that
of DML_MobileNetV2, but the size of the model is 3.5 times that of DML_Mobile-
NetV2, which is not suitable for deploying mobile terminals. The size of a single
MobileNetV2 image classification neural network model is only half of the
DML_MobileNetV2 network, but the accuracy rate on the test set is lower by 2.8%.
Other models participating in the comparison experiment, such as AlexNet, VGG16
and VGG19, are far inferior to DML_MobileNetV2 in terms of model size and
accuracy of the test set.

Table 2. Confusion matrix representation

Precision Recall Specificity

Bag 0.95 0.98 0.99
Battery 0.97 0.96 0.99
Beef 0.99 0.97 0.99
Egg 1.00 0.99 1.00
Face mask 0.99 0.99 0.99
Leftovers 0.98 0.97 0.99
Light tube 0.99 0.98 0.99
Mobile Phone 0.98 0.97 0.99
Ointment 0.97 1.00 0.99
Pencil 0.98 0.97 0.99
Power Bank 0.96 0.98 0.99
Ticket 1.00 1.00 1.00

Table 3. Compared with other models, the advantages of this model are shown in the following
table:

Model size Accuracy Speed/epoch

AlexNet 56 MB 90.2% 49.04 s
VGG16 528 MB 94.8% 272.43 s
VGG19 549 MB 95.0% 315.53 s
ResNet50 99 MB 98.0% 124.13 s
MobileNetV2 14 MB 95.1% 51.25 s
DML_MobileNetV2_1/_2 14 MB/14 M 97.9%/97.9% 62.37 s
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7 Conclusion

This article uses a combination of lightweight neural network MobileNetV2 and deep
mutual learning. Two MobileNetV2 neural networks do not only need to fit the training
data during the training process, but also the prediction results of another network. The
two networks learn from each other, which can greatly improve the performance of the
network. According to the results, this method effectively improves the weak learning
ability of lightweight neural networks, and avoids the problems of too many common
neural network parameters and poor transplantation. This paper uses this method to
effectively classify common garbage, with a recognition accuracy as high as 97.9%,
helping solve the problem of difficult garbage image classification to a certain extent.
Additionally, because of its few parameters and fast running speed, it can be embedded
in mobile devices, which has a good application prospect in automatic garbage
classification.

Due to the large amount of data in the process of camera shooting and web
crawling, the original dataset will have inconsistencies between the image content and
the label, which will reduce the adaptability of the model. Therefore, compared with the
application of deep learning in other areas, the accuracy of the model trained in this
article will be further improved after optimization.
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Abstract. In online HPC education platforms, a large amount of edu-
cational resources are in the form of video. It is desirable to provide
better QoE (Quality of Experience) for students when they are viewing
these educational resources. Compared to traditional constant bitrate
(CBR) encoding, variable bitrate (VBR) encoding can achieve better
video quality and reduce network bandwidth. However, previous adap-
tive bitrate (ABR) schemes were commonly designed for CBR encoded
videos. Such ABR schemes are not suitable to stream VBR encoded
videos whose chunk sizes fluctuate rapidly. In this paper, we propose a
novel ABR scheme call VBSSR, which takes the characteristics of VBR
encoded video into consideration. The basic idea of VBSSR is to stream
video chunks with complex scenes at a low bitrate level to reduce band-
width consumption, and then boost the video quality by leveraging the
technique of super-resolution (SR) at the client-side. VBSSR trains a
deep reinforcement learning (DRL) based neural model to jointly make
bitrate selections and decide which chunks to be enhanced. We con-
duct extensive trace-driven evaluations to compare VBSSR with other
state-of-the-art methods. The experiment results show that our method
significantly outperforms existing approaches with improvements in the
average video quality by at least 37.1% while reducing the rebuffering
time by 24.3%–75.9%.

Keywords: Adaptive video streaming · VBR encoding ·
Super-resolution

1 Introduction

Recent years have witnessed tremendous growth in video streaming market to the
fields of research, science, and education. High-quality education and technology
have the power to change the world by developing the human talent required to
seize the opportunities that arise from global change, e.g., the HPC education
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platform [9,18]. The video streaming technology can be regarded as an enabler
and a complementary tool for high-quality HPC education. According to Cisco
Visual Networking Index [4], nearly 79% of the world’s mobile data traffic will
be video by 2022. In order to maximize the gains of video on HPC education
platform, it is imperative for video content providers to ensure good quality of
experience (QoE).

Generally, a video can be encoded in constant bitrate (CBR) and variable
bitrate (VBR) modes. CBR mode encodes the chunks on the same track with
a relatively fixed bitrate. In contrast, VBR mode allocates higher bitrates to
the complex scenes while maintaining an average bitrate throughput. Recently,
video content providers have moved towards adopting VBR encoding since it
presents the ability to realize better video quality with the same average bitrate
than CBR [13].

It is exceptionally difficult to provision and share video contents without the
right set of streaming methodology. Adaptive bitrate (ABR) algorithms have
emerged as the primary tool to improve QoE. The video streaming servers encode
original videos into multiple tracks with different bitrate levels and segment the
videos into equal-duration (e.g., 4 s) chunks. ABR algorithms run at the client-
side and adaptively select a suitable bitrate for each video chunk underlying a
dynamic network condition. It is challenging to design an efficient ABR algorithm
due to the conflicting goals of QoE metrics (high quality, minimal rebuffering,
smoothness, etc.) and inherent instability of network throughput. Prior works
developed ABR schemes based on different factors such as estimated network
throughput and playback buffer occupancy via fixed rules, control theoretic-
based methods, deep learning-based methods, etc.

Despite the above works, challenges remain in the scenario of VBR video
streaming: 1) The chunk sizes of VBR videos vary rapidly, and the risk of
rebuffering increases when streaming complex chunks. 2) The cascading effects of
bitrate selection is larger compared to CBR mode (e.g., selecting a high bitrate
level for a complex chunk consumes much bandwidth and buffer). 3) the quality
of complex chunks suffers degradation in a low bitrate level, which leads to poor
QoE metrics. Most existing ABR schemes designed for CBR encoding are not
suitable to stream VBR videos because they typically assume a track’s average
bitrate to be the bandwidth requirement.

To address the above challenges, we propose VBSSR (Variable Bitrate
encoded video Streaming with Super-Resolution), a novel ABR scheme for VBR
video streaming. VBSSR adopts the technique of super-resolution (SR) to boost
the quality of video chunks at the client-side, trading the client’s computation
capacity for a reduction of bandwidth consumption. It is intuitive that stream-
ing complex chunks with relatively low bitrate levels can save more bandwidth
compared to simple chunks. Moreover, the profit of enhancing complex chunks
is higher than that of simple ones. In particular, VBSSR selectively enhances a
part of chunks (e.g., complex chunks) rather than all of them to meet the real-
time requirement. A deep reinforcement learning (DRL)-based model is designed
to adaptively choose the bitrate level for each chunk and make the decision on
which chunks to be enhanced.
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In summary, our contributions in this paper can be concluded as below:

– We propose a new framework called VBSSR for ABR streaming in views of
VBR encoding videos, making full use of the computation capacity of clients
to improve QoE and save numerous network bandwidth.

– We carefully design a deep reinforcement learning algorithm to select the
bitrate level for each chunk and decide which chunks to be enhanced by SR
to boost the video quality.

– We evaluate the performance of our proposed method through extensive
experiments. The simulation results show that VBSSR outperforms the exist-
ing ABR scheme with significant improvement of QoE metrics, while effec-
tively reducing the rebuffering time and bandwidth consumption.

The rest of the paper is structured as follows. In Sect. 2, we first review
the existing related works. Then, we introduce the system model and formally
formulate the problem in Sect. 3. The details of our DRL-based ABR algorithm
is proposed in Sect. 4. In Sect. 5, we conduct a series of experiments to provide
performance evaluation. We conclude this work in Sect. 6.

2 Related Work

With the explosive growth of HTTP-based video traffic, the research on the ABR
algorithm has become pretty active in recent years. The existing works consider
different influence factors to study bitrate adaption for optimizing QoE.

Rate-based (RB) methods [8,17] estimate the bandwidth according to the
past observed network throughput and make choices based on the estimations.
In contrast, buffer-based (BB) [5,7,16] methods pay attention to the client’s
playback buffer occupancy. As the most recent buffer-based approach, BOLA
[16] is an online control algorithm using Lyapunov optimization and does not
require the prediction of available network bandwidth. Furthermore, Yin et al.
[22] combine the above two elements and maximize QoE over a horizon of sev-
eral future chunks with Model Predictive Control (MPC). PIA [14] is another
control-theoretic ABR framework leveraging Proportional-Integral-Derivative
(PID) control concepts to maintain a target buffer level and it occurs smaller
runtime overhead compared to MPC. Oboe [1] integrates several basic ABR
schemes and adaptively switches schemes to select bitrates. The more intelligent
existing works introduce machine learning to “learn” ABR schemes without any
presumptions. Mao et al. [10] proposed Pensieve that first applies DRL algo-
rithms to train RL agents based on the network throughput traces and video
data. Huang et al. [6] presented a video quality-aware ABR approach called
Comyco to train policy via imitation learning.

However, the above schemes are designed for the CBR encoded videos and
they simply use average bitrates to make adaption decisions. Therefore, most
of them suffer QoE degradation when streaming VBR encoded videos whose
chunk sizes are violently fluctuant even in the same bitrate level. There are few
works focus on VBR video streaming in recent years. Qin et al. [13] analyzed the



VBSSR: Variable Bitrate Encoded Video Streaming with Super-Resolution 227

Fig. 1. System overview

distinguishing characteristics of VBR encoding and presented CAVA using PID
control-theoretic to deliver high-quality chunks. But this scheme is relatively
conservative. Benefit from the development of the client’s computation capacity,
NAS [21] is proposed to boost the quality of video chunks by adopting super-
resolution based on deep neural networks (DNNs). Different from the prior works,
we take the characteristics of VBR encoding into consideration and integrate SR
technique into VBR encoded video streaming to optimize QoE metrics.

3 System Model and Problem Formulation

In this session, we first introduce the framework of our proposed VBSSR system,
then provide the problem formulation and our goal.

3.1 System Overview

In the VBSSR system, the super-resolution operations are conducted at the
client-side to enhance the quality of low-resolution chunks and reduce the band-
width cost. Figure 1 illustrates the system model, which consists of the following
components.

Streaming Server : The streaming server is responsible for preprocessing the raw
videos and delivering the video content to the client. In the preprocessing stage,
each video is encoded into multiple resolution versions at different bitrate levels
with FFmpeg [3] and split into equal-duration chunks. Then, the server uses
MP4Box to generate the Media Presentation Description (MPD) manifest file
that involves the information of each chunk. Since we focus on Video-on-Demand
(VoD) service in this paper, the video encoding and MPD generation can be done
before video streaming.

Client : The client mainly includes a video player, an ABR agent and an SR
processor. At the beginning of the video play, the client fetches the video chunks
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Fig. 2. Average SR inference time for 4-second chunk using Nvidia Gxforce 1080

and SR model parallelly. In this stage, the client downloads video chunks with
the lowest bitrate level to avoid rebuffering. When the SR model is fully down-
loaded, the ABR agent begins to perform actions, including the bitrate selection
for each chunk and the decision whether to enhance the chunk quality by SR.
Once taking an action, the client sends a request to the server and downloads
the specified chunk. If the action contains SR operation, the SR processor will
enhance the chunk and replaces the original chunk in the playback buffer when
the enhancement process is completed.

3.2 Content-Aware Super-Resolution

The content-aware super-resolution utilizes computation resources of clients to
boost the video quality. It can learn the features that map the low-resolution
video to the high-resolution video. However, it is challenging to meet the real-
time requirement, since the inference time of SR is proportional to the video qual-
ity enhancement and the available computation capacity changes across clients.
To address this problem, the work [21] provides multiple levels of DNNs that
vary in quality and computational requirements. We train three SR models (e.g.,
‘Low’, ‘Medium’ and ‘High’) with the same configurations as [21] on desktop PC
using an Nvidia GTX 1080 GPU, and record their average inference time for
each 4-second chunk. The result is shown in Fig. 2.

As shown in Fig. 2, the system can at most use the ‘Medium’ model to satisfy
the real-time requirement. Nevertheless, for the VBR encoded videos, the quality
improvement of complex chunks with the ‘High’ model is much higher than the
‘Medium’ one, while the enhancement of simple chunks is inapparent. Therefore,
it is beneficial for the client to transmit complex chunks with low bitrate levels
and enhance them by SR. When steaming the simple chunks, it can choose high
bitrate levels without SR operation. In this case, the system needs to determine
which chunks to be enhanced.

To address the above challenge, we design an SR model by extending the scal-
able neural network in [21], which supports multi-scale input (x1, x2, x3, x4).
The SR model maintains a queue that stores the chunks to be enhanced. When-
ever the SR operator finishes processing a chunk and the original video chunk
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has not been played, it will replace the original chunk in the buffer. Otherwise,
the incomplete chunk in the queue will be abandoned.

3.3 Problem Formulation

In this paper, the streaming server encodes a video into m bitrate levels and
segments them into n equal-duration chunks, each of which contains l seconds.
The maximum player buffer size of the client is indexed as B.

Let ai = {a1
i , a

2
i } be the action that ABR agent makes for ci, where a1

i ∈
{1, 2, . . . ,m} denotes the bitrate level to download, and a2

i ∈ {0, 1} determines
whether to perform SR operation on ci. We define the current player buffer size
as Bi, where Bi ∈ [0, B], and the length of SR queue as Qi. The download time
of the ci is indexed as Di, then the buffer size for next chunk can be formulated
as:

Bi+1 =

{
(Bi − Di)

+ + l − Δt, if (Bi − Di)
+ + l > B

(Bi − Di)
+ + l, otherwise.

(1)

where (X)+ = max(X, 0). If Bi − Di < 0, the rebuffer event will occur. If the
buffer size is larger than B, the client will stop fetching chunks and wait for a
fixed duration Δt. For simplicity, we set Δt = l.

If a2
i = 1, the chunk will be put into the SR queue. The inference time of

this chunk is denoted as Ti, the result whether the SR operation satisfies the
real-time requirement can be defined as:

qi =

{
1, if Bi − Qi − Ti ≥ 0,
0, otherwise.

(2)

if qi = 0, the client will play the original chunk. Note that if a2
i = 0, qi = 0 as

well.
Similarly, the SR queue dynamics can be formulated as:

Qi+1 =

{
(Qi − Di)

+ + Ti, if qi = 1,
(Qi − Di)

+
, otherwise.

(3)

In video streaming, the key elements of QoE metrics can be given as follows:

QoE =
n∑

i=1

Ri

︸ ︷︷ ︸
quality

−μ
n∑

i=1

(Di − Bi)+

︸ ︷︷ ︸
video stall

−ω
n−1∑
i=1

|Ri+1 − Ri|
︸ ︷︷ ︸

quality variation

(4)

where μ and ω are the penalty weights of rebuffering and quality changes. Ri is
the bitrate of ci. If qi = 1, to reflect the SR-based quality enhancement, Ri will
be calculated as follows:

R̃i = SSIM−1(SSIM(DNN(Ri))) (5)
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where DNN(Ri) represents the quality enhanced by the SR model. SSIM is the
average structural similarity to measure the chunk quality [19], and its reverse
SSIM−1 maps an SSIM value back to the bitrate. In this paper, VBSSR aims
to maximize QoE metrics (4).

4 DRL-Based Algorithm Design

In the above problem, we need to optimize multiple objectives and make a series
of choices. In this section, a DRL-based ABR algorithm is proposed to solve the
optimization problem. We first specialize the key elements of our DRL model,
then introduce the detail of the training algorithm.

4.1 Key Elements of DRL Model

There are three key elements in our DRL-based ABR model, i.e., state, action,
and reward.

– State: The state is the input of the DRL neural networks. After the download
of each chunk i, the state si can be represented by:

si =
(
Ri, Bi, Ci, Qi,

−→
Xi,

−→
Di,

−→
Ti ,

−→
Si

)
(6)

where Ri is the bitrate chosen for the last chunk; Bi is the current buffer
occupancy; Qi is the current SR queue length; Ci is the number of remaining
chunks till the end of the video;

−→
Xi,

−→
Di and

−→
Ti represent the average network

throughput, download time and SR inference time for the past p chunks,
respectively;

−→
Si is the vector of m available sizes for the next chunk.

– Action: The agent takes an action ai for each chunki to decide the bitrate
level and SR operation. Its definition has been declared in Sect. 3.3.

– Reward: The reward of the ith chunk is defined as follows:

ri = Ri − μ(Di − Bi)+ − γ |Ri − Ri−1| − σPi (7)

Pi =

{
R̃i − Ri, if a2

i = 1 and qi = 0,
0, otherwise.

(8)

Pi is the penalty term of the failed SR operation and σ is the weight. If a2
i = 1

but ci is failed to be enhanced before being played, the agent will receive the
punishment. We add this term for better making the SR choice.

4.2 Policy and Training Algorithm

The agent makes its action based on a policy π : (si, ai) → [0, 1], which means
the probability distribution of the action ai being taken in the state si. To
overcome the challenge of high-dimensional state and action space, we use a
neural network with parameters θ to obtain the policy πθ : (si, ai). In particular,
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we adopt the state-of-the-art actor-critic framework A3C [11] to train the neural
network where the gradient can be computed by:

∇θEπθ

[
n∑

i=1

γiri

]
= Eπθ

[∇θlogπθ(s, a)Aπθ (s, a)] (9)

where γ is the discount factor and Aπθ (s, a) is the advantage function indicating
how better the action a is better than other actions following the policy in state
s. In practice, the agent samples a trajectory of selected bitrate levels and SR
operations, then empirically estimates an unbiased Aπθ (si, ai) as A(si, ai). The
parameters of the actor-network can be updated as below:

θ = θ + α1

∑
i

∇θlogπθ(si, ai)A(si, ai) (10)

where α1 is the learning rate of the actor network.
The critic-network can be updated as follows:

θv = θv − α2

∑
i

(ri + γV πθ (si+1; θv) − V πθ (si; θv))2 (11)

where α2 is the learning rate, and V πθ (.; θv) is the output of the critic network.

5 Performance Evaluation

5.1 Experiment Settings

DRL Model Settings: For the actor-network, VBSSR input the last chunk’s
bitrate, the current buffer occupancy, the number of chunks left, and the length
of current SR queue into four identical linear layers with 128 neurons. The p = 8
past chunk download delays and average network throughput measurements are
passed to two identical 1D convolution layers (CNN) which contains 128 filters,
each of size 4 with stride 1. Next chunk sizes are passed to another 1D-CNN with
the same shape. The outputs from these layers are passed to a fully connected
layer whose neurons are the same as the size of action space. The critic-network
uses the same network structure but its output is only one neuron. The learning
rates of actor and critic are set to 0.0001 and 0.001. We set the discount factor
γ = 0.99, the penalty weight of failed SR operation σ = 2, and the maximum
buffer size B = 60 s.

VBR Encoded Video Dataset: We download the video Elephant Dream from
[20]. The video is encoded into 5 levels with multiple average bitrates (e.g., {400,
800, 1200, 2400, 4800}Kbps, with resolutions of {240, 360, 480, 720, 1080}p,
respectively) using FFmpeg. To generate VBR videos, we set the maximum
bitrates to twice the average bitrates. Each video is segmented into 4-second
chunks by MP4Box. Totally, there are 140 chunks with an overall length of
560 s.
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Fig. 3. Average QoE for each ABR scheme

Network Traces: The broadband dataset released by FCC [2] and HSDPA
mobile dataset collected in Norway [15] are used to simulate network throughput.
Each trace spans about 10 min. And we employ Mahimahi [12] to simulate the
network condition from these traces.

Baselines: We compare the performance of VBSSR with four algorithms:

– robustMPC: uses Model Predict Control (MPC) to select a bitrate that
maximizes the QoE over a horizon of 5 future chunks and accounts for the
error between predicted and observed throughput.

– Pensieve: the first ABR scheme adopting deep reinforcement learning and
achieve the state-of-the-art.

– CAVA: the first scheme in views of VBR video streaming, using PID control
to maintain a target buffer level and handle the characteristic of VBR encoded
video.

– VBSSR-M: a variation of VBSSR which enhances all chunks in the video
with the ‘Medium’ level SR model to satisfy the real-time requirement.

QoE Metric: We use the linear QoE metric, which is used for pensieve [10] and
robustMPC [22], to evaluate the above schemes. In particular, the rebuffering
penalty weight μ is set to 4.3, and the smoothness penalty term ω is set to 1.

5.2 Performance Comparison

We first compare VBSSR with other methods by calculating the average QoE of
each video chunk. Figure 3 illustrates the average QoE for each scheme on the
datasets of FCC broadband and Norway HSDPA. The results demonstrate that
VBSSR outperforms the best of existing algorithms. In particular, the average
QoE achieved by VBSSR is 37.1% and 47.7% higher than Pensieve on the FCC
broadband dataset and Norway HSDPA dataset, respectively. VBSSR outper-
forms CAVA with the improvements of 50.9% (for the FCC dataset) and 54.7%
(for the Norway dataset). Moreover, although VBSSR-M enhances every chunk,
VBSSR gains a better QoE compared to VBSSR-M because the improvement
achieved by the ‘Ultra’ model is higher than the ‘Medium’ one. We also give the
cumulative distribution function (CDF) of the average QoE in Figs. 4 and 5.
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dataset

To better understand QoE obtained by VBSSR, we analyze the performance
on each individual term in the QoE objective. Figure 6 and 7 compare VBSSR
with other algorithms in terms of average bitrate, rebuffering time and quality
variations. As shown, VBSSR obtains the highest average bitrate which benefits
from our rate adaptation and super-resolution enhancement. For the rebuffering
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time, VBSSR is almost the same as VBSSR-M and lower than other methods.
However, VBSSR suffers a little higher penalty of average quality variation.
This is because the decision on SR enhancement may enlarge the quality change
between the adjacent chunks. We note that robustMPC achieves a higher aver-
age bitrate than Pensieve and CAVA, but it suffers most rebuffering due to its
relatively aggressive policy. In contrast, CAVA is designed for the VBR encoded
video and it adopts a comparatively conservative strategy to maintain a target
buffer level with a feedback control loop, thus it performs well on both rebuffering
and quality variation. Pensieve is more intelligent and finds a better trade-off
among QoE objectives. Overall, VBSSR optimizes the different terms of QoE
compared with the rest ABR schemes.

6 Conclusion

In this paper, we build a novel ABR scheme called VBSSR to stream VBR
encoded videos. VBSSR trends to fetch complex video chunks with relatively
low bitrate levels to reduce network bandwidth consumption and boost the
video quality at the client-side with SR. We train a DRL-based neural network
to jointly choose suitable bitrates and decide which chunks to be enhanced.
By conducting extensive trace-driven evaluations, we compare the performance
of VBSSR with other state-of-the-art methods. The results show that our
method significantly outperforms other approaches with higher quality and lower
rebuffering penalty, achieving the best QoE metrics overall.
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Abstract. Due to COVID-19, many people throughout the world have had to
suddenly transition to working and studying from home. This has led to an
increase in data traffic in the home WiFi networks using the 802.11ac or 802.11n
routers. In this paper, we have investigated the performance of the home WiFi
networks in supporting the quality-of-service (QoS) needs of multiple home
users concurrently watching streaming videos, playing online games, partici-
pating in online meetings, downloading huge files, etc. We measured the per-
formance of these traffic streams using metrics such as delay, throughput, MOS-
LQO (Mean Opinion Score - Listening Quality Objective) metric for audio
streams and the VMAF (Video Multimethod Assessment Fusion) metric for
video streams. Our results indicated that under highly congested network con-
ditions, the 802.11ac router’s default settings performs the best in supporting the
multiple concurrent traffic streams. In particular, our results show that the WMM
802.11e QoS feature in the router is critical to the router’s ability to prioritize
video and audio traffic over other normal data traffic, and hence should always
be enabled. Our results also show that the 802.11n router should be configured
to operate in the 5 GHz frequency band. This is to avoid the congested 2.4 GHz
frequency band and therefore enable the 802.11n router to support the QoS
needs of the home users.

Keywords: IEEE802.11 performance evaluation � Quality of service �
Throughput

1 Introduction

In 2020, the COVID-19 pandemic forced millions of employees and students to con-
duct their work and studies remotely. In May 2020, the Australian Bureau of Statistics
conducted a survey that revealed the COVID-19 pandemic forced 46% of Australians
to work and study from home [1]. From February to early April, the Australian
National Broadband Network (NBN) reported an increase in data demand by “70 to 80
per cent during daytime hours” [2]. The sudden increase in data demand can be
attributed to more home users accessing online content and applications, e.g. Zoom or
Teams meetings, video streaming, online game playing, file download/upload, etc.
Much interest has focused on the network capacity and speed of the Internet Service
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Provider (ISP) infrastructure in supporting the Internet needs of home users. However,
there are other factors that influence the quality-of-service (QoS) that a home user
experiences, namely the network load on the servers (e.g. popular websites or
streaming servers) and the performance of private residential WiFi infrastructure under
these high-congestion conditions are also as important. In this paper, we focus on the
performance of IEEE 802.11ac and IEEE 802.11n wireless links in highly congested
home WiFi networks, and investigate the router settings that would optimize the per-
formance of these home WiFi networks.

In this paper, we have investigated the network performance in two separate home
network configurations: multiple 802.11ac-enabled devices connected to an 802.11ac
router, and multiple 802.11n-enabled devices connected to an 802.11n router. The
devices connected to the router in each case vary from handheld mobile devices to
laptops, reflecting the heterogeneous nature of typical home networks. These multiple
devices concurrently perform one of the following activities: bulk data transfer, video
streaming, video gaming, and audio conferencing, with these concurrent data streams
replicating the high-congestion conditions typically encountered in a home network
under work-from-home scenarios. Network performance is evaluated using metrics
such as delay, throughput, PESQ MOS-LQO [3], and VMAF [4]. We carried out
several tests and measured the network performance under different router settings:
default, shorter guard interval, 802.11e QoS disabled, higher channel bandwidth, and
different frequency band. Our 802.11n results indicated that network performance is the
best when the 802.11n router is configured to operate in the 5 GHz frequency band.
The 802.11ac results showed that the 802.11ac router default settings produce the best
network performance and that the 802.11e QoS feature is critical to the ability of the
router to prioritize different traffic streams and provide sufficient QoS to the home users
under highly congested network conditions.

The rest of the paper is structured as follows. In Sect. 2, we discuss some related
work while Sect. 3 describes our test setup and methodology. Experimental results are
presented in Sect. 4, and we provide our conclusions in Sect. 5.

2 Related Work

Since the release of IEEE 802.11n and IEEE 802.11ac, researchers have conducted
numerous studies to evaluate and improve the performance of these networks. The
802.11n standard defined a theoretical data transmission rate of up to 600 Mbps, using
four spatial streams in a 40 MHz channel with a 400 ns guard interval [5], with a
200 Mbps throughput more typically achieved in a conventional, non-laboratory set-
ting [6]. Conversely, the 802.11ac Wave 1 standard defined a theoretical data trans-
mission rate of up to 1300 Mbps, using three spatial streams, with a 400–700 Mbps
throughput more typically achieved in a conventional, non-laboratory setting [6].

As the successor, 802.11ac significantly outperforms 802.11n in an indoor envi-
ronment, with data rates exceeding 700 Mbps for a 3 � 3 multiple-input and multiple-
output (MIMO) configuration [7]. However, suboptimal channel conditions, such as
distance, physical obstacles, and interference in the 5 GHz frequency band from other
wireless technologies, decrease the magnitude of these performance improvements
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markedly. Similarly, [8] noted that 802.11n provided the worst average throughput due
to the highly congested 2.4 GHz band in their experimental environment.

[9] discovered 802.11ac performed adequately in the transmission of compressed
4kUHD (Ultra High Definition) with the transmission range not exceeding 10 m. [10]
found 802.11n supported some low-rate voice/video connections but remained limited
in its capacity to transmit high-definition video; though, [11] noted the quality of video
streaming transmitted at 5 GHz outperformed the 2.4 GHz transmitted signal. [12]
attributed the increased throughput achieved by 802.11ac to the following mechanisms:
multi-user multiple-input multiple-output, larger channel bandwidths of 80 and
160 MHz, and 256-quadrature amplitude modulation (QAM).

The selection of codecs greatly impacts the quality-of-experience (QoE) of Voice
over IP (VoIP) for 802.11 wireless network users. For 802.11ac networks, [13] noted
the G.729 VoIP codec achieved the highest throughput, while the G.723 VoIP codec
achieved the lowest throughput of their tested codecs.

The utilisation of larger channel bandwidths is less energy efficient due to its higher
power consumption in idle listening mode [14]. However, increasing the bandwidth
improves throughput significantly, although unplanned selection of primary channels
and channel bandwidths may severely degrade the throughput of links operating at
larger channel bandwidths. [7] found co-channel interference greatly reduced the
throughput in 802.11ac WLANs. Likewise, [15] noted 802.11ac networks are quite
sensitive to other transmissions on overlapped channels, which caused a significant
reduction in throughput. However, 802.11ac ensures reliability through its ability to
sub-divide transmissions in larger 40 MHz or 80 MHz channels into 20 MHz channels.
Such a mechanism ensures that while throughput may be reduced in 802.11ac net-
works, the networks do not experience breaks in communication.

3 Experimental Methodology

In this section, we describe the performance metrics, hardware and software tools used
in the 802.11ac and 802.11n tests and the experimental methodology. All our tests are
carried out in a home setting, in the early hours of the morning in order to minimize
potential interferences from other home networks.

Table 1 shows the hardware used in our tests, while the software tools used in our
tests are:

• iPerf: Used for generating TCP traffic in the bulk data transfer tests.
• Open Broadcaster Software (OBS): Used to send, receive, and record video traffic.
• Team Fortress 2: Used to generate video game traffic.
• Zoom: Plays an audio file to generate VoIP traffic.
• Wireshark: Used to capture sent and received packets for analysis.
• VMAF Development Kit (VDK): Used to compare and analyze the sent and

received video files.
• PESQ (P.862): Used to compare and analyze the sent and received audio files.
• Audacity: Used to record and prepare received audio from the conferencing envi-

ronment for comparison with the PESQ software.
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The metrics used to measure network performance in our tests are:

• Delay: Time taken for a packet to travel from the sender to the receiver, measured in
milliseconds (ms).

• Throughput: The amount of data transferred per second from the sender to the
receiver, measured in Mbps.

• MOS-LQO: The QoE metric for audio. MOS-LQO ranges between 1.02 (worst) and
4.56 (best) [16].

• VMAF score: The QoE metric for video. The VMAF score ranges between 0
(worst) and 100 (best) [4].

3.1 802.11ac Tests

We first performed a baseline measurement test to determine the maximum saturation
throughput achievable for a single device in an 802.11ac wireless link. The testbed is
shown in Fig. 1 where the desktop server is connected via a 1 Gbps Ethernet cable to
the 802.11ac router. Using iPerf, the desktop server sent TCP traffic downlink (at the
maximum permissible sending rate) to the laptop, and the maximum saturation
throughput is measured at the laptop. Table 2 shows the configuration settings of the
router in the baseline test.

Table 1. Hardware Used in 802.11ac and 802.11n Tests.

Device Model Purpose

A
B
C
D
E
802.11ac Router
802.11n Router

Samsung Galaxy S9+
Alienware 14
Dell Inspiron 3580
Dell Inspiron 7570
Asus Desktop
Huawei HG659
Netgear N600

Bulk Data Transfer
Video Streaming
Video Gaming
Audio Conferencing
Server
Router
Router

Fig. 1. The 802.11ac network topology to measure the baseline network performance
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We repeated the baseline measurement test for the following traffic streams: video
streaming, audio conferencing, and video gaming, with the desktop server configured
to be a video streaming server, an audio conferencing peer, and a video game server.

After the baseline measurement tests, we performed the high-congestion mea-
surement tests where multiple, concurrent traffic streams (bulk TCP data transfer, video
streaming, audio conferencing, and video gaming) on multiple end-devices are com-
peting for bandwidth from the single 802.11ac router, as shown in Fig. 2 below. The
high-congestion measurement tests were first conducted for the 802.11ac default router
settings shown in Table 2. Next, we change a single router setting (one at a time) to
determine its impact on the network performance, as follows:

• WMM (802.11e QoS) is disabled – this setting prioritises packets for voice and
video services. Without WMM QoS, packets are treated with equal priority.

• Short guard interval – reduced to short (400 ns) from long (800 ns). A short guard
interval potentially increases throughput but is more susceptible to interference.

• 80 MHz channel bandwidth – increased from the default 20/40 MHz (auto).

Table 2. 802.11ac Default Router Settings in Baseline Measurement Test.

Setting Value

Transmission Mode
Channel
WMM (802.11e QoS)
Modulation & Coding Scheme (MCS)
Bandwidth
Guard Interval

802.11a/n/ac
Auto
Enabled
Auto
20/40 MHz (Auto)
Long

Fig. 2. The 802.11ac network topology to measure performance and QoS in a high-congestion
home network with multiple, concurrent traffic streams
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3.2 802.11n Tests

Similar to the 802.11ac tests, the 802.11n testing methodology consisted of a baseline
measurement test and a high-congestion measurement test. The network topology for
the baseline measurement test is similar to that shown in Fig. 1, while the network
topology for the high-congestion measurement test is similar to that shown in Fig. 2.

The 802.11n router in the baseline measurement test has the default settings shown
in Table 3. We first measured the maximum saturation throughput achievable for a
single device in an 802.11n wireless link. We repeated the baseline measurement test
for the other traffic streams (video, audio, game) with the default router settings in
Table 3.

We next carried out the high-congestion measurement tests where multiple con-
current traffic streams (bulk TCP data transfer, video streaming, audio conferencing,
and video gaming) on multiple end-devices are competing for bandwidth from the
802.11n router. The high-congestion measurement tests were first conducted for the
default 802.11n router settings shown in Table 3. We then repeated the tests with the
following settings to determine the impact on the network performance:

• Frequency band 2.4 GHz, channel bandwidth 40 MHz
• Frequency band 5 GHz, channel bandwidth 40 MHz

4 Results and Analysis

4.1 Baseline Test: Saturation Throughput

Figure 3 shows the results of the baseline test to measure the saturation throughput. In
the 802.11ac baseline tests, a router with 20/40 MHz channel bandwidth achieved a
saturation throughput of 142 Mbps for TCP traffic. By increasing the router’s channel
bandwidth to 80 MHz, the maximum TCP throughput increased to 270 Mbps.

In the 802.11n baseline tests, a router operating on the 2.4 GHz band with a
20 MHz channel bandwidth achieved a saturation throughput of 41 Mbps. Changing
the channel bandwidth to 40 MHz increased the throughput slightly to 52 Mbps. On
the 5 GHz band, the saturation throughput increased further to 111 Mbps.

These results indicate that by configuring the router to use a wider channel band-
width and to operate on the 5 GHz frequency band (for the 802.11n router), we are able
to obtain a higher throughput for the end users in the home WiFi network.

Table 3. 802.11n Default router settings in baseline measurement test

Setting Value

Transmission Mode
Channel
Bandwidth
Frequency Band

802.11b/g/n
Auto
20 MHz
2.4 GHz
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4.2 Bulk Data Transfer

Figure 4 to Fig. 7 show the results of the high-congestion test, where multiple con-
current traffic streams (bulk TCP data transfer, video streaming, audio conferencing,
and video gaming) on multiple end-devices are competing for bandwidth from the
802.11ac router. We separately show the performance of each traffic stream, with
Fig. 4 showing the throughput results of the bulk TCP data transfer.

In the 802.11ac test, we see that the throughput performance in the high-congestion
scenario is similar to the throughput achieved in the baseline test, i.e. –140 Mbps. This
seemed to indicate that the 802.11ac router (with its default settings) is capable of

Fig. 3. The baseline 802.11ac and 802.11n saturation throughput performance

Fig. 4. The high-congestion 802.11ac and 802.11n bulk data transfer throughput performance

242 R. Cunningham et al.



supporting the bulk data transfer traffic even when there are other competing traffic
streams (e.g. video stream, audio stream, video game traffic) at the same time. However
when the router setting is changed to scenarios with shorter guard interval, WMM QoS
disabled, and wider channel bandwidth, we see that the throughput performance
actually decreased. In particular when the WMM QoS feature is disabled, the
achievable throughput decreased significantly to 13 Mbps. These results indicate that
the 802.11ac router’s default settings produce the best throughput performance, and
that the WMM 802.11e QoS feature in the router should never be disabled. The poorer
throughput performance when the router is configured with shorter guard interval and
wider channel bandwidth could be due to the interference from other networks during
the test. In the 802.11n test, we see that the throughput performance is the best when
the router is configured to operate in the 5 GHz frequency band with a channel
bandwidth of 40 MHz.

4.3 Video Gaming

Figure 5 shows the delay performance of the video gaming traffic in the high-
congestion test. For both the 802.11ac and 802.11n tests, we see that the delay per-
formance is fairly similar across all scenarios (i.e. in the 20–30 ms range), with the
exception of the scenario with WMM QoS disabled where the delay is a low 13.5 ms.
This seemed counter-intuitive and we believe the delay performance in the WMM QoS
disabled scenario may be due to the low number of sample results in our tests. Overall
we see that the default settings in the 802.11ac router is sufficient to support the low
delay requirements in video gaming. Similar to the bulk data transfer throughput
results, the 802.11n router should be configured to operate in the 5 GHz frequency
band to support video gaming delay requirements.

Fig. 5. The high-congestion 802.11ac and 802.11n video game delay performance
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4.4 Video Streaming

For the video streaming traffic, the VMAF score served as the QoS metric for video
quality. Figure 6 shows the VMAF comparison score of the source and received video
streams. In the 802.11ac test, we see that the VMAF score in the high-congestion
scenario is similar to the VMAF score achieved in the baseline test, i.e.*55. This
seemed to indicate that the 802.11ac router (with its default settings) is capable of
supporting the video streaming traffic even when there are other competing traffic
streams (e.g. bulk data transfer traffic, audio stream, video game traffic) at the same
time. We also see that the VMAF score is the best with the default settings in the router,
and the worst VMAF score is achieved when the router is configured with the WMM
QoS feature disabled. This result confirms the fact that the WMM QoS feature is
critical to the ability of the router to prioritize video and audio traffic over other normal
data traffic.

In the 802.11n test, we see that the VMAF score is higher when the router’s
channel bandwidth is increased to 40 MHz. However, this level of service is still
incapable of streaming high-definition video at an acceptable level, especially in
comparison to the QoS provided by the 802.11ac router. When the 802.11n router is
configured to operate in the 5 GHz frequency band, the VMAF score is comparable to
the scores achieved in the 802.11ac test. This again indicates that the 802.11n router
should be configured to operate in the 5 GHz frequency band in order to properly
support video streaming traffic.

Fig. 6. The high-congestion 802.11ac and 802.11n VMAF score for video streaming
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4.5 Audio Conferencing

For audio conferencing traffic, the MOS-LQO value served as the QoS metric for audio
quality. Figure 7 displays the MOS-LQO comparison values of the source and received
audio files. Similar to the results seen in the video streaming test, we see that the best
MOS-LQO value is achieved with the default settings in the 802.11ac router and the
worst MOS-LQO value is seen when the WMM QoS feature is disabled in the router.
This again confirms the importance of the WMM QoS feature in the router. For the
802.11n router, it again achieved the best MOS-LQO when it is configured to operate
in the 5 GHz frequency band.

5 Conclusion

The COVID-19 pandemic has forced many people throughout the world to work and
study from home. This has caused a data traffic increase in the home WiFi networks
and the ISP’s network infrastructure. In this paper, we are interested to know if the
typical home WiFi networks are capable of supporting the quality-of-service (QoS) and
Internet needs of users who are suddenly forced to work and study from home. We
have investigated different settings of typical 802.11ac and 802.11n home routers and
compare their network performance under highly congested traffic conditions. Our
results indicate that the default settings on the 802.11ac routers are capable of sup-
porting the multiple concurrent data streams consisting of bulk TCP data transfers,
video streaming, audio conferencing and online video gaming traffic. In particular the
WMM 802.11e QoS feature in the 802.11ac routers should always be enabled so as to
allow the router to prioritize video and audio traffic over the other normal data traffic.
Our results also indicate that the 802.11n routers should be configured to operate in the

Fig. 7. The high-congestion 802.11ac and 802.11n MOS-LQO score for audio conferencing
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5 GHz frequency band in order to support the QoS needs of multiple home users. This
is because the default frequency band setting of 2.4 GHz is typically congested and
used by other home networks.

In this paper, we have analyzed the performance of 802.11ac and 802.11n WiFi
routers commonly utilized in home networks. However, the impending general
adoption of the 802.11ax standard means an additional avenue of study is available. It
would be interesting to also evaluate the performance of WiFi routers from other
vendors. Ideally, this would include an 802.11ac router capable of utilizing a 160 MHz
channel bandwidth.
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Abstract. Image style transfer is a method that extracts its style from
the style image and applies this style to content image. Since the intro-
duction of neural style transfer, the field of style transfer has developed
rapidly, and many new methods have been proposed. There are also some
methods based on feed-forward networks, but these methods can usually
only transfer one style or several styles. And these methods usually use
feature gram matrix to calculate style loss. However, due to the global
nature of the gram matrix, some local details cannot be stylized well,
which is prone to distortion and artifacts. In this work, we propose an
arbitrary style transfer method based on feed-forward network, in which
the gram matrix and feature similarity are used together to calculate the
style loss. The loss calculated by the similarity between features (called
contextual loss in this paper) is minimized to produce stylized images
with better details and fewer artifacts. Experimental results and user
study prove that our method has achieved the state-of-the-art perfor-
mance compared with existing arbitrary style transfer methods.

Keywords: Arbitrary style transfer · Feed-forward network · Feature
similarity

1 Introduction

The style transfer task takes a pair of content image and style image as input,
and transfers the style in the style image to the content image. As shown in Fig. 1,
the generated image is called a stylized image. In recent years, style transfer has
been greatly developed with the emergence of neural style transfer based on con-
volutional neural networks. Gatys et al. [1] first proposed the use of convolutional
neural networks to separate the content feature abstract representation and the
style feature abstract representation of the image. High-level CNN features com-
pactly encode semantic content, such as the object and global structure of the
input image, while low-level CNN features encode local details, such as color and
texture. The method of Gatys et al. [2] can transfer images of arbitrary styles,
but its computational cost is very high and it takes a long time to generate a
good image. In order to solve this problem, some methods based on feed-forward
c© Springer Nature Singapore Pte Ltd. 2021
L. Ning et al. (Eds.): PAAP 2020, CCIS 1362, pp. 247–258, 2021.
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(a) Content image (b) Style image (c) Stylized image

Fig. 1. An example of style transfer. (c) is the stylized image of our proposed method.

networks [6,19] have been proposed. These methods can quickly generate stylized
images. However, these methods have poor flexibility and cannot be migirated
to arbitrary style images.

In order to achieve fast style transfer of arbitrary images, some new methods
are proposed. The AdaIN method [4] proposes a novel adaptive instance normal-
ization layer, which performs real-time arbitrary style transfer by matching the
mean and variance of content features and style features. The WCT method [10]
performs the whitening and coloring process through the pre-trained encoder-
decoder. Li et al. [9] proposes a learnable linear transformation matrix for style
transfer, which greatly reduces the computational cost and is much faster than
the method of feature transformation [10,11].

These mentioned methods all use the gram matrix of image features to rep-
resent the style of the image. However, we find that the gram matrix has lim-
itations. The Gram matrix calculates the correlation between global features.
Therefore, some local style feature information is lost, and a high-quality style
image cannot be obtained. Inspired by the paper by Mechrez et al. [15], we
introduce a loss function based on the similarity between features. Through the
similarity between local features, we can obtain better stylized images that pro-
duce less distortion and artifacts.

In this work, our main contributions are as follows. First, we propose an arbi-
trary style transfer method based on a feed-forward network, which can perform
fast style transfer and has better results than the state of the art arbitrary style
transfer method. Second, we find the limitation of gram loss and introduce a loss
function to be calculated by feature similarity. Combining this loss and gram loss,
we propose a new style optimization objective that can effectively improve the
quality of stylized images. Third, we find that for the style transfer task based
on feed-forward network, too large batch size may lead to poor generalization
ability. We explain this problem and conduct comparative experiments.
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2 Related Work

2.1 Method Based on Image Optimization

Gatys et al. [2] iteratively update the white noise image by back-propagating
content loss and style loss to obtain high-quality style transfer results. Risser
et al. [17] introduced the histogram loss function to solve the problem of image
texture disorder caused by unstable iterative optimization process. Yin et al. [21]
proposed a content-aware style transfer algorithm, which can effectively control
the synthesis of content images and style images, and further improve the quality
of stylized images. Liao et al. [12] combined image analogy with deep learning
and proposed a deep image analogy method that iteratively optimizes images
through block matching. Due to the iterative optimization process, methods
based on image optimization are computationally expensive, and these methods
require several minutes or even tens of minutes to obtain a satisfactory result.

2.2 Method Based on Model Optimization

In order to solve the problem of low efficiency of iterative optimization, Johnson
et al. [6] proposed a feed-forward method to achieve fast style transfer. This
method uses the same content reconstruction loss and style reconstruction loss
[2] to train a specific style generative model. This model can quickly generate
stylized images of this style. Ulyanov et al. [19] proposed to replace batch nor-
malization [5] with instance normalization [20] in the model training process,
which significantly improved the quality of stylized images. Zhang et al. [24]
constructed a generative model with multiple styles, which can quickly transfer
multiple styles. Huang et al. [4] proposed an adaptive instance normalization
method to achieve fast style transfer of arbitrary styles. Zhang et al. [23] pro-
posed an arbitrary style transfer method based on meta-learning. For any style,
only a few post-processing update steps are needed to quickly adapt to this style,
which can achieve performance closed to the method [19].

2.3 Method Based on WCT (Whiten-Color Transform)

Li et al. [10] proposed to match the feature covariance of the content image with
the feature covariance of the given style image. They regarded style transfer as
an image reconstruction process, and mapped the statistical characteristics of
the style image to the whitened content image. Li et al. [11] and Yoo et al. [22]
developed WCT into photorealistic style transfer and achieved good results. Li
et al. [9] theoretically derived the form of the transformation matrix, which was
learned in a data-driven manner. Lu et al. [14] derived a closed-form solution by
treating it as the optimal transport problem.

3 Proposed Method

Our model (Fig. 2) consists of a pair of pre-trained encoder-decoder, a pair of
compress/decompress blocks, a residual module composed of multiple residual
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Fig. 2. Overview of the proposed model.

blocks, and a fully-connected layer. The VGG network [18] extracts features
through the convolutional layer, and then the fully-connected layer classifies
the image. The low-level features in the VGG network usually retain the color
and texture information of the image. The high-level features lose parts of the
color and texture information, but retain the semantic and structural informa-
tion of the image. The pre-trained encoder is used to extract image features
during the training process, and the decoder can faithfully restore the features
to images. During the model training stage, this is fixed for the encoder and
decoder. Because the high-level features extracted from the VGG encoder have
high dimensions, we use a convolutional layer to reduce it to the size of the
transformation matrix. This operation is called “compress”. Then we use a con-
volutional layer to decompress the transformed features to the corresponding
dimensions. This operation is called “decompress”. In the training stage, the
weight parameters of the pair of convolutional layers are learnable. Next we
introduce in detail how the transformation matrix is trained.

3.1 Transformation Matrix

Given the content image Ic and the style image Is, we denote the feature
extracted by the VGG encoder from the content image as Fc, and the fea-
ture extracted from the style image as Fs. The size of the two feature maps
is C × H × W , C is the number of channels, H is the height of the image and
W is the width of the image. The paper [9] theoretically derived the form of the
transformation matrix, and proved that the transformation matrix is completely
determined by the covariance of the feature vector of the content image and
the style image. Therefore, we can calculate the transformation matrix using the
feature covariance of the content image and the style image. We define this trans-
formation matrix as T . The fully-connected layer fc used to learn the nonlinear
mapping from feature covariance to transformation matrix. The transformation
matrix T is calculated by:

T = fc (cov (Fcr)) ⊗ fc (cov (Fsr)) (1)
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where cov is the covariance matrix, fc is the fully-connected layer, and Fcr and
Fsr will be explained in the following.

We assume that the size of the transformation matrix is Cmatrix × Cmatrix.
According to Eq. 1, obviously we need a fully-connected layer with Cmatrix ×
Cmatrix input nodes and Cmatrix×Cmatrix output nodes. If the Cmatrix is large,
it will lead to large memory requirements and model size. Therefore, we first use
three continuous resdual blocks to reduce the dimension of the input features to
control the required memory capacity and the size of the model. The composition
of the Residual block is defined in the paper [3], and each residual block is
composed of two convolutional layers. In most image transformation networks,
the input image and output image share a structure, and the residual connection
can easily learn the identify function. The feature map size of the Fcr and Fsr

we get from these residual blocks is Cmatrix×H ×W . From the derivation in the
paper [9], we know that the terms of content and style are decoupled. Therefore,
we use two independent Resblocks for content/style features.

In order for the content feature to be multiplied by the transformation matrix,
we need to reduce its dimension to Cmatrix. We use a convolutional layer to “com-
press” the content feature. Another convolutional layer is used to “decompress”
the calculated result to the original dimension. We denote that the compressed
content feature is F ′

c, and the calculated result is F ′
d. Then the stylized image

feature Fd is calculated as shown in Eq. 2:

Fd = uncompress (T ⊗ F ′
c) + mean (Fs) (2)

where Fd is C × H × W , which is the same as Fc and Fs. Like most existing
style reconstruction methods, Fd aligns the mean and covariance statistics of the
target style at the same time. So it can express the feeling of style image on the
content image. Fd is decoded by the decoder corresponding to the encoder to
obtain the stylized image.

3.2 Loss Functions

We define three loss functions to constrain the learning process of the transfor-
mation matrix and compress/decompress block, all of which are calculated using
a pre-trained VGG-19 network. Content loss, gram loss and contextual loss con-
stitute the final loss according to their respective weights, as shown in Eq. 3. We
will briefly introduce content loss and gram loss because they are the same as
the previous work [6]. Then focus on the contextual loss [15] used in our work.

�total = α�content + β�gram + γ�contextual (3)

Content Loss and Gram Loss. We denote the content image as Ic and the
style image as Is, and the stylized image result obtained by our proposed method
is It. We denote the vgg loss network as φ. φi (x) denotes the feature map of the
i − th layer extracted by image x from the loss network φ. The content loss is
defined using the L2 norm:
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�content =
1

CiHiWi
‖φi (Ic) − φi (It)‖22 (4)

where Ci, Hi, Wi are the shape of φi (x) feature map. It is better to have similar
feature representations than to make the content image and the stylized image
exactly match each pixel.

We define gram loss as the sum of Frobenius norms between Gram matrices
of VGG features at different layers:

�gram =
∑

i∈S

‖G (φi (Is)) − G (φi (It))‖2F (5)

where S denotes a predefined set of layers and G denotes Gramian transforma-
tion. The Gramian transform can be efficiently calculated by:

G(x) =
ϕ(x)ϕ(x)T

CHW
(6)

where ϕ(x) is to reconstruct the tensor with the shape of C × H × W into
C × HW .

Contextual Loss. In the paper [15], a loss function was designed to measure
the similarity between non-aligned images. This loss function is called contextual
loss. Contextual loss can compare regions with similar semantics while consid-
ering the context of the entire image. We use it as part of the constraints of
stylized images. Contextual loss and gram loss together form style loss, which
can generate more appealing images. In this work, the contextual loss is defined
as:

�contextual =
∑

i∈S

− log (CX (φi(Is), φi(It))) (7)

where S denotes a predefined set of layers, CX(x, y) is used to calculate the
contextual similarity between two image features, CX(x, y) is defined as:

CX(x, y) =
1
N

∑

b

max
a

CXab (8)

CXab is the similarity between the feature xa in the feature map X and the
feature yb in the feature map Y . The paper [15] uses the distance between fea-
tures to measure similarity. The cosine distance dab between xa and yb can be
calculated by:

dab =
(

1 − (xa − μb) · (yb − μb)
‖xa − μb‖2 ||yb − μb‖2

)
(9)

where μb is the mean of the features in Y . We consider features xa and yb as
similar when dab � dac, ∀c �= b. We first normalize the distance:

d̃ab =
dab

minc dac + ε
(10)
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fix ε = 1e − 5, and then convert from distance to similarity by exponent:

wab = exp

(
1 − d̃ab

h

)
(11)

where h > 0 is a band-width parameter. Finally, we normalize it:

CXab = wab/
∑

c

wac (12)

the above is the whole process of obtaining contextual loss. Contextual loss
allows style features to be transferred between regions based on their semantic
similarity, instead of globally transferring style features across the entire image.
This is exactly the deficiency of the gram loss. In our work, contextual loss and
gram loss complement each other to better perform style transfer.

4 Experimental Results

4.1 Implementation Details

We use MS-COCO dataset [13] as our content dataset and WikiArt dataset [16]
as our style dataset to train our model. The MS-COCO dataset has approx-
imately 80,000 images, and the WikiArt dataset has approximately 20,000
images. In the training stage, we randomly crop the training set to 256 × 256
pixels. But in the testing stage, our model can handle content images and style
images of any size. We extract the image features of the relu4 1 layer from the
VGG-19 model and set the Cmatrix to 32. This setting can make the model effec-
tive, and the model size and memory requirements will not be too large. We use
Adam solver [8] to train our model. The initial learning rate is 10−4, and the
learning rate decreases as the number of iterations increases. We set a batch size
of 4, and then we will discuss why this is set. The entire training stage performs
105 iterations, and it takes about ten hours on the NVIDIA Tesla P100 16G
GPU.

In the loss function, we set α = 1.0, β = 0.02, and γ = 0.5. The content
loss is calculated based on the relu4 1 in the pre-trained VGG19 model, which
can better preserve the structure and semantic information of the content image.
The style loss is calculated based on relu1 1, relu2 1, relu3 1, and relu4 1 in the
pre-trained VGG19 model, using multi-level style losses to capture more style
information. Contextual loss is calculated based on the output of the conv1 1,
conv2 1, and conv3 1 layers in the pre-training VGG19 model, and set h = 0.1.

4.2 Comparison with Existing Methods

We compare our proposed method with several of the most representative meth-
ods. Comparison methods include the optimization-based method proposed by
Gatys et al. [2], the meta-learning-based method proposed by Zhang et al. [23],
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Fig. 3. Results of comparison. (a) is the content/style image. (b) is the method of
Gatys et al. [2]. (c) is the method of Zhang et al. [23]. (d) is the method of Huang et
al. [4]. (e) is the method of Li et al. [10]. (f) is the method of Li et al. [9]. (g) is the
result of our proposed method.

the AdaIN method proposed by Huang et al. [4], the WCT method proposed by
Li et al. [10] and Li et al. [9] proposed a method based on linear transformation.
We use pre-trained models publicly provided by the author to test these meth-
ods. Our method can transfer arbitrary style on any size content image, and the
flexibility is unquestionable. Therefore, we only compare with methods that can
transfer arbitrary style. The result is shown in Fig. 3.

Quality. Figure 3 shows a qualitative comparison between our method and the
existing state-of-the-art arbitrary style transfer methods. As can be seen from
the figure, the stylized images generated by our method are more appealing than
other methods. The method of Gatys et al. [2] has a high computational cost.
The method of Zhang et al. [23] can produce attractive results, but requires a
few minutes of fast-adaptation for each style. The AdaIN method [4] and the
WCT method [10] are very efficient, but sacrifice the quality of stylized images.
The method proposed by Li et al. [9] can achieve high-quality style transfer in a
short time. But compared to our method, our method is better in terms of local
details. We need to enlarge the image to realize this more clearly. For example,
the eyes of the first row and the second row, the third row of bridges and the fifth
row of sails. As shown in Fig. 4, we enlarge the local area of the stylized image
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and compare it with the method of Li et al. [9]. From the enlarged area, we can
see that the stylized image generated by our method has better structure and
less distortion. Among the existing arbitrary style transfer methods, the quality
of stylized images generated by our method is the best.

Fig. 4. In two images of the same style, the image on the left is the method of Li et
al. [9], and the image on the right is our method. The content image and style image
have been given in Fig. 3.

User Study. We conduct user study on our method and existing methods. We
select 6 content images, each of which transferred 5 styles. For each combination,
we present the 6 stylized images transferred by each of the above methods in
random order, and ask the subject to choose the most visually appealing image.
We collect 900 votes from 30 users, and Fig. 5 shows our results based on voting
statistics. Our proposed method is favored among the existing arbitrary style
transfer methods.

Fig. 5. Pie chart of user study results.
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Table 1. Runtime performance comparison. All data is in seconds. We run the source
code of these methods on a single NVIDIA Tesla P100 16G GPU. These methods use
the best configuration provided by their authors.

Method Image size

256 × 256 512 × 512 1024 × 1024

Gatys et al. [2] 19.25 64.32 130.5

Zhang et al. [23] 0.016 0.068 0.178

Huang et al. [4] 0.023 0.075 0.312

Li et al. [10] 0.982 1.124 1.132

Li et al. [9] 0.012 0.040 0.126

Ours 0.015 0.044 0.134

Speed. We compare the efficiency of our method with existing methods. We
test the runtime performance of various methods when the input image size is
256 × 256, 512 × 512 and 1024 × 1024. Table 1 is the result of our test. Among
all the methods, our method is in the fastest order of magnitude. Only slightly
slower than the method of Li et al. [9]. The method based on meta-learning [23]
is also very efficient. But we did not include the time of fast adaption, which
usually takes tens of seconds. The AdaIN method [4] is fast but the quality is
not satisfactory. Our method can reach 66FPS when processing 256 × 256 input
images, which can achieve real-time style transfer.

(a) (b) batch=1 (c) batch=2 (d) batch=4 (e) batch=8

Fig. 6. Results of different batch sizes. (a) is the content/style image. (b), (c), (d) and
(e) are stylized images with batch sizes of 1, 2, 4, and 8.
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4.3 Impact of Batch Size

In research based on deep learning, people usually think that the larger the
batch size, the faster the model converges and the shorter the training time. But
in our experiments, we find that increasing the batch size may result in poor
model generalization ability and performance degradation. Research [7] shows
that a large batchsize converges to a sharp minimum, while a small batchsize
converges to a flat minimum. The latter has better generalization ability. For the
task of style transfer, the model needs to have stronger generalization ability.
We conduct comparative experiments to study the influence of batch size on our
method.

From Fig. 6, we can see that as the batch size increases, the quality of the
stylized image gets better and better. But when the batch size is increased to
8, the generalization ability of the model degrades. For example, the first row
of squirrel fur has the original color, while the second and third rows are less
stylized. We think that a batch size of 4 is the most suitable batch size for our
model.

5 Conclusion

This work proposes an arbitrary style transfer method based on a feed-forward
network, and contextual loss is introduced in the method. The experimental
results prove the effectiveness of the method proposed in this paper. Our method
can generate appealing stylized images, and handles local details better than
existing methods. In terms of efficiency, our method can perform real-time style
transfer. It is possible to further study how to reduce the size of the model as
much as possible without affecting the performance, so that it can be applied on
the mobile device. We also consider further applying our method to video style
transfer. This will be a very interesting research direction.
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Abstract. Wavelength-dependent light absorption and scattering will
reduce the quality of underwater images. Therefore, the characteristics
of underwater images are different from those taken in natural. Low-
quality underwater images affect the accuracy of pattern recognition,
visual understanding, and key feature extraction in underwater scenes. In
this paper, we enhance the underwater image using a multi-scale gener-
ative adversarial network with adjacent scale feature addition. Adjacent
scale feature addition allows the network to more effectively capture the
relevant characteristics between two image domains. The multi-scale dis-
criminator can let the enhanced image more closer to the natural image.
Our method does not rely on transmission maps and atmospheric light
estimation. Experiments on a large amount of synthetic data and real
data show that our method is superior to the state-of-the-art methods.

Keywords: Underwater image enhancement · Generative adversarial
networks · Adjacent scale feature addition

1 Introduction

Low-quality underwater images will seriously affect underwater tasks such as
underwater target detection and resource exploration. The complex imaging
environment of the ocean leads to serious degradation of the underwater images
acquired by the vision system. The energy attenuation occurs during the trans-
mission of light in an underwater environment. In general, red light attenuates
the fastest in water, and blue-green light attenuates the slowest, so underwater
images usually look greenish. Light scattering in the water can also cause degra-
dation of underwater images. Figure 1 shows the effect of light on underwater
image degradation. The scattering is divided into forward scattering and back
scattering. Forward scattering refers to the scattering phenomenon of small angle
deviation that occurs when the light reflected by objects in the water is transmit-
ted to the camera, resulting in blurred image details. When irradiating an object
in the water, the impurities in the water are scattered and directly received by the
camera, resulting in low image contrast. Some methods [1,3,11,14,16] reversely
c© Springer Nature Singapore Pte Ltd. 2021
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derive and establish corresponding physical models based on the causes of under-
water image degradation, which can achieve better results in certain scenes, such
as dehazing and color correction. Then, on the one hand, the underwater scene
is complex, and the corresponding parameters are also complex and changeable.
It is difficult for the physical model to be fully compatible to solve this problem.
On the other hand, many underwater operations require real-time operations,
and these methods are difficult to meet this requirement in terms of speed.

Fig. 1. The effect of light on underwater image degradation.

In recent years, deep learning networks have achieved great success in the
fields of image and video understanding, image generation, and image enhance-
ment. In view of this, a feasible alternative is to build a deep network model to
enhance underwater images. Some methods [2,7,12,20] based on convolutional
neural networks and generative adversarial networks have been proposed for
underwater image enhancement tasks. The use of large-scale data sets for deep
network models is an inevitable problem. However, the acquisition of underwa-
ter data sets is difficult and costly, so it is difficult to obtain large-scale data
sets. Most of the existing learning-based methods use small-scale data sets, it
is difficult to capture large-scale natural variation characteristics. Therefore, it
is very important to design a robust and effective underwater image enhance-
ment model. In order to solve this problem, we design a multi-scale generative
adversarial network with adjacent scale feature addition. And we analyze its
practicability and effectiveness. Our contributions in this article are as follows:

1. We propose a method to add adjacent scale features, which can more effec-
tively capture the relevant characteristics between the two image domains.

2. We improve a new attention mechanism module, which can effectively help
the network pay more attention to effective information.

3. We design a multi-scale discriminator, which can better ensure the consistency
of the global information and local details of the generated image and the
ground truth image.
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2 Related Work

The existing underwater image enhancement methods can be roughly divided
into two categories, methods based on physical models and methods based on
learning models. Both methods have their own advantages. This section will
introduce them separately.

2.1 Underwater Image Enhancement Methods Based on Physical
Model

The method based on physical model is usually to establish a mathematical
model of the degradation process of underwater images, and obtains a clear
underwater image by inverting the degradation process. He et al. [3] proposed
the dark channel prior (DCP), which removes the haze in the image by estimat-
ing the ambient light and transmittance. However, the classic DCP has a poor
recovery effect on underwater images, because the underwater images have blue
or green color cast, and other channel values are small, which will cause the
judgment of the degree of underwater haze to be invalid. Li et al. [11] proposed
an underwater image restoration method based on blue-green channel dehaz-
ing and red channel correction. Through the expansion and modification of the
dark primary color prior algorithm, the defogging algorithm is used to realize
the recovery of the blue and green channels. Drews et al. [1] improved on the
DCP method and basically believed that the blue and green channels are the
source of underwater visual information. However, the underwater environment
is complicated, and the lighting conditions are changeable, which causes these
methods to have greater limitations. Peng et al. [14] proposed an underwater
scene depth estimation method based on image blur and light absorption, which
can estimate the underwater depth of field more accurately. And this method
can be used in image formation models (IFM) to restore and enhance underwa-
ter images. Song et al. [16] proposed a fast and effective scene depth estimation
model based on the underwater light attenuation prior for underwater images,
and used learning-based supervised linear regression to train the model coeffi-
cients. Due to the complex underwater scenes, the physical model cannot adapt
to all underwater environments and can only show good performance in spe-
cific environments. In order to adapt to the new environment, it is necessary to
re-experiment and adjust the parameters, which is also its limitation.

2.2 Underwater Image Enhancement Methods Based on Learning
Model

At present, methods based on learning model mainly use supervised training
methods, which require a large amount of training data, including underwater
degraded images and their corresponding ground truth images. However, due
to the limitations of the special imaging environment, underwater ground truth
images are difficult to obtain. Therefore, the data currently used is mainly syn-
thetic data. Fabbri et al. [2] used CycleGan [19] to convert normal images into
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underwater degraded images, and used the obtained data set to train an under-
water image enhancement model. Li et al. [12] took normal RGB-D images and
a small amount of underwater image sample sets as input, simulated the physi-
cal model of underwater degraded scenes to train the image generation network,
which rendered the normal images as underwater degraded images. Obtain a
paired data set, and use this data set to train an underwater image restoration
network. However, RGB-D has higher requirements for cameras. Machines are
generally not equipped, which has certain limitations. Li et al. [10] collected
890 real-word underwater images and enhanced them with a variety of physi-
cal models, then chose the best one as the corresponding ground truth image.
FUNIE [7] proposed a conditional generative adversarial network to build a real-
time enhancement model for underwater images, which can be trained using
unpaired data. The training data sets currently used are usually small in scale,
so it is difficult to capture a wide range of natural mutation characteristics.

3 Proposed Method

3.1 The Architecture of Our Network

Given the source domain X (underwater degraded image) and target domain
Y (enhanced image), our goal is to learn the mapping G: X → Y to achieve
automatic image enhancement. We use generative adversarial network for train-
ing, train a generator to learn the mapping between two image domains and a
discriminator to judge whether the input image is true.

Fig. 2. The architecture of generator.



Enhancing Underwater Image Using Multi-scale GAN 263

Generative Network. As shown in the Fig. 2, in order to better capture the
relevant characteristics between the two image domains, we propose a generative
network with adjacent scale feature addition. After the image goes through the
process of down-sampling and up-sampling, information will be lost. The U-
Net [15] adds the corresponding hierarchical features generated in the image
up-sampling process, this method effectively reduces the loss of information.
Guo et al. [20] used the dense block to render more details in the generator,
which will add a lot of computation. We propose a method to add together
features of the same scale and adjacent scales generated in the image up-sampling
process. Proved in experiments that it is very suitable for underwater image
enhancement.

Attention Block. In recent years, the attention mechanism has been widely
used in the field of computer vision. Hu et al. [5] proposed a channel attention
module for network channels (SENet). And Woo et al. [18] proposed an attention
mechanism module named CBAM that combines space and channel. Wang et
al. [17] improved on the basis of SENet and proposed ECANet. We replace the
channel attention module in the CBAM with ECANet. We use this module after
feature addition, which can effectively help the network pay more attention to
effective information.

Fig. 3. The architecture of multi-scale discriminator.

Multi-scale Discriminator. As shown in the Fig. 3, We design a multi-scale
discriminator to judge whether the input image is a true image. The network
includes three sub-networks, namely D1, D2, and D3. The three networks have
the same network structure and the input is a different size of the same image.
The network adopts the PatchGAN [8] architecture, which divides the image into
blocks and can obtain high-frequency features such as texture style more effec-
tively. Different scale discriminators can obtain different receptive fields of the
image. The large scale discriminator pays more attention on global information,
and the small scale discriminator pays more attention on detail information. The
multi-scale discriminator can make the generated images have higher quality.
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Fig. 4. Qualitative comparisons on synthetic underwater images. (A) Original images.
Restored results using (B) UDCP [1] (C) GB [11] (D) IBLA [14] (E) RGHS [6] (F)
ULAP [16] (G) FUNIE [7] (H) Our method (I) Ground Truth.

3.2 Overall Loss Function

In order to optimize the network, as shown in the Eq. 1, we use three loss
functions, the adversarial loss LA, the style loss LS , and the image loss LI .
Image loss is used to constrain the global structural consistency between the
generated image and the reference image. Adversarial loss and style loss are
used to enhance the fine features of the image. λ1, λ2 and λ3 are the weight
coefficient.

L = λ1LA + λ2LS + λ3LI (1)

Adversarial Loss. We use the least squares GAN loss [13] to train the generator
and discriminator. As shown in the Eq. 2, where G is the generator, D is the
discriminator, z is the underwater degraded image, and x is the corresponding
reference truth image, the value of a, b, c is 0, 1, 1.

min
D

L(D) = Ex∼px
(D(x) − b)2 + Ez∼pz

(D(G(z)) − a)2

min
G

L(G) = Ez∼pz
(D(G(z)) − c)2 (2)



Enhancing Underwater Image Using Multi-scale GAN 265

Since we use a multi-scale discriminator, the loss becomes a multi-scale learning
problem. Our goal is to optimize the following formula:

min
G

min
D1,D2,D3

∑

k=1,2,3

L (G,Dk) (3)

Style Loss. We design the style loss with the perceptual loss [9] which is widely
used in the task of style transfer. First, use the pre-trained VGG network to
extract the features of different network layers, and calculate the gram matrix.
It is defined as follows:

Gφ
j (x)c,c′ =

1
CjHjWj

Hj∑

h=1

Wj∑

w=1

φj(x)h,w,cφj(x)h,w,c′ (4)

where j represents the jth layer of the network, and CjHjWj represents the size
of the feature map of the jth layer. Then calculate the squared Frobenius norm of
the difference between the output ŷ and target image y. It is defined as follows:

�φ,j
style(ŷ, y) =

∥∥∥Gφ
j (ŷ) − Gφ

j (y)
∥∥∥
2

F
(5)

Image Loss. Calculating the absolute error value between the output enhanced
image X and the ground-truth image Y . It is defined as follows:

LI = ‖X − Y ‖1 (6)

4 Experiment

4.1 Experiment Settings

In this section, we verify the effectiveness of the method proposed in this paper
on synthetic data set and real-word data set. We compare our method with the
following methods: UDCP [1], IBLA [14], GB [11], ULAP [16], RGHS [6] and
FUNIE [7].

Dataset. We used the synthetic dataset proposed by Fabbri et al. [2] and the
real-word dataset (UIEBD) collected by Li et al. [10]. The synthetic dataset has
6128 pairs of paired data. We randomly select 5000 pairs of data as training data,
and use the remaining 1128 pairs of data as the test sets. The UIEBD has 890
real underwater scene data, we randomly selected 800 pairs of data as training
data, and use the remaining 90 pairs of data as the test sets. We compare our
method with other methods on these two data sets.

Training Details. During training, we adopt Adam optimizer with a batch
size of 4, and set a learning rate as 0.001, the exponential decay rates as (β1,
β2) = (0.5, 0.999). The hyperparameters of loss function are set as λ1 = 1, λ2 =
1, λ3 = 2. We implement our model with the PyTorch framework and an Nvidia
GTX 2080 Ti GPU.
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Fig. 5. Qualitative comparisons on real underwater images. (A) Original images.
Restored results using (B) UDCP [1] (C) GB [11] (D) IBLA [14] (E) RGHS [6] (F)
ULAP [16] (G) FUNIE [7] (H) Our method (I) Ground Truth.

Table 1. Quantitative comparison for average PSNR and SSIM values on different
datasets.

Dataset UDCP [1] IBLA [14] GB [11] ULAP [16] RGHS [6] FUNIE [7] Ours

Synthetic dataset PSNR 18.23 19.00 19.17 22.51 21.80 23.18 24.10

SSIM 0.65 0.64 0.67 0.71 0.73 0.76 0.77

Real dataset PSNR 14.87 18.02 15.49 17.94 18.27 18.09 20.36

SSIM 0.54 0.68 0.60 0.70 0.77 0.74 0.77

4.2 Qualitative Evaluations

As shown in Fig. 4 and Fig. 5, we compare our method with the classic method
and the excellent methods of recent years of underwater image enhancement
tasks on synthetic data sets and real data sets. Visually, these methods have
more or less chromatic aberration and loss of details, the image enhanced by our
method is the closest to the reference image.

4.3 Quantitative Evaluations

We use quality evaluation PSNR, SSIM [4] to evaluate the performance of our
method.

The PSNR approximates the reconstruction quality of a generated image x
compared to its ground truth y based on their Mean Squared Error (MSE) as
follows:

PSNR(x, y) = 10 log10
[
2552/MSE(x, y)

]
(7)
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The SSIM compares the image patches based on three properties: luminance,
contrast, and structure. It is defined as follows:

SSIM(x, y) =
(

2μxμy + c1
μ2
x + μ2

y + c1

)(
2σxy + c2

σ2
x + σ2

y + c2

)
(8)

As shown in Table 1, from the average value of the results, our method is
superior to other methods.

4.4 Ablation Study

In order to better prove the effectiveness of our method architecture, We do the
following two comparative experiments: 1. Remove the adjacent scale feature
addition (ASFA); 2. Replace the attention module with the original CBAM
module. As shown in Table 2, the results show that the method of adjacent scale
feature addition and the improved attention module are effective for underwater
image enhancement.

Table 2. The result of ablation study.

Dataset Method PSNR SSIM

Synthetic dataset Network without ASFA 23.53 0.74

Network with CBAM 23.96 0.75

Ours 24.10 0.77

Real dataset Network without ASFA 19.85 0.75

Network with CBAM 20.17 0.76

Ours 20.36 0.77

5 Conclusion

The quality of underwater image is essential for pattern recognition, visual under-
standing, and key feature extraction in underwater scenes. In this paper, we
enhance the underwater image using a multi-scale generative adversarial network
with adjacent scale feature addition. This method does not rely on transmission
maps and atmospheric light estimation. We turn the underwater image enhance-
ment problem into an image-to-image conversion problem. Experimental results
on both the synthesis dataset and the real-world dataset demonstrate that the
proposed method achieves the best performance of underwater enhancing in both
the quantitative and qualitative evaluations.
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Abstract. For online HPC (High-Performance Computing) education,
identifying the prerequisite relationships among different HPC learning
resources is important for generating learning paths and personalized
course recommendations for students. Previously, such prerequisite rela-
tionships were often created by domain experts manually. In this paper,
we propose a novel framework to infer both concept and learning resource
prerequisite relationships and integrate such a framework into an online
HPC education platform. We first construct a bi-directional long short-
term (BiLSTM) neural network with attention mechanism to automat-
ically mine the latent semantic features from the formal description of
concepts. Then, we input two kinds of features into a fully connected
neural network for classification and obtain the relationships among
concepts. Considering the asymmetry and directivity of the prerequi-
site relation, we adopt a network embedding model to learn the vec-
tor representations of each concept as the prerequisite and subsequent
roles. The concept vectors are weighted and summed to generate the fea-
ture vectors of learning resources. For a given pair of learning resources,
their feature vectors are input into a classifier that outputs the result
of relation classification. Finally, we conduct a series of experiments on
two large benchmark datasets. The experimental results show that our
method outperforms existing methods with significant improvements.

Keywords: Learning resources · Concept prerequisite relationship ·
Network embedding

1 Introduction

The demands of online education have been showing a continuous and rapid
growth in the last decade driven by the development of the Internet. A large num-
ber of online education resources can be quickly obtained from various sources,

c© Springer Nature Singapore Pte Ltd. 2021
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such as Massive Open Online Courses (MOOC) and free technical blogs. How-
ever, most MOOC websites simply tag and categorize learning resources by key-
words without providing knowledge dependency, which makes it challenging for
learners to find a proper learning path in such a huge course space.

Generally, learning resources as defined as any resources that can be used
to accomplish learning goals (e.g., a blog or a video). Concepts are the basic
units in learning resources that refer to professional terms in specific fields. The
prerequisite relation is a natural dependence among knowledge concepts when
people learn, organize, and apply knowledge [4]. For example, before a learner
starts to study machine learning, he may need to learn the related knowledge
of linear algebra and probability theory in advance. Besides, learners may waste
a lot of time learning overlapping content in similar courses. Therefore, if the
massive learning resources are organized into a reasonable logical sequence based
on the prerequisite relationships, it can help learners with different backgrounds
to explore knowledge more easily.

There have been a few efforts aiming to learn prerequisite relations for con-
cepts and learning resources. For example, CGL [16] was a supervised framework
to learn course prerequisites by constructing a universal concept graph. In con-
trast, CPR-Recover [4] focused on recovering concept prerequisites from course
dependencies. MOOC-RF [9] was the first method considering MOOC data and
they proposed several kinds of features. Recently, PREREQ [10] used pairwise-
link LDA model [8] to learn concept representations and predict concept relations
with a Siamese network [1]. Despite the related work, challenges remain: 1) How
to represent a learning resource more efficiently. 2) How to automatically extract
deep features from the available corpus? 3) How to ensure accuracy even when
the training data is insufficient?

To address the above challenges, we propose CPRI, a deep learning-based
method for Concept Prerequisite Relationship Inferring. By exploiting the struc-
tured and unstructured information of the Wikipedia corpus, we construct rich
heterogeneous features that help relation inference. Besides, CPRI uses a BiL-
STM network with attention mechanism to extract the deep semantic features
from the description text of concepts. The two kinds of features are then fused
and input into a fully connected neural network that outputs the result of
whether there exists a prerequisite relation between two concepts. Next, we
design an algorithm named CPNE to identify the prerequisite relationships
among learning resources. CPNE first learns the vector representation of the
concepts with a multi-role network embedding method. The concept vectors are
then weighted by TF-IDF and summed up to generate the learning resource vec-
tors that are passed to a Random Forest classifier to identify the relationships
between the learning resources. Furthermore, we integrate our framework into
an online HPC education platform [6,15].

In summary, our contributions in this paper can be concluded as below:

– For identifying the concept prerequisites, we propose CPRI that combines
feature construction and deep learning to improve the accuracy. We construct



272 R. Wu et al.

rich heterogeneous features based on Wikipedia and use a BiLSTM network
with attention mechanism to automatically extract deep semantic features.

– In view of the directional and asymmetry of the prerequisite relationship, we
propose a multi-role representation network embedding method called CPNE
to solve the problem that the conventional network embedding methods only
learn a single vector representation for each node.

– Our experiments are based on two benchmark datasets from universities and
MOOCs. The experimental results show that the CPRI and CPNE signifi-
cantly outperform the existing approaches on the benchmark datasets.

The rest of the paper is structured as follows. Section 2 reviews the existing
related works. Then, we introduce the features extracted from Wikipedia and
the model of CPRI in Sect. 3. The details of the network embedding algorithm
CPNE are proposed in Sect. 4. In Sect. 5, we conduct a series of experiments to
provide performance evaluation. We conclude this work in Sect. 6.

2 Related Work

Learning prerequisite relations from educational data has aroused tremendous
attentions in recent years. Multiple works have explored the design of data-driven
methods for automatically mining prerequisite relations. For curriculum design,
Vuong et al. [13] developed a method for finding prerequisites within a cur-
riculum based on the automatic analysis of assessment data which records the
performance of students. Some works exploited Wikipedia data [2,11], where
both Wikipedia article content and their linkage structures were utilized. To
measure prerequisites between Wikipedia concepts, Liang et al. [2] proposed a
link-based metric called ReDf. Based on the Wikipedia features, Wang et al. [14]
designed a framework to extract a concept map from textbooks which jointly
extracts key concepts and learns their prerequisite relations. Liang et al. [3] fur-
ther investigated the applicability of active learning to the concept prerequisite
learning on the concept map dataset from [14]. For automatic curriculum plan-
ning, Yang et al. [16] developed CGL, a supervised learning-based framework
to map courses from different universities into a universal concept space and
optimize a concept relation matrix that can be used to predict relations between
unseen course pairs. With a similar data setting as CGL, CPR-Recovery focused
on recovering concept prerequisite relations from course dependencies. Combin-
ing the learning-based and recovery-based methods, Lu et al. [5] proposed a
domain-specific concept extraction approach and an iterative prerequisite rela-
tion learning approach. Pan et al. figured out what kinds of information in
MOOCs can be used and defined one semantic feature, three contextual features,
and three structural features to help prerequisites inferring. Recently, PREREQ
[10] learned a latent representation of concepts with pairwise-link LDA model
[8] and train a Siamese network [1] to infer unknown concept prerequisites from
university courses and MOOC video playlist data.
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3 Concept Prerequisites Inference

Let C be the set of all concepts of interest, that is assumed to be fixed and
known in advance. For a given concept pair (a, b), we aim to find a mapping
M : C2 → {0, 1}, where M is defined as:

M(a, b) =

{
1, if a⇒b
0, otherwise

(1)

where a ⇒ b means a is a prerequisite concept of b.
We associate each concept in C with a unique Wikipedia article. Wikipedia is

the largest encyclopedia website, covering almost all areas of knowledge, includ-
ing more than 200 language versions. Wikipedia contains rich structured and
unstructured information that enables us to extract high-quality semantic fea-
tures. For a concept pair (a, b), we denote the corresponding Wikipedia articles
as A and B, respectively. Based on the Wikipedia corpus, the extracted features
are mainly divided into artificial features and deep features.

3.1 Artificial Features

Each Wikipedia article contains a formal definition and a detailed explanation of
the concept. An article includes four basic attributes: title, abstract, body, and
category. We extract the following textual features based on the text information:

– (#1#2) |As| / |Bs|, the number of words in A/B’s abstract.
– (#3#4) |A| / |B|, the number of words in A/B’s body.
– (#5#6) Whether At/Bt appears in Bt/At, where At/Bt represents the title

of A/B.
– (#7#8) Whether At and Bt have overlapping words.
– (#9#10) The number of times At/Bt appears in Bs/As.
– (#11#12) The number of times At/Bt appears in B/A.
– (#13)Sim(va, vb), the cosine similarity of va and vb. va and vb are the

Word2vec vectors of a and b. The cosine similarity is calculated as follows:

Sim(va, vb) =
va · vb

‖va‖ × ‖vb‖ (2)

In Wikipedia, an article usually contains a lot of links that refer to other
articles. Users may be able to acquire background knowledge from the related
articles. Therefore, we can find out the prerequisites between Wikipedia concepts
with the links. Based on the link structure, we define the following features:

– (#14#15) |In(A)|/|In(B)|, the in degree of A/B, where In(A)/In(B) is the
in-links of A/B, that is, the set of articles that refer to A/B.

– (#16#17) |Out(A)|/|Out(B)|, the out degree of A/B, where Out(A)/Out(B)
is the out-links of A/B, that is, the set of articles that A/B refers to.

– (#18#19) |Out(A) ∩ Out(B)|, the common articles that A and B refer to.
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– (#20#21)Link(A,B)/Link(B,A), the number of links that A/B refers to
B/A.

– (#22#23)
∑

c∈Out(A) Link(c,B)/
∑

c∈Out(B) Link(c,B), the number of arti-
cles in Out(A)/Out(B) that refer to B/A.

3.2 Deep Features

Despite the features constructed in Sect. 3.1, these features sometimes appear
high sparsity, leading to inaccurate classification results. Therefore, we train
a neural model named CPRI (Concept Prerequisite Relationship Inferring) by
using BiLSTM units with attention mechanism to automatically identify the
key content for the prerequisite inferring. By assigning higher attention weight
to keywords, the model can mine the deep semantic features from the article
text. As illustrated in Fig. 1, the CPRI model includes six layers.

Fig. 1. CPRI model
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1) The input layer receives the first K words of the article text of two concepts
and converts each word into an index number in the dictionary V . The index
sequence of concept a is indexed as Sa = {wk}K

k=1.
2) The word embedding layer initializes a word embedding matrix W ∈ R

d×|V |

with pre-trained Word2vec vectors, where d indicates the word embedding
size. By looking up W , Sa is converted into an embedding matrix Wa =
{wk}K

k=1.
3) The BiLSTM layer computes each word embedding by reading W in two

opposite directions and generates two vectors, i.e, a forward vector
−→
hk and a

backward vector
←−
hk. Note that the size of

−→
hk and

←−
hk are determined by the

number of hidden neurons, we set both the sizes of the forward and backward
hidden cells equals to the word embedding size. Let hk be the element-wise
sum of

−→
hk and

←−
hk, and H = {hk}K

k=1 denotes the matrix formed by the output
vectors.

4) The attention layer aims to identify the key content for prerequisite inferring
and assign different weights. We introduce an attention matrix A ∈ R

d×d

to multiply Ha and Hb, and operate a non-linear transformation over the
product to generate a correlation matrix D ∈ R

K×K as follows:

D = tanh(HT
a AHb) (3)

where each element Di,j in D represents the pair-wide correlation score
between the i-th hidden vector of Ha and the j-th hidden vector of Hb. Then,
we perform mean-pooling operations along rows and columns of D to get the
importance vectors ga and gb ∈ R

K . After that, we multiply Ha with ga to
get the deep feature Ha and we get Hb in the same way.

5) In the fusion layer, the artificial features Hab are normalized and concatenated
with Ha and Hb to generate the eventual feature as the input of the next
layer.

6) The fully connected layer has two hidden layers that contain 128 neurons.
A rectified linear unit (ReLU) is applied as the activation function. Inferring
the prerequisite relationship between two concepts is actually solving a binary
classification problem, thus the output layer consists of two neurons whose
outputs represent the probability of whether a being a ⇒ b or not. In the
training phase, we use the cross-entropy loss function and train the model
with the stochastic gradient descent (SGD) method.

4 Learning Resource Prerequisites Identification

The result of concept prerequisites from CPRI is denoted as L = {(a, b)|a, b ∈
C, a ⇒ b}. Obviously, the sets C and L form a concept network with concepts as
nodes and prerequisite relations as directional edges. Based on the network, we
propose a network embedding (NE)-based method to learn the low-dimensional
vector representations of concepts that imply the prerequisite relationship.
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The conventional NE methods generally use a single vector to represent
a node. However, these methods are insufficient to solve the prerequisite net-
work due to the asymmetry and directivity. To address the problem, we develop
CPNE, a novel NE model that learns two vector representation of each con-
cept as the prerequisite and subsequent roles to capture the characteristics of
the prerequisite relationship. We extend each pair (a, b) in L by adding a label
εab ∈ {−1, 1} and obtain a tuple (a, b, εab). εab is set to 1 if a ⇒ b and 0, oth-
erwise. Due to the asymmetry, a new tuple (b, a,−1) is add to L if the tuple
(a, b, 1) exists.

For a concept a, let vout
a and vin

a denote the vector representation when it
plays a prerequisite and subsequent roles, respectively. If a ⇒ b, CPNE tends to
minimize the distance of vout

a and vin
b , and concurrently enlarge the distance

of vin
a and vout

b . This enables the vectors to learn the characteristics of the
prerequisite relationship.

CPNE applies a neural network to embed the concepts. Different from the
existing methods, CPNE initializes two parameter matrices Wout and Win ∈
R

|C|×d for the prerequisite and subsequent concepts, respectively. The embed-
ding process is described in Algorithm 1.

Algorithm 1: Concept Prerequisite Network Embedding Algorithm
Input: concept set C, prerequisite relation set L, training batch size m,

iteration times iter, number of negative samples K, learning rate λ
Output: Parameter matrices W out, W in ∈ R

|C|×d

Initialize Parameter matrices W out, W in; for i = 1 to iter do
randomly sample m tuples from L as the training data Ti

forall (a, b, εab) in Ti do
look up the vector vout

a from W out

look up the vector vin
b from W in

compute the gradient of vout
a according to 5

and update vout
a

compute the gradient of vin
b according to 5

and update vin
b

for k = 1 to K do
randomly sample a concept c if (a, c, 1) /∈ L
look up the vector vin

c from W in

compute the gradient of vout
a according to 7

and update vout
a

compute the gradient of vin
b according to 8

and update vin
c

end

end

end

The goal of CPNE is to optimize the following function:

J =
∑

(a,b,εab)∈Ti

[− log σ(εab · vout
a · vin

b ) −
∑K

k=1
log σ(−vout

a · vin
c )] (4)
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where σ represents a Sigmoid function, Ti is the training batch in the i-th itera-
tion, K is the number of negative samples [7], and vin

c is the vector of a randomly
sampled concept c.

In the training phase, CPNE adopts the SDG method to update the vectors.
For a tuple (a, b, εab), the gradients of vout

a and vin
b are calculated as follows:

∂Ja,b

∂Jvout
a

= −εab · vin
b · (1 − σ(εab · vout

a · vin
b )), (5)

∂Ja,b

∂Jvin
b

= −εab · vout
a · (1 − σ(εab · vout

a · vin
b )). (6)

In the negative sampling phase, for a tuple (a, c,−1), the gradients of vout
a

and vin
c are calculated as:

∂Ja,c

∂Jvout
a

= vin
c · (1 − σ(−vout

a · vin
c )) = vin

c · σ(vout
a · vin

c ), (7)

∂Ja,c

∂Jvin
c

= vout
a · (1 − σ(−vout

a · vin
c )) = vout

a · σ(vout
a · vin

c ). (8)

We use the concept vectors output by CPNE to generate the vector rep-
resentation for learning resources. Using the text information, i.e., titles and
introductions, we first represent each learning resource with a bag-of-word of
concepts instead of using all words in the text. We then calculate the weights
of the concepts towards each learning resource by term frequency–inverse doc-
ument frequency (TF-IDF) and multiply them with the corresponding concept
vectors. The weighted concept vectors are then summed up to form the learning
resource vectors. After that, we obtain the vector representations of each learn-
ing resource as the prerequisite and subsequent roles. Given a pair of learning
resources, we input their vectors into a Random Forest classifier to identify their
prerequisite relationship.

5 Performance Evaluation

5.1 Datasets

We use two benchmark datasets towards the Computer Science (SC) domain,
one is the University Course Dataset [10] that contains real data collected from
11 U.S universities, the other is the NPTEL MOOC Dataset [9] whose data are
crawled from a MOOC corpus. The detailed descriptions of two datasets are
listed in Table 1.
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Table 1. Statistics of the two datasets

Dataset Learning
resources

Learning
resource
pairs

Learning resource
prerequisites

Concepts Concept pairs Concept
prerequisites

University 568 3012 1276 340 2085 806

NEPTL MOOC 382 2251 861 345 2322 929

5.2 Baselines

We compare the performance of CPRI with three existing methods:

– PREREQ [10], a supervised method using a pairwise-link LDA model to
obtain vector representations of concepts and a Siamese network to predict
unknown concept prerequisites.

– MOOC-RF [9], a graph-based method that proposes multiple kinds of features
on MOOCs data and classifies the concept relations with a Random Forest
classifier.

– RefD [2], a metric for measuring the probability of one Wikipedia concept
being a prerequisite to another one based on the Wikipedia links.

In the part of learning resources, we mainly compare CPNE with CGL [16].
CGL represents a learning resource with a bag-of-word model of concepts. Based
on the labeled prerequisite data of learning resources, it constructs and optimizes
a matrix of concept prerequisites. Through the matrix, CGL calculated the pre-
requisite score of the unknown learning resource pairs. To verify the efficiency
of the vector representation of CPNE, we use another two methods to gener-
ate concept vectors as a comparison, i.e., pairwise-link LDA (PL-LDA) [10] and
CANE [12].

5.3 Performance Comparison

We split the datasets into training sets and test sets. For each dataset, we ran-
domly sample 20%, 30%, and 40% tuples for training, and the remaining for
testing. All experiments are evaluated over 5 train-test splits.

5.4 Results for Concept Part

For CPRI, we choose the length of concept text K = 300 and the size of
Word2vec vector d = 100. The experimental results of the concept part on
the two datasets are shown in Table 2 and Table 3. We can find that CPRI con-
sistently performs better than the existing approaches over different groups of
data. CPRI achieves the best precision, recall and, F-score values on both the
University Dataset and MOOC Dataset. Even when only 20% of the available
labeled data is used for training, CPRI maintains good performance.
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Table 2. Results of the concept prerequisite inference on the University Course Dataset

Metrics Precision Recall F1-score

Training data(%) 20 30 40 20 30 40 20 30 40

RefD 0.466 0.477 0.502 0.486 0.552 0.463 0.469 0.512 0.482

MOOC-RF 0.588 0.604 0.631 0.627 0.625 0.636 0.607 0.614 0.633

PREREQ 0.574 0.610 0.632 0.692 0.706 0.693 0.628 0.654 0.661

CPRI 0.844 0.832 0.853 0.826 0.850 0.865 0.835 0.840 0.854

Table 3. Results of the concept prerequisite inferring on the MOOCs Dataset

Metrics Precision Recall F1-score

Training data(%) 20 30 40 20 30 40 20 30 40

RefD 0.503 0.489 0.532 0.506 0.522 0.513 0.504 0.505 0.522

MOOC-RF 0.608 0.622 0.638 0.564 0.598 0.611 0.585 0.610 0.624

PREREQ 0.556 0.594 0.607 0.732 0.726 0.757 0.632 0.653 0.674

CPRI 0.828 0.824 0.839 0.845 0.873 0.868 0.836 0.848 0.853

5.5 Results for Learning Resource Part

For CPNE, we set the training batch size as 64 and the total iterations iter = 200.
The number of negative samples K is set to 10 and the learning rate λ is set to
0.001. The experimental results of the learning resource part are illustrated in
Table 4 and Table 5. As shown, CPNE outperforms the baselines significantly.
The results demonstrate that CPNE is capable to capture the characteristics of
the network structure and maintain the asymmetry and directivity well. There-
fore, the vectors learned by CPNE are more accurate to represent the prerequisite
relationship.

Table 4. Results of the learning resource prerequisite inferring on the University
Course Dataset

Metrics Precision Recall F1-score

Training data(%) 20 30 40 20 30 40 20 30 40

CGL 0.627 0.635 0.644 0.671 0.668 0.689 0.648 0.651 0.666

PL-LDA 0.536 0.545 0.566 0.602 0.634 0.623 0.567 0.586 0.593

CANE 0.672 0.668 0.697 0.659 0.694 0.710 0.665 0.681 0.703

CPNE 0.733 0.750 0.762 0.730 0.731 0.781 0.731 0.740 0.771
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Table 5. Results of the learning resource prerequisite inferring on the MOOCs Dataset

Metrics Precision Recall F1-score

Training data(%) 20 30 40 20 30 40 20 30 40

CGL 0.631 0.661 0.672 0.612 0.604 0.633 0.625 0.631 0.652

PL-LDA 0.507 0.524 0.567 0.582 0.611 0.604 0.542 0.564 0.585

CANE 0.645 0.662 0.674 0.663 0.684 0.722 0.654 0.673 0.697

CPNE 0.752 0.774 0.791 0.727 0.764 0.780 0.739 0.769 0.785

6 Conclusion

In this paper, we propose an attention-based neural network model called CPRI
to infer the concept prerequisites. CPRI extracts deep semantic features from
concept texts and fuses them with the artificial features constructed based on the
Wikipedia corpus. The fused features are input into a fully connected network to
get the result of the relationship between concepts. Then, based on the obtained
concept prerequisites, we design CPNE, a multi-role network embedding algo-
rithm to learn the vector representation of each concept as the prerequisite and
subsequent roles. The weights of the concepts contained in learning resources are
calculated by TF-IDF, and the vectors of learning resources are combined by the
weighted sum of concept vectors. Given a pair of learning resources, their vec-
tors are passed to a Random Forest classifier to obtain the final result whether
the prerequisite relationship exists. By conducting extensive experiments on two
benchmark datasets, we compare the performance of CPRI and CPNE respec-
tively. The experimental results show that our methods outperform the baselines
with a significant improvement.
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Abstract. The asymmetry of bank-enterprise information makes banks
unable to ensure the comprehensiveness and authenticity of corporate
data. Therefore, the innovation ability of the enterprise cannot be accu-
rately assessed. The data of each bank is similar, but because each bank
has a different understanding of these data, different knowledge will be
formed. In this paper, the idea of internal knowledge transaction between
banks is proposed. We propose The bank Knowledge Transaction Cover-
age Model to ensure the success of the knowledge transaction. The model
includes three stages: knowledge encoding, knowledge coverage, and opti-
mal selection. In this model, transaction bank set is selected to obtain
the maximum knowledge coverage with the lowest cost. Since the number
of participating banks is determined, in order to ensure that the model
can be solved in polynomial time, the KCSA-GA algorithm is proposed.
What’s more, the multi-objective optimization is transformed into min-
imization fitness function. Theoretical analysis and results demonstrate
that compared with GA algorithm, KCSA-GA algorithm is superior in
the distribution of fitness function and convergence in each iteration.
After the knowledge transaction, the effectiveness of the model is veri-
fied by the innovation ability ranking comparing with the expert ranking
and the Kendall rank correlation coefficient τ is 91.74%.

Keywords: Accuracy · Completeness · Bank Knowledge Transaction
Coverage Model · KCSA-GA algorithm

1 Introduction

In order to accurately evaluate the innovation capabilities of enterprises, many
scholars have done relevant research.

Jamil et al. [1] proposed a RESTful API-based trust rule library BRB expert
system to evaluate the innovation ability of the enterprise. This method provides
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an abstraction layer in the user’s domain. It increases the portability, usability
and computing power of BRB. Wu et al. [2,3] proposed A fuzzy ANP method
using interval type-2 fuzzy sets to evaluate the innovation ability of enterprises.
Yake et al. [4] established a mathematical model by using Delphi method and
fuzzy comprehensive evaluation method to objectively evaluate the enterprise’s
independent innovation capability.

To evaluate the innovation capability of an enterprise, banks need to con-
vert enterprise data into knowledge. The process from data to knowledge is the
process of knowledge reasoning. Knowledge reasoning can be divided into three
categories [5]: rule-based reasoning, distributed representation-based reasoning
and neural network-based reasoning.

There are differences in business models, fields, and regions of various com-
panies, and some documents cannot be made public, making it difficult to obtain
and encode knowledge. So this paper evaluates the innovation ability of Sci-tech
Medical Enterprise.

It is believed that companies can be evaluated through bank transaction.
There is little difference in data between banks. However, due to differences
in the literacy, intuition, and cooperation level of employees in each bank, the
knowledge internalized from these data will also be different. These differences
make knowledge trading possible. This is the key to a bank’s uniqueness. These
differences make knowledge transaction possible.

In this paper, each bank determines the set of transaction banks through the
knowledge transaction model, which uses the smallest transaction cost to form
a complete set of knowledge. In this way, banks will have a more comprehen-
sive understanding of enterprises, which will contribute to reducing information
asymmetry, improving the accuracy of evaluation.

The significant contributions of this paper are as follows:

– Each bank transforms the information of enterprises into different knowl-
edge, in which explicit knowledge is expressed by knowledge weight, and tacit
knowledge is expressed by knowledge coding degree.

– Construct knowledge transaction coverage model to select transaction banks,
make transaction cost as small as possible while obtaining maximum knowl-
edge coverage, and express the model with mathematical definition and for-
mula.

– Improve genetic the algorithm to solve this model, convert the problem of
multi-objective optimization into minimizing fitness function, redesign the
gene coding and add constraint conditions, so that it will not generate invalid
genes during crossover and mutation, thereby improving the algorithm per-
formance.

2 Related Work

The knowledge creation cycle is divided into four parts: Socialization, Exter-
nalization, Combination, and Internalization. This is the SECI model [12–14],
whether it is learning, growth or knowledge of human, it must be completed
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in the context of social interaction. The reasoning of knowledge is the process
of internalization, and the sharing of knowledge is the process of combination.
There is little difference between corporate financial statements and corporate
data obtained on the Internet. However, due to differences in the literacy, intu-
ition, and cooperation among bank employees, the knowledge internalized from
these data will also vary [18]. These differences make knowledge transaction
possible. This is the key to a bank’s uniqueness. If the bank trade this knowl-
edge instead of data, the participating banks will understand the status of the
enterprise from more dimensions and make the evaluation more accurate.

Knowledge transaction is considered from the following three aspects: knowl-
edge encoding, knowledge sharing and model design. Many scholars have done
related researches.

In aspect of knowledge encoding, knowledge includes explicit knowledge and
tacit knowledge from the perspective of knowledge transaction. Zhu et al. [6]
encoded the innovation ability of Sci-tech Medical Enterprise, analyzed the
enterprise’s patents, and reflected the innovation ability of enterprises from the
breadth and depth of patents. Banerjee et al. [7] used rough set-theoretic con-
cepts to encode knowledge and used the dependency factors to encode initial
weight.

In aspect of knowledge sharing, many scholars have done related research.
Tabatabaei et al. [8] proposed a nonlinear Bi-Level Programming (BLP) model
to analyze the knowledge sharing behavior of academics, which considered the
sharing of tacit knowledge and models of publishing coding knowledge. Shar-
ing tacit knowledge is a time-consuming and hard task, it can support explicit
knowledge sharing [9].

In this paper, a model of knowledge transaction coverage between banks is
constructed to share corporate knowledge. In order to solve the model in poly-
nomial time, the KCSA-GA algorithm is proposed where the encoding, crossover
and mutation operations are optimized. It provides the completeness and authen-
ticity of corporate data to evaluate corporate innovation capacities in all aspects
and reduce loan risks.

3 Problem Statement and Design Goals

In this paper, in order to carry out the knowledge transaction (KT) successfully,
a knowledge coverage model is built which includes three stages: knowledge
encoding (KE), knowledge coverage (KC), and optimal selection (OS), that is,
KT = KE + KC + OS.

Knowledge sharing [10] is defined as the process of communicating explicit or
tacit knowledge to others. The knowledge to be shared must be explicit knowl-
edge. Therefore, the tacit knowledge [11] must be encoded and expressed in strict
logic before knowledge sharing. Knowledge encoding is the process of transform-
ing the tacit knowledge (TK) into a symbol system (SS) that is accepted and
identifiable by all banks. Let the encoding function be F, there is: SS = F (TK).



Research on Bank Knowledge Transaction Coverage Model 285

After knowledge encoding, in order to obtain the required knowledge through
knowledge transactions, the target bank needs to calculate the set of banks
participating in the knowledge transaction.

At the KC stage, the knowledge provided by the banks involved in knowledge
transactions should try to meet the knowledge requirements proposed by the
target bank. However, the transaction requires costs. Therefore, we select the
transaction bank set to obtain the maximum knowledge coverage and the lowest
transaction cost.

At the OS stage, a knowledge coverage selection algorithm is designed to
select the approximate optimal solution of the transaction bank set in polynomial
time.

Then the entire process of knowledge discovery is shown as Fig. 1. Transaction
banks encode tacit knowledge and combine it with explicit knowledge to form
a knowledge set of transaction bank. With knowledge management and mode
conversion, the knowledge can be understood by the target bank. Knowledge
coverage is then used to select a subset to form the set of knowledge needed by
the target bank. In this process, algorithms are designed to obtain the maximum
knowledge coverage at the least cost. Finally, the target bank will store the shared
knowledge.

Fig. 1. Framework of knowledge transaction

4 Key Technologies and Models

4.1 Knowledge Encoding

Tacit knowledge is expressed in strict logical form through knowledge encoding.
The difficulty with knowledge encoding is that it can hardly be represented in a
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discrete form. It is believed that both the coding and abstraction of knowledge
[15] can be regarded as a process of removing redundancy and reducing disturb-
ing data to make the knowledge and expression clearer. However, it is believed
that not all problems can be solved in strict logical form [11]. So, in this paper,
for the tacit knowledge that is not easy to express, we use the degree of knowl-
edge encoding to reflect the amount of knowledge contained in the encoded
knowledge.

The followings are some assumptions about tacit knowledge encoding.

Assumption 1: For a certain knowledge required by the target bank, if a trans-
action bank has tacit knowledge related to it, this tacit knowledge will satisfy
all the needs of the target bank for this knowledge. The purpose of this assump-
tion is to directly express the satisfaction degree of the target bank with this
knowledge through the degree of knowledge encoding.

Assumption 2: The tacit knowledge of a bank and its encoded knowledge can
be quantified by information entropy.

Information entropy represents the uncertainty of which the macroscopic
state is for an observer. Let the probability corresponding to each micro-
scopic state be p1, p2, · · · , pn and the formula of information entropy is: H =

E[−logpi] = −
n∑

i=0

pilogpi.

Let the information entropy of a tacit knowledge owned by the bank be H,
and its information entropy after encoding is H’, then the degree of encoding of
this knowledge w is: w = H′

H .
It should be noted that the tacit knowledge of banks exists in the brains of

individual members. At the same time, the tacit understanding, coordination,
and working skills of relevant organizations are also very important tacit knowl-
edge resource, which are scarce, valuable, ambiguous, and difficult to imitate,
thus becoming an important source of competitive advantages for banks.

4.2 Definition of Knowledge Transaction Coverage Model

The Knowledge Transaction Coverage Model can be used to represent how to use
the minimum cost to maximize the knowledge coverage through a certain number
of transaction bank knowledge sets. The mathematical definition is defined as
follows:

Definition 1: An information system is a pair S = (U,Z), where,

1) U is a non-empty finite set of objects;
2) Z is a non-empty finite set of attributes;
3) for every z ∈ Z, there is a mapping a: U → Vu(z), where VU (z) is called the

value set of z.

If VU (z) contains a null value for at least one attribute z ∈ Z then S is called
an incomplete information system otherwise it is called a complete information
system [16]. From now on, we will denote the null value by �.
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Definition 2: Target bank A. The target bank is a bank that needs to ensure
the completeness and accuracy of its knowledge base through knowledge trans-
actions. The set of knowledge owned by A is KA and the set of knowledge that
the target bank needs to supply through the transaction is U − KA.

Definition 3: Set of transaction bank types B. The number of transaction
banks is nB , the transaction bank set can be defined as:

B = B1, B2, · · · , BnB

|B| = nB
(1)

Definition 4: Participating transaction banks Bi. Bi is a knowledge set of a
bank that may have a knowledge transaction with the target bank, Bi ∈ B.
For each transaction bank type Bi(1 ≤ i ≤ nT ), its knowledge understanding,
knowledge weight, and knowledge pricing are different, so a triple is used to
define it:

Bi =< Si,Wi, pi >, i ∈ [1, nT ] (2)

where pi is the price of knowledge, and its type is float. The intersection of the
knowledge set owned by Bi bank and the knowledge set required by bank A is
recorded as Si, Si = (U − KA, T ) is an incomplete information system, T ⊆ Z.

Definition 5: Weight matrix of knowledge Wi. Let W = (Wi) be a set of matri-
ces. For tacit knowledge, it represents encoding degree of different banks. For
explicit knowledge, is the degree of expression of the knowledge [17].

Definition 6: In order to make it easy for banks to express their knowledge,
we introduce the knowledge ownership matrix C = (Ci) instead of Si, Ci is a
0–1 matrix with nSC columns and nSL lines, where

Ck = (Ckij) =
{

0, VU−KAi
(Pj) is �

1, otherwise
(3)

Definition 7: Selection vector x: x records the banks participating in the trans-
action.

Assumption 3: The degree of tacit knowledge encoded by the transaction
banks can be superimposed, but if the degree of encoding after superimposi-
tion is greater than 100%, it is calculated as 100%, which means that the tacit
knowledge has been fully expressed.
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Definition of The Knowledge Transaction Coverage Model is as fol-
lows:

Set: ykij = wkij × ckij

y′
kij =

{
0, VU−KAi

(Pj) is �
1, otherwise

k ∈ [1, nB ], i ∈ [1, nSC ], j ∈ [1, nSL]

maximizeBK =
nB∑

k=1

(
nSC∑

i=1

nSL∑

j=1

y′
kij) × xk

minimizeBP =
nT∑

i=1

pixi

s.t.xi = 0 or 1 i ∈ [1, nk]
ckij = 0 or 1 k ∈ [1, nb], i ∈ [1, nSC ], j ∈ [1, nSL]
0 ≤ wkij ≤ 1 k ∈ [1, nb], i ∈ [1, nSC ], j ∈ [1, nSL]

(4)

4.3 KCSA-GA Algorithm Design

In this section, KCSA-GA (Knowledge Coverage Select Algorithm based on
Genetic Algorithm) is proposed to solve the knowledge coverage problem. The
following is the implementation process of KCSA-GA.

Gene Encoding. The genes are non-binary coding. The length of each chro-
mosome is nk, and the gene is g = [g1, g2, · · · , gnk], where the value of each gene
is gi ∈ [1, nb], indicating that transaction bank with the number gi is selected for
the i − th time. Correspondingly, in order to prevent the transaction bank from
being selected repeatedly, it is stipulated that the value of genes should follow a

strictly monotonous increasing order, which is

⎧
⎨

⎩

gi = 0, i = 0
gi−1 ≤ gi, 1 ≤ i ≤ nk + 1

gi = nb + 1, i = nk + 1
Among them, g0 and gnk+1 are auxiliary genes which are designed to facilitate

description and programming.

Fitness Function. The initial problem is a multi-objective optimization prob-
lem. In this paper, it is transformed into a fitness function, and the solu-
tion of it is transformed into a process that minimizes the fitness function:

f =
√

(BP − B̂P )2 + (BK−̂BK
̂KA−KA

)2.

Among them, B̂P and B̂K are the price and amount of knowledge in the ideal
state of knowledge transaction. In the ideal state, the price of knowledge is its
minimum price, and the amount of knowledge is the largest amount of knowledge.
B̂P = min(pi|i ∈ [1, nB ]) × nk, B̂K = nSC × nSL × nK .K̂A is the minimum

amount of knowledge of banks, K̂A = min(
nSC∑

i=1

nSL∑

j=1

ckij × wkij |i ∈ [1, nB ]).
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Crossover. Because adjacent genes have constraints, KCSA-GA improves on
the crossover operation. For chromosomes ch1 and ch2, and their crossover prob-
ability Pc, the crossover operation point point1 of ch1 is generated by random,
and the first point point2 on ch2 is founded that meets the constraints, and then
the values of these two points are exchanged.

Mutation. In KCSA-GA, each gene mutates with a probability of Pm. In the
process of gene mutation operation, due to constraints, the upper and lower
bounds of the mutation are determined.

Time Complexity of KCSA-GA Algorithm. We set that the population
of the algorithm is popsize, the crossover probability is Pc, the average number
of mutations is Pm, the complexity of each calculation of the fitness function
is Cf , and the number of iterations is iter. The time complexity of KCSA-GA
algorithm is O(popsize3 × Pc × Pm × Cf × iter).

KCSA-GA. The pseudo code of KCSA-GA is as follows (Table 1):

Table 1. The pseudo code of KCSA-GA

Algorithm 1. KCSA-GA

input: func, size population, max iter, size chrom,P c,P m

output: best selection scheme of Knowledge Transaction Coverage Model

begin

initial: chrom← generate chrom(size population , size chrom)

for i = 0, 1, · · · , max iter do

chrom ← ranking(chrom)

chrom ← selection(chrom)

chrom ← KCSA crossover(chrom,P c)

chrom ← KCSA mutation(chrom, P m)

record the best ones

end

bestScheme ← global best selection scheme

end

5 Experiments and Results

5.1 Experimental Data

This paper uses the data of 218 Sci-tech Medical Enterprise from 2008 to 2019.
According to the scientific and technological medical enterprise evaluation sys-
tem [17], 23 innovation capability indicators were established. According to data
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released by the China Banking and Insurance Regulatory Commission, as of
the end of 2018, there were 4,056 banking institutions in China. So the number
of transaction banks is 4056. The missing knowledge of each bank is normally
distributed, and the number of missing is sampleNo.

For explicit knowledge, we input the textual knowledge of the company and
use jieba word segmentation to divide them into words. Every bank has different
understanding of corporate knowledge, but we do not have the real knowledge of
all banks. Random characters are added to simulate noise. Then we use word2vec
to vectorize these words, and explicit knowledge is represented by the average of
all word vectors. The degree of expression of explicit knowledge is expressed by
the cosine similarity between the knowledge vector with noise and the knowledge
vector without noise.

For the price of knowledge, stochastic number is used to simulate the price.
For each bank, two pieces of tacit knowledge are encoded and stochastic number
is used to simulate the encoding degree of tacit knowledge. A sample table of
bank knowledge is shown as follows (Table 2):

Table 2. A sample table of bank knowledge

Sci-tech Medical Enterprise T1 T2 T3 · · · T23 T24 T25 Price

E1 0.56 � � · · · 0.84 1 1 0.87

E2 0.83 0.26 0.14 · · · � 1 1 0.35

E3 0.25 � 0.07 · · · � 1 1 0.52

· · · · · · · · · · · · · · · · · · · · · · · · · · ·

In order to verify the efficiency and effectiveness of the KCSA-GA algo-
rithm, in this paper, the KCSA-GA algorithm and the GA algorithm are used
to compare the distribution of fitness function and the convergence effects. The
parameters are as follows (Table 3):

Table 3. Parameters of KSCA-GA and GA

Symbol Description Value

sampleNo Amount of knowledge owned by each bank 2500

nB Number of transaction banks 4056

nT Number of banks involved in the transaction 50

nSC Number of columns of the ownership matrix 218

nSL Number of rows of the ownership matrix 25

sizepop Population in the algorithm 50

pc The probability of crossover operation 0.8

pm The probability of mutation operation 0.01
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5.2 Results

While using the above parameters, both algorithms generally converge when iter-
ating for about 30 times. In order to demonstrate better, the first 40 iterations
are selected in this experiment. The GA algorithm does not constrain the range
of genes, so genes that do not satisfy the constraints may be generated after
crossover and mutation operations. At this time, f = ∞, but for better demon-
stration, f = 45. The followings are the comparison results of the KCSA-GA
algorithm and the GA algorithm (Figs. 2 and 3).

Fig. 2. The distribution of f in each iteration of GA algorithm

Fig. 3. The distribution of f in each iteration of GA algorithm

Both GA algorithm and KCSA-GA algorithm will eventually converge to
minimum. But because of the constraints between the genes of KCSA-GA algo-
rithm, no invalid genes will be generated. Therefore, it is superior to GA algo-
rithm in both the distribution of fitness function and the convergence in the
iteration.
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Table 4. An enterprise evaluation after knowledge transaction in different years

Year Bank number Score

2008 24 50 201 246 379 · · · 3920 80

2009 35 97 158 326 468 · · · 3847 83

2010 53 107 257 485 630 · · · 3950 85

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
2019 21 85 164 288 529 · · · 4002 84

Fig. 4. The convergence of f when each bank has a different average amount of knowl-
edge

From Table 4, it is shown that the banks the target bank chooses to trade
after knowledge transactions in different years, and the scores of the company’s
innovation capabilities.

From Fig. 4, we conclude that the fitness function f decreases with the
increase of sampleNo when each bank has a different average amount of knowl-
edge.

5.3 Verification

In this paper, in order to verify the accuracy of this experiment, we use fuzzy
judgment to score the scientific and technological innovation enterprises. Kendall
rank correlation coefficient is used to verify the effect of this model through the
ranking of innovation ability after knowledge trading comparing with the expert
ranking [17]. As a result, the Kendall rank correlation coefficient τ = 91.74%.
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6 Discussion

In this paper, knowledge is shared between banks through transactions, so as to
ensure that banks have completeness and accuracy of corporate data. This is the
data support for banks to accurately evaluate the innovation capacities of enter-
prises. The innovations of this paper are as follows. firstly, the tacit knowledge
and explicit knowledge owned by each bank is considered. We use the degree
of coding to express tacit knowledge and use degree of expression to represent
explicit knowledge. Secondly, we build the Knowledge Transaction Coverage
Model and explain how knowledge is traded in order to achieve the maximum
knowledge coverage with the minimum cost. Then the model is defined by a
mathematical formula. Thirdly, for the model, we design KCSA-GA algorithm.
The advantage of this algorithm is that it solves the multi-objective optimization
problem by designing the fitness function. We optimize the gene coding accord-
ing to the characteristic of the participating transaction banks and design the
constraint conditions of the gene. So no invalid genes will be generated during
crossover and mutation. The algorithm we proposed is better than the traditional
genetic algorithm.

The shortcomings of this paper are: firstly, while the multi-objective opti-
mization is transformed into the fitness function, the importance of each objec-
tive is not considered. Secondly, the smallest unit of knowledge transaction of
a bank is the entire knowledge of the bank, and no consideration is given to
purchasing a certain piece of knowledge in a bank’s knowledge base.
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Abstract. The development of sensors and wireless communication tech-
nology has greatly promoted the development of the Internet of Vehicles
(IoV). In Vehicle to Everything (V2X) communication, various types of
services continue to emerge. Due to the different Quality of Service (QoS)
requirements of the services, we assuming that the total bandwidth of
uplink is equally divided into several orthogonal sub-band, each Vehicle-
to-Infrastructure (V2I) link is pre-allocated with a sub-band, and Vehicle
to Vehicle (V2V) communication can transmit information through spec-
trum multiplexing. We model the spectrum allocation and power selec-
tion as a Markov Decision Process (MDP). For the case of continuous
action space, Deep Deterministic Policy Gradient (DDPG) is a promis-
ing method. We propose a DDPG based Spectrum and Power Allocation
(DSPA) algorithm. The simulation results show that the proposed algo-
rithm can effectively learn the appropriate resources allocation strategy
from the environment and meet the QoS requirements of different services.

Keywords: Internet of Vehicles · Resource allocation · Quality of
service · DDPG · Markov decision process

1 Introduction

With the vigorous development of sensor and wireless vehicle communication
technology, vehicle can obtain environmental data around itself through sensors
such as cameras and radars [1], and wireless vehicle communication technology
allows vehicle to communicate with surrounding devices, expanding the vehicles
perception range [2]. Therefore, the concept of the Internet of Vehicles (IoV) came
into being and attracted widespread attention from the academic community.

The IoV means that vehicles communicate with everything, i.e., Vehicle to
Everything (V2X), including Vehicle-to-Infrastructure (V2I), Vehicle to Vehi-
cle (V2V), Vehicle-to-Person (V2P), etc. Generally speaking, different types of
c© Springer Nature Singapore Pte Ltd. 2021
L. Ning et al. (Eds.): PAAP 2020, CCIS 1362, pp. 295–306, 2021.
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communication methods have different Quality of Service (QoS) requirements.
Specifically, V2I communication needs to guarantee greater throughput, while
V2V communication and V2P communication have strict requirements on delay
and reliability. However, Long Term Evolution (LTE) system focuses on the com-
munication between vehicles and infrastructure, and seldom involves in other
communication methods, so it’s not easy to ensure the needs of multiple com-
munication methods in IoV. With the development of wireless communication
technology, the 5-th Generation Mobile Communication Technology (5G) could
meet the QoS requirements of various services in V2X communication. 5G allows
direct device-to-device (D2D) communication, and creates conditions for V2X
communication [3]. Therefore, 5G IoV has broad development prospect. D2D
communication shows great potential in 5G [4], so in this article, we consider
the V2X communication method based on D2D communication, where V2V com-
munication can reuse the spectrum of V2I communication to allocate resources
reasonably, and meet the QoS requirements of different vehicle users.

In the D2D communication problem, a key issue is how to reduce the inter-
ference between the D2D link and the cellular link. In [5], the author proposed
a new sharing paradigm, allowing devices to share resources without involving
cellular networks, thereby reducing interference. In [6], the interference control
and minimization of system energy consumption are expressed as a mixed non-
integer linear program. However, in these methods, the equipment is mostly sta-
tionary or slowly moving, and do not consider QoS requirements too much. In
[7], the author constructed a Markov Decision Process (MDP) for power control
in the 5G ultra-dense network to meet the real-time needs of users. A spectrum
sharing algorithm based on Lyapunov Optimization is proposed in [8], which
maximize the energy efficiency of the system while ensuring the QoS require-
ments of different users. These methods take into account the guarantee of user
QoS requirements. However, users QoS requirements are often diverse, and some
requirements are often difficult to express directly into optimization problems.
For this problem, Deep Reinforcement Learning (DRL) method is a promising
method.

DRL as a paradigm of machine learning, has made remarkable achievements
in playing games and other fields [9]. DRL method also has broad application
prospects in the fields of communication and network [10]. In [11], Deep Q-
Learning (DQN) algorithm is used to deal with flexible numerology problems
in 5G heterogeneous networks. In [12], a multi-agent deep Q-learning method
is used to allocate spectrum resources in IoV. However, the DQN algorithm
can only be used to process discrete action spaces. For the continuous action,
the Deep Deterministic Policy Gradient (DDPG) algorithm is needed. In [13],
the author proposed a DDPG-based pre-caching method to cache entertainment
information in IoV, the size of the file to be cached changes continuously.

In this article, we have studied the issues of spectrum allocation and power
selection in vehicle communication network. The main contributions of the article
are as follows:
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– We consider the spectrum allocation and power selection problem in the IoV
scenario. Each V2V communication reuses the spectrum of V2I link and
selects the appropriate transmission power to meet the QoS requirements
of V2X communication.

– We model the spectrum and power allocation problem as a MDP. Since the
action space is continuous, we propose a DDPG-based Spectrum and Power
Allocation (DSPA) algorithm to solve this problem.

– Simulation experiments show that the proposed DSPA algorithm can be effec-
tive in learning appropriate spectrum allocation and power selection methods
during the environmental interaction process.

The structure of this article is as follows. The system model is introduced in
Sect. 2. In Sect. 3, the MDP model is proposed and the optimization objective
is given. The DSPA algorithm is proposed in Sect. 4. The simulation results are
given in Sect. 5 and Section 6 summarizes the article.

2 System Model

In this section, we will introduce the model of the vehicle communication net-
works. Considering a vehicle communication scenario with a base station (BS),
as shown in Fig 1. There are M vehicles belonging to cellular users (CUEs),
denoted by M = {1, 2, ... , M }, which need to establish a high-rate uplink
connection with the BS, i.e., V2I link. At the same time, there are N vehicle
pairs, called DUEs, carry out vehicle-to-vehicle communication based on D2D
communication to transmit important safety information, and denoted by N =
{1, 2, ... , N }. Note that each vehicle can be both CUE and DUE at the same
time. Therefore, each vehicle has two types of power for sending information,
denoted as Pc and Pd.

Fig. 1. An illustrative of V2X communication networks

Assuming that the total bandwidth of the uplink is Wall, consists of several
equal orthogonal sub-bands. Each V2I link occupies a sub-band, that is, The
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m–th CUE sends information through the m–th sub-band. Furthermore, since
the uplink resource usage is relatively small and the base station has a certain
anti-interference ability, we assume that each V2V communication can reuse
an V2I link to improve the efficiency of spectrum utilization. Marking αn,m ∈
{0, 1} as the symbol of spectrum reuse, that is, if the n-th V2V link reuse the
spectrum of the m-th V2I link, αn,m = 1, otherwise, αn,m = 0. In order to avoid
excessive interference, each DUE user can reuse the spectrum of one CUE user
at most, and each CUE user can be reused by up to z DUE users. Consequently,∑M

m=1 αn,m ≤ 1 for all n, and
∑N

n=1 αn,m ≤ z for all m.
Thus, the Signal to Interference plus Noise Ratio (SINR) of the m-th V2I

link, γc
m, can be expressed as:

γc
m =

P c
mgc

m

σ2 +
∑N

n=1 αn,mP d
ngd,c

n

, (1)

where gc
m denotes the channel gain from the m-th CUE to the BS, σ2 denotes

the noise power, and gd,c
n is the interference gain of the n-th DUE reuse the m-th

CUE’s spectrum.
Similarly, the SINR of the n-th V2V link, γd

n, can be expressed as:

γd
n =

P d
ngd

n

σ2 + In
, (2)

where gd
n denotes the channel gain from the n-th V2V communication over the m-

th sub-band, and In is the interference power. The interference power is divided
into two parts, the first is the interference from the m-th V2I link to the n-th
V2V link, and the second is from the n

′
th (n

′ �= n), which reuse the m-th V2I
link, to the n V2V link. Thus, In can be expressed as:

In = P c
mgc,d

m +
N∑

n′ �=n

αn′ ,mP d
n′ g

d,d

n′ , (3)

with gc,d
m and gd,d

n′ represent the interference from the m-th V2I communication
to the n V2V communication and the interference from the n’ -th V2V commu-
nication to the n-th V2V communication over the same sub-band, respectively.

Hence, according to Shannon’s theorem, the rate of the m-th CUE and n-th
DUE can be expressed as:

rc
m = Wlog(1 + γc

m), (4)

and

rd
n = Wlog(1 + γd

n), (5)

where W is the bandwidth of each sub-channel.
Our goal is to select the appropriate spectrum and transmit power for V2V

communication to meet its low latency and high reliability requirements, mini-
mize the interference to other communication links, and maximize the sum rate
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of V2I link. Therefore, we set the sum V2I rate as the optimization goal, and
express the delay constraint as a reward function, giving a penalty when the
constraint is violated.

3 Problem Formulation

The resource allocation problem mentioned above is dynamically changing,
because services in IoV are continuously generated, and channel state infor-
mation is also changing in real time. For this situation, traditional optimization
methods are difficult to handle. A promising solution is to model the spectrum
allocation and power selection problem as a MDP.

MDP consists of four parts {S, A, P, R}, where S denotes the set which
include all possible states during time T , A is the action space, P(s

′
; s, a) denotes

the transition probability, and R represents the reward. T consists of several time
slots of equal length in the time domain, and the length of each time slot is |t|.
We treat the V2V link as an agent, at the beginning of each time slot t, the
agent observes the environment state st and executes an action at. After a time
slot, the system state becomes st+1 and gets reward rt.

3.1 System State Space

The state space is represented as S = {gd
t , It−1,Dt, Ot}. Among them, gd

t is the
instant channel state information corresponding to the V2V link, It−1 is the
interference power in the previous time slot, which can be calculated by formula
(3). Dt and Ot represents the size of the task to be transferred and the remaining
time allowed for transmission, respectively.

3.2 Action Space

Action space is the set of actions selected for the V2V link, including the spec-
trum reuse factor αn,m and the transmit power P d. The spectrum allocation
strategy can be obtained by determining the value of αn,m. Realistically, we set
the transmit power to a continuous value from 0 to Pmax, and pd = 0 means
that in the t-th time slot, no information is sent on the V2V link.

3.3 System Reward

We design the reward function into three parts. The first two parts represent the
sum V2I rate and sum V2V rate, which can be calculated by formula (4) and
formula (5), respectively. Furthermore, the reward function should also include
constraints on the amount of tasks to be transmitted, so we design the transmis-
sion time as a negative reward, which represents a penalty. The reward function
is expressed as:

rt = ω1

M∑

m=1

rc
m + ω2

N∑

n=1

rd
n − ω3(O0 − Ot), (6)
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where O0 is the maximum allowed transmission time of V2V task, O0 − Ot

denotes the transmission time, ω1, ω2 and ω3 denotes the weights of the three
parts, respectively. The first two parts of the reward are used to reduce the
interference, and O0 − Ot represents the penalty. The longer the transmission
time, the greater the penalty, prompting the agent to send the task as quickly
as possible.

It is worth noting that high current rewards may not guarantee the long-term
benefits of the system. So we must consider the current rewards and subsequent
rewards. The goal is to maximize the expected cumulative discount reward. For
our system, the expected cumulative discounted rewards can be expressed as:

Rt = E[
∞∑

i=0

γirt], (7)

where γ ∈ (0, 1) is the discount factor, affect how to make a trade-off between
the latest reward and the future reward.

In summary, the optimization goal of this article is to maximize the system
reward, i.e.,

max
αn,m,P d

T∑

t=0

Rt. (8)

4 DDPG-Based Spectrum and Power Allocation

When designing dynamic resource allocation algorithms in IoV, Q-learning and
deep Q-learning (DQN) are commonly used solutions. The update process of the
DQN algorithm can be expressed as follows:

Q(s, a) = Q(s, a) + α(r + γmax
a

(st+1, at+1) − Q(s, a)). (9)

During the update process, the agent first completes the evaluation of the pol-
icy, and then improves the policy. In a limited action space, this update method
is feasible, but if the action space is continuous, this calculation and selection
cannot be performed. For the continuous action space, the DDPG algorithm is
a promising method. So we tend to use the DDPG method to allocate spec-
trum and power for DUE users in this work. The DDPG algorithm was first
proposed by David Silver et al. [14]. As shown in Fig. 2, DDPG adopts the form
of actor-critic, include four nets, namely primary actor net, primary critic net,
target actor net and target critic net. After training, DDPG can simulate real Q-
tables without worrying about the explosion of dimensionality, and can generate
deterministic strategies instead of random strategies.

The DSPA algorithm is shown in Algorithm 1. In the algorithm, a policy
network with a parameter of θμ is used to represent the deterministic policy
a = μ(s|θμ), the network receives the current state s and generates a definite
action a. As the name suggests, this network also used to update the policy,
corresponding to the actor in the actor-critic algorithm framework. The value
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Fig. 2. DDPG algorithm framework diagram

network with parameter θQ is used to represent action value function Q(s, a|θq),
which is used to solve the Bellman equation. The value function also corresponds
to the critic in the actor-critic algorithm framework, used to provide gradient
information. The DDPG algorithm does not only consider appropriate rewards,
but also considers long-term discount rewards, i.e.,

Jβ = Eμ[r1 + γr2 + · · · + γnrn], (10)

where Jβ is the objective function, and β is the behavior policy. Obviously, the
policy that maximizes Jβ(μ) and the optimal behavior policy μ∗ are equivalent.
μ∗ can be expressed as:

μ∗ = argmax
μ

J(μ). (11)

It has been proved in [14] that the gradient of Jβ(μ) with respect to θμ and
the expected gradient of Q(s, a; θQ) with respect to θμ are equal. Using the chain
derivation rule to derive the objective function, the update process of the actor
network is as follows:

�θμJ ≈ Est∼ρβ [�θμQμ(st, μ(st))]

= Est∼ρβ [�θμQ(s, a; θQ)|s=st,a=μ(st;θμ)].
(12)

Because the deterministic policy is a = μ(s; θμ), formula (12) can be rewritten
as

�θμJ = Est∼ρβ [�aQ(s; θQ)|s=st,a=μ(st) �θμμ (st; θμ)|s=st
]. (13)
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For formula (13), using the method of updating the value network in [12] to
update the critic network, the gradient can be expressed as:

�θμ = Es,a,r,s′∼R[(TargetQ − Q(s, a; θQ)) �θQ Q(s, a; θQ)], (14)

where
TargetQ = r + �

θQ
′ γQ

′
(s

′
, μ(s

′
; θμ

′
)). (15)

The gradient descent algorithm is used to update the parameters in the
network model. The process of training the value network is to find the optimal
solution process of the parameter θQ in the value network.

Algorithm 1. DDPG-based spectrum and power allocation
1: Randomly initialize the weight parameter θQ of the primary critic network

Q(s, a; θQ)
2: Randomly initialize the weight parameter θµ of the primary actor network μ(s; θµ)

3: Initialize the weight parameter θQ′
of the target critic network Q

′
(s, a; θQ)

4: Initialize the weight parameter θµ′
of the target actor network μ

′
(s; θQ)

5: Initialize experience replay buffer R
6: for episode = 1, J do
7: Random initialization process E for action exploration
8: Initialize the 5G heterogeneous vehicle communication network
9: for time = 1, T do

10: Calculate the action at = μ(st; θ
µ) +Et at the current time step according to

the current noisy policy
11: Perform action at, record the reward rt and new state st+1

12: Store conversion experience (st, at, rt, st+1) in experience replay buffer R
13: Randomly sample N conversion experience samples (si, ai, ri, si+1) from the

experience replay buffer R

14: Calculate the target value yt on yt = ri + γQ
′
(si+1, μ

′
(si+1; θ

Q
′
); θQ′

)
15: Update the primary critic network with the minimized loss function

L = 1
N

∑
i(yi − Q(si, ai; θ

Q))2

16: Update the primary actor neural network by the sampled policy gradien �θµ

17: Updata the target networks with:

θQ
′

= τθQ + (1 − τ)θQ
′

θµ
′

= τθµ + (1 − τ)θµ
′

18: end for
19: end for

5 Simulations Result and Discussion

In this section, we verify the performance of the proposed DSPA algorithm under
different conditions. The relevant parameter settings of the simulation are shown
in Table 1.
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Table 1. Parameter setting in simulation and experiment

Parameter Value

Carrier frequency 2 GHz

Bandwidth per channel 1.5 MHz

BS antenna height 25 m

BS antenna gain 8 dBi

Vehicle antenna height 1.5 m

Vehicle antenna gain 3 dBi

Vehicle speed 36 km/h

V2I transmission power 23 dBm

V2V maximum transmission power 23 dBm

Latency constraints for V2V links 100 ms

V2V maximum connection distance 150 m

Noise power σ2 −114 dBm

[ω1, ω2, ω3] [0.1, 0.9, 1]
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Fig. 3. Comparisons of different learning rate α

In the proposed DSPA algorithm, the hyperparameter α has a huge impact
on the convergence of results. If we set too large learning rate, a large amount of
abnormal data will be generated, causing the results to diverge easily. If we set
a very small learning rate, the convergence speed will be reduced and overfitting
may occur. To compare the influence of learning rate on the convergence of
the DSPA algorithm, We carried out three simulations, corresponding to three
learning rates. Specifically, α = 0.01, 0.001 and 0.0001. The result is shown in
Fig. 3, the abscissa represents the number of episodes, and the ordinate represents
the reward. As can be seen from the figure, α = 0.01 and α = 0.001 will cause
large fluence. When α is equal to 0.0001, the convergence value will be relatively
stable, and the convergence speed is not too slow. Therefore, in subsequent
experiments, we will set the learning rate to 0.0001, i.e., α = 0.0001.
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We compared the DQN-based algorithm with the proposed DSPA algorithm.
In the simulation based on the DQN algorithm, we discretized the transmit power
into 5 uniform values. The result is shown in Fig. 4. At the beginning of the
episode, The DQN algorithm showed slightly better performance. But then, the
performance of the DSPA algorithm began to exceed the DQN-based algorithm.
Part of the reason is the network of the DSPA algorithm consists of actor network
the critic network. Other is DSPA method can make a suitable choice from
continuous action space choices, while the actions that can be selected by the
DQN algorithm are limited.
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Fig. 4. Comparison of different algorithms

Figure 5 shows the performance comparison of DSPA algorithm, DQN algo-
rithm and random algorithm based on the average sum rate. With the increas-
ing number of vehicles, the rate of the three methods all show a downward
trend. This is because as the number of vehicles increases, interference will
increase. Among the three algorithms, the average sum rate of the DSPA method
is the largest, and the performance of the random algorithm is the worst.
This is because the random algorithm randomly selects the spectrum sub-band
and transmit power by V2V communication, which will cause unimaginable
interference.
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Fig. 5. Average sum-rate of V2I with different number of vehicles
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Figure 6 shows the performance comparison of DSPA algorithm, DQN algo-
rithm and random algorithm based on the probability of delivery. We assume
that all data successfully sent within the specified time will be successfully deliv-
ered, while messages not sent over time will be discarded. As the number of
vehicles increases, the probability of successful delivery of all vehicles gradually
decreases. This is because the increase of vehicles will bring more interference.
But the proposed DSPA algorithm can still guarantee the highest performance.
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Fig. 6. Average delivery probability of V2V with different number of vehicles

6 Conclusion

This article studies the spectrum and power allocation issues in IoV. In order to
ensure different QoS requirements in V2X communication, we model the spec-
trum reuse and power selection problem as a MDP. Since the action space is
continuous, we design a DSPA method based on DDPG to solve the established
MDP model. The simulation results show that the DPA algorithm can guarantee
the high reliability of V2V communication and the high rate requirements of V2I
communication. In future work, on the basis of ensuring QoS requirements, we
will consider the issue of energy efficiency.
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Abstract. Monitoring people’s trajectories can help with many data
mining tasks. For example, clustering analysis of users’ trajectories can
infer where people work and where they live. However, as far as users
are concerned, no one wants their privacy to be compromised so that
third parties can benefit from it. The commonly used method of privacy
protection today is differential privacy, but differential privacy does not
have significant advantages when dealing with correlated data. Puffer-
fish privacy can be used to address the privacy protection of correlated
data for this reason. Our work aims to protect the locations that are
extracted from trajectories using clustering methods. To achieve this
goal, we first use the DBSCAN algorithm to cluster the trajectories
of users, mark the locations where users have stayed, and preserve the
chronological order. Privacy requirements for this issue are then spec-
ified in the Pufferfish framework. The data is then processed using a
mechanism that implements a privacy framework. Finally, the utility is
evaluated through experiments.

Keywords: Trajectory · DBSCAN · Correlated data · Pufferfish
privacy · Markov chain

1 Introduction

In the age of big data, people’s trajectories are becoming more accessible than
ever before. These trajectories, when mined, can be useful in many ways, such
as knowing where people live and where they work. However, it should not be
ignored that this useful information is also sensitive for users, and they do not
want their privacy to be disclosed. Therefore, how to obtain useful information
under the premise of protecting users’ privacy has become a hot topic. In the
process of working with trajectories, it is a common research direction to obtain
where users have stayed. Through these location sequences, we can know the
users’ daily routines and frequently visited locations. In this case, the user’s
trajectory from one location to another is of little use to data consumers and
results in more privacy leaks. For this scenario, we can use a clustering algorithm
to extract the locations where users have stayed from their trajectories and keep
the time sequences of users passing through these locations. Then our protected
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objects will become these sequences. Our method can protect the privacy of
users’ trajectories and facilitate the implementation of such data mining tasks.

Places where users have stayed are also the privacy of users, so when the
locations are extracted from users’ trajectories, the data still need to be pro-
cessed to meet the privacy protection requirements. The concept of differential
privacy [1] proposed by Dwork is still the gold standard of data privacy at the
moment. However, differential privacy may not solve the privacy problem of the
correlated data, as the association can lead to additional privacy leakage and
lower the expected privacy guarantee [2]. Based on differential privacy, the con-
cept of group differential privacy [3,4] is proposed for correlated data, but group
differential privacy causes excessive interference with relevant data.

To solve the privacy protection problem of correlated data, we can adopt
Pufferfish privacy [2] as a way to protect users’ privacy. There are three parts
for the definition of the Pufferfish framework: (S, Q, Θ). S is for a set of secrets
that cannot be known, such as “Alice is in the park”; Q refers to a set of secret
pairs, such as (“Alice is in the park”, “Alice is in the school”), and the adversary
cannot distinguish between the secret pairs; Θ is the correlations of data, when
data satisfy the distribution Θ, the secrets in Q are indistinguishable from each
other to the adversary in the Pufferfish framework. The sequence of locations
where a user has stayed follows the Markov chain model, and Pufferfish privacy
can protect the privacy of correlated data [5], so Pufferfish privacy can be applied
to this sequence to protect privacy.

The main contributions of our paper are as follows:

• We cluster trajectories before protecting the privacy of data, and that sim-
plifies the privacy protection for trajectories.

• We consider the time correlation of data before publishing the locations where
users have stayed, and use the Pufferfish privacy which has greater utility than
group differential privacy in protecting the data for privacy. To the best of our
knowledge, we are the first to apply the Pufferfish privacy in the trajectory
privacy protection.

2 Related Work

Trajectory is a common form of private data, and because of the popularity of
location-based services, it is widely used in data mining. Some useful information
can be extracted from the trajectories [7], but trajectories contain users’ privacy,
so the process of extracting this valid information may cause users’ privacy to
be disclosed.

Clustering analysis is often used in the field of trajectory data mining [8].
According to the results of clustering analysis, the daily routines of users can be
found, so that deeper information can be mined by the adversary. Since trajecto-
ries are private data, privacy protection should also be provided for data during
data mining. In clustering analysis, the most common privacy protection tech-
nologies include data disturbance [9], data rotation [10] and data swapping [11].
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There have also been previous researches on differential privacy clustering meth-
ods [12,13]. In the k-means clustering algorithm, calculating the center point
closest to each sample point will reveal privacy. To achieve privacy protection,
noise satisfying differential privacy was added to the center point of each step.
This kind of methods are not suitable for trajectory privacy protection for the
following two reasons. Firstly, for trajectories mining, the k-means algorithm has
worse performance than the density-based clustering. Secondly, when the clus-
tering results are time-related, there will still be privacy disclosure issues [14].
Group differential privacy is an improvement over differential privacy. When
data is related, sensitivity will be set to the size of the correlated data collec-
tion. However, using group differential privacy to protect the privacy of clus-
tered data will introduce much noise and greatly decrease the utility of data.
Pufferfish privacy has less impact on the utility of data than group differential
privacy, and it already has some applications to protect the privacy of correlated
data. For example, Pufferfish privacy can be adopted to protect the privacy of
time-series data such as physical activity measurements [5,6] and web browsing
behavior [14]. To the best of our knowledge, we are the first to apply it in the
trajectory privacy protection.

3 Preliminaries

This section mainly introduces some of the basic concepts presented in this
paper, including the DBSCAN algorithm, the Pufferfish privacy, the Laplace
mechanism, Markov chain, etc.

3.1 DBSCAN Algorithm

The DBSCAN algorithm [15] is a common and effective density-based clustering
algorithm. There are two parameters in the DBSCAN algorithm: Eps is the
user-specified radius coefficient, and MinPts is the user-specified threshold.

The DBSCAN algorithm divides points into core points, border points, and
noise points. A point is a core point if the number of points within or on a given
neighborhood is greater than or equal to MinPts. The size of the neighborhood
is determined by the distance function and Eps. The border point falls near the
core point or the boundary, but it is not the core point. A noise point is a point
that is neither a border point nor a core point. For example, in Fig. 1, A, B and
C are respectively a core, border and noise point. The DBSCAN algorithm has a
strong anti-noise capability and can handle clusters of arbitrary size and shape,
and has many clustering results that cannot be obtained by k-means and other
clustering algorithms.

3.2 Pufferfish Privacy

There are three parts for the definition of the Pufferfish framework: (S, Q, Θ).
S is for a set of secrets containing sensitive information that cannot be made
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Fig. 1. Graphical representation of the core, border and noise points.

known to the adversary; Q refers to a set of secret pairs, and the adversary cannot
distinguish between the secret pairs; Θ is the correlations of data which is in the
hands of the adversary. When data satisfy the distribution Θ, the secrets in Q are
indistinguishable from each other to the adversary in the Pufferfish framework.
From the definition of Pufferfish privacy, we can see that differential privacy is
a special case of Pufferfish privacy.

This privacy mechanism can be considered to satisfy the ε-Pufferfish privacy
if the following conditions are met:

e−ε ≤ PM,Θ(M(D) = w|si, Θ)
PM,Θ(M(D) = w|sj , Θ)

≤ eε (1)

M is a privacy mechanism that satisfies the ε-Pufferfish privacy with a range
M, w ∈ M, ε is the privacy budget, D satisfies the distribution Θ. si and sj is
a pair of secrets, P (si|Θ) �= 0 and P (sj |Θ) �= 0.

3.3 Laplace Mechanism

The Laplace distribution is a continuous probability distribution. When the
probability density function of a random variable x is as follows, it is a Laplace
distribution:

f(x|μ, b) =
1
2b

e− |x−μ|
b (2)

μ is the position parameter and b > 0 is the scale parameter.
Since differential privacy can be achieved by adding random noise satisfying

Laplace distribution in the query F (D), Pufferfish privacy can also be combined
with the Laplace mechanism.

M(D) = F (D) + Z ∼ Lap(
�f

ε
) (3)

�f refers to sensitivity, and the greater the �f , the greater the noise.
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3.4 Markov Chain

Markov chain is a discrete event stochastic process with Markov property in
exponential science. Markov chain contains the first state and transition matrix.
In each step, the system can change from one state to another or remain in
the current state according to the transition matrix. Transitions represent state
changes, and transition probabilities represent the probabilities associated with
state changes. The Markov chain is not only one-dimensional but also multi-
dimensional [16].

Suppose that the user has three frequented locations, A, B, and C. The user’s
state transition diagram for these three locations is shown in Fig. 2. From the
state transition diagram, the state transition matrix can be obtained:

⎡
⎣

0 0.5 0.5
0.2 0 0.8
0.3 0.7 0

⎤
⎦ .

Fig. 2. The user’s state transition diagram.

4 A Pufferfish Privacy Mechanism for Trajectories
Processed by the DBSCAN Algorithm

Our Pufferfish privacy mechanism for trajectory clustering consists of two steps.
The first step is to use the DBSCAN algorithm to obtain the sequence of locations
where the user has stayed, and the second step is to use the Laplace mechanism
to process the sequence so that the sequence satisfies Pufferfish privacy.
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Algorithm 1. Get the sequence of locations and preserve they in chronological
order.
Input: T : trajectory data set; Eps: the user-specified radius coefficient; MinPts: the

user-specified threshold; v: the user-specified value.
Output: P : a sequence of locations that preserve the chronological order.
1: while there are unlabeled points do
2: Check whether the unlabeled point p in T is a core point;
3: if p is not a core point then
4: Label p as a noise point;
5: else
6: Label p as a core point;
7: A new cluster Cnew is formed using p and includes all the points within the

Eps neighborhood or on the boundary within the cluster;
8: Insert these points into the queue;
9: while the queue is not empty do

10: Delete the first point pfirst in the queue;
11: if pfirst is not a core point then
12: Label pfirst as a border point;
13: else
14: Label pfirst as a core point;
15: Store all neighbor points that not assigned a category of pfirst as

Pneighbor;
16: for pneighbor in Pneighbor do
17: Assign pneighbor to the current category Cnew;
18: Insert pneighbor into the queue;
19: end for
20: end if
21: end while
22: end if
23: end while
24: for each trajectory Ti in T do
25: Get the category sequence Ci in chronological order;
26: for each category label c in Ci do
27: Count the number of consecutive occurrences of c, save it as cnt;
28: if cnt < v then
29: Delete the consecutive occurrences of c from Ci;
30: end if
31: end for
32: end for
33: Clear adjacent and identical data in P ;
34: return P .

4.1 Acquisition of the Sequence of Frequently Visited Locations

A trajectory is composed by a sequence of data points in the 3-dimensional
space including the latitude, longitude and time dimension. We firstly ignore
the time information and use the DBSCAN algorithm to cluster the latitude
and longitude information. After the clustering result is obtained, we arrange



A Pufferfish Privacy Mechanism for the Trajectory Clustering Task 313

the locations where the user has stayed according to the time sequence and
retain the locations where the user has stayed repeatedly.

We describe the entire process in Algorithm 1. Step 1 to Step 23 is to cluster
trajectory data set using the DBSCAN algorithm, and after clustering, every
point on the trajectories except the noise points is classified into a category.
Step 24 to Step 32 is to get the sequence of frequently visited locations. We
observe the number of consecutive occurrences of each category. If a category
appears less than v, a parameter for measuring location visiting frequency, it
will be deleted. After deletion, if the categories before and after the deleted one
are the same, they will be merged.

4.2 Pufferfish Privacy for Location Privacy Protection

The mechanism of Pufferfish privacy is closely related to the query F . We use a
mechanism that can be applied to any general Pufferfish instantiation. The mech-
anism defines the Laplace mechanism for Pufferfish privacy and uses Wasserstein
Distance as the sensitivity to process the data. The query F of the mechanism
maps X into a scalar.

Definition 1 (Wasserstein Distance). Wasserstein distance measures the distance
between two probability distributions (see Fig. 3). It can be defined as follows:

W (Pμ, Pν) = inf
γ∼∏

(Pμ,Pν)

E(x,y)∼γ [‖x − y‖] (4)

∏
(Pμ, Pν) is the set of all possible joint distributions of Pμ and Pν . Firstly,

we can sample (x, y) ∼ γ to get a true sample x and a generated sample y for
each possible joint distribution γ. Secondly, we calculate the distance ‖x − y‖
from the pair of samples. At last, we can calculate the mean E(x,y)∼γ [‖x − y‖]
of the sample pairs under this joint distribution γ. The lower bound that can be
taken from this mean of all possible joint distributions is defined as Wasserstein
distance.

Fig. 3. The process from distribution P to distribution Q.
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So, this mechanism can be expressed as:

M(D) = F (D) + Z ∼ Lap(
W (Pμ, Pν)

ε
) (5)

We can describe our mechanism in Algorithm 2.

Algorithm 2. A Pufferfish privacy mechanism for location privacy protection.
Input: X: a sequence of sites with correlations; (S, Q, Θ): Pufferfish framework; F :

query function; ε: privacy budget.
Output: F (X) + Z
1: for all (si, sj) ∈ S and θ ∈ Θ(P (si|θ) �= 0 and P (sj |θ) �= 0) do
2: Set μ = P (F (X) = w|si, θ), w ∈ M;
3: Set ν = P (F (X) = w|sj , θ), w ∈ M;
4: Calculate W (μ, ν);
5: end for
6: Set W = sup(si,sj)∈Q,θ∈ΘW (μ, ν);

7: return F (X) + Z ∼ Lap(W
ε

).

Example. Consider a Pufferfish instantiation of location privacy protection.
Suppose that the user has three frequently visited locations, A, B, and C. The
user’s current location is Li, and the user’s next location is L. We have:

Li P (L = A) P (L = B) P (L = C)

A 0 0.5 0.5

B 0.2 0 0.8

C 0.3 0.7 0

Suppose in this data set, the location of the user at the present moment is a
secret. The current location and the location of the other form a secret pair. Let’s
assume that A is the current location, and its secret pair is B. We will predict
that the next location is Lj and then we can get the probability distribution for
the next location:

Lj A B C

P (L = Lj |A) 0 0.5 0.5

P (L = Lj |B) 0.2 0 0.8

The Wasserstein distance between these two distributions is 0.1. If we use
group differential privacy, the sensitivity mechanism would add Lap(3/ε) noise,
which gives a worse utility.
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5 Experiments

The dataset we used is the Geolife GPS Trajectories dataset [17]. In this paper,
we used the longitude, latitude, and time information from that dataset to deter-
mine the user’s location. The parameters Eps, MinPts and v are respectively
0.0003, 80 and 10 in Algorithm 1 to get the sequence of locations in the chrono-
logical order. After completing the clustering task, we get a sequence of locations
for each user in each day of a period of time, which are our privacy protection
objects. The query function returns the next location given a current location,
and the number of queries is 1000. We compare with group differential privacy
to demonstrate the usefulness of our mechanism based on the Pufferfish frame-
work, by evaluating the utilities of these two methods. We use the L1 loss as a
measure of utility, which is defined as follows:

L1 Loss =
∑n

i=1 |f(xi) − yi|
n

, (6)

in which f(xi) and yi are respectively the query result and true result of the i-th
query, and n is the number of queries. Finally, we obtain the results as shown in
Fig. 4.

Fig. 4. L1 Loss vs ε.

As we can see from the results, our mechanism achieves greater utility than
group differential privacy when the privacy budget is the same.

6 Conclusion

We combine the DBSCAN algorithm with Pufferfish privacy to provide a Puffer-
fish privacy mechanism for trajectory privacy protection. Typically, we can
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cluster trajectories to get the locations where users have been frequently vis-
ited. However, if we directly publish these related sequences (i.e., locations in
their chronological order), they will very easily cause privacy leakage. So, we pro-
pose our mechanism to protect users’ privacy in these sequences. Experiments
show that our mechanism achieves greater utility than group differential privacy.

In the future, we can improve our work in the following ways. We can mine
correlations in trajectory data utilizing models other than Markov chain. At the
same time, different privacy mechanisms can be developed by defining different
query functions.
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Abstract. As the neural network becomes more and more complex, a large
number of parameters are to be adjusted and more unrelated information will be
generated, which is more time-consuming in model training and affects the
model performance. The attention mechanic is often used to address this
problem in the literature. However, the current attention models only consider
the correlation within the pixel domain and channel domain individually, and
the computational complexity is comparatively high. This paper proposes a new
type of attention module called Pixel-wise And Channel-wise attention (PAC
attention module for short) in which the hybrid correlation between the pixel and
channel domain is also considered. Without increasing the number of parame-
ters, this module can be used to calculate the correlation of the convolution
feature map at any position in any layer of the convolutional neural network to
achieve end-to-end training. In the experiments, the proposed PAC attention
module is used in typical network structures in deep learning and has been
compared to current models on some benchmark big datasets.

Keywords: Attention mechanism � Deep learning � Image classification �
Convolutional neural networks

1 Introduction

Motivated by human attention mechanism theories, the attention mechanism [1, 2] is a
type of models that learns to focus on important information while ignoring irrelevant
information. Based on this idea, different attention models (AM) are proposed to reduce
the complexity of learning models and at the same time enhance the performance. In
the literature, AM has been successfully applied in many fields such as image pro-
cessing, document classification, voice recognition, computer vision, machine trans-
lation, etc. [3–9]. In deep neural network, the attention mechanism is expressed as a
parameter allocation scheme, assigning larger parameters to the areas we need to focus
on can help alleviate the loss of model information, such as long-range dependence. In
2014, Google Deep-Mind team proposed a multiple-stage hard attention mechanism for
Recurrent Neural Network (RNN) and the method could decrease the error rate
obviously in image classification task on MINIST dataset [10, 11]. In recent years, AM
has become one of the research focus in deep learning, which can balance the

© Springer Nature Singapore Pte Ltd. 2021
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complexity and the representation capacity of the network models. For example, in the
structure design of Convolutional Neural Network (CNN), the attention mechanism has
been considered to introduce the receptive field and local connection, thus reducing the
number of parameters while enhancing the representation capability [12–17]. Zhang
et al. developed a part based region CNN based on the hard attention mechanism for
the task of object detection [18]. A two level attention method was proposed by Xiao
et al. [19] which used the hard attention of both object level and the part level without
using any extra part information. Since the output function of the hard attention is not
derivative, soft attention mechanism is then introduced for computational convenience.
Fu et al. proposed the Recurrent attention CNN(RA-CNN) using both the hard and soft
attention and then the attention weight is derivative and the end-to-end training network
model can be generated [20]. Most of the above methods only used the pixel attention
and ignored the attention on channel dimension. In 2017, Hu et al. developed the
Squeeze-and-excitation network (SENet) for CNN which focuses on the channel
relationship and adaptively recalibrates channel-wise feature responses by explicitly
modelling interdependencies between channels [13]. Besides CNN, there are also
attention models developed for other network architecture. In 2018, Wang et al. [14]
introduced a Non-local module for capturing long-range image dependencies and can
be applied to other computer vision architectures. SAGAN [21] is a combination of the
Non-Local module example, which can be used to generate high-quality images.

To summarize, in the application of image classification, the attention learning
models have been proposed based on individual domain, e.g., spatial domain [12],
channel domain [13], and pixel domain[14], etc. There is less research work related to
attention model in hybrid domain [15, 16] due to the obvious increase of the number of
parameters causing much more storage and computation load. Therefore, it is a sig-
nificant and challenging work to develop attention models in hybrid domain which can
grasp the most important information while not increasing the model complexity
noticeably. In this paper, a novel attention model called PAC model is developed, and
the computation method in each module is analyzed in detail. The correction among
pixels can be learned in CNN based on the module, and meanwhile the correlation
between channels can be also learned. Furthermore, the PAC attention module can be
combined with CNN and implemented end to end. Extensive experiments have been
conducted to apply the proposed model in image classification problems, and the
results have been analyzed in detail.

2 Preliminary

In this section, two related attention models, SENet [13] and Non-local Network [14]
are briefly introduced. According to the type of attended region, the attention models
can be divided into the models on spatial domain, channel domain and mixed domain
[15], etc. Another typical attention mechanism is called self-attention mechanism
which can be implemented between pixels as well as channels, learning the correlation
among the feature mappings. The most often used attention mechanism between
channel regions is SENet, while between pixels is Non-local Network.
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2.1 Attention Model on Channel Domain: SENet

SENet learns the correlation between channels in image features, and attempt to select
the most important feature channels related to the current task. Specifically, its com-
putation process is as follows.

Suppose the input feature vector X is in size H0 �W 0 � C0. Firstly, the output
feature vector U in size H �W � C can be obtained through convolution computation
of U. Then the filter response is adjusted through squeezing and excitation processes.
The squeezing process is done by taking the global average pooling of U:

zc ¼ 1
H �W

XH

i¼1

XW

j¼1

ucði; jÞ ð1Þ

where zc is the outputs after squeezing an individual channel; uc is a certain channel
dimension of U and uc 2 RH�W . The results after squeezing is z with the size of
1� 1� C, which ignores the spatial information to help discover the relationship of
different channels.

Based on the squeezing output, the excitation process is to learn the correlation
among channels, which can be realized through a 2-layer network with full
connections:

s ¼ rðW2dðW1zÞÞ ð2Þ

where W1 2 RC=r�C, W2 2 RC�C=r denote the weights of the two full connected layers;
r is a scaled parameter to reduce the computation load. rð�Þ is the Sigmoid function and
dð�Þ the ReLU function.

Finally, the learned correction among channels can be considered as the weights
which can be assigned to the original input features.

2.2 Attention Module in Pixel Domain: Non-local Network

Wang et al. [14] proposed the Non-local Neural Network based on the self-attention
mechanism in natural language processing [22]. It is an effective, simple and general-
purpose component for capturing the long-range dependence between pixels in image
features in deep neural networks, and is often used as a self -attention model in the field
of image processing [23].

Suppose that X ¼ ½x1; x2; :::; xN � denotes N inputs. To reduce the computation cost,
not all the N input vectors are necessary to be inputted in the neural network. Instead,
those input vectors related to the task are selected to be inputted to the neural network.
Generally, the self-attention mechanism can be described the following formula:

yi ¼ 1
CðxÞ

X

8j
f ðxi; xjÞgðxjÞ ð3Þ
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where i; j 2 f1; 2; :::;Ng, i is the input index and j take the values of indexes of all
possible input locations. Since i and j generally represent the pixel location of image
data, this attention model is called as attention model in pixel domain. x is the input
signal which is often the features of images, sequences or videos etc.; y is the output
signal with the same size of x. The pairwise function computes all the possible pair of
locations i and j which is a scalar representing the relationship of different locations.
The one variable function g calculates the representation of input signal at position j.
The final output y is normalized using C(x) by weighted average.

This attention mechanism can be used to construct the relationship between non
adjacent positions, and the convolution layer itself can be used to construct the rela-
tionship of local information. Therefore, embedding this attention mechanism in
convolution neural network can combine the non-local and local information, which
enables us to build a richer hierarchical structure. Furthermore, the attention operation
is a flexible building block, which can be added to the early part of convolutional
neural network.

3 A Novel Attention Model in Image Classification

In convolutional neural network for image processing, the common attention module
only measures the correlation of pixel features or feature channels individually, but
ignores the relationship between them (pixel features and feature channels), resulting in
the possible loss of attention. Thus, the attention obtained from the features extracted
by the convolutional neural network cannot accurately express the attention of the
original image. To solve this problem, we propose a Pixel-wise And Channel-wise
Attention (PAC attention) mechanism. As a module, this mechanism can be embedded
into the convolutional neural network model, thus increasing the representation ability
of the model. This section first introduces the network structure of PAC attention
module, and then briefly analyzes different attention modules, and verifies the per-
formance of PAC attention module in image classification model.

3.1 The Structure of PAC Module

Suppose the feature size of the input image is x 2 RC�H�W , where C representing the
number of channels of the feature; W representing the width of the feature; and
H representing the height of the feature. According to different channels, the feature
map x can be divided into G ¼ fg1; g2; :::; gi; :::; gcg, where gi refers to the i-th feature
map in the feature map.

The dual correlation module considering both pixel and channel consists of three
parts: the first is the pixel attention used to measure the correlation between pixels; the
second part is channel attention used to calculate the correlation between channels; and
the third is the mixed module to integrate the results of the above two by matrix
multiplication. The features obtained by this mixed operation include not only the
correlation in the feature dimension but also in the pixel dimension. The overall
structure of PAC model is shown in Fig. 1.
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3.2 Pixel Attention

In CNN, because the size of each convolution kernel is limited, each convolution
operation can only cover a small neighborhood around the pixel. Moreover, the con-
volution operation only adds the weighted local regions of input data. In order to
capture the long-distance dependence of images and their features, it is necessary to
calculate the affinity between pixels xi and xj. Before calculating the affinity between
pixels, it is necessary to transform the image features from the previous hidden layer.

Firstly, using two feature spaces Q and K to linearly transform the inputted image
feature x 2 RC�H�W to reduce the computational complexity of the model:

qðxÞ ¼ Wqx; kðxÞ ¼ Wkx ð4Þ

where Wq 2 C � C;Wk 2 C � C is the weight matrix to be learned through 1� 1� 1
convolution operation. Secondly, the correlation between xi and xj can be obtained by
the product computation:

rij ¼ qðxiÞTkðxjÞ ð5Þ

Fig. 1. The structure of PAC model
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Finally, the normalized result can be computed by the Softmax function:

aij ¼ expðrijÞ
PN

i¼1
expðrijÞ

where aij represents the correlation between pixels xi and xj. C is the number of
channels; C reduces the number of C to 1=k of its original which finally reduces the
complexity of correlation computation among pixels. W represents the width of the
image features; H the depth of the image features; N ¼ H �W is the number of pixels
in an individual feature.

To summarize the correlation among all pixels, the pixel correlation matrix can be
obtained as A ¼ ðaijÞN�N , which is also called attention mapping or attention map.

3.3 Channel Attention

In CNN, hidden layers are usually invisible. However, through the visualization of
hidden features, it can be seen that the same hidden layer can learn some combination
of image features, some of the initial hidden layers can learn some meaningful edges,
and deeper hidden layers can learn more representative contours, etc. However, a single
hidden unit cannot construct the description of the whole image, which requires the
overall analysis of different hidden layer units of the same hidden layer, that is, the
correlation analysis between feature channels. By obtaining the correlation between
channels, the sensitivity of network model to task related information can be improved.

In order to obtain the correlation of image channels, it is necessary to compress the
signals of each input channel to obtain the whole reference symbol of the channel
denoted by s; s 2 RC. s is generally represented by the channel statistical data generated
by global average pooling, where si is the channel feature map of the i-th channel, i.e.,
the statistical data of gi,which is computed as:

si ¼ 1
N

XN

j¼1

xi;j ð7Þ

where xi;j denotes the data of the j-th pixel in the i-th channel feature map. The global
average pooling method is convenient and efficient. Of course, we can also use the
second-order pooling method to obtain channel correlation [24].

In order to obtain the overall information of each channel by global average
pooling, it is necessary to re-calibrate it to learn the correlation between channels. For
the sake of simplicity, we can use multi-layer perceptron (e.g., a three-layer network) to
learn autonomously through the network to achieve the attention weight of channel
domain:

w ¼ rðW2dðW1sÞÞ ð8Þ
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where d denotes ReLU function, r is the Sigmoid function, W1 2 RC�C,W2 2 RC�C, C
is used to reduce the computational complexity of the model.

Finally, the obtained attention weights of channel domain need to be applied to the
original input feature map to adjust the importance of different channel features. In fact,
the learned activation value of each channel is applied to the original input feature in
the form of dot multiplication:

x ¼ wc � gc ð9Þ

3.4 Mixed Module

Through the pixel dimension attention module, the correlation between pixels in the
original feature map can be obtained, and the channel dimension attention module is
used to add the correlation between channels to the original feature map. After that, in
the mixed module, the matrix multiplication is used to aggregate them, which is
equivalent to adding both the influence of channel correlation and pixel correlation to
the original feature map.

Firstly, the dimension of x 2 RC�H�W is transformed to x 2 RC�N , where
N ¼ H �W . The purpose of this transformation is to obtain a new feature map by
matrix multiplication with pixel correlation matrix A:

x̂ ¼ xA ð10Þ

Secondly, the computed x̂ 2 RC�N is re-transformed to the original dimension size
x̂ 2 RC�H�W, and then this obtained x̂ contains the correlation of pixels as well as that
of channels.

In addition, the obtained dual correlation feature map is multiplied by the scale
parameter, and then it is spliced by the identity connection of the residual network as
the output of the whole module. Therefore, the final output of PAC attention module is
given by the following formula:

o ¼ cx̂þ x ð11Þ

where c is the learning rate, which is initialized to zero. The reason for this initialization
is that the model is expected to learn simple tasks first, and then gradually increase the
complexity of tasks.

The feature size outputted by PAC attention module is consistent with the input
feature size, which is convenient for end-to-end training and application in various
network models.

3.5 The Analysis and Comparisons of Related Models

The idea of the proposed PAC attention model is similar to that of Non-local network
[14] (see Sect. 2.2). However, Non-local network is only used to measure the long-
range dependence between pixels, while PAC attention model also takes into account
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the correlation of channel dimensions in image features, and does not increase the
complexity of the model. Furthermore, the parameters of PAC attention model are
significantly reduced. Non-local network uses 1 � 1 � 1 convolution for feature
mapping, and the MACCs (multiply-accumulate operations) of model is W � H � C,
while the number of parameters of PAC model is 2� C � C. Obviously, we have
2� C\H �W .

The overall network architecture of DANet model [17] is the most similar to the
model proposed in this paper. However, since its overall parameter quantity is the same
as that of Non-local network, DANet is more complex than the proposed PAC model.

CBAM [16] model can be regarded as an extension of SENet [13]. Although the
model also pays attention to spatial domain and channel domain, its calculation method
in spatial domain is different from PAC attention model. In spatial domain, PAC
attention model adopts an approximate second-order calculation method calculating the
covariance matrix as the image representation, which can enhance the nonlinear
modeling ability of the network [24]. In the channel domain, CBAM adopts the
maximum pooling and average pooling, while PAC only adopts the global average
pooling, which reduces the computation to great extent.

The comparisons of different related attention models are summarized in Table 1 in
terms of parameter quantity, calculation amount and expression ability. The proposed
PAC attention model has the characteristics of less parameters and lower computational
complexity. In addition, PAC attention model maintains the modularity, and can be
placed behind any convolution layer to reconstruct image features according to the
relevance and importance of data points.

4 Experimental Results in Image Classification

4.1 Experimental Settings and the Used Datasets

We use CNN in the classification task and its basic structures and settings are as
follows in Table 2, where conv() represents the convolution layer used to extract image
features; s represents the convolution step size; P represents whether zero padding or
not; and out represents the number of output characteristic channels. The normalization
layer will use batch normalization (BN) [25] to standardize the data; pooling layer is
used to reduce the data dimension, including max pooling, average pooling and global
average pooling; dropout is a common operation to prevent over fitting in neural
networks.

Table 1. The qualitative analysis of difference attention models

Model SENet CBAM Non-Local DANet PAC

Parameters numbers Minimum Less Maximum Maximum More
Computation load Least Less More Maximum Middle
Representative ability Weak Relative weak Middle Relative strong Strong
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Datasets: The benchmark image dataset Cifar-10 [26] is used in different attention
models to test the classification performance, which is composed of 60000 color
images with the size of 32 � 32 from 10 categories and each category has 6000
images. Another bigger image dataset CIFAR-100 [26] is used in the experiments when
comparing the proposed PAC model with the current popular classification models.
Cifar100 is similar to cifar10 dataset, but it contains more categories, including 100
types of image data, and the image categories of the cifar100 dataset are more refined.

4.2 Classification Performance Using Different Attention Models

According to the convolution neural network structure listed in Table 2, the experiment
in this section is to apply our attention module and other attention modules to the first
layer convolution and the second layer convolution. The experimental attention
modules include PAC attention model and SENet model [13], Non-local Network [14],
CBAM model [16], and DANet model [17].

We use different performance indexes to evaluate these models including the
required number of parameters, FLOPs(floating point of operations), and the classifi-
cation accuracy. FLOPs represent the total amount of computation needed to run the
model, and are often used to measure the computational complexity of algorithms or
models. The results of classification experiments are shown in Table 3, which show
that compared with other attention modules, PAC attention module can achieve the
highest classification accuracy.

Table 2. The network structure of CNN in image classification

Input Network Output

3 � 32 � 32 conv(3 � 3, s = 1, p = 1, out = 64) 64 � 32 � 32
64 � 32 � 32 conv(3 � 3, s = 1, p = 1, out = 64) 64 � 32 � 32
64 � 32 � 32 max pooling(2 � 2, s = 2) 64 � 16 � 16
Dropout
64 � 16 � 16 conv(3 � 3, s = 1, p = 1, out = 128) 128 � 16 � 16
128 � 16 � 16 conv(3 � 3, s = 1, p = 1, out = 128) 128 � 16 � 16
128 � 16 � 16 avg pooling(2 � 2, s = 2) 128 � 8 � 8
Dropout
128 � 8 � 8 conv(3 � 3, s = 1, p = 1, out = 256) 128 � 8 � 8
128 � 8 � 8 conv(3 � 3, s = 1, p = 1, out = 256) 128 � 8 � 8
128 � 8 � 8 Global average pooling 256 � 1 � 1
256 Full-connection layer 10
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4.3 Performance Analyses of PAC Attention Module with Different
Typical Deep Learning Models

In this section, we combine the proposed PAC module with VGG-16 and GoogleNet
[27, 28] on dataset Cifar100 for the task of image classification, and compare the results
with different popular classification deep learning models [13, 15, 27–32]. Table 4
shows all the results in terms of the number of parameters and the error rate, in which
the number behind each model denote the number of layers in the neural network, e.g.,
VGG-16 has 16 layers. Compared with the experimental results of VGG -16 and
VGG-16 + PAC, GoogleNet and GoogleNet + PAC, it can be seen that adding PAC
attention module can improve the classification accuracy of the model without sig-
nificant increase of parameters. Compared with other classification models, Google-
Net + PAC achieves the lowest Top-1 and Top-5 classification error rate, which is
21.7, 5.54%, respectively. This is a noticeable improve in classification performance
without obviously increasing the number of parameters, which verifies the effectiveness
of the proposed PAC model.

Table 3. The classification results of different attention models using CNN

Models Storage of
parameters (Bit)

FLOPs 5 epoch
Accuracy
(%)

8 epoch
Accuracy
(%)

10 epoch
Accuracy
(%)

Original
CNN

1148874 153466112 83.26 84.16 83.36

SENet 1153066 153613696 82.32 84.36 84.26
Non-local
Network

1154074 164115712 82.82 84.39 84.99

CBAM 1151020 153806208 83.14 84.06 84.36
DANet 1154074 164115712 80.95 82.66 83.66
PAC 1154106 155743616 84.23 84.88 85.10

Table 4. The classification performance of different models on Cifar100

Models Storage of parameters (M) Top-1 error rate (%) Top-5 error rate (%)

VGG-16 [2] 34.01 27.17 8.83
GoogleNet [3] 6.26 21.97 5.98
ResNet-34 [4] 21.32 23.34 6.73
SE-ResNet-34 [6] 21.65 22.07 6.12
Res-Attention59 [8] 55.75 33.62 12.98
DenseNet121 [27] 7.04 22.89 6.54
MobileNet [29] 3.34 34.12 10.57
Inception-V3 [31] 22.37 22.82 6.41
VGG-16 + PAC 34.04 26.97 8.72
GoogleNet + PAC 6.31 21.70 5.54
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5 Conclusions

In this paper, PAC attention model is proposed, which can simultaneously pay attention
to both the pixel domain and channel domain of image features, that is, it can detect the
importance of each channel of image features while exploring the long-range depen-
dence between image feature pixels. Extensive experiments are conducted according to
the attention mechanism, and different attention models under the same convolution
neural network architecture are carried out. Compared with other attention models,
PAC module applied to image classification achieves higher classification accuracy on
cifar10 dataset. It is found that PAC attention module can generate higher attention to
the objects to be recognized in the classification task.
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Abstract. A virtual private cloud (VPC) is often comprised of a set of virtual
computing, storage and network resource which is allocated from a public cloud.
Public clouds build virtualized resource pools based on physical infrastructure
including generic x86 servers, network devices (e.g. switches, routers, firewalls),
storage servers and so forth to dynamically provision virtual computing and
storage resource to customers, while virtual network is a bridge that connects all
the computing resource in a VPC and segregates network traffic between dif-
ferent VPCs. One VPC may contain multiple subnets, which makes private
virtual network should provide the capability of communications between vir-
tual computing resources i.e. virtual machines’ communication through Layer-
2 switching and Layer-3 routing simultaneously. In this paper we propose a
fully distributed routing architecture (FDRA) for private virtual network to fulfill
the requirements of public cloud. FDRA splits the VPC traffic into two cate-
gories, i.e. the traffic goes inside of a VPC and the traffic goes out of a VPC, and
presents two different routing entities to route different traffic issued from virtual
machines in a VPC.

Keywords: Virtual network � Routing � Fully distributed � Public cloud

1 Introduction

Cloud computing is a distributed computing and storage paradigm, which can provide
virtually elastic and almost unlimited scalable service over the Internet for on-demand
applications [1]. The rise of public cloud workloads such as Amazon Web Services,
Microsoft Azure, Google Cloud Platform, Alibaba Cloud, Inspur Cloud has created a
new scale of cloud computing, with vendors regularly reporting server counts in the
tens of thousands and even millions [2, 3].

Public cloud is a promising way to provision computing and storage resource to
small and medium-sized enterprise customers and even individual customers by
severely lowering the threshold of cost and technology in migrating the services run-
ning on physical infrastructure to virtual machines which are located in VPCs of a
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public cloud [16, 17]. Presently, more and more services are migrating up to the cloud,
and this trend should last for a long period of time in the near future. Moving services
up to the cloud can bring a lot of benefits, e.g. the capability of dynamically scaling the
resources needed by a service based on its current workload, the exemption of building
a local data center which often takes a long time to complete the construction, lower
CAPEX and OPEX, and so on [4–7]. Technically, the public cloud service providers
not only have to provide scale and high performance of virtual machines to customers,
but also have to provide rich network functions including private virtual network with
separated customer IP address spaces, virtual routing capability between different
subnets of a virtual private network, elastic IPs (EIP) to make the virtual machines
reachable from outside of the cloud, scalable service load balancers (SLB) to distribute
requests to multiple backend real servers for high availability (HA) or performance
purpose, security groups and access control lists (ACL) to control the accessibility to
virtual machines, and more. Since virtual routing is a basic capability needed for a
public cloud, the scalability and performance of virtual routing should be critical to that
of a public cloud. Legacy routing architecture is composed of many routers, each router
centrally routing the traffic between multiple subnets for a physical network, and
dynamic routing protocols running on the routers are used to proliferate the routing
information around the whole network [2, 12–18]. This centralized routing architecture
has some noticeable defects, e.g., performance bottle neck of routing traffic (because all
the traffic between different subnets should go to the centralized router first), scalability
limitations (as the physical router cannot be scaled out but scaled up), and some more.
This centralized routing architecture works fine for physical network because the scale
of the subnets in a network is often pre-planned to be a reasonable and acceptable
range, and once the network plan is determined, the maximum number of servers that
the network can support is determined. However, for a VPC in a public cloud the scale
of the subnets may vary across a wide range e.g. from several virtual machines up to
containing tens of thousands of virtual machines, and even cannot be previously
determined. The indeterminacy of the subnet scale of VPC makes traditionally cen-
tralized routing architecture unsuitable for the routing scenarios in private virtual
network of public cloud [21, 22, 26–30].

1.1 Contribution

This paper makes the following contributions:

1. We analyze the design goals and rationale of FDRA.
2. We present the architectural design and implementation of FDRA, and detail the

corresponding communication procedure of virtual machines under the architecture.
3. We describe some performance evaluation of FDRA.

1.2 Organization

We introduce the design goals and rationale of private virtual network in Sect. 2, and
give the architectural overview of FDRA in Sect. 3. In Sect. 4 we illustrate the design
and implementation of FDRA, and in Sect. 5 we analyze the performance of FDRA.
We discuss future work in Sect. 6 and conclude the paper in Sect. 7.
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2 Design Goals and Rationale

FDRA is a fully distributed routing architecture, which has been evolved over the past
several years in Inspur Cloud Service Group. Originally, we designed and implemented
a centralized routing architecture for private virtual network in building public cloud
and private cloud, which brought some lessons to us, e.g. the scalability problems, the
performance issues, lack of robustness, and more.

2.1 Design Goals

Based on the lessons learnt from the centralized routing architecture, we defined the
design goals for private virtual network in a public cloud:

1. Capability of routing traffic between different subnets with high performance (high
throughput and low latency).

More and more Internet services are migrating from physical infrastructure to virtual
machines in VPCs of public clouds, resulting in that the private virtual network should
provide the capability of connecting virtual machines with high throughput and low
latency to facilitate the deployment of all kinds of services. For example, a video
service consumes a high throughput of bandwidth, while an online meeting service
requires lower latency, and the private virtual network should be adaptable to all the
potential services running in VPC.

2. Segregation of traffic for different virtual private networks.

A VPC in a public cloud is a separated resource pool of computing (i.e., a set of virtual
machines), with a private network connecting all the virtual machines. Different tenants
in a public cloud may adopt overlapped IP address space, so we have to segregate the
traffic with the same destination IP issued by one tenant from that issued by another.

3. Good scalability of supporting tens of thousands of virtual machines in a private
virtual network.

Compared to a physical network, the scale of a VPC often cannot be previously
planned, and the number of virtual machines running in a VPC may grow up to more
than tens of thousands. The private virtual network should be scalable to support the
communications between so many virtual machines.

4. Capability of enabling ACL in routing traffic between different subnets.

Physical router often provisions the ability to control the accessibility to all the hosts
located in a subnet of a network by using ACL, so ACL should also be enabled in a
private virtual network to control the resource accessibility.

5. Support of policy-based routing to fulfill the requirements of some advanced
applications.

Traditional routing behavior is performed based on the destination IP address in the
packet. When a packet receives a router, the router looks up in the routing table which
is commonly generated by dynamic routing protocols like BGP and OSPF, to find a
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routing entry which matches the destination IP address of the packet with the longest
prefix to get the next hop information. In some advanced scenarios we have to provide
the capability of routing packets based on the source or destination port of transport
layer or a combination of source IP, destination IP, transport protocol type, source port
of transport layer, destination port of transport layer to direct the traffic flow of a
specific service to a specific next hop for further processing, i.e. policy based routing.

2.2 Design Rationale

To make all these goals feasible and implementable we present some design principles
before designing the routing architecture:

1. Separation of control plane and data plane

Decoupling the control plane and data plane to make both of them evolvable
independently.

2. Software defined virtual networking

Logically centralized SDN controller defines the forwarding behavior of the data plane.
Private virtual network is implemented as a module running in the SDN controller, and
the SDN controller translates the definition of a private virtual network into a data plane
configuration by which the forwarding behavior of a private virtual network can be
realized.

3. Separation of ID and locator

ID defines the identity of a virtual machine while locator indicates the current location
of a virtual machine. The separation of ID and locator facilitates the live migration of
virtual machines, because during the migration only the locator changes while the ID
stays unchanged, which guarantees no interruption of communication during the
migration.

4. Separation of east-west traffic and north-south traffic

Splitting the traffic that going out of a subnet into two parts, the traffic going to another
subnet of the VPC and the traffic going out of the VPC. The traffic of former part is
often very high and needs high performance routing capability, while the traffic of latter
part is not that huge which needs rich and flexible processing, e.g. NAT (network
address translation), bandwidth metering, and ACL application.

5. Combination of distributed east-west routing entities and centralized north-south
routing entities

Distributed virtual routers which can support high forwarding throughput and good
scalability are needed to efficiently route the traffic issued in a VPC between different
subnets, but centralized virtual routers which provides rich and flexible network
functions are needed to flexibly route the traffic going out to Internet through NAT, rate
limiting, or ACL.
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3 Architectural Overview

Figure 1 gives the architectural overview of the network component used in Inspur
public cloud. Public cloud orchestration layer is responsible for orchestrating all the
resources virtualized in a public cloud, and provides cloud services and products as
ECS (elastic cloud server, i.e. virtual machine), EIP (elastic IP), SLB (service load
balancer), and more to customers.

Network manager builds virtual private networks for VPC on top of a series of
physical network equipment, including switches, routers, firewalls, and so on. SDN
controller consists of two sub-modules, i.e. underlay controller and overlay controller.
Underlay controller is responsible for controlling the configuration and forwarding
behavior of the underlay network, generally the switches and the routers, while the
overlay controller is responsible for the management of virtual private networks and
configures the network service agents located in the data plane to support networking
connectivity for virtual private networks. Network service agents translate the
semantics of virtual private networks into specific configurations of distributed virtual
switches and routers in the data plane, for example some flow entries in a virtual switch
or routing entries in a virtual router. The distributed virtual switches construct a huge
switching fabric to connect all the virtual machines while segregating the traffic of
different tenants by using VLAN and VXLAN.

Fig. 1. Architecture of network component in Inspur public cloud.
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4 A Fully Distributed Routing Architecture

As mentioned above we have presented the architectural overview of the framework of
Inspur public cloud, and in this section we will illustrate the details of the routing
scheme for virtual private networks in the public cloud.

4.1 Distributed Virtual Routers

As is shown in Fig. 2 we distribute the routers to be implemented on all the compute
nodes that are concerned with the virtual machines running on them. One virtual
private network (VPC) has only one virtual router from the users’ perspective. But the
only router may have multiple distributed instances, and these instances share the same
IP addresses and the same MAC addresses of the default gateways of the subnets
included, as is shown in Fig. 3.

We implement the distributed virtual routers by using the network namespace of
Linux system. When a router is created, the network service agent creates a network
namespace, and when a subnet is created in a virtual private network a pair of
Linux VETH (Virtual Ethernet Device) ports are created with one side being in the
network namespace and the other side connecting the virtual switch.

Fig. 2. A fully distributed routing architecture.

Fig. 3. Inner implementation of a distributed router.
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4.2 Routing Traffic Going Inside of VPC

Routing traffic under FDRA is different from traditional routing methods, and we will
illustrate the routing method under FDRA with an example. Suppose two tenants in the
public cloud, and each tenant has a VPC of two subnets, vm1 and vm3 in subnets of
tenant 1, vm2 and vm4 in subnets of tenant 2 individually, as Fig. 2 shows. When vm1
located on compute node 1 issues a communication to vm3 located on compute node 2,
the steps are as follows:

1. Vm1 issues an ARP request which is broadcast to the whole private virtual network
to find the mac address of the default gateway of the subnet it belongs to.

2. vRouter1 on compute node 1 receives the ARP request and replies the MAC
address of the default gateway of the subnets. (Please note: As the virtual switch
prohibits all the ARP requests to the subnet gateways from going out of the
compute node, only the virtual router located on the same compute node can reply
the ARP request.)

3. Vm1 send the first packet (e.g. TCP SYN packet) destined to vm3 to vRouter1 on
compute node1.

4. vRouter1 forwards the packet to vm3 by using VXLAN encapsulation. As the
virtual router keeps the mappings of IP address to MAC address for all virtual
machines in a VPC, vRouter1 does not need to request the MAC of vm3 through
ARP.

5. Vm3 replies a packet (e.g. TCP SYN&ACK packet) to vm1.
6. Vm3 issues an ARP request which is broadcast to the whole private virtual network

to find the mac address of the default gateway of the subnet it belongs to.
7. vRouter1 on compute node 2 receives the ARP request and replies the MAC

address of the default gateway of the subnets.
8. vRouter1 forwards the packet to vm1 by using VXLAN encapsulation. As the

virtual router keeps the mappings of IP address to MAC address for all virtual
machines in a VPC, vRouter1 does not need to request the MAC of vm1 through
ARP.

As the procedure illustrated above, each virtual machine uses the local virtual router
located on the same compute node to route traffic to different subnets. Each virtual
router keeps the IP-to-MAC mappings for all the virtual machines in the VPC, so the
virtual routers do not need to get the MAC address of a virtual machine through
ARP. By default, each virtual switch on the compute node injects a flow entry into the
flow table to drop the ARP requests going out of the compute node, which avoids
multiple ARP replies to a same ARP request.

4.3 Routing Traffic Going Out of VPC

Traffic going out of VPC is in some degree different from that going inside of VPC.
When a packet goes out of a VPC, SNAT (Source Network Address Translation)
should be executed to replace the source IP address of the packet with a globally
routable IP address (i.e. EIP) before it leaves the VPC. We deploy a centralized virtual
gateway for each VPC to route the north-south traffic to the Internet. As the north-south
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traffic consumes WAN (Wide Area Network) link resource, the traffic bandwidth of
north-south is often limited unlike the bandwidth of east-west traffic. We use an
example to illustrate the procedure of visiting an Internet service from a virtual machine
inside of a VPC. As Fig. 2 shows, vm1 visits an Internet website of IP address being
104.193.88.77, the steps are as follows:

1. Vm1 issues an ARP request which is broadcast to the whole private virtual network
to find the mac address of the default gateway of the subnet it belongs to.

2. vRouter1 on compute node 1 receives the ARP request and replies the MAC
address of the default gateway of the subnets.

3. Vm1 send the first packet (e.g. TCP SYN packet) destined to 104.193.88.77 to
vRouter1 on compute node1.

4. vRouter1 forwards the packet to vGateway1 which is located on edge node by using
VXLAN encapsulation.

5. vGateway1 performs SNAT to replaces the source IP address of the packet with a
globally routable IP address and then sends it out from the interface which is
connected to the external network. Since the IP address used by a VPC is privately
and locally routable only inside of a VPC, an EIP must be bound to a virtual
machine in order to make it reachable from the Internet.

6. The packet is then routed by the routers in the Internet hop by hop until it arrives the
destination.

7. When the response comes back from 104.193.88.77, it is also routed by the routers
in the Internet hop by hop until it arrives vGateway1 located on the edge node.

8. vGateway1 performs DNAT to replace the destination IP address of the packet with
the IP address of vm1, and sends the packet to vm1 by using VXLAN
encapsulation.

A centralized virtual gateway is used to perform SNAT and DNAT for the traffic
going out and from the Internet for the virtual machines in a VPC. As the north-south
traffic needs the support of WAN links, the north-south traffic volume is not so huge as
that of east-west traffic. In our design each, one edge node can support up to 4X40G
(160G) bandwidth for north-south traffic, and multiple edge nodes can be deployed to
support higher bandwidth.

5 Performance Analysis

Now we analyze the performance of FDRA compared to traditional centralized routing
architecture.

5.1 Communication Delay

Under centralized routing architecture, the delay of transmitting a packet from source to
destination can be expressed as Eq. (1)
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Tdelay1 ¼ Ttransmit þ Tsender to router þ Tforwarding þ Trouter to recipient þ Treceive ð1Þ

While for FDRA, the delay of transmitting a packet from source to destination can
be expressed as Eq. (2)

Tdelay2 ¼ Ttransmit þ Tforwarding þ Tsource to destination þ Treceive ð2Þ

As is known,

Tsource to destination\Tsender to router þ Trouter to recipient ð3Þ

So, we can get the conclusion as Eq. (4), which indicates the delay under FDRA is
lower than that under traditional centralized routing architecture.

Tdelay2\Tdelay1 ð4Þ

Figure 4 gives the experimental results which prove the correctness of Eq. (4).
Under FDRA, we can get a lower communication delay when establishing a com-
munication session inside of a VPC.

5.2 Throughput

Routing throughput under traditional centralized architecture is decided by the per-
formance of the centralized virtual router. If we deploy a virtual router with the
capability of supporting 5 Gigabit of routing traffic per second, then the routing
throughput of a VPC is limited to 5Gbps. But in FDRA, the virtual router is fully

Fig. 4. Experimental results of communication delay.
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distributed and deployed on every compute node concerned, so the routing throughput
is expressed as Eq. (5)

Ptotal ¼ Nconcerned nodes � PvRouter ð5Þ

Under FDRA the routing throughput is decided by the performance of virtual router
and also the number of compute nodes that are concerned with a specific VPC. The
more compute nodes are concerned, the higher routing performance a VPC can obtain.
Figure 5 gives the experimental results of routing throughput under FDRA and also
centralized routing architecture, each testbed including four compute nodes.

6 Future Work

In future work, we aim to adopt DPDK into the implementation of virtual router and
virtual gateway, and design a clustered virtual gateway to provide higher performance
to process north-south traffic for a single VPC. And we will design a clustered load
balancer scheme under FDMA.

7 Conclusion

Traditionally centralized routing architecture cannot fulfill the requirements of public
cloud because it has some obvious defects as lack of scalability, performance bottle
neck, lack of robustness, triangular routing path which cause higher communication
delay, and more. In this paper we present a fully distributed routing architecture for
private virtual network, which has been implemented in Inspur public cloud.
Under FDRA, virtual routers are deployed in distributed mode, and all the traffic going
across subnets are routed by the local virtual router, and the traffic going out of a VPC

Fig. 5. Experimental results of routing throughput.
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is routed to a centralized virtual gateway for further process, e.g. NAT, rate limiting,
ACL checking. We evaluate the routing performance of RDMA, and the results show
that it has lower communication delay and higher routing throughput under general
scenarios.
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Abstract. Energy consumption caused by processing massive data is growing
explosively with the rapid growth of big data applications. PageRank is one of
the typical algorithms that is frequently used by Google when evaluating the
importance of web pages in search engine optimization. In this paper, an energy
consumption model is proposed for the PageRank application to reduce energy
consumption. We analyze the influence of some important features on the power
consumption and run time of the PageRank application, including CPU fre-
quency, Spark configuration parameters, and application characteristics such as
the number of pages and iterations. Linear regression and multivariate poly-
nomials regression are adopted as the main modeling algorithms. The experi-
mental results show that the accuracy of energy consumption of PageRank
applications can reach 87% in large-scale data. Based on the proposed energy
consumption model, we can adjust the CPU frequency, the number of tasks and
the number of computer nodes to optimize energy consumption.

Keywords: Big data � PageRank � Energy Consumption model � Energy
optimization

1 Introduction

Data centers are critical, energy-hungry infrastructures that run large-scale Internet-
based services. The huge energy consumption caused by processing data has become
one of the problems to be solved urgently. It will not only increase the operating cost of
the computing and storage system, but also bring more pressure to our ecological
environment. This problem will become more serious with the further development of
big data and its application. It is imperative to optimize the energy consumption of big
data processing while ensuring the computing performance requirement of
applications.

The first step to reduce energy consumption when processing massive data is
monitoring the energy consumption of big data applications. IPMI (Intelligent Platform
Management Interface) is an open-standard hardware management interface specifica-
tion which can be used to monitor the physical health characteristics of the server, such
as temperature, voltage, power status, and so on [1]. IPMI can be applied to different
operating systems, firmware and hardware platforms, control and automatically report
the operation status of a large number of servers, to reduce the cost of the server system.
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Big data has penetrated almost every aspect of our lives. Apache Spark, a fast and
general compute engine that is designed for large-scale data processing has become the
most popular open-source big data processing platform at present [2]. Spark is com-
patible with Hadoop ecosystem and can replace MapReduce computing framework to a
certain extent. Spark inherits many advantages of MapReduce and overcomes the
shortcomings of MapReduce. In the foreseeable future, Spark will still be the corner-
stone of big data analysis and the key research content of scientific and technological.

A variety of applications run in the data center. In this paper, we focus on the
PageRank application. PageRank is an algorithm proposed by Larry Page and Sergey
Brin in 1998 to evaluate the importance of web pages. The application of the PageRank
algorithm makes Google a great success, and sets off the climax of network weblink
analysis. Our workload comes from HiBench, which was originally developed by Intel,
and is now open source for the Apache community. As a benchmark of big data,
HiBench can help evaluate the performance of different big data frameworks in terms
of running speed, throughput and system resource utilization.

In this paper, we propose an energy consumption model, which can fit well the
practical energy consumption of the PageRank application running on the cluster under
a specific data scale. Based on the model, we can minimize energy consumption by
setting Spark parameters or adjusting the CPU frequency.

The rest of the paper is organized as follows: in the Sect. 2, we introduce the
existing related research work. In the Sect. 3, we describe the energy consumption
model of the PageRank application. In the Sect. 4, we show the experimental results of
the model, including minimizing energy consumption by adjusting Spark parameters or
CPU frequency. Finally, we summarize this paper and introduce some future work.

2 Related Work

Data center energy consumption management has always been a research hotspot in the
big data field. Generally speaking, an effective energy consumption management
technology needs to consider three key factors: firstly, the data center get energy
consumption data through energy monitoring systems; secondly, through analysis and
mathematical modeling, the relationship model about energy consumption and system
state can be established, which can accurately predict energy consumption; finally,
energy efficiency optimization algorithms or energy-saving technologies are designed
and implemented to meet the performance and QoS (Quality of Service) requirements
while reducing the energy consumption of the data center.

At present, many scholars pay attention to the energy consumption of cloud data
centers. Lim et al. clearly pointed out that energy efficiency has become an important
consideration in the design of Internet data center [3]. Under the condition of Service
Level Agreement (SLA), the energy consumption of data centers can be reduced
through dynamic server configuration, frequency regulation and dynamic power
management. Masdari et al. provided a complete survey of the existing state of the art
VM placement schemes proposed in the literature for the cloud computing and data
centers [4]. Mann et al. focused on the classification and different research of current
virtual machine deployment research [5]. Through the study of the above literature, it is
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found that energy consumption and quality of service (QoS) are the most noteworthy
issues.

The energy consumption modeling is the basis of energy consumption optimiza-
tion. Many scholars have conducted in-depth research on the energy consumption
model of cloud computing data centers. Luo et al. analyzed and compared a variety of
mathematical methods, using the performance counter and system utilization of the
processor as parameters to model server energy consumption [6]. Dayarathna et al.
studied and summarized more than 200 existing energy consumption models of data
centers from both hardware and software aspects. This systematic method allows us to
identify multiple problems in energy consumption models of different levels of data
center [7].

In order to effectively reduce the energy consumption of the data center and
maintain good computing performance, many scholars have also done some research
on the energy consumption of big data applications. Wu et al. reviewed the studies on
improving energy efficiency of Hadoop clusters and summarized them in five cate-
gories. For each category, they briefly illustrate its rationale and comparatively analyze
the relevant works regarding their advantages and limitations [8]. Mashayekhy et al.
proposed a framework to improve the energy efficiency of MapReduce applications
while meeting the SLA (Service Level Agreement) [9]. Li et al. presented a new energy
consumption model based on Spark framework, then proposed an energy-aware
scheduling algorithm EASAS for Spark to reduce energy consumption [10]. However,
the energy consumption models proposed above are all general models based on a big
data framework, and there is no energy consumption model for specific big data
applications.

3 Energy Consumption Model of PageRank Application

Energy consumption model plays a fundamental role in energy-efficiency research. In
this section, we analyze the power consumption model, runtime model and energy
consumption model in turn. Table 1 summarizes all the parameters used in this paper.

3.1 Power Consumption Model

Many server power models are presented in which system resource utilization are
considered. Traditionally, CPU power consumption accounts for a large part of server
power consumption. Therefore, most power models based on system utilization take
CPU utilization as the primary index to model the whole system power consumption.
According to reference [11], the relationship between power consumption and CPU
frequency is a quadratic function. Through the experiment, we found that the power
consumption increases with the increase of data size, so we take CPU frequency f and
page number page as the variables of power consumption model.

When we use multiple linear regression model for analysis, the fitting effect is not
so satisfactory, because we simply think that the power consumption P is linear with
frequency f and page number page, which will distort the internal relationship between
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data and make the prediction model inaccurate. Therefore, we consider introducing a
nonlinear regression model using multivariate polynomials.

P ¼ h0 þ h1 f þ h2pageþ h3f
2 þ h4fpageþ h5page

2 þK ð1Þ

hi is regression coefficient. Without knowing the most suitable number of polynomials,
we start from the quadratic, gradually increase the degree and check the error size, and
finally obtain the appropriate high order term. At the same time, we should pay
attention to prevent overfitting problem.

3.2 Runtime Model

Suppose that the PageRank application has n data, page pages, and k iterations. In
default standalone model, there is one executor process running on a worker node.
Suppose we set w worker nodes, so there are w executor processes. PageRank appli-
cation has only one action operator, saveAsTextfile, so it consists of one job.
According to the dependency relationship between RDDS, a job can be composed of
one or more stages. A stage consists of one or more tasks. In the PageRank application,
each stage has the same number of tasks, and we can modify the HiBench configuration
file to change the number of tasks per stage. Assuming that the number of tasks in each
stage is t.

Table 1. Summary of model parameters

Variable Description

n The number of data
page The number of pages
t The number of tasks in each stage
w The number of worker nodes in the cluster
k The number of iterations of PageRank algorithm
mem memory size
f CPU frequency
t=w The number of tasks processed by each worker node
page=t The number of pages processed by each task
n=t The number of data processed by each task
Tave Average running time of Stage3 to Stagekþ 1

Tesum The total running time of Stage0, Stage1, Stage2 and Stagekþ 2

T Running time of PageRank application
P Average power consumption of worker nodes when PageRank application is

running
E Energy consumption of running PageRank application
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PageRank is an algorithm that performs multiple iterations, which mainly maintains
two datasets, links and ranks. Links are composed of (pageId, linkList) elements and
contain a list of adjacent pages of each page. Ranks are composed of (pageId, rank)
elements and contain the current rank value of each page. From the DAG logic dia-
gram, it can be seen that PageRank workload consists of one Job which contains
kþ 3 stages Stage0; Stage1; . . .; Stagekþ 2, where k is the number of iterations in the
algorithm.

According to DAG logic diagram, Stage0 mainly reads data from HDFS to form the
set of (pageId1, pageId2), where pageId1 is a page and pageId2 is a linked page of
pageId1. Stage1 uses distinct operator to remove duplicate elements. Stage2 first uses
groupByKey operator to form the dataset links, and assign the initial value of ranks,
that is, the rank value of all pages is set to 1. Then links and ranks are obtained through
join and map operators to get the rank value of each page contributing to its linked out
page. The operations from Stage3 to Stagekþ 1 are the same. First, add the rank values
with the same pageId in the data obtained from Stage2 to get the original ranks of the
page, then use the map operator to compute 0:15þ 0:85 � originalranks to form new
ranks, and then connect the new ranks with links through join operator, finally perform
the same operation as Stage2. Stagekþ 2 uses the reduceByKey operator to get the final
rank value of all pages, and writes the results to the file.

Since the operations from Stage3 to Stagekþ 1 are the same, and the running time of
this k � 1 stage is similar according to the experiment, we use Tave to represent the
average running time of the k � 1 stage, and Tesum to represent the total running time of
the other four stages, Stage0, Stage1, Stage2, and Stagekþ 2. Therefore, the total running
time of the PageRank application can be expressed as follows:

T ¼ k � 1ð ÞTave þ Tesum ð2Þ

Traditionally, we think that the running time of a program is negatively correlated with
the CPU frequency f , that is, the higher the f , the shorter the program execution time.
As a distributed computing engine based on memory, the memory management module
of Spark plays a very important role in the whole system. By adjusting the memory size
in the HiBench configuration file, we find that the running time decreases with the
increase of memory. According to the related concepts of Spark and the related theories
mentioned above, the running time of parallel programs is also related to the number of
tasks, the number of nodes and the amount of data, so we built the Tave and Tesum
models as follows.

Tave ¼ t
w

� �c1 page
t

� �c2
memc3 � f c4 ð3Þ

Tesum ¼ t
w

� �c5 n
t

� �c6
memc7 � f c8 ð4Þ

Where f is CPU frequency, unit is MHz, mem is memory size, unit is GB, t
w is the

number of tasks run by each worker node, paget and n
t are the number of pages and data
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processed by each task respectively. ci is a indeterminate constant. Based on (2), (3),
and (4), the PageRank application runtime T can be expressed as follows.

T ¼ k � 1ð Þ � t
w

� �c1 m
t

� �c2
memc3 � f c4 þ t

w

� �c5 n
t

� �c6
memc7 � f c8 ð5Þ

3.3 Energy Consumption Model

We use E to present the energy of the PageRank application over a time period T , while
P is the power in the above mentioned time period. The relationship of E, P and T can
be expressed by formula (6).

E ¼ P � T ð6Þ

Since we assume that the worker nodes in the computer cluster which run the
PageRank application are homogeneous, and each node does the same amount of work,
the total energy consumption can be expressed as formula (7).

E ¼ w � P � T ð7Þ

Where E is the system’s energy consumption measured in Joules, w represents the
number of worker nodes, P is the power measured in Watts and T is a period of time
measured in seconds. If T is measured in unit times and only one worker node then the
values of energy and power become equal.

4 Experimental Results

Our experiment platform has four computing nodes in a multi-core cluster. Each node
has four Intel(R) Xeon(R) Gold 6132 fourteen-core processors. The maximum fre-
quency is 2.6 GHz, the minimum frequency is 1.0 GHz. Each node has
376 GB memory. The PageRank application used in the experiment comes from
HiBench. We write a monitoring script file which uses the IPMI interface to obtain the
power consumption of the worker node. The running time of each stage of the
PageRank application can be obtained from Spark’s log file.

4.1 Results of Power Consumption Model

We use the Curve Fitting Tool of MATLAB to do polynomial fitting. RMSE and R-
square are used to represent the error and fitting effects of the model. RMSE is the root
of mean square error, that is, the square root of the mean square of the sum of squares
of the errors corresponding to the predicted data and the measured data. The R-square
represents the fitting degree of the model to the data. Its value range is [0,1] and the
closer the value is to 1, the better the model is. We evaluate the model errors with
different degrees, which are shown in Tables 2.
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Considering that the model can predict power consumption better and the com-
plexity is not too high, we set the degree of f and page to 2. Therefore, the power
consumption model is as follows.

P ¼ h0 þ h1f þ h2pageþ h3f
2 þ h4fpageþ h5page

2 ð8Þ

We use MATLAB to obtain the value of hi by parameter fitting, the results are
shown in Table 3.

As shown in Fig. 1, the abscissa is the identifier of experiments, and the ordinate is
the power consumption value. The blue line represents the predicted value and the
orange line represents the measured value of the operation. It can be seen that poly-
nomial model can fit the data. The RMSE of this model is 13.11 and the R-square is
0.9024.

4.2 Results of Runtime Model

According to the description in Sect. 3.2, we divide the PageRank application runtime
model into two parts: Tave and Tesum. In the experiment, the parameters of the two parts
are fitted and the results are compared. Finally, we combine the two parts according to
formula (5) to analyze the accuracy of the total runtime model.

Parameters ci of Tave and Tesum models are fitted by 1stop software, and the results
are shown in Table 4 and Table 5.The parameters and experimental data are substituted
into the two models to compare the predicted value with the actual value, and the
results are shown in Fig. 2 and Fig. 3. The RMSE of Tave and Tesum models are 7.734
and 25.816, and R-square are 0.949 and 0.972. We put the data from the above time
models into formula (5) to get the predicted total running time of the PageRank

Table 2. Results of multivariate polynomial model.

Degree of f Degree of page RMSE R-square

2 1 13.95 0.8867
1 2 13.21 0.8984
2 2 13.11 0.9024
3 1 13.83 0.8943
3 2 12.92 0.9125
1 3 11.3 0.9294
2 3 11.16 0.9202
3 3 11.31 0.9348

Table 3. Parameter information of power consumption model.

h0 h1 h2 h3 h4 h5
−54.95 0.2503 3.024e−06 −2.997e−05 −5.999e−11 −5.878e−14
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application, and compare it with the actual measured running time. The results are
shown in Fig. 4.

As shown in Fig. 3, Fig. 4, and Fig. 5, the abscissa is the identifier of experiments,
and the ordinate is the running time in seconds. The blue line represents the predicted
value and the orange line represents the measured value of the operation.

4.3 Results of Energy Consumption Model

According to formula (7), energy consumption E can be expressed by power P, time T
and number of nodes w. We multiply the number of nodes w with the data predicted by
the power consumption model and the runtime model to obtain the energy consumption
data, and compare it with the actual measured energy consumption data. The results are
shown in Fig. 5.

As shown in Fig. 5, the abscissa is the identifier of experiments, and the ordinate is
the energy consumption in joules. The blue line represents the predicted value and the
orange line represents the measured value of the operation. Finally, the experimental
data show that our model is suitable for predicting the energy consumption of large
data sets, and the average accuracy rate can reach 87%.
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Fig. 1. Distribution of predicted and measured values of power consumption.

Table 4. Parameter information of T_ave model.

c1 c2 c3 c4
1.453 1.642 −0.909 −2.141
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Table 5. Parameter information of T_esum model.

c5 c6 c7 c8
0.738 0.945 −0.175 −1.611
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Fig. 2. Distribution of predicted and measured values of T_ave.
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4.4 Energy Consumption Optimization

According to formula (1)–(8), we can get the final energy consumption model as
follows.

E ¼ w � h0 þ h1f þ h2pageþ h3f
2 þ h4fpageþ h5page

2� �

� k � 1ð Þ � t
w

� �c1 page
t

� �c2
memc3 � f c4 þ t

w

� �c5 n
t

� �c6
memc7 � f c8

h i
ð9Þ

When the amount of data n, the number of pages page, the size of running memory
mem and the number of iterations k of the algorithm are known, the model can have an
optimal value by adjusting the number of tasks t, the number of cluster nodes w and the
frequency of CPU f . For example, when page = 5000000, n = 200000000, mem is
20 GB, algorithm iterations k is 8, and the frequency range is [1800, 2600] MHz, the

0

500

1000

1500

1 2 3 4 5 6 7 8 9 1011121314151617181920

Ex
ec

u
on

 T
im

e 
(S

ec
.)

Experiments

Predicted Measured

Fig. 4. Distribution of predicted and measured values of runtime.

0

200000

400000

600000

800000

1000000

1 2 3 4 5 6 7 8 9 1011121314151617181920

En
er

gy
 C

on
su

m
p

on
 (J

ou
le

)

Experiments

Predicted Measured

Fig. 5. Distribution of predicted and measured values of energy consumption.

352 Y. Wang et al.



minimum value of the energy consumption model which calculated by 1stOpt software
[12] is 415483.6 J. At this time, the number of tasks is 677, the number of nodes is 2,
and the frequency is 2560 MHz. In our known experimental data, the optimal energy
consumption of the same data scale is 392197.61 J, and the number of tasks is 700, the
number of nodes is 2, and the frequency is 2600 MHz. The optimal value predicted by
the model is very close to the optimal value of actual measurement.

Therefore, in the case of known data scale and operating environment, we can learn
how to adjust the number of tasks t, node number w and CPU frequency f to achieve
the theoretical optimal value of energy consumption. Although there are some errors
compared with the actual measured value, the optimal energy consumption value can
be obtained faster and better for the case of large amounts of data.

5 Conclusion

The characteristics of big data applications are complex, and there are many factors
affecting energy efficiency. We combine the system characteristics with the application
characteristics to build the energy consumption model for the PageRank application.
Based on the PageRank workload of big data basic test suite HiBench, we collect
energy monitoring data for applications with different dataset scales and build models
for the energy consumption. According to this model, we can locate the optimal
configuration more quickly and make the energy consumption reach its optimal value.
The experimental results show that the energy consumption model can obtain rea-
sonable accuracy and the optimization method is effective. Future work may include
trying to use other machine learning algorithms to improve the prediction accuracy of
the model, as well as studying an energy consumption model for heterogeneous
clusters.

Acknowledgements. The work was sponsored by the key research and development plan of
Shaanxi Province. NO. 2019ZDLGY17–02 and the Fundamental Research Funds for the Central
Universities.
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Abstract. As an important tool of multi-way/tensor data analysis tool, Tucker
decomposition has been applied widely in various fields. But traditional
sequential Tucker algorithms have been outdated because tensor data is growing
rapidly in term of size. To address this problem, in this paper, we focus on
parallel Tucker decomposition of dense tensors on distributed-memory systems.
The proposed method uses Hierarchical SVD to accelerate the SVD step in
traditional sequential algorithms, which usually takes up most computation time.
The data distribution strategy is designed to follow the implementation of
Hierarchical SVD. We also find that compared with the state-of-the-art method,
the proposed method has lower communication cost in large-scale parallel cases
under the assumption of the a–b model.

Keywords: Dense tensor � Tucker decomposition � Distributed memory

1 Introduction

In computer science, tensors are N-way arrays. In early days, tensor data was dealt with
by vectorization, which broke construction information of original data. With the
development of higher order data processing, tensor analysis has drawn lots of attention
and shown advantage to vectorization methods. As the most important tool in tensor
analysis, tensor decomposition methods are widely applied in multi fields such as
computer vision [1, 2], machine learning [3, 4], neuroscience [5], data mining [6],
social network computing [7] and so on. There are several tensor decomposition
methods, among which Tucker decomposition [8] is one of most famous ones.

Tucker decomposition is traditionally solved by HOOI [9] with quite expensive
cost due to iteration progress and TTM (Tensor Times Matrix) chain computation.
Since Higher Order Singular Values Decomposition (HOSVD) [10] plays the role of
initial step in HOOI, its truncated version Truncated HOSVD (T-HOSVD) can be used
to approximate the output of HOOI, with only a little accuracy lost but great reduction
of computation cost. An even better approximation is Sequential Truncated HOSVD
(ST-HOSVD) [11], which applies greedy strategy to the truncation progress and
achieves improvements in both accuracy and speed.
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Although ST-HOSVD has reduced lots of computation cost compared to traditional
methods like HOOI, it’s still far from enough. With the development of our society and
techniques, data sizes are growing rapidly. Traditional sequential solution within one
computation node fails to handle Tucker decomposition of large tensor data today, due
to not only extremely long computation time but also memory limit of one single node.
To solve Tucker decomposition efficiently, recent years have seen multiple parallel
algorithms on this issue.

Based on Hadoop [12], HaTen2 [13] can handle sparse tensor data of billion scale.
This method divides complex tensor multiplications into large amount of unrelated
vector dot products. To cut the dependencies of original sequential steps, HaTen2 takes
additional operators which increases computation cost but improves parallelism a lot.
For sparse tensors, this method reduces execution time on clusters with few additional
tasks, while it costs much more for nonsparse cases. To deal with dense data, [14]
proposes the first distributed dense Tucker decomposition algorithm on CPU clusters. It
distributes tensor data across all modes. For example, let X be a tensor of size
I1 � I2 � I3, and p ¼ p1 � p2 � p3 be the number of available processors. X is divided
into tensor blocks of size I1

p1
� I2

p2
� I3

p3
, and each processor owns one block. This dis-

tribution strategy has been followed by several works as described below. [15] dis-
tributes tensor data using the same strategy and optimizes the TTM chain computation
for parallel HOOI. It constructs TTM-trees to present TTM schemes and searches the
best one with least computational load. GPUTensor [16] applies the same distribution
strategy of [14] to Tucker decomposition on GPU platforms.

This paper focus on Tucker decomposition of dense tensors, in which case, [14]
offers the current state-of-the-art method. Although there are some other methods
extends it, they all follow its data distribution strategy. But actually, it has not opti-
mized communication cost among different processors yet, which has a great influence
on computation efficiency for parallel algorithms. As the data size increases day by day,
large scale parallel techniques are in great need for data analysis. So in this paper, we
present a new parallel Tucker decomposition method with optimized communication
cost. Different from the methods mentioned above, we merge the gram matrix com-
putation and eigen decomposition into one SVD step, which is implemented in parallel
based on Hierarchical SVD [17] and leads to much less communication cost.

The rest of this paper is organized as follows. Section 2 is the preliminaries
including basic concepts of tensor operations and a simple instruction of ST-HOSVD.
Section 3 explains the details of the proposed method, focusing on implementation of
parallel SVD and communication cost analysis. Section 4 is the experiments.

2 Preliminaries

2.1 Tensor Notations

In this paper, we denote a tensor by calligraphic letters, like X . The dimension of a
tensor is called order (also called mode). The space of a real tensor of order N and size
I1 � . . .� IN is denoted as RI1�I2�...�IN .
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Definition 1 (Matricization). The mode-n matricization of tensor X 2 RIn�I2�...IN is the

matrix, denoted as XðnÞ 2 R
In�

Q
k 6¼nIk , whose columns are composed of all the vectors

obtained from X by fixing all indices but n-th.

Definition 2 (Folding Operator). Suppose X be a tensor. The mode-n folding operator
of a matrix M ¼ XðnÞ, denoted as foldnðMÞ, is the inverse operator of the unfolding
operator.

Definition 3 (Mode-n Product, TTM operator, Tensor Times Matrix). Mode-n product
of tensor X 2 RIn�I2�...IN and matrix A 2 RJ�In is denoted by X�nA, whose size is
I1 � . . .� In�1 � J � Inþ 1 � . . .� IN , and defined by X�nA ¼ foldnðMÞ.
Definition 4 (Gram Matrix). The Gram Matrix of a matrix M is MMT .

2.2 St-HOSVD

Tucker factorization is a method that decomposes a given tensor X 2 RI1�I2�...�IN into
N factor matrices U1;U2; . . .;UN and a core tensor C such that

ð1Þ

In this paper, we consider the optimization of ST-HOSVD [10] to solve Tucker
decomposition. The algorithm of ST-HOSVD is described as Algorithm 1 below.

Algorithm 1. ST-HOSVD[10]
Input: The tensor , ranks 
Output: The core tensor , and factor matrices 

For 
Calculate Gram matrix
Take the leading  eigen vectors of and form the factor matrix 

EndFor

3 The Proposed Method

In this section, we will describe the proposed method in detail. In ST-HOSVD
(Algorithm 1), to obtain the factor matrix of every mode, one needs to calculate the
gram matrix of X nð Þ and its eigen decomposition. But actually, one SVD step is
sufficient to obtain the factor matrix. What’s more, in parallel cases, using truncated
SVD can reduce communication cost, as is explained later. This is also a reason of why
we prefer SVD here.
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The implementation of parallel SVD in the proposed method can be divided into
3 steps:

• Distribute data to each processor.
• Compute SVD of the local data on each processor.
• Root processor gathers SVD results and merge them to get the factor matrix.

Step 2 and 3 are the key of the proposed method, and data distribution in step
1 should follow them. So Sect. 3.1 explains step 2 and 3 firstly, followed by Sect. 3.2
with accuracy analysis. Section 3.3 describes data distribution and analysis commu-
nication cost after that.

3.1 Hierarchical SVD

The matricization of a tensor is usually a highly rectangle matrix M 2 RI�D with
I � D. To compute the SVD of M efficiently, a natural way is to divide M into smaller
matrices such that M ¼ M1jM2 . . .j jMp

� �
with Mi 2 RI�Di , and compute SVD for each

Mi and then merge them. Actually, this is the exact idea of Hierarchical SVD [17],
which computes U and S parallelly while discarding V for the SVD of M : U � S � VT .
And we can see in Algorithm 1, in ST-HOSVD, to obtain the factor matrix of Tucker
decomposition for mode n, one only needs the left singular vectors U from the SVD of
X nð Þ ¼ U � S � VT .

The Hierarchical SVD algorithm calculates the SVD of each Mi by UiSiVT
i and

discards the right singular matrices VT
i . Then it calculates the SVD of

U1S1jU2S2 . . .j jUpSp
� �

and output the left singular matrix and singular values. Figure 1
illustrates the progress of Hierarchical SVD.

In the real world, most tensor data are of low-rank, which means truncated SVD
with only a few leading singular values may lose little information of the original data.

Fig. 1. The illustration of Hierarchical SVD [17].
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In this case, using SVD instead of gram matrix can reduce communication cost. The
reason runs as follows. Suppose every processor has a local matrix Mi 2 RI�Di . The
local gram matrix is of size I � I, which is the transferring data size per processor. But
if we use SVD and the truncated rank is d, then each processor only needs to transfer
UiSi 2 RI�d . As mentioned above, d is usually much smaller than I in real world data,
so the transferring data size I � d is also much smaller than that of local gram matrix
computation.

In extremely large-scale parallel cases with very large p, one can calculate SVD
with more levels to reduce communication cost further. See Fig. 2 as an example. But
one should also note that more levels come with larger error for truncated SVD. So we
suggest this strategy only serve to trade off accuracy for computation time, or cases of
non-truncated SVD.

3.2 Discussion on Error of Hierarchical SVD

Now let’s come to the accuracy of Hierarchical SVD. For normal SVD, the error
analysis is very clear. Let A be a matrix and si; ui; vi i ¼ 1; . . .nð Þ be its singular values
in descent order and the corresponding left singular vectors and right singular vectors.
Let Að Þd represents the recovered matrix of reduced SVD of A with rank d� n, that is,

Að Þd ¼
Xd

i¼1si � ui � v
T
i ð2Þ

Fig. 2. Example of two-level Hierarchical SVD.
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Then Að Þd is the best approximation of A such that the rank is at most d. And the

approximation error is kA� Að ÞdkF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼dþ 1s
2
i

q
.

In [17], there is also a theorem to guarantee the error bound of Hierarchical SVD
with multiple layers. We presente it here as below.

Theorem 1 (from [17]). Let A be a matrix. Assume that U and S are the outputs of q-
level Hierarchical SVD algorithm with input A. Then there exists a unitary matrix
V such that US ¼ AV þW, where

kWkF � 1þ
ffiffiffi
2
p� �qþ 1

� 1
� �

kA� Að ÞdkF ð3Þ

From Theorem 1, USVT ¼ AþWVT , and kWVTkF ¼ kWkF , then we can know that
U from Hierarchical SVD is the normal left matrix of AþWVT , which is close to A.
This means that Hierarchical SVD may increase error of reduced SVD by at most

1þ ffiffiffi
2
p	 
qþ 1 � 1

h i
times.

For 1-layer Hierarchical SVD, there is a tighter bound guaranteed by another the-
orem from [17] as below. Here, we denote A :¼ US, where the SVD of A is A ¼ USVT .

Theorem 2. Let A ¼ A1jA2 . . .j jAp
� �

, B ¼ A1ð Þdj A2ð Þd . . .j j Ap
	 


d

h i
, and B

0 ¼ BþW,

then there exists a unitary matrix W such that

A� B0ð ÞdW
��� ���

F
� 3

ffiffiffi
2
p

A� Að Þd
�� ��

F þ 1þ
ffiffiffi
2
p� �

Wk kF ð4Þ

In Theorem 2, it is routine to see that Bð Þd ¼ US, where U and S are the outputs of
1-level Hierarchical SVD algorithm with input A. Setting W to zero matrix will lead to

A� Bð ÞdW
��� ���

F
� 3

ffiffiffi
2
p

A� Að Þd
�� ��

F ð5Þ

So for 1-layer Hierarchical SVD, Hierarchical SVD may increase error of reduced
SVD by at most 3

ffiffiffi
2
p

times, which is small than the bound in Theorem 1

1þ ffiffiffi
2
p	 
2 � 1

h i
¼ 2þ 2

ffiffiffi
2
p

.

3.3 Data Distribution and Communication Cost

Consider a tensor X 2 RIn�I2�...IN . Denote I ¼ I1 � I2 � . . .� IN be the number of
entries of the tensor, and Jk ¼ I

Ik
be the products of all Ii except for Ik .

In STHOSVD, data distribution occurs when implementing Hierarchical SVD
across processors. For every mode k, the proposed method applies Hierarchical SVD
on XðkÞ, the matricization of the tensor. We distribute data in a natural way. Divide
X kð Þ ¼ M1jM2j. . .jMp

� �
, where Mi 2 RIk�Di and

Pp
i¼1Di ¼ Jk, and every processor
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owns one matrix block Mi. To achieve maximum performance, the matrix blocks
should have sizes of almost the same.

Assume that M1;M2. . .Mp happen to have the same size of Ik � Jk
p . Using the a–b

model (the latency cost vs the per-word transfer cost), the communication cost of
distributing M1;M2. . .Mp from root processor to other processors is
p� 1ð Þaþ Ik

Jk
p b ¼ p� 1ð Þaþ I

p b. After every processor finishes calculating the

SVD of the assigned matrix block Mi, the root processor will gather UiSi from all
processors, and the communication cost is alog2 pð Þþ p� 1ð ÞIkrkb, where rk is the
reduced rank of mode k. So the total communication cost when calculating factor

matrix of mode k is p� 1ð Þaþ I
p bþ alog2 pð Þþ p�1ð Þ

p Ikrkb ¼ p� 1þ log2 pð Þð Þaþ
I
p þ p�1ð Þ

p Ikrk
h i

b.

Consider the state-of-the-art method from [14], with p processors organized in a
grid of size p1 � p2 � . . .� pN . Calculation of factor matrix of mode k includes an MPI
send-receive operator and reduce operator for gram matrix, see [14] for details. The

communication cost is pk � 1ð Þ aþ I
p b

� �
þ a log2 pkð Þþ pk�1ð Þ

p I2kb ¼ pk � 1þð
log2 pkð ÞÞaþ pk � 1ð Þ Ip þ pk�1ð Þ

p Ikrk
h i

b. For most cases, I
p is the dominant item. In

large-scale parallel cases, p is very large so that every pk is large too. Comparing the
proposed method with the state-of-the-art method from [14], it is easy to see that the
former one has lower communication cost.

TTM operator is simple here. We need only to send the factor matrix Uk from root
to all processors and the latter ones update the local assigned matrix block by
Mi  Mi�k Uk. Here we ignore the communication cost cause it needs little data to
transfer, and the case of the state-of-the-art method from [14] is the same.

The proposed distributed ST-HOSVD algorithm is summarized in Algorithm 2.

Algorithm 2. The proposed Distributed ST-HOSVD
Input: The tensor , ranks 
Output: The core tensor , and factor matrices 
FOR

Distribute data to all processors
Hierarchical SVD step:

Every processor calculates the reduced SVD (rank ) of the assigned ma-
trix block by

Root processor gathers from all processors
Root processor calculates the reduced SVD (rank ) of 

Update factor matrix 
Broadcast to each processor from root.
Every processor updates the assigned matrix block by 

ENDFOR
Gather all to root processor and fold them to form the tensor core tensor .
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4 Experiments

We conduct two kinds of experiments in this section. The first one focuses on the
merging results of Hierarchical SVD, and the second one focuses on the comparison of
the proposed method and the state-of-the-art method.

4.1 Experiments of SVD

In this part, we generate a random matrix A of size 128 � 1024. The matrix A is
divided into different number of blocks by columns (A ¼ A1jA2 . . .j jAp

� �
), and the 1-

layer Hierarchical SVD with reduced rank 64 is implemented on it. Reduced SVD is
used here as a comparison. In Hierarchical SVD, the right singular matrix V is dis-
carded, and the left singular matrix U is the key output. To evaluate the quality of U,
we estimate the projection error of A by

e ¼ A� UU0Ak kF
Ak kF

ð6Þ

For the normal reduced SVD, the error is 0.2962. For Hierarchical SVD, the results
runs is presented in Table 1. We can see that the projection errors of Hierarchical SVD
are very close to that of the normal reduced SVD. These results show Hierssarchi-
cal SVD has only little accuracy lost compared with normal reduced SVD.

4.2 Experiments of Tucker Decomposition

In this part, we present some experimental results to verify the performance of the
proposed method. The experiments are implemented on a cluster with 128 nodes. Each
node is equipped with 128 GB memory, a 32-core CPU of 2.0 GHz and a GPU of
13.3 TFLOPs peak single precision (FP32) Performance. We generate five tensor of
size 1024 � 1024 � 1024 randomly, and compare the performances of the proposed
method with the state-of-the-art method from [14]. The two methods are implemented
using different number of nodes, namely 16, 32, 64, 128, to test their scalabilities. For
each method, we apply it to the five tensors and set the reduced rank to be 512 for all
modes. For the proposed method, the number of layers is set to 1 in Hierarchical SVD.
The average executing time of each method is taken as its performance. The experi-
mental result is reported in Table 2 and Fig. 3. It is clear that the proposed method has
better performance with larger scale parallelism.

Table 1. Projection Errors with different p.

p 2 4 8 16

e 0.2986 0.2980 0.2969 0.2962

362 Z. Fang et al.



5 Conclusion

In this paper, we focus on the problem of high-performance Tucker decomposition on
distributed-memory systems. We have proposed a method based on Hierarchical SVD
for the problem, which has lower communication cost in large-scale cases compared
with the state-of-the-art method. The experiments highlight the proposed method in
term of executing time although there is a little accuracy lost.

In the future, we are going to explore how to make full use of the idea of Hier-
archical SVD to improve parallel efficiency and reduce the error bound.

Acknowledgements. The work was supported by the National Key Research and Development
Project of China (Grant No. 2019YFB2102500).
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Fig. 3. The average executing time versus clusters of different number of nodes.

Table 2. The average executing time versus clusters of different number of nodes.

#nodes Time (s)
Proposed [14]

16 779.86 214.33
32 413.84 180.18
64 237.22 285.16
128 151.58 537.62

Distributed Dense Tucker Decomposition Based on Hierarchical SVD 363



References

1. Barmpoutis, A.: Tensor body: real-time reconstruction of the human body and avatar
synthesis from RGB-D. IEEE Trans. Cybern. 43(5), 1347–1356 (2013)

2. Tao, D., Li, X., Wu, X., Maybank, S.J.: General tensor discriminant analysis and Gabor
features for gait recognition. IEEE Trans. Pattern Anal. Mach. Intell. 29(10), 1700–1715
(2007)

3. Li, X., Lin, S., Yan, S., Xu, D.: Discriminant locally linear embedding with high-order
tensor data . IEEE Trans. Syst. Man Cybern. Part B (Cybern.) 38(2), 342–352 (2008)

4. Signoretto, M., Tran Dinh, Q., De Lathauwer, L., Suykens, J.A.K.: Learning with tensors: a
framework based on convex optimization and spectral regularization. Mach. Learn. 94(3),
303–351 (2013). https://doi.org/10.1007/s10994-013-5366-3

5. Mørup, M., Hansen, L.K., Herrmann, C.S., Parnas, J., Arnfred, S.M.: Parallel factor analysis
as an exploratory tool for wavelet transformed event-related EEG. NeuroImage 29(3), 938–
947 (2006)

6. Mørup, M.: Applications of tensor (multiway array) factorizations and decompositions in
data mining. Wiley Interdisc. Rev. Data Mining Knowl. Disc. 1(1), 24–40 (2011)

7. Sun, J., Papadimitriou, S., Lin, C.-Y., Cao, N., Liu, S., Qian, W.: Multivis: content-based
social network exploration through multi-way visual analysis. In: Proceedings of the 2009
SIAM International Conference on Data Mining, pp. 1064–1075. SIAM (2009)

8. Tucker, L.R.: Some mathematical notes on three-mode factor analysis. Psychometrika 31(3),
279–311 (1966)

9. De Lathauwer, L., De Moor, B., Vandewalle, J.: On the best rank-1 and rank-(R1, R2,…,
RN) approximation of high-order tensors. SIAM J. Matrix Anal. Appl. 21(4), 1324–1342
(2000)

10. Lathauwer, L.D., Moor, B.D., Vandewalle, J.: A multilinear singular value decomposition.
SIAM J. Matrix Anal. Appl. 21, 1253–1278 (2000)

11. Vannieuwenhoven, N., Vandebril, R., Meerbergen, K.: A new truncation strategy for the
higher-order singular value decomposition. SIAM J. Sci. Comput. 34(2), A1027–A1052
(2012)

12. Hadoop information. https://hadoop.apache.org/
13. Jeon, I., Papalexakis, E.E., Kang, U., Faloutsos, C.: HaTen2: billion-scale tensor

decompositions. In: 2015 IEEE 31st International Conference on Data Engineering, Seoul,
2015, pp. 1047–1058. https://doi.org/10.1109/ICDE.2015.7113355

14. Austin, W., Ballard, G., Kolda, T.G.: Parallel tensor compression for large-scale scientific
data. In: 2016 IEEE International Parallel and Distributed Processing Symposium (IPDPS),
Chicago, IL, pp. 912–922 (2016). https://doi.org/10.1109/IPDPS.2016.67

15. Chakaravarthy, V.T., Choi, J.W., Joseph, D.J., Murali, P., Sreedhar, D.: On optimizing
distributed tucker decomposition for sparse tensors. In: ICS 2018: Proceedings of the 2018
International Conference on Supercomputing, pp. 374–384 (2018)

16. Zou, B., Li, C., Tan, L., Chen, H.: GPUTensor: efficient tensor factorization for context-
aware recommendations. Inf. Sci. 299(4), 159–177 (2015)

17. Iwen, M.A., Ong, B.W.: A distributed and incremental SVD algorithm for agglomerative
data analysis on large networks. SIAM J. Matrix Anal. Appl. 37(4), 1699–1718 (2016)

364 Z. Fang et al.

https://doi.org/10.1007/s10994-013-5366-3
https://hadoop.apache.org/
https://doi.org/10.1109/ICDE.2015.7113355
https://doi.org/10.1109/IPDPS.2016.67


A Multi-objective Task Offloading Strategy
for Workflow Applications in Mobile

Edge-Cloud Computing

Yongqiang Gao(&) and Dandan Yan

Inner Mongolia University, Hohhot, China
{csgyq,csydd}@outlook.com

Abstract. Prompted by the remarkable progress in both edge computing and
cloud computing, mobile edge-cloud computing has become a promising
computing paradigm, where mobile users may take advantages of the low-
latency property of edge computing and the rich-resource capacity of cloud
computing to provide a high quality of service for mobile applications. In
mobile edge-cloud computing, a main challenge is how to efficiently offload
workflow tasks in order to reduce energy consumption, and improve perfor-
mance and reliability. In this paper, we formulate workflow offloading into a
constrained multi-objective optimization problem and develop a hybrid algo-
rithm involving differential evolution algorithm, artificial bee colony optimiza-
tion and decoding heuristic to explore the optimal strategy of task offloading for
workflow applications in mobile edge-cloud computing. The effectiveness of our
strategy is evaluated by extensive simulations using real-world workflows. The
results show that our strategy performs better than the state-of-the-art methods
applied to similar problems.

Keywords: Multi-objective optimization � Mobile edge computing �
Offloading strategy � Energy consumption � Reliability � Workflow

1 Introduction

With the large-scale popularization of the Internet of things, the demand for mobile
devices is gradually increasing in all professions and trades, such as retail, health care,
mobile payment, positioning navigation, natural language processing, which puts
forward higher requirements for mobile terminals [1]. The execution of workflow
application usually needs to consume a lots of physical resources and energy, but the
physical resources, and battery capacity of mobile devices are limited. Therefore, it is
difficult to meet the service quality requirements of workflow application when running
the compute-intensive workflow tasks in mobile devices.

Task offloading technology is proposed for alleviating the pressure of physical
resource on mobile devices and providing mobile users with a high quality of service
[2]. In mobile cloud environment, some computing tasks in mobile applications can be
offloaded from mobile terminals to remote cloud data center through wireless network
or cellular network. However, remote cloud data centers are often far away from mobile
users, which can cause a large transmission delay. In mobile edge computing
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environment, some computing tasks in mobile applications can be offloaded to MEC
servers deployed on the base station near user terminals, which can decrease waiting
delay and improve service quality. But MEC servers in mobile edge environment can
only provide relatively limited resources comparing with the high performance servers
in mobile cloud environment [3]. Therefore, it is a major challenge for researchers to
understand how to effectively offload workflow tasks by combining the advantages of
cloud computing and edge computing so as to simultaneously optimize energy con-
sumption, completion time and reliability.

A workflow usually consists of interdependent tasks. Traditional offloading
methods focus on independent tasks, and thus it cannot apply to workflow offloading.
In addition, the existing task offloading methods for mobile edge-cloud environment
mainly focus on a single objective target, such as energy consumption, completion
time, or reliability. To address these problems, we propose a multi-objective task
offloading strategy based on a hybrid of differential evolution algorithm, artificial bee
colony optimization and decoding heuristic for scheduling workflow tasks in mobile
edge-cloud environment with the goal of optimizing the completion time, energy
consumption and reliability. The contributions of this paper are summarized as follows:

• We formulated the task offloading for workflow in mobile edge-cloud environment
as a constrained multi-objective optimization problem. Our proposed optimization
models consider the energy consumption of mobile devices, the completion time of
workflow and the reliability of task execution.

• We proposed a multi-objective hybrid algorithm, called HABC, for finding the best
offloading strategy. A differential evolution operator is embedded to artificial bee
colony algorithm in order to improve the diversity of food sources. In addition, a
decoding heuristic is integrated into artificial bee colony algorithm to generate a
feasible task offloading strategy of workflow application.

• We evaluate the effectiveness of the proposed offloading strategy by various sim-
ulation experiments. The results show, compared with other alternatives, our
method can achieve lower energy consumption, shorter completion time and higher
reliability.

The remaining section of the paper is arranged as follows. A survey on related work
is presented in Sect. 2. Section 3 introduces the model and the expression of the
problem. The hybrid algorithm in detail is introduced by Sect. 4 . Section 5 gives the
experimental results. Finally, the conclusion is drawn in Sect. 6.

2 Related Work

This paper focus on task offloading of workflow in mobile edge-cloud computation.
We review the related work from the following two aspects: some research in mobile
cloud computing (MCC) and some achievement in mobile edge computing.

Recently, many efforts have been devoted to the computation offloading problem in
MCC. Wu et al. [4] proposed a scheduling scheme of task in MCC, which applied
dynamic voltage frequency scaling technology and whale optimization algorithm, and
considered three factors including task execution location, task execution sequence and
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mobile device operating voltage frequency to optimize completion time and energy
consumption. Hu et al. [5] proposed a task scheduling method, which adopted simulate
anneal algorithm to save the energy consumption of mobile devices and improve the
completion time of tasks. Pu et al. [6] proposed a task scheduling scheme based on
genetic algorithm to allocate computing resources reasonably so as to optimize energy
consumption, reliability, overall cost and user experience.

There are also some efforts focusing on offloading computation tasks to mobile
edge computing platform. Fu et al. [7] proposed a task computing migration method
aiming at a large amount of energy consumption of mobile devices in mobile edge
environment, and established time model and energy consumption model, then allo-
cated reasonably the computing tasks of workflow by non-dominated sorting algorithm.
Mao et al. [8] investigated a green MEC system with energy harvesting devices and
develop an effective computation offloading strategy. The execution cost, which
addresses both the execution latency and task failure, is adopted as the performance
metric. A low-complexity online algorithm is proposed. Kong et al. [9] proposed the
fine-grained migration strategy, which can effectively reduce the energy consumption
of mobile terminal devices on the premise of meeting the task execution delay by
genetic algorithm, giving full play to the advantages of mobile edge computing.

Different from the above studies, we propose a hybrid algorithm based on differ-
ential evolution algorithm, artificial bee colony optimization and decoding heuristic for
workflow task offloading in mobile edge-cloud computing with the goal of optimizing
energy consumption of mobile terminal, completion time of workflow and reliability of
execution task.

3 Problem Model

3.1 System Architecture

As shown in Fig. 1, mobile edge-cloud computing system consists of three layers:
mobile terminal, edge server and cloud data center. Workflow tasks can be offloaded to
the server deployed around the base station and the wireless access point. When the
resources of edge server is not enough to satisfy the user needs, workflow tasks are
offloaded to cloud data center. Mobile edge-cloud computing combines cloud com-
puting and edge computing to expand the computing capacity of mobile terminal and
improve the quality of user experience.

3.2 Workflow Model

Generally, workflow application is defined as a directed acyclic graph (DAG), and
described by a two-tuple G ¼ T;Rð Þ, where T ¼ t1; t2; . . .tnf g represent a set of
n different tasks in a workflow and R represents the set of dependency between
workflow tasks. Each dependency has a weight di;j that represents the amount of data
transmission between two tasks. For a given dependency ri;j between task ti and task tj,
task ti is known as one of the predecessors of task tj, and task tj is known as one of the
successors of task ti. Every task may has several predecessors and successors tasks
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besides entry task and exit task. Task tj cannot start its execution before the results of its
all predecessors are transferred to it.

3.3 Computation Time Model

Completion time of workflow depend on task waiting time, task execution time and
data transmission time. We apply M/M/N queuing system [10] to get the average
waiting time Wq.

In the mobile edge-cloud system, the workflow task can be performed in mobile
terminal, edge server and cloud server. Therefore, the execution time Dexe of task ti can
be defined as:

Dexe tið Þ ¼
wli
fm

mi ¼ 0
wli
fm

þWe
q þDlan mi ¼ 1

wli
fc
þWc

q þDwan mi ¼ 2

8><
>: ð1Þ

where mi = 0 indicates that the task ti is performed on the mobile terminal, and mi ¼ 1,
2 represent that ti is offloaded to the edge server and the cloud respectively. wli
represents the workload of task ti. fm represents the CPU capacity of mobile terminal
and fe denotes the processing capacity of edge server. fc represents the processing
capacity of remote cloud. Dlan indicates the transmission delay in local area network
(LAN) and Dwan indicated the transmission delay in wide area network (WAN).

Cloud data center

Edge server

Mobile terminal

Edge server Base station

Wireless access point Base station

Fig. 1. Architecture diagram of mobile edge-cloud computing.
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When the task ti and the task tj are performed in the same place or two tasks
transmit data between edge server and the cloud, the transmission time of task is
defined as:

Dtran ti; tj
� � ¼ 0 ð2Þ

If two tasks are performed on the mobile terminal and the edge server respectively, the
data is transmitted through LAN. The transmission time of task is calculated as:

Dtran ti; tj
� � ¼ di;j

Be
ð3Þ

where Be indicates the bandwidth of LAN. If two tasks are performed on the mobile
terminal and the cloud, the data is transmitted through WAN. The transmission time of
task is calculated as:

Dtran ti; tj
� � ¼ di;j

Bc
ð4Þ

where Bc indicates the bandwidth of WAN.
The start time Dst tið Þ and completion time Df tið Þ of task ti are computed recursively

as shown in (5) and (6).

Dst tið Þ ¼
Dent pred tið Þ ¼ ;
max max

tk2pred tið Þ
Dtran tk; tið ÞþDf tkð Þ� �

;Dent

� �
otherwise

8<
: ð5Þ

Df tið Þ ¼ Dst tið ÞþDexe tið Þ ð6Þ

In (5), Dent represents earliest time of task execution, and pred tið Þ denotes all prede-
cessors of task ti. Finally, the completion time D Mð Þ of workflow is denoted as:

D Mð Þ ¼ max
i2 1;2;...nf g

Df tið Þ ð7Þ

where M represents offloading decision of workflow.

3.4 Energy Consumption Model

The total energy consumption for mobile terminal contains the execution energy
consumption and transmission energy consumption. Let Eexe tið Þ be energy consump-
tion generated by processing task ti and Etran ti; tj

� �
be energy consumption generated

by transmitting data from task ti to task tj. Eexe tið Þ is given as:
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Eexe tið Þ ¼

wli
fm
� Pact mi ¼ 0

wli
fe
þWe

q þDlan

� �
� Pid mi ¼ 1

wli
fc
þ þWc

q þDwan

� �
� Pid mi ¼ 2

8>><
>>: ð8Þ

where Pact denotes the power when mobile terminal is active and Pid indicates the
power when mobile terminal is idle.

If two dependent tasks transmit data by LAN, Etran ti; tj
� �

is calculated as:

Etran ti; tj
� � ¼ di;j

Be
� Ptran ð9Þ

If two dependent tasks transmit data by WAN, Etran ti; tj
� �

is calculated as:

Etran ti; tj
� � ¼ di;j

Bc
� Ptran ð10Þ

where Ptran represents the transmission power of mobile terminal. Therefore, the total
energy consumption E Mð Þ of mobile terminal is defined by:

E Mð Þ ¼
X

ti2T Eexe tið Þþ
X

r ti;tjð Þ2R Etran ti; tj
� � ð11Þ

3.5 Reliability Model

The reliability of task is the probability of performing task successfully. During task
execution, a fault is inevitable due to hardware failure, software bugs and so on.
Therefore, we take into account the reliability of task execution. Inspired by the reli-
ability model in [11], the reliability R tið Þ of task ti. can be defined as:

R tið Þ ¼
e�K fmð Þ�cm tið Þ

fm mi ¼ 0

e�K feð Þ�ce tið Þ
fe mi ¼ 1

e�K fcð Þ�cc tið Þ
fc mi ¼ 2

8>><
>>: ð12Þ

K fð Þ ¼ K0 � g fð Þ ¼ K0 � 10
d 1�fð Þ
1�fm ð13Þ

where d and K0 are constant. cm tið Þ, ce tið Þ and cc tið Þ are the computation cost of mobile
terminal, edge server and cloud sever respectively. The computation cost of cloud
servers is the highest. Finally, a workflow unreliability POF Mð Þ can be defined as:

POF Mð Þ ¼ 1� R Mð Þ ¼ 1�
Yn

i¼1
R tið Þ ð14Þ

where R Mð Þ is defined as a workflow reliability.
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3.6 Problem Definition

The goal of workflow tasks offloading is to optimize energy consumption of mobile
terminal, completion time of workflow and reliability of execution task. This workflow
tasks offloading problem is formalized as:

Minimize E Mð Þ ð15Þ

Minimize D Mð Þ ð16Þ

Minimize POF Mð Þ ð17Þ

Subject to

Df tkð Þ\Dst tið Þ 8ti 2 T; 8tk 2 pred tið Þ ð18Þ

Df tið Þ\Dst tj
� � 8ti 2 T; 8tj 2 succ tið Þ ð19Þ

Df tkð ÞþDtran tk; tið Þ�Dst tið Þ8ti 2 T ; 8tk 2 pred tið Þ ð20Þ

mi 2 0; 1; 2f g 8ti 2 T ;mi 2 M ð21Þ

Constraint (18)–(20) ensures that each task can only be performed after its predecessor
has completed and all the needed data is received. succ tið Þ represents all successors of
task ti. Constraint (21) defines the variables domain of the problem, where mi is the
decision variables.

4 The Proposed Hybrid Algorithm

The optimization problem constructed above belongs to the NP-Hard problem, so there
is a great difficulty to find optimal solution in a short time. We develop a hybrid
algorithm based artificial bee colony (ABC) and differential evolution algorithm to find
good solutions in large solution space. The process of the HABC algorithm is described
in Algorithm 1.

In the hybrid algorithm, a solution is represented by an array, and each index of the
array represent a workflow task. The value of the array elements, which is a real
number between 0 and 3, represents the offloading destination of the corresponding
task. The array length is the number of workflow task. The decoding process generates
a feasible workflow offloading strategy. We convert the solution into a feasible
workflow offloading strategy by Algorithm 2.

The initial population is generated by a random strategy. After the initialization
phase, the employed bees search for new food sources in the around of current food
source. In this paper, each employed bee searches for a new solution vi according to the
elite oriented search strategy proposed in [12]. If the new solution vi dominates the
original food source xi, the new solution vi replaces the original food source xi, and the
trial for this new solution is set to zero. Otherwise, the trial for the original solution is
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incremented by one. After all employed bees complete their search, they share infor-
mation of food source with onlooker bees. We apply roulette rules to choose a food
source, which is called target vector, and then update it through mutation operator,
crossover operator and selection operator in differential evolution.

First, three different individuals different from target vector are chosen among the
population, and then they are performed the mutation operation to generate a donor
vectorvgi .Next, the crossover operation is performed to improve the population variety.
The target vector xgi and the donner vector vgi is crossed through binomial cross
operation to generate a trial vector ugij. Finally, the selection operation is performed to
get the better vector.

A scout bee can increase the population diversity and enhance the capacity of jump
out of local optimum. If a food source still cannot be improved through the number of
predefined trial, the food source will be discarded. The employed bees becomes a scout
bee after discarding food source, and the food source is replaced with a new solution
which is produced in the same way as that in the initialization stage.
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In order to conserve good solutions found during the evolution process, we apply
fast non-dominated sorting algorithm and crowding distance strategy [13] to select FN
individuals from the current population as the population of next generation. The fast
non-dominated sorting algorithm is used to generate the non-dominated frontier. The
crowding distance measure is used to sort the solutions of the same frontier, and thus
remove the redundant solutions.

5 Performance Evaluation

5.1 Experimental Setup

We use an Edgecloudsim [14] simulation tool, to simulate a mobile edge-cloud
environment with six mobile terminals, five edge servers and two cloud servers for
evaluating the effectiveness of the proposed offloading method. Table 1 shows the
parameter values used by the model in Sect. 3. The proposed algorithm is implemented
in the Java language. All simulation experiment ran on a personal computer with
2.00 GHz CPU and 8 GB RAM. We apply six real-word workflow application from
Pegasus project [15]. Their structural framework are depicted in Fig. 2.

The proposed offloading method (EAH) is compared with EM [16], ECL [17], EC
[5], EAG [7]. EM perform all workflow tasks in the mobile terminal on basis of
decisive path scheduling. ECL offload all workflow tasks to edge server on basis of
NSGA III algorithm. EC perform all workflow tasks to cloud server on basis of whale

 (a)Montage (WA1)                           (b) CyberShake (WA2)                 (c) Epigenomics(WA3) 

(d) LIGO (WA4)                (e) Spark (WA5)                           (f) Sipht (WA6) 

Fig. 2. Structure of six types of workflows.
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optimization algorithm. EAG perform all workflow tasks in mobile terminal, edge
server and cloud server on basis of genetic algorithm, respectively. Parameter of HABC
are set to be population size = 50, maximum iterations = 1000, limit = 200, crossover
probability = 0.8, mutation probability = 0.5. The parameter values of NSGA-III are
the same as HABC. Parameter of Whale algorithm are set to be population size = 50,
maximum iterations = 1000, upper bounds = 4.4, lower bounds = 0.5 and search
dimension = 10.

5.2 Simulation Result

Figure 3 shows the energy consumption of five methods for the different number of
workflows tasks. We can see that EM performs the worst in terms of energy con-
sumption, because all tasks are executed on the mobile terminal with limited resource.
Compared to EM, EC and ECL perform better in terms of energy consumption of
mobile terminal, because some tasks are offloaded on the edge servers and the cloud
servers. EAG outperforms EM, EC and ECL in terms of energy consumption of mobile
terminal, because all tasks are scattered in mobile terminals, edge servers and cloud
servers, which means that more tasks are offloaded from mobile terminal to edge
servers and cloud servers. EAH performs the best in terms of energy consumption of
mobile terminal, because it apply the more comprehensive algorithm to optimize each
objective. As workflow tasks increase, EAH always works best.

Figure 4 shows the completion time comparison of EM, EC, ECL, EAG, EAH in
the case of different number of workflow tasks. We can find that EAH always performs
the best under different scales of tasks. EM takes the most time to perform tasks,
because the resources of mobile terminals, and the task execution speed are limited.
Compared to EM, EC consumes less time, because the cloud servers has rich resources,
large bandwidth and fast processing capacity. Compared to EC, ECL spends less time
on execution of tasks. This is because of the smaller delay, and the shorter distance

Table 1. Model parameter settings

Parameter Value

The power of mobile devices when CPU is idle state 0.001 w
The power of mobile devices when CPU is active state 0.5 w
The transmission power of mobile devices 0.1 w
The processing capacity of mobile devices 500 MHZ
The processing capacity of edge devices 2000 MH
The processing capacity of cloud 3000 MH
The latency of LAN 1 ms
The latency of WAN 30 ms
The bandwidth of LAN 100 kb/s
The bandwidth of WAN 50 kb/s
The average waiting time of tasks in the servers 20 ms
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between the edge servers and mobile terminals. Compared to EC, ECL and EAG, EAH
is the fastest to perform tasks, because tasks are separately distributed to mobile ter-
minals, edge servers, and cloud servers so as to effectively reduce waiting time,
transmission time and execution time.

Figure 5 shows the reliability comparison of EM, EC, ECL, EAG and EAH in the
case of different numbers of workflow tasks. We can find that EAH performs the best in
terms of the reliability. The factors affecting the reliability include the calculation cost
and the processing capacity of tasks. The higher the calculation cost, the lower the
reliability. The stronger the processing capacity of the tasks, the higher the reliability.
On the one hand, mobile terminals have low computing costs of tasks but poor pro-
cessing capacity of tasks. On the other hand, cloud servers have high computing cost
but powerful computing capacity. Therefore, both EM and ECL fail to achieve a good
tradeoff between the computing costs and the processing capacity, and thus they are not
the best offloading solution. Although both EAH and EAG allocate tasks to mobile
terminals, edge servers and cloud servers, EAH outperforms EAG in terms of the
reliability. The reason is that EAH can search the solution space more efficiently and
globally so that it can obtain a better tradeoff between the computing costs and the
processing capacity.

 (a) 50tasks (b)100tasks              (c)200tasks

Fig. 3. Energy consumption for six types of workflows under different scales of tasks.

Fig. 4. Completion Time for six types of workflows under different scales of tasks.
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6 Conclusion

This paper investigates the problem of workflow tasks offloading in mobile edge-cloud
environment. First, we formulate it as a multi-objective optimization model with the
goal of optimizing energy consumption of mobile terminal, workflow completion time
and workflow reliability, and then we develop a hybrid algorithm involving artificial
bee colony, differential evolution algorithm and decoding heuristic, which may find the
optimal offloading strategy. Finally, we verify that our method is more energy-saving,
time-saving and reliable than the state-of-the-art methods applied to similar problems.
In the future, we will consider the impact of the mobility of users on workflow task
offloading strategy in mobile edge-cloud computing.
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Abstract. In the field of data mining and machine learning, it is a
challenge for researchers and engineers to analyze and classify the high-
dimensional data. In order to minimize the classification error, it is crit-
ical to identify and select the most characterizing features as well as
remove the irrelevant features from the high-dimensional data. Feature
selection algorithms provide effective processes to find a compact valu-
able feature subset from the set of all the candidate features. In past
researches, most feature selection methods treat such a problem as a
scoring problem, where each feature is evaluated individually and top-
ranked features are selected. In this study, adding new features into the
feature subset is considered as a Markov Decision Process, and the Fea-
ture Selection task is formalized as a reinforcement learning problem.
This paper proposes a novel Deep Reinforcement Learning based Fea-
ture Selector (DRLFS) along with a dynamic randomness policy and two
search protocols to tackle the exploration versus exploitation dilemma for
a gradual approach to the optimum subset. The experimental results on
various benchmark datasets prove the promising feature selection ability
of the proposal of this paper.

Keywords: High-dimensional data · Feature selection · Reinforcement
learning · Data mining · AutoML

1 Introduction

With the development of science and technology, modern information technolo-
gies and applications generate data at an unprecedented speed like an explosion.
To make these data valuable instead of being a burden on a storage system,
these data need to be analyzed and classified by machine learning classification
algorithms such as Naive Bayes, K-Nearest Neighbor, C4.5 and Support Vec-
tor Machine [10,12,19]. However, one characteristic of these data is that they
are high-dimensional, which means these data contain instances with enormous
numbers of features. Most of these features are redundant and irrelevant for
prediction, and they will interfere with the analysis onto the data since these
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features have no predictive power [8]. As a consequence, lots of computation
time will be wasted on the classification due to these data’s enormous size, and
the accuracy of the classification algorithm will be harmed, too. In both theory
and practice, feature selection methods have been proven valuable and effec-
tive for removing redundant and useless features to increase the performance of
classification as well as reduce the size of the data [26,27].

Feature selection is usually utilized for the purpose of reducing the dimension
of the data, which refers to generating a subset of the original full feature set
with the irrelevant features being removed according to a certain feature selection
strategy [3]. It works as a preprocess before classifying the data and is widely
used in many fields, such as image recognition [7], text mining [24], data mining
[15], fault diagnosis [18], and so on. The obtained feature subset will be a better
representative of the original data since it reduces the test error and increases
the effectiveness of classification algorithms. Compared with selecting features
by human efforts, feature selection does not require a deep comprehension of the
data or rich experiences in handling high-dimensional data.

Formerly, there were several rule-based heuristic and machine learning-based
non-heuristic feature selection algorithms. However, most of the conventional
rule-based approaches have not considered the inter-connections between fea-
tures, which will end up with the disability of finding the optimal feature subset
[6]. On the other hand, search policies of non-heuristic approaches will also limit
the exploration. Thus, this paper proposes a Deep Reinforcement Learning based
Feature Selector (DRLFS) by leveraging the state-of-the-art reinforcement learn-
ing [22] algorithm to automatically remove redundant features for the purpose
of improving the accuracy. During the feature selection process, the agent auto-
mates the feature selection process by learning-based policies instead of relying
on experienced experts or heuristic algorithms. To utilize the guidance ability of
Exploitation and retain the searching power of Exploration at the same time, a
dynamic randomness policy and two search protocols are also proposed in this
work.

The rest of this paper is organized as follows. Section 2 discusses related
work and challenges of performing feature selection over high-dimensional data.
Section 3 then describes the detailed information of the proposed Deep Reinforce-
ment Learning based Feature Selector. In Sect. 4, the proposed feature selector
is evaluated over various kinds of benchmark or competition datasets. Finally,
the last section gives conclusions of this paper and describes the future work.

2 Related Work

Feature selection mainly aims to improve the accuracy of the learned hypothesis
by removing noisy redundant features from high-dimensional data. Formerly,
there exist three main categories of feature selection algorithms: filter-based
approaches, wrapper-based approaches, and embedded approaches.

Filter-based approaches simply score features independently by certain scor-
ing functions, and then select top-ranked features. These scoring functions value
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the correlation between the feature and the class value. An example is CFS [9],
which evaluates the effect of every single feature corresponding to each class
to obtain the optimal subset of the features set finally. FCBF (Fast Correlation
Based Filter) extends the CFS by a faster implementation, and enables FCBF to
select any given size of feature subset [21]. RELIEF and its improved algorithm
RELIEFF (modified to support multi-class problem) evaluate each the influence
of each feature onto each example neighborhood (the Euclidean distance built
from all features) [13,14]. The claw of filtering approaches is that they ignore
the interdependencies between different features.

Embedded approaches are featured by combining learning process and fea-
ture selection through the prior or posterior regularization. An approach select
subsets by minimizing the residual sum of L1 norm [23], which also inspires
the approach named Least Absolute Shrinkage and Selection Operator (Lasso)
[4]. Another approach performs hierarchical multiple kernel learning (HKL) and
select among kernels by L1 type penalties [1]. Other approaches use non-linear
hypotheses or random forests to compute feature scores [2,20,25]. These embed-
ded approaches share a common problem that the feature redundancy hinders
their scores in a feature selection perspective.

Wrapper approaches explore the powersets of the whole original features and
measure the performance (the generation error) of all considered subsets from all
combinations [6]. It is critical to navigate the agent to reach the optimal combi-
nation and solve the Exploration versus Exploitation dilemma in such a kind of
approach. Michalak et al. proposed a relationship-based dual strategies approach
to find the optimal feature subset [17]. As one of the non-heuristic model-based
reinforcement learning methods, the Feature UCT SElection (FUSE) algorithm
proposed by Romaric Gaudel extends the Monte-Carlo tree search Upper Confi-
dence Tree to settle the Exploration versus Exploitation dilemma and deal with
the finite unknown horizon [6]. Moreover, Fard et al. advances this algorithm
by an improved Upper Confidence Graph and generate a wrapper-based Feature
Selector in his Feature Selection using Temporal Difference (FSTD) method [5].
Such two methods are constrained by their weak exploration ability of the search-
ing model. Wrapper-based approaches are considered the best because of their
abilities to find out the optimum subset. However, these approaches also suffer
from the problem of their high time complexity [5].

In summary, both the filtering and embedded approaches try to select fea-
tures based on an evaluation of every feature: either evaluate separately, which
causes the lost consideration of correlations between different features, or evalu-
ate together with all other features, which is interfered with feature redundancy.
Only the wrapper-based approaches are based on generating various combina-
tions of feature subsets and have a chance to approach the optimum. The cost of
such ability is that all wrapper-based approaches must be evaluated on sufficient
number of subsets, which will be costly on time [6]. Moreover, the Exploration
vs. Exploitation dilemma that obstructs reaching the optimum subset is the
problem that every wrapper approach must resolve. Since the method proposed
in this work is a wrapper-based, a problem must be solved while searching over
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Fig. 1. Overall structure of DRLFS, the procedure from ➀ to ➄ repeats for every
iteration 1 to n.

the feature subset space: The Exploration versus Exploitation tradeoff should
be controlled efficiently to gradually narrow the search space of feature subsets
for the sake of scalability. With the problem being tackled, the optimum feature
subset would be gradually dug out.

3 Deep Reinforcement Learning Based Feature Selector

3.1 Overview

Model-free reinforcement learning algorithms are always excel at searching over
the unknown action space based on their trying and learning mechanism. Thus,
the Deep Reinforcement Learning based Feature Selector (DRLFS) is proposed
here to find the optimum feature subset. Figure 1 shows the overall structure
of the proposed DRLFS. The DRLFS embodies a reinforcement learning based
agent and an interactive environment. The agent provides a learning-based policy
to select features in the feature subset space and learn from transactions, while
the environment is composed of a classifier and a data modifier to select features
based on actions and calculate the reward. In order to efficiently search the
feature subset space, a randomness policy and two search protocols are proposed
to control the Exploration versus Exploitation tradeoff.

The whole searching procedure of the feature selection agent is divided sepa-
rately into episodes. Every episode is a consecutive sequential process to continu-
ously select features into the feature subset until the agent reaches the terminate
state. Moreover, each episode consists of multiple iterations. For every iteration,
the agent selects one feature into the feature subset, tests the accuracy, calcu-
lates the reward, stores the transaction and learns from a sampled mini-batch.
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Specifically, for every iteration, the agent receives an embedding state st from
the environment, and then generates a decision of selected feature as an action
at by the learned policy of reinforcement learning as well as the randomness
policy proposed in this paper. The feature subset adds the selected feature by
at. Then, the environment modifies the data by dropping un-selected features
and classifies the data with remaining features using the specified classification
algorithm. Finally, the evaluation of the accuracy is performed on the validation
set, and the reward is calculated to feed the agent for learning. In every episode,
former process repeats until current episode is terminated by the search protocol
introduced later.

3.2 Feature Selection as a Sequential Reinforcement Learning
Problem

This paper formulates the feature selection task as a sequential reinforcement
learning problem. Under this concept, here the detailed setting of such rein-
forcement learning problem is introduced. Each transition in an iteration is
(st, at, st+1, R), where st is the state, at is the action, and R is the reward
collected by the environment after evaluating the accuracy performance of the
coordinate feature subset provided by the action.

Let F denote the set of all available features, the state space S (a finite set
of states) of the Markov Decision Policy (MDP) is composed of powersets of
F . Since the selection of feature is a binary decision, it could be derived that
|S| = 2|F|. As for action space A, much evidence shows that a slight change
in action may eliminate some key features and break the inter-dependencies
between features [26]. Thus, every feature needs to be configured in the action
space as a representative, which leads to an explosion of the number of discrete
actions. Such a large action space is difficult to explore efficiently. Also, since the
classifier’s performance is highly sensitive to the decision on every feature, it is
not recommended to downsample the feature space to group features up. Thus,
a fine-grained continuous action space A = (0, 1] is used here to enable a fine-
grained action space as output. Let d = |F| denote the number of dimensions
of the data. The selected feature f in iteration t is equal to �d · at� − 1. For
each episode, the feature selection agent starts with an empty subset F , and in
each iteration of the episode, it sequentially selects a feature f ∈ F by learned
deterministic policy μ: S → A, add the feature f to the subset F , until it reaches
the terminate condition when the feature subset becomes the final subset Fe.

Let Error(F) and Error(Fe) denote the test error of learned hypothesis
trained on all features F and that of learned hypothesis trained on features in
the final subset Fe, respectively. Since the ultimate objective of feature selection
is to generate a best representative subset of F that yields the minimal test error
at the end of the learning process, the reward function should be:

R = Error(F) − Error(Fe) (1)
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Clearly the optimal deterministic policy μ∗ is the one that could maximize the
reward:

μ∗ = arg max
µ

Error(F) − Error(Fe) (2)

To generate the optimal policy, the proposed feature selection agent lever-
ages the Deep Deterministic Policy Gradient (DDPG), an off-policy actor-critic
reinforcement learning algorithm in order to learn through trial and error, as
well as control the fine-grained action over the feature subset consecutively and
precisely [16]. The actor-critic structure of DDPG also helps reduce the variance
and facilitate a stabler training [11].

3.3 Randomness Policy

As discussed formerly, the way to deal with Exploration versus Exploitation
dilemma is critical to navigating the agent in the feature powerset lattice. Explo-
ration refers to the random choice of features for the purpose of exploring more
possibilities. Exploitation is the tendency to choose the best feature set that
has been explored formally to gain the highest reward. DDPG is an off-policy
algorithm, which means the problem of exploration is able to be treated inde-
pendently from the learning algorithm [16]. Generally, the exploration policy μ′

is achieved by adding noise collected from a specific noise policy N to the agent’s
actor policy:

μ′(st) = μ(st|θµt ) + N (3)

The Gaussian policy, an exploration noise policy that generally used for ran-
domizing the continuous action, causes problems such as repeatedly exploration
and insufficient exploitation in complex feature selection tasks due to its naive
mechanism. To tackle such problems, a dynamic randomness policy is proposed
here to randomize the selected action at generated based on state st of episode t.
The truncated normal distribution with lower bound 0 and upper bound d−1 is
used as the exploration noise. Then the actor policy is provided by the following
equation:

μ′(st) ∼ TN(μ(st | θµt ), σ2, 0, d − 1), (4)

where μ(st | θµt ) indicates the output of the actor network and μ′(st) indicates
the actual output under the randomness policy. Then the action is selected by
at = μ′(st). The standard deviation σ is set by the proposed strategy called the
decaying dynamic standard deviation to confront the Exploration vs. Exploita-
tion dilemma: Assume the feature selection agent reaches iteration t of episode i
and the state becomes st. Then, the value of σ is given by the following equation:

σ =
{

min(ctσ′
i, d) if st has been explored

σ′
i otherwise, (5)

where σ′
i is the starting standard deviation that provides the starting value

of σ in each episode and c ∈ (1, 10] is an impelling hyperparameter to enhance
exploration if current search space has been reached by the agent formerly. Equa-
tion (5) means in one episode, when current state has been reached, the value of
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Algorithm 1: DRLFS
Randomly initialize critic network Q(s, a|θQ) and actor μ(s|θµ)
Initialize target network Q′ and μ′

Initialize the Replay Buffer R
for episode = 0 to N do

Initialize the feature subset F as an empty set
Initialize the state s0 as a zero vector with length d
while st is not se do

According to the current actor policy, select the action at = μ(st|θµ)
Randomize the action at by truncated normal distribution and decaying
dynamic standard deviation
Transform st to st+1 and add newly selected feature into F by at

Test generalization error on classifier and calculate the reward rt
Store transaction (st, at, rt, st+1) into R
Sample a random minibatch from R
Update critic Q(s, a|θQ) by minimizing the loss
Update the actor policy μ(s|θµ) using the sampled policy gradient
Update the target networks Q′ and μ′

if # features = limit then
Set st = se

end if
end while

end for

σ is multiplied by c, and once the agent reaches an unexplored search space, the
value of σ is fixed to σ′

i in the rest of iterations of this episode.
As for the value of σ′

i, to approximate the even distribution, the value of
σ′
i is set to d at the early stage of the whole training process. Let r denote

the episode-wise decay factor. After the agent has been trained with half of the
max episodes, in order to decay the randomness episode-wisely for exploitation,
the value of σ′

i decreases along with the increment of episode i by the following
equation:

σ′
i =

{
d if i < I/2
d · ri−I/2 otherwise,

(6)

where I indicates the number of total episodes to train the agent. The episode-
wise decaying factor r is derived by 1

I/2√
2d

.
This randomness policy gives a way to avoid repeated exploration of the

search space, motivates the agent to search unexplored space, and enhances the
exploration in the late stage while exploitation dominants. As a result, the agent
is able to search more efficiently under the proposed randomness policy.

3.4 Search Protocols

In the overall searching process of DRLFS that illustrated in Algorithm 1, each
episode requires a criterion to terminate current episode and start over another
episode. Define the number of selected features in the feature subset as the
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search depth, here two search strategies are used to constrain the search depth
by limiting the number of selected features.

Fixed Depth Search simply limits the size of the feature subset that the agent
can reach. In the fixed depth search, the search process in each episode stops at
a fixed depth. Under this fixed depth search, the stopping state for the agent will
be se ∈ {s | #features = l}, where l is a hyper-parameter that sets a limitation
of max depth that the agent can reach. Such policy provides a stable search
evenly for every depth, which means that all different depths are explored for
the same number of times.

Adaptive Depth Search provides a policy in which the limit of max depth
gradually increases by estimating whether the search space of the current depth
is fully explored. Let Error′

n denote the optimum error rate of depth n (or feature
subset with n features). Define the memorize set E = {Error′

n | 0 < n ≤ d}. Let
l′ denote the depth limitation. As same as the fixed depth search, the stopping
state is given by se ∈ {s | #features = l′}. Here, the value of l′ starts with 1
at the beginning of training, and will increase by 1 if E is unchanged for 200
episodes. Comparing to the fixed depth search, the adaptive depth search tends
to fully explore the current search space before the agent moves to a deeper
search space.

Table 1. Properties of used datasets

No Dataset Features Instances

1 Arcene 10000 900

2 Spambase 4601 57

3 Colon 2000 62

4 Performance Evaluation

The goal of the experiment is to answer two main questions: the overall perfor-
mance of the DRLFS-FD (DRLFS with Fixed Depth Search) and the DRLFS-
AD (DRLFS with Adaptive Depth Search), and the comparative strengths as
well as weaknesses of the two proposed feature selection methods.

4.1 Experimental Setting

Table 1 shows the properties of the Arcene, Spambase and Colon datasets of the
UCI benchmark datasets used in this work to evaluate the proposed feature selec-
tor. Due to search space limitations, they are all binary classification problems,



386 Y. Cheng et al.

and numerical features are considered. The objective of Arcene dataset is to dis-
tinguish cancer versus non-cancer patterns from the data of mass-spectrometric.
It contains 10,000 features with 900 instances, including 7,000 real features and
3,000 distractor features with no predictive power. The Colon dataset contains
62 samples with information on 2000 genes that belong to the tumor and normal
colon tissues. Spambase is a dataset with 4601 instances on 57 correlated fea-
tures, and the target is to distinguish whether an e-mail is a spam. All of these
datasets are widely used in feature selection challenges.

For the sake of the robustness and a fair comparison of the proposal with
other state-of-the-art feature selection approaches, all of the approaches are
tested with a same classifier, the Gaussian SVM. Moreover, all reported test
results are averaged over 5 independent runs. In each run, a 10-fold strati-
fied cross validation is performed. For each fold, DRLFS is trained with 20000
episodes at most.

Comparative experiments are conducted between the CFS (correlation-based
feature selection) [21], the Gini-RF (random forest based Gini score) [2], FUSE
(Feature Uct SElection) [6], FSTD (Feature Selection Using Temporal Differ-
ence) [5] and proposals of this work, DRLFS-AD and DRLFS-FD. The baselines
are test accuracy of the mentioned predictor SVM in the absence of feature
selection procedures, which means all the features of each dataset are used for
classification. Moreover, the Gaussian policy based DRLFS-FD agent (noted as
DRLFS*) is also deployed to compare the generally used Gaussian policy with
the proposed dynamic randomness policy.

4.2 Evaluation Results and Analysis

Figures 2 (a), (b), and (c) give results of experiments for comparison among
feature selection methods on Colon, Spambase, and Arcene respectively. The
vertical axis indicates the accuracy on test data while the horizontal axis indi-
cates the number of selected features.

First, it can be deduced from all the figures that the influence of the feature
selection approaches is significant for not only alleviating calculation stress by
reducing the number of features, but also improving the performance of the
classification as well while the proper feature subset is found. The regions over
the baseline in these figures indicate that after the feature selection process, with
redundant and irrelevant features removed, the accuracy improves significantly.
These figures prove that all the feature selection approaches are able to generate
efficient feature subsets, which raise the accuracy and reduce the data size at
the same time.

Compared with the other approaches, the proposed DRLFS-AD and DRLFS-
FD take lead in all the experiments. Especially in the experiments on the Colon
dataset, two proposed ones outperform the other approaches with 10% to 20%
of accuracy. On the one hand, the proposed ones could filter out irrelevant fea-
tures, thus, they perform well when considering few features. On the other hand,
they are able to select features with inter-dependencies so that they have bet-
ter performance while considering many features. To be noticed, two conven-
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Fig. 2. Accuracy versus the number of selected features on (a) Colon, (b) Spambase,
and (c) Arcene.

tional feature selection approaches, the filter-based CFS and embedded Gini-RF,
obtain lower accuracy than all the wrapper-based approaches. Moreover, com-
pared to two machine learning based approaches, FSTD and FUSE, DRLFS-AD
and DRLFS-FD also show better results. This is because the randomness policy
used in DRLFS is able to control the Exploration versus Exploitation dilemma
in an efficient way.

Comparison between DRLFS-AD and DRLFS-FD is also illustrated in Fig. 2.
DRLFS-AD tends to be more efficient in searching over the search space with
fewer features and shows a better performance from 1 up to about 20 used
features. On the contrary, DRLFS-FD is able to provide a better result in the
cases that the number of considered features exceeds 20. This is because the
search policy of DRLFS-AD tends to spend more exploration on the search
space with fewer features and spend more exploitation in the late stage while
the number of features becomes larger. Moreover, the impelling factor fails to
compensate the fully decayed starting standard deviation at late stage while
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searching the feature space with more features. On the contrary, DRLFS-FD
provides a stable search evenly for the feature space with the different number
of features.

Furthermore, compared to two dynamic randomness policy based approaches,
the accuracy of the Gaussian policy based DRLFS (DRLFS*) is not satisfying.
DRLFS-AD and DRLFS-FD outperform DRLFS* with 5% up to 10% of accu-
racy in most cases, which proves that the proposed dynamic randomness policy
is able to provide a more efficient search over the feature subset space. This is
because of the repeated exploration during the early stage of the whole searching
process as well as insufficient exploitation during the late stage of the Gaussian
policy.

5 Conclusions and Future Work

Conventional feature selection approaches using rule-based policies to explore a
large search space of feature subset is usually suboptimal due to the neglect of
inter-dependencies between different features. In this paper, the task of feature
selection is formalized as a sequential reinforcement learning problem. In addi-
tion, the state-of-the-art reinforcement learning algorithm is leveraged to output
a continuous valued action space for a precise control over the feature subset
space. Furthermore, to solve the Exploration versus Exploitation dilemma in an
efficient way, a dynamic randomness policy and two search protocols, the fixed
depth search and the adaptive depth search, have been proposed. The results of
the comparative experiments give some solid evidence that the proposed DRLFS-
AD and DRLFS-FD achieve higher accuracy than the conventional approaches
on classification tasks.

The experimental results show that DRLFS-AD performs better when the
number of features is lower than 20, and DRLFS-FD obtains better accuracy in
the cases that the number of features is more than 20. To make the proposal
work well on both cases, the future work would focus on combining the strength
of two search protocols.
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Abstract. In order to improve the flexibility of thread configuration during
GPU parallel code automatic generation, an automatic selection strategy of
thread block size based on the occupancy of multiprocessors is proposed, and a
analysis method based on the polyhedral model is employed to analysis array
accesses of GPU kernels. This strategy evaluates the occupancy of device
kernels under different thread block sizes, and selects the thread block size with
the highest occupancy. For kernels with complex array access or synchroniza-
tion statements, it automatically selects smaller thread block size to increase
schedule spaces of thread warps. It is implemented in the Polly-Acc module of
the LLVM compilation framework, and tested on a Tesla architecture GPU
using the PolyBench test set. Compared with using fixed block sizes of 32 � 8
and 32 � 16, this strategy makes the generated code achieved an average
performance improvement of 9.7% and 15.5% respectively. At the same time,
compared with using the thread block selection suggestions in the CUDA API,
an average performance improvement of 21% is obtained.

Keywords: GPGPU � Polyhedral compilation � Auto-parallelization � CUDA

1 Introduction

With the rapid development of heterogeneous computing, the transplantation and
deployment of applications for CPU-GPU heterogeneous systems have presented huge
challenges. As a fascinating area of research in recent years, GPU code automatic
generation technology has become an important component of software stacks such as
deep learning compilation frameworks [1–3]. At present, there have been a variety of
related code generation tools, such as C-to-CUDA [4], CUDA-Chill [5] and PPCG [6].
These tools can transform source level programs into parallel code that can be compiled
and executed on GPU platform, and greatly improve the efficiency of program trans-
plantation and optimization for the GPU platform.

Compiler optimization technology based on polyhedral model plays an important
role in automatic generation of GPU-oriented parallel code [7]. Baskaran et al. pro-
posed C-to-CUDA, a polyhedral compiler for GPU platform, and employed Pluto
algorithm [8] to explore parallelism and locality. Leung et al. proposed a GPU parallel
code generation tool based on the R-Stream compiler [9], which makes full use of the
memory hierarchy of GPU platform. The PPCG proposed by Verdoolaege et al. can
optimize multi-level parallelism and locality, and generate code that includes device
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memory applications and copies. Tobias [10, 11] et al. implemented lower-level code
automatic generation in LLVM compilation framework, which manage the data
transmission between host and device more precisely. On the other hand, Par4All [12]
proposed by Amini et al. uses abstract interpretation of array areas and performs
powerful interprocedural analysis of input code instead of employing the polyhedral
model.

However, users often need to specify the thread block size of kernels when using
these tools for generate GPU code automatically. For computing tasks on multipro-
cessors, more thread loads will bring more instruction scheduling space, improve
instruction-level parallelism, and thus increase the occupancy of multiprocessors [13].
On the contrary, due to the limited register and shared memory resources in multi-
processors, too many thread loads may result in lower performance. In addition,
because the best choice of thread block sizes for different kernels in the same program
may not be consistent, choosing same thread block size for different kernels may cause
performance loss for some kernels.

In order to solve this problem, this paper proposes a selection strategy for deter-
mining the optimal thread block size configuration at compile time, and integrates it
into the LLVM compilation framework. Based on the usage of registers, shared
memory and other resources in kernels, this strategy analyzes the occupancy with
different thread block sizes, and selects appropriate block sizes under the guidance of
occupancy. If there are complex array access or synchronization statements in kernels,
this strategy will choose a smaller thread block size. This ensures that kernels have
sufficient parallelism while avoiding the memory access delay caused by the storage
resource limitation of multiprocessor. We select some test cases in PolyBench for
testing on a GPU platform of Tesla architecture. Compared with using the thread block
selection suggestions in the CUDA API, an average performance improvement of 21%
is obtained.

2 Related Theory

2.1 CUDA Execution Model

This paper focuses on NVIDIA GPU and its corresponding SIMT execution model
[14]. The GPU architecture is composed of a group of multiprocessors that realize the
hardware parallelism of GPU. Each multiprocessor contains multiple scalar computing
units and an instruction unit, which support concurrent execution for hundreds of
threads. When a kernel function grid is started, multiple thread blocks are simultane-
ously mapped to multiprocessors. Threads in a multiprocessor form a warp according
to a certain scale, which is the smallest unit of scheduling. In each multiprocessor,
multiple stream processors execute the same instructions in the same clock cycle, but
process different data. Each stream processor can process multiple instructions into a
pipeline to take advantage of instruction level parallelism.

As the smallest unit of kernel resource allocation, thread block consists of several
warps. The resources of each thread block are restricted to the same multiprocessor and
are allocated before the kernel starts. This mechanism ensures that all the required
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resources are allocated before threads running, enables efficient switching between
threads and thus more hiding of instruction delays. Meanwhile, the delay of instruc-
tions can be hidden in this way. The completeness of the resources in thread block and
the independence between thread blocks make the scheduling of different thread blocks
extremely flexible, which improves the scalability and adaptability of programs.

2.2 GPU Code Generation Based on Polyhedral Model

The polyhedral model is used to extracts, analyzes and transforms the SCoP (Static
Control Parts) in programs. The SCoP is a collection of consecutive statements whose
loops and conditional expressions are affine functions of loop iteration variables and
parameters. For the SCoP that conforms to the constraint condition, the iteration
domain of each polyhedral statement and the dependencies between statement exe-
cution instances can be analyzed. By mapping each element in the iteration domain to a
timestamp, the execution order between statement instances can be obtained [15]. This
mapping relationship is called the schedule of statement instances.

Taking PLuTo algorithm as an example, a schedule function sequence is calculated
for each polyhedral statement. The scheduling function is modeled as

/S ¼ i c!þ p d
!þC. Where i and p are vectors composed of iterative variables and

parameters in SCoP. c! and d
!

are integer vectors, and C is an integer value. If there is
a dependence between statements S and R, where S is the source node and R is the sink
node, the schedule conforms to this dependence when schedule function satisfies
/Rði; pÞ � /Sði; pÞ� 0. At this time we can use Farkas lemma to converts dependencies
into constraints that the schedule coefficient c! needs to meet. Then we can construct an
integer linear programming problem to solve c! and get a scheduling function that
preserves program semantics.

On the other hand, it is possible to gain data reuse from dependence when the
dependence distance is small enough. By applying Farkas's lemma, the upper bound of
the dependence distance can be obtained, that is, /Rði; pÞ � /Sði; pÞ� u p!þw, where
u is a row vector. And by solving a lexicographic minimization problem, a schedule
that conforms to program semantics and minimizes the distance dependence can be
obtained.

For the given constraints, the scheduling algorithm iteratively solves the scheduling
function and ensures that the scheduling obtained under the same constraints is linearly
independent. When multiple scheduling functions are solved using the same con-
straints, the sequence of these scheduling functions constitutes a permutable band. That
is, because the scheduling functions in each dimension of the band conform to the same
dependencies, they can interchange positions arbitrarily. If parallelism constraint is
added to the linear programming problem, the schedule of corresponding dimension
can be parallelized. The algorithm removes the dependencies that have been satisfied in
the current schedule and continues to calculate the next band when the solution
algorithm fails to obtain an effective solution.

After completing the schedule calculation, a schedule tree composed of bands [16]
will be obtained. The outermost scheduling band that contains at least one parallel loop
and nodes below it will be mapped to the GPU to form a kernel function, while the
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loops corresponding to the upper schedule band are going to run on the host. Within
each kernel, the parallel loops will be split into a pair of loops. Depending on the
number of parallel loops, the outer layer 1 to 2 loops are mapped to thread blocks in the
grid, and the inner 1 to 3 loops are mapped to threads in the thread block. In this
process, the size of blocks depends on the user-specified thread block size, which is
typically 32 � 16 by default. At the same time, since the memory of GPU hardware is
separated from the host device, the code generation of memory space application and
data copy for the data accessed in this region are required after determine the kernel
region. In PPCG, when the thread marking is completed, the array reference groups in
the kernel will be analyzed. If multiple threads share data elements in a certain area, the
data will be moved to shared memory in advance to improve memory access
performance.

3 Selection Strategy for Thread Block Sizes

A GPU is a throughput-oriented system that uses massive parallelism to hide latency.
Occupancy is a measure of thread parallelism in GPU kernels. The higher occupancy of
multiprocessor, the greater the opportunity for the GPU to achieve higher parallelism
and throughput. In GPU code generation based on polyhedral model, there are always
many control flows and synchronization statements in programs due to the need to
ensure the legitimacy and effectiveness of automatic transformation. In order to ensure
that there are enough warps on multiple processors to hide instruction delays, the
automatic selection strategy of thread block size proposed in this paper is based on the
following principles: on the basis of using the thread block size with the highest
occupancy, the schedule space of warps will be increased as much as possible by
reducing the thread block size if necessary.

3.1 Improve the Occupancy

The occupancy of a multiprocessor is the ratio of active warps to the maximum active
warps supported. Low occupancy results in low instruction throughput because there
are not enough warps to hide the delay between instructions [17]. When the number of
threads in each thread block is fixed to a certain value, the occupancy of kernels on
multiprocessor is limited by register and shared memory resources. The theoretical
occupancy can be calculated by the following formula:

O ¼ minðRlimit; Slimit;WPÞ
WP

ð1Þ

Where Rlimit, Slimit are the maximum number of active warps on multiprocessor
under the limit of register and shared memory resource usage respectively. WP is the
maximum number of active warps supported by hardware.
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R and S, which are the number of registers and shared memory used in a kernel, are
fixed when GPU code is automatically generated based on the polyhedral model. If the
thread block size is size, there are:

Rlimit ¼ limitR

R � W
Rsize

l m
� Rsize � Rg

6664
7775 � Rg=

size
W

6664
7775 � size

W
ð2Þ

Slimit ¼ Smem
Sþ Srtð Þ=Ssized e � Ssize

� �
� size

W
ð3Þ

Where LimitR is the maximum number of registers used for a single thread block.
W is the number of threads in a warp. Rsize;Rg are register application unit size and
granularity respectively. Smem is the maximum number of shared memory can be used
by a single thread block. Srt; Ssize are the shared memory size required by the runtime
library and the size of shared memory application unit respectively.

After the kernel code is generated and embedded into the host code, the theoretical
occupancy of multiple thread block sizes is calculated according to the registers and
shared memory usage, and the thread block size with the highest occupancy rate is used
for the kernel startup configuration. Figure 1 shows the thread block size selection
process guided by occupancy in the LLVM compilation framework.

After the kernel code is generated and embedded into the host code, the theoretical
occupancy of multiple thread block sizes is calculated according to the registers and
shared memory usage, and the thread block size with the highest occupancy rate is used
for the kernel startup configuration. Figure 1 shows the thread block size selection
process guided by occupancy in the LLVM compilation framework.
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Fig. 1. Block size selection based on occupancy in the LLVM compilation framework.
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At first, SCoPs is extracted from the LLVM-IR of source program, and then PLuTo
algorithm is used to obtain the schedule tree. After determining the nodes that can be
mapped to different platforms, mark nodes such as threads, thread blocks, thread
synchronization and data copies are inserted into the tree. For the sub-tree that can be
mapped to GPU, the LLVM-IR with thread identification is generated. For other parts
of the schedule tree, the generated LLVM-IR is inserted into startup, data copy, and
other GPU runtime calls.

The LLVM-IR of GPU platform will be translated into machine code or virtual
machine code under the backend support provided by LLVM compilation framework,
and embedded into the host code as a global symbol. In this process, machine code can
be used to get the actual number of registers used and the shared memory utilization of
the multiprocessor during kernel execution. Then, we use Eq. (1) to calculate the
theoretical occupancy under different thread block sizes. The thread block size with the
highest occupancy rate is selected, and the thread grid size is calculated based on the
problem size of the kernel. After that, the configuration is completed in the host code. If
there are multiple candidate thread block sizes, we put the block sizes in ascending
order in order to ensure that the selected thread block size is appropriate. If the number
of candidate sizes n is an even number, we take the n/2th thread block size, otherwise
we take the ⌊n/2⌋th block size.

3.2 Improve the Warp Scheduling Space

For some kernels, there may be multiple thread block sizes that can achieve maximum
occupancy. Generally speaking, there may be some correlation between multiple warps
in the same thread block. If there are many instruction delay in kernels, the probability
of instruction stalls tends to increase as the size of the thread block increases. In order
to solve this problem, if there are complex array accesses or synchronization statements
in kernels, we will directly select the smallest thread block size that meets the highest
occupancy rate, but ensure that it is greater than 4 warp sizes.

When there are more array accesses in a kernel, there will be a lot of global memory
access requirements during the kernel execution, which will easily cause the instruction
pipeline stagnation. To assess the complexity of array access that exists in the kernel,
we define two types of data reuse that can occur during kernel execution firstly:

Definition 1. (Data reuse within iterations) If i, j are vectors composed of statement
instance variables executed in the same iteration of statement S1 and S2 respectively,
we have.

i ! j : f 1k ðiÞ ¼ f 2k ðjÞ ^
f 1mðiÞ
C

� �
¼ f 2mðjÞ

C

� �
; k ¼ 1; 2; :::;m� 1 ð4Þ
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Definition 2. (Data reuse between iterations) If i, ip are the vectors composed of two
adjacent statement instance variables under the specified schedule of statement S, we
have.

i ! ip : fkðiÞ ¼ fkðipÞ ^ fmðiÞ
C

� �
¼ fmðipÞ

C

� �
; k ¼ 1; 2; . . .;m� 1 ð5Þ

Where C is the access granularity of global memory. Data reuse within an iteration
describes whether array accesses generated by multiple polyhedral statements within
the same iteration exist within the same global memory access granularity. The array
accesses with data reuse within iterations in the thread can be combined to access to
reduce the number of memory accesses when these statements are mapped to the GPU
[18].

When there are still loops in the generated kernel, data reuse between iterations
describes whether two temporally adjacent array elements accessed by threads exist in
the same global memory access granularity. At the same time, in a kernel without
loops, data reuse between iterations describes whether two array elements accessed by
two adjacent threads are in the same global memory access granularity.

Therefore, we use the number of independent memory access patterns that do not
have two kinds of data reuses with other memory access to evaluate the complexity of
array access in kernels. Algorithm 1 describes how to evaluate the array access com-
plexity when given a schedule and a set of strongly connected components to be
mapped to GPU.

For a set of strongly connected components to be mapped to the GPU, Algorithm 1
evaluates the reuse of data in iterations between statements within the set under certain
schedule, and aggregates them into array access patterns. If there is a data reuse
relationship within iteration between an array access and any array access in a certain
access pattern, it is added to the pattern. When an array access does not have a data
reuse relationship with any existing patterns, a new array access pattern is added for the
array access. This algorithm performs such an analysis on each array, counts the
number of independent array access patterns finally obtained and uses it as the array
access complexity. In addition, for each independent array access pattern, if it does not
have data reuse between iterations, the array access complexity is increased by one.
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Since most kernels will not have complex array access, we can set a threshold for
this complexity. If the number of independent array access patterns in the kernel
exceeds this threshold, the smallest thread block size will be selected from the block
sizes with the highest occupancy, but it should be ensured that it is greater than or equal
to 128, which is the size of 4 warps. On the device used in this paper, we set the
threshold to 5.

Besides, since there may be some correlations between multiple warps belonging to
the same thread block, the more warps in a thread block, the greater the synchro-
nization overhead. When there are many synchronizations and control flow in kernel
program, a smaller thread block size should be used so that the instruction delay can be
hidden as much as possible between warps belonging to different thread blocks. In the
scenario of using polyhedral model to automatically generate GPU code, due to the
need to ensure the correctness of the program transformation, there are often many
synchronization statements in the generated kernel. Therefore, when the kernel has

Algorithm 1 Compute array access complexity 
Input: Strongly connected component set C, schedule S, and corresponding array 

access relationship list AccessMapList. Where AccessMapList is unique, that 
is, if there are multiple accesses to an array by a statement in the List, the access 
functions for those accesses must be different.

Output: Array access complexity of C under schedule S.

1:
2: For each Ai  in AccessMapList
3: mapList←search maps related to Ai in AccessMapList 
4: reusePatternList=[]
5: For each map in mapList:
6: For each pattern in reusePatternList
7: For each patternMap in pattern
8: Extract schedules for map and patternMap
9: If satisfy Definition 1.
10: pattern←map goto 5. /*aggregating access into existing patterns*/
11: End
12: End
13: newPattern=[]
14: newPattern←map /*add a new access mode*/
15: reusePatternList←newPattern 
16: End
17: For each pattern in reusePatternList
18: If not satisfy Definition 2. 

19: 1S S
C CP P= +

20: End 
21:
22: End 

0S
CP =

( )S S
C CP P len reusePatternList= +

Automatic Thread Block Size Selection Strategy in GPU Parallel Code Generation 397



control flow or synchronization statements inside loops, our strategy also selects the
smallest thread block size that meets the occupancy requirements.

4 Evalution

4.1 Experimental Environment

We implemented this thread block selection strategy in Polly-Acc of the LLVM
compilation framework. The relevant tool chain version is Clang/LLVM10, isl-0.20,
PolyBench 4.2.1, and CUDA 10.2. We tested this strategy on NVIDIA Tesla P100,
which has a memory capacity of 16281MB, 56 multiprocessors, and 3584 stream
processors. The computing capacity of this GPU is 6.0.

The comparison test included the use of three fixed block sizes in Polly-Acc:
32 � 16, 32 � 8, 32 � 4 and the thread block size calculated by cudaOccu-
pancyMaxPotentialBlockSize in the CUDA API. Some test cases in PolyBench that are
sensitive to the block sizes are selected as test cases, which involve many fields, such as
linear algebra, image processing and dynamic programming, etc. In order to ensure the
proper size of kernels generated during the automatic code generation and minimize the
number of kernels, the test adopts the incremental scheduling method in the isl library
to make decisions about loop fusion.

4.2 Results Analysis

The polyhedral compilation module performs affine transformations to explore paral-
lelism without destroying dependencies. In the process of GPU thread mapping, the
parallel loop is automatically tiled according to the thread block and thread grid size,
and thread marking and memory management are performed. This ensures the cor-
rectness of the program for automatic code generation using different thread block
sizes.

0
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Fig. 2. Performance comparison with different thread block sizes relative to 32x32.

398 W. Hu et al.



Figure 2 shows the test results under multiple thread block size strategies. In
general, compared to using the 32x32 thread block size for all kernels, the thread block
selection strategy used in this article enables the GPU automatic code generation to
obtain an average performance improvement of 29% on this test set, and achieved
15.5% performance improvement compared to the default block size. On the other
hand, cudaOccupancyMaxPotentialBlockSize API selects the maximum block size for
most kernels. In all the test cases except Correlation, Trisolv and Gemm, the optimal
performance was not achieved. Furthermore, this method achieves the worst perfor-
mance in both Lu and Cholesky test cases. Compared to using this API, our approach
achieved a performance improvement of approximately 21%. For most test cases, the
selection strategy selects 256 for block size based on the occupancy, which is con-
sistent with the default block size. For programs such as Jacobi-2d, Symm and Syrk,
their kernels does not have complex synchronization statements or array accesses. Take
the Jacobi-2d program as an example, on a device with compute capacity of 6.0, two
kernels have same occupancy curve, and the corresponding performance is shown in
Fig. 3. For these kernels, choosing a high-occupancy and medium-sized block size will
often achieve better performance.

In order to increase the warp scheduling space, small block sizes are selected in
some kernels in programs such as Lu and Cholesky. Figure 4 shows a kernel generated
for Lu, which contains complex control flow and synchronization statements in nested
loops. This will cause frequent pipeline stalls in threads during execution.

For a kernel with many control flows or synchronization statements, we can
evaluate the actual performance by calculating the theoretical occupancy when the
block size is within smaller range. However, as the size of the thread block increases,
the warp scheduling space on the multiprocessor decreases, resulting in more pipeline
stops during the execution of threads and poor actual performance. We can clearly
observe in Fig. 5 that with the increase of block size, although the occupancy can still
reach the highest value, but the actual performance has a significant decline. By using
our block size selection strategy, a block size of 128 is used for the two kernels with
complex synchronization statements and control flows in Lu, and a block size of 256 is
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Fig. 3. The occupancy of Jacobi-2d kernels and related performance.
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used for the remaining kernels. Compared with using a fixed 256 thread block size, the
performance is improved by about 6%.

For the Covariance program fragment and its corresponding schedule graph as
shown in Fig. 6(a) and 6(b). After the polyhedral scheduling is completed, S4-S8 are
fused in the same outer loop and mapped to the GPU.

__global__ void kernel2(double *A, int n, int c0)
{
    int b0 = blockIdx.y, b1 = blockIdx.x;
    int t0 = threadIdx.y, t1 = threadIdx.x;
    __shared__ double shared_A_1[32][1];
    __shared__ double shared_A_2[1][32];

    for (int c1 = 32 * b0 + 8192 * ((-32 * b0 + c0 + 8161) / 8192);
       c1 < 32 * ((b0 - b1 + 255) % 256) + n - 8160; c1 += 8192) {
      if (t1 == 0 && n >= t0 + c1 + 1)
        shared_A_1[t0][0] = A[(t0 + c1) * n + c0];
      __syncthreads();
      for (int c2 = 32 * b1 + 8192 * ((-32 * b1 + c1 + 8160) / 8192);
       c2 < n; c2 += 8192) {
        if (t0 == 0)
          for (int c4 = t1; c4 <= min(31, n - c2 - 1); c4 += 8)
            shared_A_2[0][c4] = A[c0 * n + (c2 + c4)];
        __syncthreads();
        if (t0 + c1 >= c0 + 1)
          for (int c4 = max(t1, t1 + 8 *fdiv_q(t0 - t1 + c1 - c2 - 1, 8) + 8);

c4 <= min(31, n - c2 - 1); c4 += 8)
            A[(t0 + c1) * n + (c2 + c4)] -= (shared_A_1[t0][0] *

 shared_A_2[0][c4]);
        __syncthreads();
      }
      __syncthreads();
    }
}

Fig. 4. Source code corresponding to a kernel with synchronization statements in Lu.
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For the connected component set composed of strongly connected components
S4-S8, the number of independent array access patterns is 6, and for the access of data
[k][j], data[k][i] in the innermost loop, there is no data reuse between iterations. So the
array access complexity of the strongly connected component set is 8. In this case, it
will also cause a lot of pipeline stalls during thread execution, so a smaller thread block
size should be used.

In a common application, multiple kernels may be generated in each SCoP. When
the thread block size is fixed for each kernel, some kernels will get poor performance.
This phenomenon occurs in programs such as Correlation, Gramschmidt, and Trisolv,
which have kernels with different registers and shared memory usage. Using the
Correlation program as an example, Table 1 shows the characteristics of 8 kernels in
Correlation.

for (j = 0; j < _PB_M; j++)
{

S1 mean[j] = 0.0;
for (i = 0; i < _PB_N; i++)

S2      mean[j] += data[i][j];
S3 mean[j] /= float_n;

}
for (i = 0; i < _PB_N; i++)

for (j = 0; j < _PB_M; j++)
S4  data[i][j] -= mean[j];
for (i = 0; i < _PB_M; i++)

for (j = i; j < _PB_M; j++)
{

S5 cov[i][j] = 0.0;
        for (k = 0; k < _PB_N; k++)
S6 cov[i][j] += data[k][i] * data[k][j];
S7 cov[i][j] /= (float_n - 1.0);
S8 cov[j][i] = cov[i][j];

}

kernel

(a) (b)

Fig. 6. The Covariance program fragment and its corresponding schedule graph.

Table 1. Characteristics of eight kernels in Correlation

Kernel Resource
utilization

L/S
complexity

Synchronous inside
loops

CUDA
API

Our
method

0 13 reg 1 0 32 � 32 32 � 8
1 19 reg 1 0 32 � 32 32 � 8
2 13 reg 1 0 32 � 32 32 � 8
3 32 reg 4 0 32 � 32 32 � 8
4 31 reg 3 1 32 � 32 32 � 6
5 46 reg, 512B

smem
1 2 32 � 21 32 � 4

6 40 reg, 8192B
smem

5 2 32 � 25 32 � 6

7 25 reg 1 0 32 � 32 32 � 8
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In actual performance tests, kernel4, kernel5, and kernel6 have higher time con-
sumption than other kernels due to the intensive calculation and memory access. The
theoretical occupancy of these kernels under different thread block sizes are shown in
Fig. 7.

In the test of using CUDA API for block size selection, kernel4, Kernel5 and
Kernel6 obtained the largest block size that conforms to the highest occupancy rate,
which was 1024, 800 and 672 respectively. Although it achieved better performance
compared to other tests of fixed block size, it still has not achieved optimal perfor-
mance. In the method proposed in this paper, for kernel 6, which has two synchro-
nization statements within loop nests, we directly select the block size of 192 with an
occupancy of 78%. Similarly, for kernel4 and kernel5, block sizes of 192 and 128 are
selected respectively. For the remaining kernels with low access complexity and fewer
synchronization statements, the thread block size 256 is selected. Experimental results
show that compared with using CUDA API guided block size, this strategy improves
the test performance of Correlation by 5%.

5 Conclusions and Future Work

In the scenario of automatic generation of GPU code based on the polyhedral model,
our strategy can automatically select a better thread block size by ensuring the occu-
pancy of kernels and increasing the warp schedule space. This strategy supports more
flexible thread block size configurations and performance improvements than using
user-specified thread block sizes. The results on PolyBench demonstrate the effec-
tiveness of this method. However, although this strategy guarantees the occupancy and
warp schedule space, the performance bottleneck of the GPU kernel lies in memory
accesses in many cases. In order to find more suitable thread block size for different
kernels, how to apply the analysis capabilities of the polyhedral model to the memory
access of GPU platforms still needs further research.
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Fig. 7. The occupancy curve of the three kernels in Correlation under different thread block
sizes.
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Abstract. Over the years, the nature of processing platforms is wit-
nessing a shift from homogeneous to heterogeneous multicore, where
several applications share the same platform. Also, these systems have
to perform complex functionalities on densely packed multi-million gate
platforms, which has made resource usage efficiency more challenging to
handle. In this work, we propose a two-phase hierarchical resource allo-
cation strategy called SPORTS: A semi-partitioned real-time scheduler
for heterogeneous multicore platforms, for scheduling of periodic tasks
with bounded number of migrations and context-switches. In the first
phase, it divides time into distinct intervals/windows based on deadlines
of tasks so that exact proportional fairness needed for progress of task
executions is maintained at all window boundaries. In the second phase,
it applies an efficient heuristic to perform task-to-core assignments based
on task’s execution requirements. Our experimental analysis shows that
the presented strategy is able to significantly improve (up to 11.64% on
an average) upon state-of-the-art in terms of resource utilisation.

Keywords: Heterogeneous · Multicore · Real-time · Proportional
fair · Resource-usage

1 Introduction

A system is classified as real-time if it is characterised by a dual notion of correct-
ness: logical as well as temporal. In spite of progressively increasing computing
capabilities of hardware platforms, effective allocation of computing resources
to diverse competing applications is set to remain a daunting problem in real-
time embedded systems. This is because, these systems impose stringent timing,
resource and performance related constraints, which must be accurately cap-
tured in the design process in order to ensure proper functioning of the system.
In this context, scheduling acts as a vital design component which determines an
appropriate co-execution order for the tasks such that the desired performance
objectives may be achieved while satisfying all constraints. Over the years, the
nature of execution platforms is witnessing a shift from homogeneous to het-
erogeneous multicore, where several applications share the same platform. On a
c© Springer Nature Singapore Pte Ltd. 2021
L. Ning et al. (Eds.): PAAP 2020, CCIS 1362, pp. 405–417, 2021.
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heterogeneous platform, the same lines of code may need dissimilar time dura-
tions to execute over non-identical cores, which makes scheduling on such a
platform more challenging [12,15].

Traditional schedulers for periodic tasks on multicore real-time systems make
use of either a partitioned or global approach. In a fully partitioned approach,
every task is assigned to a single core and each task is allowed to execute on the
allotted core only. This approach has the advantage of transforming the multicore
scheduling problem into a set of uni-core scheduling ones. An Integer Linear
Program (ILP) based method to partition tasks on heterogeneous platforms has
been addressed in [2]. However, solving ILPs for systems with a large number of
tasks and cores may incur prohibitively expensive computational overheads in
many real-time systems. Although schedulers based on the partitioned approach
are easier to implement but the process of partitioning is provably NP-hard [7] for
multicore platforms. Unlike partitioning, a global approach allows the migration
of a task onto any available core at every scheduling point. The seminal work for
global scheduling of tasks on heterogeneous multicores with arbitrary number of
cores was proposed in [1]. It involved a two step process. In the first step, the
workload of each task is distributed over the available cores of the platform and
then in the second step, a method to construct a template schedule is presented.
In [4], the authors prove the incompleteness of the second step of the work [1] and
have proposed another template scheduling method based on a global approach.
Due to the relaxation of allowing tasks to migrate among cores, schedulers based
on the global approach may lead to very high migration overheads, which is not
a desired design feature for modern systems.

Recently, researchers have started focusing on a hybrid third approach called
semi-partitioned [11,14]. These schedulers divide the timeline into intervals often
called windows or time-slices. Tasks are executed in a partitioned fashion within
every interval and they globally resynchronise at the interval boundary. They
offer high resource utilisations with lower migration/context-switch overheads.
However, the design of an efficient scheduler for a heterogeneous platform is
a challenging problem and researchers have recently started giving adequate
focus to this problem. An efficient task-to-core assignment strategy for heteroge-
neous platforms has been proposed in [16]. Subsequent to the assignment phase,
the heterogeneous scheduling problem is transformed to homogeneous multicore
scheduling. Then, they have applied well known optimal homogeneous multi-core
scheduling techniques. Chwa et al. [8] extended an efficient scheduling strat-
egy for homogeneous platforms named DPfair [9] to heterogeneous platforms.
However, these approaches [8,16] have focused towards heterogeneous platforms
with only two-types of cores (like ARM’s big.LITTLE) and are not applica-
ble to generic heterogeneous platforms consisting of more than two core types.
In [13], a cluster based scheduling strategy based on a same semi-partitioned has
been proposed, which form clusters of cores based on execution requirements
of tasks before performing task-to-core assignments. However, they don’t allow
inter cluster migrations and hence, provide lower resource utilisations. Efficient
usage of resources in devices like mobiles, laptops, PDAs, etc., while satisfying
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all temporal constraints, has become a design parameter of paramount impor-
tance. Therefore, the proposed work primarily focuses on the problem of efficient
resource usage, which has not been focussed adequately in the literature. Also,
most of the works in literature, only considers the execution demands of tasks
while performing task-to-core assignments and does not consider the execution
variation of tasks on cores unlike our strategy, which may lead to lower number
of scheduled tasks if the variation in execution requirements is high. Hence, our
heuristic will fetc.h better results than existing works in such scenarios, as shown
in the experiment results. The contributions of our work can be summarised as
follows:
i. Development of an efficient task allocation strategy, which efficiently allocates
tasks to a given heterogeneous platform using a two-phased mechanism with a
bound on context-switch/migration related overheads.
ii. The designed scheduling strategy maintains relative fairness among the exe-
cution progress of tasks at all window boundaries.
iii. Analysis conducted using extensive simulation based experiments show that
our proposed scheduling scheme is able to significantly improve acceptance ratios
of task sets when the number of heterogeneous processing cores in the system
increases, compared to state-of-the-art [13].

In our opinion, it fits more precisely to certain realistic platforms where cores
have different micro-architectures but identical ISA, as the big.LITTLE R© or the
Helio X20 R©.

2 Specifications

We considered a periodic task set τ = {τ1, τ2, ...}, which has to be scheduled
on a heterogeneous multicore platform Π = {Π1,Π2, ...}. Each occurrence of
a periodic task τ i is associated with a (|Π| + 2) tuple, 〈ei, pi, ri1, ri2, . . . , ri|Π|〉
where ei and pi are the execution requirement and the period (as well as deadline)
of τ i in the system and rij is the rate of execution of τ i on Πj . Hence, each task τ i

can further be related to the terms: ui (= ei/pi), which represents utilisation of τ i

in the system and, uij (= ei/(pi×rij)), which represents utilisation of τ i on a core
Πj . Each context-switch within the schedule (caused due to a task preemption
or migration) is associated with a time overhead during which no useful task
execution can happen on the core. In the current work, this overhead has been
modeled by assuming the execution time of each task to be proportionately
inflated. It may be noted that by following the approach of task execution time
inflation to take care of context-switch overheads, we have been able to avoid
the nuisances of explicitly accounting for context-switch overheads as part of the
schedule generation process.

3 Problem Description

Given a set τ of implicit-deadline periodic tasks and a set Π of heterogeneous
processing cores, the objective is to construct a feasible schedule, such that all
task instances always meet their individual execution and deadline requirements.
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Formal Problem Formulation as a CSP: We now formally model the prob-
lem discussed above as a Constraints Satisfaction Problem (CSP). In the interest
of generating a well-structured model which is easy to understand and analyse,
we slightly restrict the problem at hand by assuming the set of tasks to be
persistent and continuously running. This restriction allows the system to have
complete knowledge of future workloads as dynamic task arrivals and departures
are avoided. Hence, the overall schedule can be represented by the schedule for
one hyper-period H = lcm(p1, p2, . . . , p|τ |)∗, of the set of tasks. For a heteroge-
neous multicore system (τ,Π), let xij

t represent a set of binary decision variables
where:

xij
t =

{
1, if τ i executes on core Πj at time instant t

0, otherwise

The set of feasible values that the decision variables can take over the length of
the hyper-period H, are subject to the following set of constraints:
i. Core Capacity Constraints: At any time instant t, each core can execute
at most one task.

∀j, t (1 ≤ j ≤ |Π|; 1 ≤ t ≤ H)

|τ |∑

i=1

xij
t ≤ 1 (1)

ii. Task Execution Constraints: No task can execute simultaneously on more
than one core.

∀i, t (1 ≤ i ≤ |τ |; 1 ≤ t ≤ H)

|Π|∑

j=1

xij
t ≤ 1 (2)

iii. Deadline Constraints: All instances of each task must complete their exe-
cution requirements on or before their respective deadline. It may be noted
that a task τ i has H/pi instances, with the sth instance having a start time of
(s − 1) × pi, to be completed within the period/deadline, s × pi.

∀i, s(1 ≤ i ≤ |τ |; 1 ≤ s ≤ H/pi)

s×pi∑

t=(s−1)×pi

|Π|∑

j=1

xij
t /rij = ei (3)

4 The Proposed Algorithm

SPORTS (Algorithm 1): The execution progresses in the system window by
window. In order to do so, it starts by computing the hyper-period H using
periods of the tasks (Line 3). Next, it computes windows by using the technique
of Deadline Partitioning [9] (Line 4), in which the windows are demarcated
by the periods/deadlines of all tasks in the system. Within a window Wk, the
algorithm computes the execution demands/shares for each task belonging to the

∗least common multiple.
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task set τ on each core Πj for the ensuing window (Line 9) using the following
equation:

shij =

⌈
ei

pi × rij
× |W k|

⌉
(4)

If a task is able to complete its execution requirement of ei

pi × |W k| (assuming
rate to be 1.0) within every window, then it is guaranteed to meet its total
requirement within the deadline/period. This ensures deadline constraints dis-
cussed in Sect. 3. The specifications of each task τ i is stored in a different list Li

(Line 10), where each node is of the form 〈i, j, rij , shij〉. The list remains sorted
in non-decreasing order of their share values. Each formation of each list Li, it is
added to the global task list LT1 (Line 11). Next, it calls functions ALLOT-NM-
TASKS() (Line 12) and ALLOT-M-TASKS() (Line 13), to perform task-to-core
allocation.

Algorithm 1: SPORTS

Input: τ , Π
Output: A set of schedule tables

1 Let i. W = {W1, W2, . . . } be set of windows, ii. scj be Πj ’s spare capacity,

iii. Li a be non-decreasing order sorted list based on shares of τ i, iv. LT1 be list
of Li’s and, v. LTM be the migrating task list

2 Initialise k ← 0; time ← 0

3 Compute hyperperiod H = lcm(p1, p2, . . . , p|τ |)
4 Find windows in [0, H] using Deadline Partitioning
5 for each window Wk ∈ W do
6 Let sh and SMk be share and schedule matrices
7 for i ← 1 : |τ | do
8 for j ← 1 : |Π| do
9 Compute share requirement shij (Eqn. 4)

10 Li ← Li ∪ {〈i, j, rij , shij〉}
11 LT1 ← LT1 ∪ {Li}
12 ALLOT-NM-TASK (LT1, LTM , SMk, Π)
13 ALLOT-M-TASK (τ , LTM , SMk, Π)

ALLOT-NM-TASKS (Algorithm 2): It performs task-to-core assignments
for the tasks which can be fully allocated on a single core. These tasks are
called non-migrating tasks. The function iterates over the LT1. At start of each
iteration, it calls the function GET-ED-MAX() (Line 2) to get Nodemax (having
format 〈i, j, shij , EDi〉), node of the task with maximum difference of execution
requirements on its two most favored cores. If none of the unallocated tasks can
be fully allocated on a single core, the function GET-ED-MAX() returns φ. In
such a scenario, all remaining tasks are removed from LT1 and added to the
list of migrating tasks LTM (Line 4). Otherwise, it updates the Schedule Matrix
(SMk) with the start and end time for τ i on Πj (Line 6), updates the remaining
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Algorithm 2: ALLOT-NM-TASKS

Input: LT1, LTM , SMk, Π
Output: SMk and LTM

1 while LT1 	= φ do
2 Nodemax ← GET-ED-MAX (LT1, Π)
3 if Nodemax = φ then
4 Remove all Li’s from LT1 and set LTM ← LTM ∪ {Li’s}
5 else
6 Assign start and end times of τ i on Πj , i.e.,

SMk[i][j] ← 〈start time(τ i), end time(τ i)〉
7 Set scj ← scj − shij and remove Li from LT1

spare capacity scj of Πj and removes Li from LT1 (Line 7). It may be noted
that a task can only start its execution on a core after the task which has been
previously allocated on Πj finishes.

Algorithm 3: GET-ED-MAX

Input: LT1, Π
Output: Nodemax

1 Let Nodemax be the node corresponding to the task having maximum difference
in shares on its two most favored cores

2 for each Li ∈ LT1 do
3 Extract first two nodes from Li, where scj > shij (say on cores j1 and j2)

4 if only one such core Πj1 exists then EDi ← shij1

5 else EDi ← shij2 − shij1

6 if EDi > Nodemax.EDi then Nodemax ← 〈i, j1, shij1 , EDi〉

GET-ED-MAX (Algorithm 3): It returns the node Nodemax corresponding
to the task having maximum difference in execution requirements on its two most
favored cores. It iterates over LT1, which has been given to it as an input. In each
iteration, it considers one Li. It extracts the minimum execution requirements
for τ i on two cores (say Πj1 and Πj2) which have spare capacities greater than
requirements on them (Line 3), which ensures the core capacity constraints dis-
cussed in Sect. 3. Then, it calculates the variation EDi = shij2 − shij1 (Line 5).
This value signifies the penalty which has to be paid if τ i is not allocated to Πj1 .
If only one such core Πj1 exists then set EDi = shij1 (Line 4). If the computed
EDi value is greater than the stored EDi value of Nodemax then the values
in Nodemax are updated accordingly (Line 6). Most of the works in literature,
only considers the minimum execution demands of tasks while performing task-
to-core assignments, which may lead to lower number of scheduled tasks if the
variation in execution requirements of tasks on cores is high. Hence, our heuristic
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will fetc.h better results than existing works in such scenarios, as shown in the
experiment results.

Algorithm 4: ALLOT-M-TASKS

Input: τ , LTM , SMk, Π
Output: SMk

1 while LTM 	= φ do
2 Get node Li from LTM

3 Let usi be the unallocated share of τ i

4 while Li 	= φ do
5 Get the first entry 〈i, j, rij , shij〉 from Li

6 if usi/rij > scj then
7 Update SMk[i][j] to schedule τ i on Πj for duration scj

8 usi ← usi − scj × rij and scj ← 0

9 else
10 Update SMk[i][j] to schedule τ i on Πj for duration usi/rij

11 Update scj ← scj − (usi/rij) and usi ← 0
12 Remove all entries of Li

13 if usi 	= 0 or τ i is allocated on multiple cores in parallel then
14 Reject τ i from system

ALLOT-M-TASKS (Algorithm 4): It iterates over all elements of the list
LTM . In each iteration, it extracts a node Li from the list LTM (Line 2). Then,
it considers all elements of Li sequentially. Let, the unallocated share of τ i be
denoted as usi and 〈i, j, rij , shij〉 be the element under consideration. Note,
initially usi = (ei ×|Wk|)/pi, where the rate of execution has been considered as
1.0. In our experiments (discussed later), we have set the rate value of 1.0 on at
least one core for each task. There can be following two cases which may arise
while allocating τ i on Πj :

– usi/rij > scj : In such a case, we partially allocate τ i on Πj for duration scj

(Line 7) and update usi (Line 8).
– usi/rij ≤ scj : In this case, we fully allocate τ i on Πj for duration usi/rij

(Line 10) and the spare capacity of Πj is updated (Line 11). Then, all nodes
for τ i are removed from Li (Line 12).

The solutions for the above written cases ensure the core capacity constraints
discussed in Sect. 3. In order to schedule a migrating task τ i, SPORTS uses
the following heuristic to avoid parallel execution of the same task on multiple
cores simultaneously and meet task execution constraints discussed in Sect. 3.
When a migrating task is allocated partially on the first core, it is scheduled
from the beginning of the window on that core. From the next core onwards,
the migrating task is going to start its execution on a core after it finishes its
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execution on the core where it was last partially allocated. The starting and
ending times of execution for each task on the cores are stored in SMk. If there
is not sufficient capacity in the system to schedule a task τ i, then the task is not
considered for scheduling in the system any further.

5 Analysis of the Algorithm

Analysis of Time-Complexity: Let us analyse each of the function used in
the algorithm one by one:

Function GET-ED-MAX(): There are |τ | nodes in LT1. Each node Li in LT1

is sorted, hence, EDi computation takes O(1) time. Therefore, time complexity
of the function GET-ED-MAX() is O(|τ |).

Function ALLOT-NM-TASKS(): It iterates till LT1 is empty, hence |τ |
times. In each iteration, it either gets the task with minimum difference in exe-
cution requirement in O(|τ |) time or adds all nodes of LT1 to LTM , which takes
O(|τ |) time. Hence, the overall time complexity of the function becomes O(|τ |2).

Function ALLOT-M-TASKS(): For each migrating task node Li in LTM ,
it may check for its allocation on every core of the system, which will require
O(|Π|) time. There can be |τ | nodes in LTM . Hence, the time complexity of the
function becomes O(|τ | × |Π|2).

Function SPORTS(): The computation of the hyper-period is done only once,
so it can be neglected. Finding size of the next window takes O(|τ |) time. For
each task, it computes share on all cores, which takes O(|Π|) time. Further, it
constructs a sorted list Li for each task, which again takes O(|Π|2) time. Then,
it calls functions ALLOT-NM-TASKS() and ALLOT-M-TASKS(). So, the time-
complexity of the function SPORTS() becomes O(|τ |2 × |Π|2) (=O(|τ |2 × |Π|2)
+ O(|τ | × |Π|)). Assuming the number of cores |Π| in a platform to be much
less than the number of tasks |τ |, the overall time complexity of the algorithm
becomes O(|τ |2) per window.

Migration and Context-Switch Bound: In our approach, when a task can-
not be fully allocated to any single core, it is carefully allocated and scheduled
across multiple cores in a window such that its execution on a core does not
overlap with any other core in the system. From the partitioning and scheduling
mechanism discussed above, we may observe that a particular core in the system
may hold a set of non-migrating tasks along with either: i. no other migrating
tasks, ii. multiple terminating migrating tasks, iii. one non-terminating migrat-
ing task, and iv. one non-terminating migrating task and multiple terminating
migrating tasks. Cores having fixed tasks and terminating migrating tasks does
not cause any migration in a window. Whenever a non-terminating migrating
task is scheduled on a particular core, that core will not have any remaining
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capacity to allot any other task. Hence, the number of migrations on a core with
a non-terminating migrating task is restricted to only 1. There can be at most
|Π| − 1 cores with non-terminating migrating tasks in any window. Therefore,
the number of migrations in a window using our strategy is bounded by |Π|− 1.

At most |τ | tasks can be eligible for execution in a window, which will require
|τ |−1 context-switches. As stated earlier, each core may have a non-terminating
migrating task scheduled on it. Scheduling of each of such migrating task may
lead to splitting of a non-migrating task on each core. Hence, there can be at
most |Π| such splits, which bounds the total number of context-switches within
each window to |τ | + |Π| − 1.

6 Experimental Set Up and Results

We have compared the performance of SPORTS against COST [13], a cluster
oriented scheduler for heterogeneous multicore platforms with arbitrary number
of cores, like SPORTS. It is based on the semi-partitioned approach and hence,
offers efficient resource utilisation in the system.

Experimental Set Up: All our simulations have been run for a total exe-
cution time of 100000 time-slots with task sets having pre-specified utilisation
factors. Utilisation Factor (UF) is defined as the ratio between the summation
over utilisations of tasks in the system and the number of available cores. That
is, UF =

∑|τ |
i=1 ui/|Π|. For generating task sets with a particular UF value, the

arbitrarily produced utilisation values have been scaled appropriately. Further,
for each task τ i, we have chosen a random core Πj on which its rate of exe-
cution is set to 1.0 (i.e. on Πj , ui = uij) and for all other cores, its rate has
been generated in the range 0.6 to 1.0. For each set of input parameters, we
ran the simulation on 50 different test cases. The average of these 50 test cases
has been considered as the final outcome. In order to compare the performance
of SPORTS against COST, we have introduced two metrics namely, Acceptance
Ratio (ARat), and Context-Switch Overhead (CSO). ARat measures the per-
centage of tasks that have been scheduled successfully by the algorithms, while
CSO gives a measure of the context-switch overheads of the algorithms.

Table 1. Execution requirements of programs for Parsec [17] and Mälardalen bench-
marks [10]

Application Execution time (in ms) Application Execution time (in ms) Application Execution time (in ms)

body 3120 stream 11820 select 135

can 12300 swap 34500 qurt 130

fluid 960 x264 60 ndes 8340

freq 1440 bsort 9 lms 146

duff 73 edn 62
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Fig. 1. Benchmark Program Results (|τ | = 14) (Effect on ARat values)

Benchmarks Programs: We selected a set of 14 tasks from Parsec [17] and
Mälardalen [10] benchmarks to evaluate the performance of the algorithms on
systems with varying number of cores. A detailed discussion on the procedure
for measuring execution requirements of each program is presented in [6] and the
results have been listed in Table 1. These values have been obtained with the
help of Gem5 [5] simulator for an ARMv8 processor (considering 32 nm CMOS
technology), operating at 3.0 GHz. Each task set considered consists of 50 tasks,
whose instances have been selected randomly from the benchmark applications
(repeated to prepare the task set) listed in Table 1. To associate each task τ i with
the generated utilisation value ui, its period has been appropriately generated.

Experiment 1: In this experiment, we observed the variation in ARat val-
ues with the increase in workload. We may observe from Fig. 1a, ARat values
decrease with an increase in UF values. This phenomenon may be attributed
to the fact that an increased workload results in a higher probability of tasks
requiring migrations within windows. As both the algorithms are heuristic, they
may fail to schedule all the tasks at higher workloads. In such a scenario, the
task with the highest share in the window is rejected from further scheduling,
resulting in reduced ARat values. COST forms cluster of cores based on exe-
cution requirements of tasks, with each cluster having at most 2 cores. It only
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allows migration within a cluster. Hence, with a better resource allocation heuris-
tic, SPORTS is able to outperform COST progressively. From Fig. 1a, we may
observe that ARat values decrease from 100% to 81.2% and 88.9% with the vari-
ation in UF values from 0.5 to 1.0, for COST and SPORTS, respectively.

Experiment 2: In this experiment, the number of cores have been varied from
2 to 10. As discussed before, COST only allows intra-cluster migration. Hence,
an increase in the number of cores lead to higher requirement of inter-cluster
migration and thus reduced ARat values. On the other hand, SPORTS allows
unrestricted migrations within a system and an increase in the number of cores
help the proposed algorithm to prepare the schedule in an easier way, thus lead-
ing to higher ARat values. We can observe from Fig. 1b, the ARat values vary
from 92.5% to 80.1% and 92.3% to 96.5% with an increase in |Π| values from 2
to 10, for COST and SPORTS, respectively.

Synthetic Tasks: The experimentation framework used in this work considers
a system with 8 cores. Further, it considers randomly generated task sets whose
sizes (|τ |) vary from 20 to 100. The task execution requirements have been gen-
erated from a normal distribution, having σe = 100 and μe = 20. To test the
efficiencies of the strategies, we have considered systems with high utilisation
factor of 0.9. To associate each task τ i with the generated utilisation factor ui

and execution requirement ei, its period has been appropriately generated.

Experiment 3: In this experiment, the number of tasks have been varied from
20 to 100. We can observe from Fig. 2a that ARat values increase progressively
for both strategies with an increase in the number of tasks. This phenomenon
may be attributed to the fact that an increase in the number of tasks while
having a constant number of cores and workload, leads to decrease in average
execution requirements of individual tasks, which further results in decrease in
the number of migrations for the algorithms. Hence, both the algorithms are able
to have better ARat values with an increase in |τ | values. However, SPORTS
shows better ARat values because of its principle of allowing full migration as
opposed to only intra-cluster migration for the COST strategy. In particular,
the ARat values increase from 80.55% to 85.85% and 88.05% to 91.4% with an
increase in |τ | values from 20 to 100, for COST and SPORTS, respectively.

Experiment 4: We assumed that the timing delay for each context-switch
corresponds to 5.24 µs [3], which represents the average value of a context-
switch on a multi-core system under typical workloads. In order to find the total
delay caused by context-switches in our experiment, we computed the number
of context-switches for each run and then multiplied it with the delay due to a
single context-switch (5.24 µs [3]). Then, we computed the average overheads
for context-switches per time-slot (in μs) for both the algorithms. As we can
observe from Fig. 2b, the context-switch/migration overhead increases for both
the algorithms with an increase in the number of tasks. However, the overhead for
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SPORTS is slightly higher than COST, since COST does not allow inter-cluster
migrations. However, as discussed above, use of such a strategy also leads to
lower ARat values for COST, which is not desirable in a system.

7 Conclusion

In this work, we have presented a heuristic scheduling strategy named SPORTS,
which provides an efficient resource usage on heterogeneous multicore platforms.
The presented strategy considers execution requirements of given tasks on differ-
ent cores, to perform scheduling in the system. Experimental results show that
our scheme can deliver a significantly higher resource usage efficiency (up to
11.64% on an average) compared to state-of-the-art while incurring slightly
higher context-switch/migration related overheads.

References

1. Baruah, S.: Feasibility analysis of preemptive real-time systems upon heteroge-
neous multiprocessor platforms. In: IEEE RTSS, pp. 37–46 (2004)

2. Baruah, S.K., Bonifaci, V., Bruni, R., Marchetti-Spaccamela, A.: ILP-based
approaches to partitioning recurrent workloads upon heterogeneous multiproces-
sors. In: ECRTS, pp. 215–225 (2016)

3. Bastoni, A., Brandenburg, B.B., Anderson, J.H.: Cache-related preemption and
migration delays: empirical approximation and impact on schedulability. In:
OSPERT (2010)

4. Bertout, A., Goossens, J., Grolleau, E., Poczekajlo, X.: Template schedule con-
struction for global real-time scheduling on unrelated multiprocessor platforms.
In: DATE, pp. 216–221 (2020)

5. Binkert, N., et al.: The gem5 simulator. ACM SIGARCH 39(2), 1–7 (2011)
6. Bygde, S., Ermedahl, A., Lisper, B.: An efficient algorithm for parametric WCET

calculation. In: IEEE RTCSA, pp. 13–21, August 2009
7. Chattopadhyay, B., Baruah, S.: A lookup-table driven approach to partitioned

scheduling. In: IEEE RTAS, pp. 257–265 (2011)
8. Chwa, H.S., Seo, J., Lee, J., Shin, I.: Optimal real-time scheduling on two-type

heterogeneous multicore platforms. In: IEEE RTSS, pp. 119–129, December 2015
9. Funk, S., Levin, G., Sadowski, C., Pye, I., Brandt, S.: DP-Fair: a unifying theory for

optimal hard real-time multiprocessor scheduling. Real-Time Syst. 47(5), 389–429
(2011). https://doi.org/10.1007/s11241-011-9130-0

10. Gustafsson, J., Betts, A., Ermedahl, A., Lisper, B.: The Mälardalen WCET bench-
marks - past, present and future. In: Lisper, B. (ed.) WCET, pp. 137–147. OCG,
Brussels, Belgium, July 2010

11. Moulik, S., Sarkar, A., Kapoor, H.K.: DPFair scheduling with slowdown and
suspension. In: 2018 31st International Conference on VLSI Design and 2018
17th International Conference on Embedded Systems (VLSID), pp. 43–48 (2018).
https://doi.org/10.1109/VLSID.2018.35

12. Moulik, S., Chaudhary, R., Das, Z.: HEARS: a heterogeneous energy-aware real-
time scheduler. Microprocess. Microsyst. 72, 102939 (2020). https://doi.org/
10.1016/j.micpro.2019.102939, http://www.sciencedirect.com/science/article/pii/
S0141933119302017

https://doi.org/10.1007/s11241-011-9130-0
https://doi.org/10.1109/VLSID.2018.35
https://doi.org/10.1016/j.micpro.2019.102939
https://doi.org/10.1016/j.micpro.2019.102939
http://www.sciencedirect.com/science/article/pii/S0141933119302017
http://www.sciencedirect.com/science/article/pii/S0141933119302017


SPORTS 417

13. Moulik, S., Devaraj, R., Sarkar, A.: COST: a cluster-oriented scheduling technique
for heterogeneous multi-cores. In: IEEE SMC, pp. 1951–1957. IEEE (2018)

14. Moulik, S., Sarkar, A., Kapoor, H.K.: Energy aware frame based fair
scheduling. Sustain. Comput. Inf. Syst. 18, 66–77 (2018). https://doi.org/
10.1016/j.suscom.2018.03.003, http://www.sciencedirect.com/science/article/pii/
S2210537917300549

15. Moulik, S., Sarkar, A., Kapoor, H.K.: Tarts: a temperature-aware real-time
deadline-partitioned fair scheduler. J. Syst. Archit., 101847 (2020). https://doi.
org/10.1016/j.sysarc.2020.101847, http://www.sciencedirect.com/science/article/
pii/S1383762120301351

16. Raravi, G., Andersson, B., Nélis, V., Bletsas, K.: Task assignment algorithms
for two-type heterogeneous multiprocessors. Real-Time Syst. 50, 87–141 (2014).
https://doi.org/10.1007/s11241-013-9191-3

17. University, P.: Princeton application repository for shared-memory computers
(PARSEC). http://parsec.cs.princeton.edu

https://doi.org/10.1016/j.suscom.2018.03.003
https://doi.org/10.1016/j.suscom.2018.03.003
http://www.sciencedirect.com/science/article/pii/S2210537917300549
http://www.sciencedirect.com/science/article/pii/S2210537917300549
https://doi.org/10.1016/j.sysarc.2020.101847
https://doi.org/10.1016/j.sysarc.2020.101847
http://www.sciencedirect.com/science/article/pii/S1383762120301351
http://www.sciencedirect.com/science/article/pii/S1383762120301351
https://doi.org/10.1007/s11241-013-9191-3
http://parsec.cs.princeton.edu


Boosting Performance in Parallel
Computing Models with a New

Experimental Architecture

Alberto Arteta Albert1(B), Akshay Harshakumar1,
Luis Fernando de Mingo López2, and Nuria Gómez Blas2

1 Department of Computer Science, Troy University, 112C McCall Hall (MSCX),
Troy, AL 36082, USA

{aarteta,aharshakumar}@troy.edu
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Abstract. The von Neumann architecture, often called the Traditional
architecture, describes the design for an electronic digital computer as
having five main components: processing unit, control unit, memory,
external storage, input/output mechanisms. The processing unit inter-
acts with the rest of the components through the system bus. That helps
in carrying the data as well as the addresses. Over the years, that archi-
tecture has evolved with the advancement in technology. Today we find
that we face many constraints regarding the deployment of some hard-
ware and software features developed in recent years due to the inherent
nature of the traditional architecture. This paper shows how to use this
architecture to boost performance by introducing a variation in signal
processing by placing a different memory type that reduces stall opera-
tions when processing different parallel threads.

Keywords: Experimental architecture · Parallel computing · Dynamic
hardware

1 Introduction

One such prominent issue is the constraint between address bus size and max-
imum available memory, and another one being the disparity in latencies of
accessing main memory and storage media. A recent development in this field
has led to the design of a Dual-Space Storage (DSS) technology that utilizes the
non-volatility of NVRAMs [8,10], combined with its random-access capability to
design a memory architecture that bridges the gap between internal and exter-
nal memory. Alas, this model tends to fail in practical applications and is not
a universal solution to the issue at hand. This paper introduces a Hybrid Mem-
ory Architecture based on the memory shift technique of DSS technology that
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Fig. 1. The block diagram of von Neumann architecture [13,14]

combines both NVRAM and traditional DRAM to provide optimal performance
and persistence simultaneously. This bridge between the two types of memories
is an additional layer in the topology; however, it barely affects its performance.
The trade-off is the enhancement of the existing features of the computer system
module, namely Virtual Memory.

The Hungarian-American mathematician and computer scientist John von
Neumann first introduced the idea of a stored-program digital computer in the
101-page document First Draft of a Report on the EDVAC in 1945 [13,14]. The
document pictures an electronic digital computer as having these five major
components:

– A processing unit.
– A control unit.
– A memory unit that keeps data and instructions
– An external mass storage medium
– An input and output unit
– A system bus unit is connecting the above.

The System Bus can be sub-divided into a data bus, address bus, and control
bus [9,13].

Over the years, computer manufacturers have used variations of this archi-
tecture to design systems that have served their purpose to this day [6,7]. Many
original architecture designs have been replaced or modified to form better or
different system models to suit the increasing or varying needs and demands of
modern computing [2,3,12]. Through-out all these technological advancements,
some key concepts of the original architecture have endured and survived to this
day [5]. Below there are the principal two:
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– The existence of the main memory, henceforth called memory, temporarily
stores and currently executing instructions and working as data and a storage
medium, and virtual memory, henceforth called storage, separate from the
memory that stores large-scale data in a permanent fashion.

– The use of an address bus, which is part of the system bus, relays the location
of resources needed for processing data.

These two key features of traditional architecture have been facing many
constraints in recent years, with it only going to worsen over the coming years.
In particular, memory is used to store instructions and data that are being
executed; many of these constraints have been related to power management,
heat dissipation, and intractability [4].

2 Signalling

Memory in modern computer systems is random-accessible; that is, they can be
accessed in a non-sequential manner by specifying the row and column where
the data lies [11]. They are hence speedy and are called Random-Access Memory
or RAM. The RAM in computers is volatile; they lose the data held once the
power has been switched off. Hence, they cannot be used to store data of a per-
manent nature that needs to be accessed across an extended period, preferably
through multiple on-off cycles. Another drawback of RAM is that this type of
memory is costly. These factors mean that a storage medium for permanently
storing large amounts of data is an essential part of a computer system. That is
why we still have the concept of internal and external storage. An HDD, often
used as external storage, can cost about a hundred times as cheap as a RAM.
The existence of an external memory separate from the internal memory comes
with its share of problems. The difference in speed between these two tends
to affect the system’s performance in question, with a significant deterioration
in performance observed when applications requiring large amounts of memory
forces the system to access secondary memory more often. Another example is
the noticeable slowing down of applications when the virtual memory is accessed
since virtual memories are traditionally allocated in external storage media [1].
The next key feature of traditional computers is the address bus’s role in being
the communication medium between the processor and the memory. The address
bus in a system has n-lines used to carry n-bits across the processor and memory.
These n-bits make up a cell’s address containing a byte of data in memory, hence
the name byte-addressing. Suppose the memory has L cells capable of storing a
byte of data each, addressed from 0 to L-1. That means that the n-bits in the
address bus must carry the numbers 0 to L-1, which roughly translates to the
fact that the address bus’s largest address is 2n, which should equal L-1 in value.
If the memory has a less than L capacity, say M, it still would work since the
addresses M to L-1 would be left unused by the address bus. The problem arises
when we decide to increase the available memory to a value greater than L. The
existing address lines would not be able to address any cells over L-1. That is
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Fig. 2. The block diagram of a system bus [13,14] in a conventional architecture

the infamous bottleneck between address bus size and maximum memory size. A
system that has n-lines can accommodate a memory module of at most 2n bytes.
Older systems used to have address lines of 32-bits, which meant they could hold
a memory of size 232 bytes, or 4 GB. The 4 GB threshold was hit a long time
ago, and current systems have advanced to 64-bit addressing due to this very
reason. A 64-bit address bus can handle 264 bytes, or 16 EB of memory, which
would be more than sufficient for many years to come. Although the use of 64-bit
addressing over 32-bit addressing may seem like a perfect solution, it needs to
be pointed out that only medium and large-scale systems find it viable. Small
systems that need more significant memory than 4 GB yet not willing to switch
over to 64-bit addressing still find issues with this bottleneck. That is where the
memory shift technique, detailed in the next section, used in DSS systems come
into play [10].

To solve these issues, the CPU does extra work by generating logical addresses
and mapping. So the proposed model includes an experimental design, a Hybrid
Memory Architecture (HMA) with bus communicator between the organiza-
tional units, specifically between the CPU and the new topology of the memory.

This new architecture addresses the speed difference between internal and
external memory and the address bus issue, limiting the maximum memory
capacity. HMA uses a combination of traditional RAM and Non-Volatile RAM
(NVRAM) to bridge the gap between internal and external memory. It also uses
the memory shift technique to eliminate the cap on memory size due to the
address bus. HMA draws mainly from the DSS technology proposed by Jin Yi
et al. in 2013 [8,10].

Section 3 of this paper discusses the DSS technology and its advantages and
disadvantages. Section 4 concentrates on the principles of traditional RAM types,
NVRAM features, and the concept of virtual memory. Section 5 defines the fun-
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damental concepts of the HMA model and draws out its advantages over the
DSS model.

3 Fundamental Principles of a Dual-Space Storage
System

The Dual-Space Storage principle was introduced in 2013 by Jin Yi et al. when
his research team applied for the Chinese Invention Patent “A Computer System
and Data Reading and Writing Method” [10], and then published two papers
[8,10].

The keystone of a DSS system is using an NVRAM to serve as the basis for
its memory usage. The key concept is that both memory and storage are being
merged into a single entity, in this case, an NVRAM, that serves the purposes
of both traditional internal and external storage. The process of merging is two-
fold. On the one hand, the random-access capability of an NVRAM is used to
substitute a traditional RAM. On the other hand, the persistent nature of the
NVRAM is used to provide external storage capabilities. That creates a partition
within the system, namely, word-space and block-space. The word-space is the
space within the DSS system that provides internal storage functionality since
it is accessed byte-wise or word-wise and emulates a RAM. The DSS system’s
block-space portion is accessed by blocks, which is more like an external storage
media. Together, the word-space and block-space make up the DSS system.

A DSS system primarily aims at abruptly increasing the total amount of
memory random-accessed by the system to a size that rivals an external memory
module. The system would then have an area of dual-space storage that can work
as both internal and external storage at the same time. That does not mean that
the CPU addressing system can suddenly address all this extra space since that
value remains at 2n, for n-lines of addressing bits. That is where the concept of
memory shift comes into play.

Figure 3 shows the schematics of a DSS system that uses memory shifting
to increase memory addressable by a system bus. Suppose the address bus has
n-lines, and the DSS system is fixed to a size of 2m, m being the number of cells
in the memory, called Window walls. The address lines coming from the CPU
are divided into two groups: the low-bits and the high-bits. If there are n-lines in
the CPU bus, s lines are considered the low-bits, and the remaining n-s lines are
considered the high-bits. The s low-bits are directly mapped to the DSS module.
The remaining n-s high-bits are given to the latch group that contains 2n − s
latches. To address the DSS module, a total of m bits are required. S bits are
initially obtained; the remaining m-s bits are obtained from the latches. Each
latch is preset with m-s bits by the system, although this is not permanent and
keeps changing according to the physical memory that needs to be addressed.
Once a latch is selected, the m-s bits stored in the latch become the high-bits of
the final physical address, while the originals low-bits are used as such. Hence,
together they make up m bits for addressing. The mapping window, window
frames, and the latch values are controlled through the system management
module, which is not depicted in the schematics.
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Fig. 3. The schematic diagram of a Dual-Space Storage system using the Memory Shift
technique [8]

4 Working on a Dual-Space Storage Prototype

Jin Yi et al. have set up a DSS prototype to verify the proper working of a DSS
based system. The general set up of the prototype is illustrated in Fig. 4.

The Experiment uses an embedded processor, S3C2440 of TianQian Com-
pany, that has a 21-line address bus. The DSS module comprises four NVRAMs,
Norflash chips S29GL01G of Spansion Company, 256 MB each, giving a total of
1 GB dual-space storage. In a traditional system, a 21- line address bus would
translate to a 2 MB memory access (221 bytes = 2 MB). A 2 MB address is being
mapped to a 1 GB dual-space storage in this prototype, requiring 30 address
lines. Other components used in the setup are 74ALS138, a 3–8 decoder, and a
shift latch 74AC16373DL.

The lower 18 address bits are taken as the s low- bits of the DSS system,
which leaves n-s as 3 of the higher address bits. These three higher bits are
plugged into a 3–8 decoder 74ALS138. Once the 3–8 decoder activates one of its
eight outputs, it is further connected to the shift latch group 74AC16373DL with
eight latches. Each of these latches is preset, with 12 bits used to make up the
address’s higher 12 bits. Together with the original 18 lower address bits, these
make up the 30-bit address bits required for accessing the chips of S29GL01G.
If the DSS system has multiple chips in the DSS module, as is the case in this
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Fig. 4. The schematic diagram of a Dual-Space Storage system using the Memory Shift
technique [8]

prototype, then the higher bits can be further passed through a suitable decoder
to select the chip through indirect addressing. In this case, two of the higher bits
are used for switching to the right chip within the DSS system. A 2–4 decoder
can achieve this functionality, but another 3–8 decoder (upper-right decoder in
Fig. 4) is used in this setup to maintain the uniformity of components used.

The most important part of the DSS system is the realization of mapping win-
dow shift and window frameshift. The system achieves this management module,
shown as nVE and NOR blocks in Fig. 4. Mapping window shift is when latches
go through different window frames and maps to a physical address in the window
wall. The system sets these values in the system management module through
the use of vectors. When the same latch maps to a different window frame by
changing the latch’s value, it is called “window frameshift.” Together, both of
these shifts help in realizing the memory shift technique in DSS systems.
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Fig. 5. A Dual-Space Storage system based computer architecture [8]

5 Drawbacks of Dual-Space Storage Model vs. the
Proposed HMA

The DSS model helps eliminate two critical problems faced by the von Neumann
architecture described in earlier sections. Despite these triumphs, the DSS model
fails to fulfill specific requirements in different classes of computer models.

1. Reduced speed of NVRAMs: The DSS model has successfully increased the
total amount of memory that can be random-accessed by a computer, but to
do so, it has chosen to use NVRAMs, which are slower than DRAMs used
in traditional systems. That means that a specific reduction in applications’
performance can be observed when used in such scenarios. Applications or
systems that expect a fast response from the processor may not necessarily
seek memory-intensive operations would feel a drop in certain operations’
response times. To circumvent this issue, an improved model needs to make
use of DRAMs’ speed and the persistence of NVRAMs. The HMA can setup
a priority scheme for applications and redirect to DRAM the addresses data
and Instructions of those application process that require faster management.
DSS is unable to provide that service.

2. Increased cost and decreased durability of NVRAMs: NVRAMs are a general
class of non- volatile persistent memory devices that mostly use flash mem-
ory to achieve non-volatility. Flash memory, and by extension, NVRAMs, are
much costlier than the already expensive DRAMs. NVRAM technology is still
at an infant stage, and hence the number of manufacturers and R&D regard-
ing NVRAMs are few and far between. Since present NVRAMs are furnished
out of flash drives, they are prey to the already pressing disadvantages of flash
drives, namely its durability in terms of the number of read-write cycles. Cur-
rently marketed NVRAMs cost about 30USD per GB, roughly three times
that of regular DRAMs. A model that uses a hybrid of NVRAMs and DRAMs
are thus preferable to a DSS system functioning solely on NVRAMs.

3. Overall reduction in storage capacity: The DSS system that uses dual-space
is significantly limited in its overall storage capacity. While the memory has
certainly been increased and completely random-accessed for an increase in
speed, systems, or applications that are not performance-oriented, do not
benefit from it. Systems that require storage in bulk are now left with what



426 A. A. Albert et al.

Table 1. Comparative of three architectures in a sequential and a parallel system of
2, 3, and 4 cores

TRA DSS (sim1) HMA (sim2)

1 0.157/0.376 0.154/0.378 0.187/0.412

2 0.191/0.351 0.251/0.284 0.263/0.312

3 0.208/0.302 0.266/0.275 0.278/0.292

4 0.225/0.291 0.271/0.267 0.287/0.278

little of the dual-space is left for external storage. That may have an adverse
effect if used in specific systems like database servers where storage and per-
formance must go hand-in-hand and where one must not eclipse the other
by a considerable margin. That would indicate that the complete removal of
external storage media may not be the best possible solution for a system that
can pan out multiple usage areas. The Hybrid approach does not technically
address this issue. However, it provides an smarter management.

4. Latency increase due to memory shift operations in NVRAM: As per the cur-
rent designs, all the metadata and operations required for the memory shifting
operations in DSS systems are done using memory from the NVRAM. That
means that system management takes place from within the NVRAM itself.
The memory shift operations, manipulations of DSS meta-data, word-space,
and block-space operations are all based on the NVRAM. The NVRAM, being
slower than traditional DRAMs, will be slower in resolving the addressing
operations it needs to perform, owing to its slower storage. That would lead
to a further reduction in performance when memory shifting operations are
invoked. That is resolved by using a hybrid soltuion of a distributer module
that balance the use DRAMs and NVRAMs. This balancer proposed follows
the resource based adaptative approach for the DRAM and NVRAM.

Based on these points, it is evident that a better model needs to be developed
to address these issues. Some of the critical features of this new model are:

– A hybrid memory module that hosts both DRAM and NVRAM chips to draw
from both technologies’ advantages, hence eliminating the drawbacks of using
any one of these.

– Retention of an external storage media to ensure the availability of substantial
storage spaces while moving performance-conscious operations, like Virtual
Memory allocation, to the hybrid memory module.

The Table 1 shows a comparison of the impact in stalls and latency of the
three different architectures: Traditional (TRA), Dual space storage (DSS), and
the proposed Hybrid model (HMA).

The metrics in every cell are normalized stalls/normalized latencies. The val-
ues have been collected with a trace of the performance monitor in the traditional
architecture, and generated automatically in a simulation of DSS and HMA. The
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simulation has been taking into account the penalty of the communication setup
between the memory units and CPU.

6 Conclusion

In this paper, a new model based on the DSS model has been proposed. The
newly proposed HMA model eliminates the performance issues of using NVRAM
alone by multiplexing it with volatile RAM modules for better speed, preserving
the conductivity, and allow the CPU to boost the Cycles per second without
damaging the architecture and reducing the latency. This particular proposal
could work well in new models where the communication modules could add the
proposed layer for ensuring decent performance in parallel systems. On the other
hand, the idea is experimental and could also significantly affect the pricing and
not guarantee success. More studies need to be done to integrate crystal mate-
rials in the new computing era and experimental topologies. Nevertheless, the
retention of external storage has eliminated bottlenecks in the storage capacity
of systems. Moreover, the traditional system of allocating Virtual Memory has
been altered to offer a better solution with a bridge layer in the DSS model
to increase the communication in parallel processing architectures. Therefore,
increasing the cycles per second and therefore impacting the latency.

References

1. Amdahl, G.M.: Validity of the single processor approach to achieving large scale
computing capabilities. In: Proceedings of the April 18–20, 1967, Spring Joint Com-
puter Conference. AFIPS 1967 (Spring), pp. 483–485. Association for Computing
Machinery, New York (1967)

2. Asanovic, K., et al.: The landscape of parallel computing research: a view from
Berkeley. Technical report UCB/EECS-2006-183, University of California, Berke-
ley, USA (2006)

3. Barney, B.: Introduction to parallel computing. Technical report UCRL-MI-133316
(2014)

4. Brooks, F., Brooks, F., Education, P.: The Mythical Man-Month: Essays on Soft-
ware Engineering. Addison-Wesley, Boston (1995)

5. Godfrey, M.D., Hendry, D.F.: The computer as von Neumann planned it. IEEE
Ann. Hist. Comput. 15(1), 11–21 (1993)

6. Hennessy, J., Patterson, D., Larus, J.: Computer Organization and Design: The
Hardware/Software Interface. Morgan Kaufmann Publishers, Burlington (1998)

7. Hennessy, J.L., Patterson, D., Goldberg, D., Asanovic, K.: Computer architecture:
a quantitative approach. In: The Morgan Kaufmann Series in Computer Architec-
ture and Design Series. Morgan Kaufmann Publishers (2003)

8. Macdonald, J.R.: Interpretation of AC impedance measurements in solids. In:
Mahan, G.D., Roth, W.L. (eds.) Superionic Conductors. Physics of Solids and
Liquids, pp. 81–97. Springer, Boston. https://doi.org/10.1007/978-1-4615-8789-
7 6

9. Null, L., Lobur, J.: The Essentials of Computer Organization and Architecture.
Jones and Bartlett Publishers Inc., Burlington (2006)

https://doi.org/10.1007/978-1-4615-8789-7_6
https://doi.org/10.1007/978-1-4615-8789-7_6


428 A. A. Albert et al.

10. Ouyang, S., Peng, J., Jin, Y., Shen, Y., Liu, X., Li, W.: Structure and theory of
dual-space storage for ternary optical computer. SCIENTIA SINICA Informationis
46(6), 743–762 (2016)

11. Rabaey, J.: Digital integrated circuits: a design perspective. In: Prentice Hall Elec-
tronics and VLSI Series. Prentice Hall (1996)
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Abstract. Previously, Photonic Network-on-Chip (PNoC) was proposed to
solve the serious bottlenecks experienced by the traditional Electrical Network-
on-Chips (ENoCs) such as End-to-End (ETE) delay, bandwidth and energy
consumption. Therefore, it has attracted significant interest in the past few years.
Optical Routers (ORs) are the essential components of a PNoC. One of ORs’
major challenges is reliability. Optical routers are constructed by some optical
devices, such as waveguides, and Microring Resonators (MRs). If one of these
components; especially MRs, suffer from a breakdown due to thermal or tuning
issues, the entire network will breakdown as well. Some optical routers and
routing algorithms have been proposed to overcome such dilemma. However, in
this paper we propose a universal method that can be implemented in any optical
router in order to increase its reliability, without exposing it to additional con-
tention or blocking issues. We implement a ring waveguide with a limited
number of MRs to any router to provide a backup path for any faulty port-to-
port communication. This method does not affect the normal flow of signals
within the original router. To evaluate the efficiency of this method we imple-
mented it into two known non-reliable optical routers, and compared them with
two existing reliable optical routers. The results show that optical routers based
on our method enjoy the least worst-case insertion loss, and crosstalk compared
to the other two reliable routers.

Keywords: Optical Network-on-Chips � Reliable optical routers � Non-
blocking routers � Interconnections � Photonic routers

1 Introduction

Network-on-Chip (NoC) has always best presented the features of Integrated Circuits
(ICs) technologies. However, the number of cores and processors in a single chip, had
rabidly increased in accordance with Moore’s Law [1]. This impaired the efficiency of
the traditional NoC and emphasized the need for a new technology that can meet such
high communication requirements [2]. Thus, Photonic Network-on-Chip (also known
as Optical Network-on-Chips, ONoCs) was proposed later on, to accommodate com-
munication demands within the power consumption limits [3]. PNoC enjoys less delay,
higher bandwidth, less power dissipation, less crosstalk and electromagnetic interface
compared to the traditional ENoC [4, 5].
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On-chip interconnections consist of essential building blocks, such as topologies
and routers. Many topologies were reported in the literature, such as mesh, torus [6],
and many others [7, 8]. A major component of PNoCs is the optical router. Routers’ job
is to send and route packets to the direction of their destinations. Thus, it determines the
accuracy and efficiency of the communication. Since the first appearance of PNoC,
several optical routers have been proposed, such as the routers in [9, 10, 11].

With the smaller chip sizes, ICs have become more variation susceptible. Thus,
more likely to endure faults encountered by some manufacturing defects or operating
frequency. Moreover, due to component failures, smaller ICs are more prone to tran-
sient faults. Unlike ENoCs, PNoCs are susceptible to aging and production variations
more than transient faults [12–14]. Aging is more likely to happen to active compo-
nents or elements with high thermal variation [15]. Thus, active components, e.g. MRs,
suffer from a higher failure rate compared to passive components, e.g. waveguides [15].
This endangers the reliability of communications in on-chip interconnections. Critical
mission applications requires high reliability, because the system in such applications
must function correctly under any circumstances. Thus, the reliability of an optical
router is a hot topic nowadays [16–19], since ORs are one of the main active com-
ponents of PNoCs.

An optical router loses its efficiency when a break down occurs to any of its
components. To solve this problem some authors have investigated rerouting the
optical signal [16, 17]. One downside of this solution is that it often reroutes traffic in a
similar fashion that causes traffic in one area, and ignores the faulty routers all together.
Other authors focused on the thermal variation issues. Authors in [18] proposed a low-
power thermal-resilient ONoC (RONoC) to alleviate faults, as well as investigated the
thermal variation of on-chip power distribution. Another way to solve this problem is
by using redundant MRs. Authors in [13] proposed a new fault-tolerant low-power 3D
optical router, called FTTDOR, for PNoCs. They used some redundant MRs in critical
locations to overcome reliability issues. Moreover, the authors in [19] designed a
highly reliable OR structure for PNoCs. They increased the alternative restore paths by
adding small hardware redundancy to their previous OR, to guarantee that the OR can
still maintain normal communications. Moreover, they claimed that their node reuse
fault-tolerant algorithm (known as FTRA-NR) can find the best restore path within
each faulty OR. Although, both of the designs in [13] and [19] increase the number of
MRs for reliability purposes, they cause extra contention and insertion loss, since they
use more resources (eg. MRs) to reroute faulty signals in many cases.

This paper proposes a universal method which can be implemented to any optical
router for reliability purposes, without exposing it to some contention or blocking
problems. This method implements a Reliable Ring Waveguide (RRW) with a limited
number of MRs to any optical router to provide a backup path for any faulty port-to-
port communication. Moreover, signals transmitted using the backup path do not affect
the transmitted signals within the default path.

This paper illustrates the proposed RRW architecture and implementation in
Sect. 2. Section 3 evaluates the proposed method compared to two other 7 � 7 reliable
optical routers for 3D mesh; moreover, analyzes the insertion loss and crosstalk noise
of all routers. In Sect. 4, we conclude this paper and discuss our future work.
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2 Architecture Overview

2.1 RRW Architecture and Implementation

Optical routers are constructed by waveguides, which act like wires in traditional
NoCs, and Basic Switching Elements (BSEs), which are basically one or two MRs
connecting two parallel or crossed waveguides. Signals are switched from one
waveguide to the other depending on the state of the MR. If the MR is on an ON-state,
the MR will switch the signal passing by, from the current waveguide to the other. In
contrast, if the MR is on an OFF-state, the signal will pass through the MR along the
same waveguide without being switched, as shown in Fig. 1(a). Thus, faults occurring
at one of these devices result in major misrouting issues and data loss.

The reliable ring waveguide architecture proposed in this paper, guarantees that
such faults will not require changing the route, but simply uses a backup path within
the same OR. The method proposed can be realized by implementing a single ring
waveguide and some MRs to any OR. The ring waveguide works as a backup path in
case any of the original router components breaks down for any reason. As shown in
Fig. 1(b) the ring waveguide must be located at the beginning and the end of every
input and output port, respectively. This helps to avoid any conflict with the original
design and simplify the method. Moreover, the MRs are located at every waveguide
crossing that is formed by the intersections of the ring waveguide and the input or the
output waveguides as depicts in the figure. At input ports, the MRs are located on the
left side of the input waveguide to form an add point to the ring waveguide [20]. On the
contrary, at output ports, the MRs are located on the right side of the output waveguide
to form a drop point to the ring waveguide [20]. In addition, the number of MRs added
by the RRW is 2N for every N � N optical router.

Fig. 2(a) presents an example of a non-reliable 7 � 7 optical router, proposed in
[20], whereas Fig. 2(b) shows the same OR after implementing our method. As shown,

Fig. 1. (a) OFF and ON states BSE, (b) the reliable ring waveguide architecture.
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the ring waveguide does not affect the functionality or connections of the original
optical router, yet increases the path diversity. However, it adds some insertion loss and
crosstalk to the original router, which is a slight increment compared to other reliable
optical routers, as will be illustrated in the following section.

In case of component failure, the router will use the ring waveguide as a backup
path to transmit data, instead of the default path. Moreover, one signal is allowed to use
the ring waveguide at a time. In other words, the reliable ring waveguide can only
realize one faulty signal at a time. Finally, other communications on the default path
will never be affected by the communications on the backup path.

Given that the original optical router is strictly non-blocking, the only blocking that
could occur, would be either within the ring waveguide or at its intersections with the
original router. However, our architecture makes sure that it is implemented only at the
beginning and end of the port, with an add point at the beginning of the input port and a
drop point at the end of the output port. Thus, it guarantees that the add points will
always be in front of the drop points to prevent overlapping [20].

For most faults, this design provides an alternative path. Each communication pair
in the router has two alternative paths to exchange data. Thus, provides higher path
diversity for reliability purposes.

2.2 Communication Mechanism in RRW

In this subsection we demonstrate the communication mechanism of our architecture.
As previously mentioned, our architecture allows each router to function normally.
Thus, we, here, illustrate the signals flow within the RRW. Signals can be either
propagated clockwise or counter clockwise, depending on the location of the MRs with
regard to the input or output port. Since we previously mentioned that MRs are located
at the left side of the input port and the right side of the input port, the flow of signals
should be clockwise as shown in Fig. 3.

The figure shows an example of an optical signal transmitted from East to Down
using the default path, whereas another signal is transmitted from Up to West using the

Fig. 2. An example of implementing the reliable ring waveguide to the 7 � 7 optical router in
[20].
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backup path. Both communications are independent and the backup path does not
affect the normal flow of signals within the original router. The figure shows that in
order to transmit an optical signal in the RRW, two MRs at most are required to be
turned on to realize the transmission.

3 Evaluation and Analysis

To evaluate the performance of our architecture we implement the reliable ring waveg-
uide into two 7 � 7 different optical routers proposed in [20] and [21], and compare them
with 7 � 7 FTTDOR proposed in [13], and the 7 � 7 NRFT optical router in [19]. Since
the latter two reliable routers are based on XYZ routing algorithm, whereas the universal

Fig. 3. An example of communications in both the default and the backup paths in an RRW-
based OR.

Fig. 4. RRW-based optical routers (a) RO-Uni. (b) RO-Votex.
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router in [20] and Votex in [21] are fully connected routers. In XYZ routing algorithm,
signals are transmitted along the X dimension (i.e. West or East ports) until no further
move is needed in this dimension, then along Y dimension (i.e. North or South ports), and
finally along Z dimension (i.e. Up or Down ports). Thus, no communications are
established from Z dimension to X or Y dimensions, nor from Y dimension to X
dimension in XYZ-based ORs. On the other hand, fully connected routers connect all
ports together without prioritizing some dimensions over the others; i.e. all ports can
communicate with all ports. Therefore, we optimized the optical routers in [20] and [21]
by reducing the unusedMRs for the unused communications, for fair comparisons, before
implementing our method into both of them. We reduced the MRs responsible for
communications between the following pairs: Up/Down ! North/South/East/West, and
North/South ! East/West. The architecture of the optimized optical routers with the
implemented RRW are shown in Fig. 4(a) and (b).

3.1 Insertion Loss

When a signal is transmitted in a waveguide, it faces different problems (e.g. light
scattering and leakage). Another essential loss is caused by passing through optical
devices, such as MRs, waveguide crossings and bends, which affects the scalability of
the whole network. Thus, using the parameters in Table 1, we evaluate the Insertion
Loss (IL) of each optical router and show the worst-case IL. To evaluate the backup
path of each router, we assume that only one MR fails at a time.

Table 2 presents the maximum, minimum, and average port-to-port IL of the four
optical routers. The total insertion loss in each column is given by:

ILtotal ¼
X

ILbend þ ILcross þ ILMR�off þ ILMR�on þ ILprop
� � ð1Þ

Where ILbend is the insertion loss presented by waveguide bends, ILcross is the
insertion loss presented by waveguide crossings, ILMR�off is the insertion loss of

Table 1. The parameters of different optical devices insertion loss and crosstalk coefficient.

Parameters Value Unit

MR drop loss −0.5 dB [22]
MR through loss −0.005 dB [22]
Waveguide bend loss −0.005 dB/90  [23]
Waveguide crossing loss −0.04 dB [24]
Propagation loss −0.274 dB/cm [24]
On-state MR crosstalk coefficient −25 dB [22]
Off-state MR crosstalk coefficient −20 dB [22]
Waveguide crossing crosstalk coefficient −40 dB [24]

434 M. Fadhel et al.



passing through an OFF MR, ILMR�on is the insertion loss of tuning with an ON MR,
whereas ILprop is the insertion loss introduced while propagating along the waveguide.

NRFT architecture uses two separated optical routers, which are a 6 � 6 OR and a
3 � 3 OR for intra and inter-layer communications, respectively. Thus, the minimum
port-to-port IL (−0.12 dB) would be in the smaller router from Up port to Down port
and vice versa. Similarly, the minimum insertion loss in FTTDOR is (−0.115dB),
which is the one from Up port to Down port as well, since the UP and Down
waveguides are only connected to themselves and the IP core and not to others.
Nevertheless, the minimum insertion loss of the RRW-based optimized universal router
(RO-Uni) is −0.53 dB for both the default and backup paths, and the minimum IL of
the RRW-based optimized Votex (RO-Votex) is −0.59 dB and −0.73 dB for the
default path and the backup path, respectively. Although the first two routers may have
the minimum insertion loss, routers using our method enjoy the least average and
worst-case insertion losses. RO-Uni has the least average IL (−0.75 dB) in the default
path and a −1.101 dB IL for the backup path, whereas the average ILs of RO-Votex are
−0.87 dB and −1.127 dB for the default and backup paths, respectively. The average
IL of FTTDOR is low as well, with a −0.76 dB and −0.98 dB for the default and
backup paths, respectively. However, NRFT has the highest average IL for both the
default and backup paths, with a −0.93 dB and −1.48 dB, respectively. In terms of the
worst-case IL, RRW-based routers enjoys the least IL, with a −0.955 dB and −1.36 dB
in RO-Uni and a −1.28 dB and −1.45 dB in RO-Votex for the default and backup
paths, respectively. On the other hand, the worst-case ILs in FTTDOR are −1.365 dB
and −2.245 dB and in NRFT are −2.185 dB and −2.705 dB for the default and backup
paths, respectively.

3.2 Crosstalk

While passing through waveguide crossings and MRs, a small part of the optical signal
will be directed to an unwanted channel. The later will affect other signals passing
through these channels and cause a crosstalk noise.

Using the parameters in Table 1, we analyze the crosstalk noise experienced by the
routers. The crosstalk noise added to an optical signal when transmitted from the ith

port to the jth port in the OR can be calculated as follows,

Table 2. The insertion loss Comparison of optical routers based on our method and FTTDOR
and NRFT for port-to-port communications.

Routers Maximum IL(dB) Minimum IL(dB) Average IL(dB)
Default Backup Default Backup Default Backup

RO-Uni [20] − 0.955 − 1.36 − 0.53 − 0.53 − 0.75 − 1.101
RO-Votex [21] − 1.28 − 1.45 − 0.59 − 0.73 − 0.87 − 1.127
FTTDOR [13] − 1.365 − 2.245 − 0.115 − 0.115 − 0.76 − 0.98
NRFT [19] − 2.185 − 2.705 − 0.12 − 0.12 − 0.93 − 1.48
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Ni;j ¼
Xn

m¼0
P0
mKi;j;m i; j 2 0; 1; 2; . . .; nf g ð2Þ

Where P0
m is the optical power injected into the input of the ith port, and Ki;j;m is the

crosstalk noise coefficient presented by P0
m onto the optical signal traveling from the ith

port to the jth port in the OR.

Fig. 5 shows the crosstalk noise of RO-Uni default and backup paths, and
FTTDOR default and backup paths. The results show that RRW-based router reduces
the worst-case crosstalk noise by 24.55% for the default path and 39.9% for the backup
path. Moreover, the figure shows that RO-Uni experiences the least crosstalk noise in
many communication pairs.

4 Conclusion and Future Work

Reliability of an optical router is a hot topic for researchers. It determines the efficiency
and performance of the network. We proposed a universal method that is easily
implemented to an optical router for reliability purposes. The method doesn't expose
the optical router to further contention or blocking problems. In this method, we
implement a Reliable Ring Waveguide (RRW) with a specific number of MRs, which
is 2N, to any N � N optical router to provide an alternative path for any faulty
communication. Another important feature of the proposed method, is that signals
transmitted using the alternative path do not affect the transmitted signals using the
original path. Furthermore, the results of the numerical simulation show that RRW-
based optical routers enjoy the least worst-case IL compared to FTTDOR and NRFT.
Moreover, RO-Uni reduces the worst-case crosstalk noise by 24.55% and 39.9% for the
default and backup paths, respectively, compared to FTTDOR.

In our future work, we will implement our method to various types of optical
routers and investigate the reliability that RRW brings to them. We will further analyze
insertion loss and crosstalk in network level as well as the power consumption and
signal-to-noise ratio.
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