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Abstract Classification accuracy of the KNN algorithm is affected by the number
of nearest neighbour for predicting points. The idea behind nearest neighbour clas-
sification consists in finding a number, i.e. the ‘k’—of training data point nearest in
distance to a predicting data, which has to be labelled. The label of the new predicting
data will be defined from these neighbours. Using a machine learning approach, the
value of k will be fixed for model creation. In this paper, I analyse different numbers
of neighbour so that classification accuracy can be maximized. Different distance
metrics (Euclidean, Manhattan and Minkowski) can be used to measure the distance
from the nearest data point.
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1 Introduction

Similarity measures play an important role while making classification using super-
vised machine learning. Similarity measures also create an important role while
analysing some pattern of any class in the data set. KNN algorithms work on these
patterns and check the new predicting data point match with which similarity based
on its neighbour. Number of neighbours also plays an important role while clas-
sifying new data neighbour points. Majority of closely located neighbours help to
classify new data points.

K-nearest neighbour uses different kind of distancemetric to finddistance between
new data point with previously classified data point. These distance metrics are
different in nature. Some of distance metric are used to calculate distance between
coordinate points for example Euclidean some of distance metric uses distance been
labelled data like yes and no like Hamming distance.
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Decision of number of nearest neighbour also plays an important role because
by changing the nearest neighbour may invert the classification. With the help of
supervised machine learning model can be train with the data set. With exploratory
data analysis, we can also find some insight of data which can be further analysis.

2 Related Work

Thirunavukkarasu et al. [1] proposed a method based on KNN algorithm and finding
its classification accuracy. He also found the training accuracy and testing accuracy.
He also divided the data set into training and testing data in a ratio of 60% and 40%. In
paper, misclassification rate is 0, while classification is shown with 100%. Kulkarni
et al. [2] done image-based work on iris flower, he used grey level co-occurrence
matrix to find region of interest, then classification is done based on KNN on fuzzy
KNN algorithm. This is a new approach where images are used rather than textual
data.

Tan [3] proposed a method for text categorization. He also proposed that each
neighbour which has small class should have assigned a higher weight in comparison
with each neighbour which has big class should have assigned a little weight. By
using that approach, balancing is done between training samples, and this approach
is named as neighbour weighted K-nearest neighbour (NWKNN).

Hastie and Tibshirani [4] proposed a K-nearest neighbour-based method which
used discriminant adaptive nearest neighbour. Using training data set, he created a
centroid and then find the decision line to classify the object after centroid. Forma-
tion object can be classified based on neighbourhood. Weinberger and Saul [5]
proposed a new distance metric Mahalanobis distance for KNN classification. They
also proposed that Euclidean distance does not play an important role in face recog-
nition as for gender identification, that is why here Mahalanobis distance plays an
important role in classification.

3 Proposed Model

KNN algorithm calculates distance between new data point and its neighbour of
training data point. It arranges the distance in increasing order. Once the distances
are arranged in increasing order, then predecided k-nearest neighbour can be found.
Out of theseK, themajority of votes are considered of different classes. The dominant
class is labelled assigned to new data points.

Step 1: Select any value of nearest neighbour for classification.
Step 2: Calculate distance between the new point and its K neighbour.
Step 3: Sort the calculated distance.
Step 4: Count the data point with category wise among k neighbours.
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Fig. 1 Showing training data with different K values

Step 5: Newdata pointswill belong to the class that has themost neighbours (Fig. 1).

As shown in Figure, there are two classes blue square and red triangle, and we
have to classify the green circle, lets first take k = 1 then green circle classify as blue
circle while if we decide the k = 3 in that case one blue square and two red triangle.
So, one conclusion we draw is that in the case of an odd number of neighbours there
will never be a tie [1, 2].

4 Different Distance Metric Used in KNN

4.1 Minkowski Distance

Minkowski distance is used to calculate the distance between two points. Minkowski
formula can be converted inManhattan and Euclidean distance by changing the value
of p, if p = 1, then this formula is considered as Manhattan distance, if p = 2, this
formula is considered as Euclidean distance [6].

Distance =
(

n∑
i=1

|xi − yi |p
)1/p

(1)

4.2 Manhattan Distance

Manhattan distance can be calculated by putting p = 1 in Minkowski distance.
Manhattandistance is basically usualwhen agrid-like structure is given and adistance
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to be calculated between two points [6].

Distance =
n∑

i=1

|xi − yi | (2)

4.3 Euclidean Distance

Euclidean distance formula can be obtained by putting p = 2 in Minkowski
distance formula. Euclidean distance is a very popular distance metric to calculate
displacement (displacement).

Distance =
√√√√ n∑

i=1

(xi − yi )
2 (3)

5 KNN Model Using Machine Learning Approach

To build a model using KNN algorithm using machine learning approach, anaconda
navigator and Jupyter notebook are used. Different Python libraries are also used to
build the model whose description is given below [7].

• Pandas: To read the data set, Python panda’s library is used.
• Matplotlib: This Python library is used for creating different kinds of visualization

like bar charts, line charts, etc.
• Seaborn: This Python library is used for creating different kinds of visualization

with statistical approach.
• Scikit-Learn: This Python library is used for creating different models. This

library has a very efficientmodel based on classification, regression and clustering.

Implementation of any model in machine learning required seven basic steps:

1. Collection of data set
2. Data preprocessing
3. Data visualization
4. Model creation
5. Prediction
6. Model validation.
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5.1 Collection of Data Set

Here, iris data set is used for KNN classification download for UCI machine learning
repository. Download URL is https://archive.ics.uci.edu/ml/datasets/iris. Total 150
observations are given in the data set with four features (sepal length, sepal width,
petal length, petal width) and one target variable that is iris species. Classification
of iris flowers is done on the basis of its sepal and petal. By measuring its sepal
length, sepal width, petal length and petal width, iris flower is classified into its three
species: 1. Iris Setosa, 2. Iris Versicolour, 3. Iris Virginica (Figs. 2 and 3).

Fig. 2 Iris flower

Fig. 3 Different species of iris flower

https://archive.ics.uci.edu/ml/datasets/iris
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5.2 Data Preprocessing

Data preprocessing is the first step while adopting machine learning approaches. In
data preprocessing, all relevant columns (features) can be considered. Each feature is
further analysis for null value. If any null value is there, it should be removed [8]. Data
set may not contain all columns in numeric form, there may be categorical variables,
for example, male, female, but machine is not accepting these kinds of categorical
variables. So, these categorical variables will be changed in numeric form [8–11].

Data normalization is another step in data preprocessing. Data is normalized
around the mean value with standard deviation 1. This data normalization is also
known as standard scalar.

5.3 Data Visualization

As shown in Fig. 4, we can see that each iris species is clearly separable based
upon petal length, with just a bit of potential overlap in the Iris-versicolor and Iris
virginica, while Iris-setosa is completely separable from the other two. It had been
observed that statistically Iris-setosa is different from others too, while checking its
parameters on mean median and mode value.

As shown in Fig. 5, we can see that each iris species is not clearly separable
based upon sepal width, with huge overlap in the Iris-versicolor, Iris virginica and
Iris-setosa. It had been observed that statistically iris species are very similar too,
while checking its parameters on mean median and mode value.

Fig. 4 Box plot between iris classes and petal length
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Fig. 5 Box plot between iris classes and sepal width

As shown in Fig. 6, we can see that each iris species is not clearly separable
based upon sepal length, with just overlap in the Iris-versicolor, Iris virginica and
Iris-setosa. It had been observed that statistically iris species are very similar too,
while checking its parameters on mean median and mode value.

As shown in Fig. 7,we can see that each iris species is clearly separable based upon
sepal length, with just overlap in the Iris-versicolor, Iris virginica and Iris-setosa,
while Iris-setosa is completely separable from the other two.

Fig. 6 Box plot between iris classes and sepal length
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Fig. 7 Box plot between iris classes and petal width

Count plot in Fig. 8 is used to showing the total instance associated with each iris
species Iris-versicolor, Iris virginica and Iris-setosa. In our data set, 50 data samples
belong to each class.

Fig. 8 Count plot between iris classes and total count of each species
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Table 1 K-value and classification accuracy

k-value Classification accuracy in %

1 95.0

2 95.0

3 95.0

4 98.3

5 96.6

6 98.3

7 98.3

8 98.3

9 98.3

10 98.3

11 98.3

12 98.3

13 95.0

14 96.0

5.4 Model Creation

For creating KNN model, Scikit-learn library is used. Data shuffling is an important
step, so before fitting data to our algorithm, data is shuffled so that training on
important features is distributed equally. With the help of training shuffled data, it
is fit to the KNN model using fit() method. Once data gets fitted or the model gets
trained, this will start prediction. The KNNmodel will predict the label for new data
[12].

5.5 Prediction

Prediction is obtained from the KNNmodel by taking a different number of k values
with distance metric as Euclidean. It is observed that initially classification accuracy
is constant (k = 1 to 3) but after increasing the value of k it increases and maximizes
(k = 4 to 12) after that classification accuracy is decreased [3–5] (Table 1; Fig. 9).

5.6 Model Validation

When performing model validation using training and testing accuracy, a fact is
found out regarding number of neighbours that is accuracy is stable at k = 10 to 12
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Fig. 9 Classification accuracy versus number of neighbour

in both cases training and testing. So for iris data set when performing K-nearest
neighbour algorithm using machine learning approach, 10–12 number of neighbour
give best/stable accuracy.

6 Conclusion

Iris data set is tested on K-nearest neighbour algorithm to find different number of
neighbour value. Different number of K-nearest neighbour had been passed to model
to check impact on classification accuracy. Besides this, ideally there must be an odd
value of k in the range which gives maximized classification accuracy. In our result,
set k value be 11 (get an odd number of neighbours). These values are odd and
give maximized classification accuracy for our iris data set. These K value may be
different from data set to data set, but in each data set case, iteration of K-value must
be performed to find model accuracy.
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