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Preface

Recent advances in different domains like sensor technologies, wireless commu-
nications, computer vision medical image, data processing and globalization of
digital society across various social areas have intensified the growth of remote
healthcare services. However, several socioeconomic aspects and integration
of these services with classical healthcare system remain as a challenging issue. In
today’s context, smart systems are emerging from the integration of embedded
computing devices, smart objects, imaging techniques, people and physical envi-
ronments, which are normally tied by a communication infrastructure. These
include systems like smart cities, smart grids, smart factories, smart buildings, smart
houses and smart cars where every object is connected to every other object. They
are aimed to provide an adaptive, resilient, efficient and cost-effective scenario.

This book presents the selected proceedings of the International Conference on
Smart Communication and Imaging Systems (MedCom 2020). It explores the
recent technological advances in the field of next-generation communication
systems and latest techniques for image processing, analysis and its related appli-
cations. The topics include design and development of smart, secure and reliable
future communication networks; satellite, radar and microwave techniques for
intelligent communication. The book also covers methods and applications of GIS
and remote sensing; medical image analysis and its applications in smart health; and
other real-life applications of imaging and smart communication. This book can be
a valuable resource for academicians, researchers and professionals working in the
field of smart communication systems and image processing including artificial
intelligence, machine learning and their applications in building smart systems. It
will contribute to foster integration of latest and future communication technologies
with imaging systems and services, suggesting solutions to various social and
techno-commercial issues of global significance.

Greater Noida, India Rajeev Agrawal
Bengaluru, India Chandramani Kishore Singh
Kingsville, USA Ayush Goyal
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Benign–Malignant Mass
Characterization Based
on Multi-gradient Quinary Patterns

Rinku Rabidas, Romesh Laishram, and Amarjit Roy

Abstract This paper introduces a newdescriptor,multi-gradient quinary pattern (M-
GQP), for the categorization of breast masses as malignant or benign. The proposed
attributes measure local information via local quinary pattern (LQP) based on a
five-level encoding scheme from the gradient images obtained using Sobel operator
having eight distinct masks at different directions. The gradient magnitude and angle
image features provide better consistency and stability in high texture regions like
edges and micro-information in different orientations, respectively. The assessment
is performed using the mammographic images of the mini-MIAS dataset. A group
of salient discriminators are opted via stepwise logistic regression technique, and a
cross-validation method with tenfold is leveraged along with Fishers linear discrim-
inant analysis as a classifier to avoid any bias. An Az value of 0.97 with an accuracy
of 90.26% is achieved as the best outcome which is further compared with some of
the competing methods in the literature.
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1 Introduction

Though rare in male, breast cancer is the most common cancer cases among women
worldwide and the second most common type of cancer overall. According to the
latest report, new instances of breast cancer registered in the year 2018 were over 2
million [1]. Identification and diagnosis of breast cancer at the preliminary stage is
the sole way to improve the survival rate. Although different imaging modalities are
available at present, the most preferred method of screening breast cancer is X-ray
mammography because other imaging methods like magnetic resonance imaging
(MRI) and computed tomography (CT) have their own limitations of being expen-
sive and high radiations, respectively. Several abnormalities which include bilateral
asymmetry, architectural distortion, calcification, and mass are the usual symptoms
of breast cancer at their early stages. Among these, the identification and characteri-
zation of masses are always a tough task because of the variations in size, shape, and
margin. In addition to it, the fatigue caused to the radiologists due to the continuous
examinations of mammograms, there may be a possibility of human error which
can affect severely. Thus, computer-aided detection (CADe) and computer-aided
diagnosis (CADx) systems are evolved to support the radiologists as an alternative
evaluator.

In general, amass is determined asmalignant or benignbasedon the shape,margin,
and texture information. A round/oval-shaped, smooth edge, and less fatty tissues
are considered as benign case in contrast to the malignant ones having undefined
margin, non-uniform shape, and high-fat tissues. This hypothesis is exploited by the
researchers to introducedifferent shape-,margin-, and texture-based features formass
classification [2–5]. Though shape [4] andmargin information [5] renders significant
efficiency, it suffers from the limitation of precise segmentation of masses which is
difficult to achieve in case of automatic systems. Therefore, mostly texture-based
attributes [2, 6, 7] are preferred in the CADx systems. A comparative study of various
attributes based on local textural information for mass categorization is presented
in [8]. Haralick’s texture measures generated from gray-level co-occurrence matrix
(GLCM) of the rubber band straightening transform (RBST) images, proposed by
Sahiner et al. [7], reported an area under the receiver operating characteristic (ROC)
curve (Az value) of 0.94 utilizing 160 mammographic images. The oriented patterns
are investigated via radial local ternary pattern (RLTP), proposed by Muramatsu
et al., and observed an Az value of 0.90 [9]. Multi-resolution analysis of angular
patterns is evaluated for the classification and observed an Az value of 0.86 with
433 DDSM images [6]. Local binary pattern (LBP) with Zernike moments has also
been successfully evaluated on mass classification of 160 mammograms having an
efficiency of 0.96 [10]. Rabidas et al. analyzed the discontinuities by Ripplet-II
transform and observed an Az value of 0.91 [11]. Local descriptor-based curvelet
transform are also inspected to diagnose the masses which delivered an efficiency of
0.95 with 200 mammograms [3]. Though various methods of mass characterization
are reported in the literature, none assures complete success. Hence, in this paper,
a new texture feature, multi-gradient quinary pattern (M-GQP), is proposed where
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local measures are computed from the gradient images using LQPwhich offers more
consistency inmeasuring gradient information from uniform and near-uniform areas.
In addition, the extracted descriptors are also robust to illuminations. The gradient
images, in both magnitude and angle, are obtained using Sobel operator having eight
distinct masks at different directions as of result it provides better resolution in edge
regions in addition to the micro-information at different orientations.

The paper is arranged as follows: The introduction of the mini-MIAS database is
briefly provided in Sect. 2 followed by the methodology for mass classification in
Sect. 3. The details about the experimental setup and the assessment of the result are
discussed in Sect. 4. Lastly, the paper is concluded with the future scope of work in
Sect. 5.

2 Database

To assess the proficiency of the introduced attributes, several experiments are
performed utilizing the mammographic screenings of the mini-MIAS database—
a widely used database by the researchers. This database is collected and managed
by the Mammographic Image Analysis Society, London, UK [12]. The size of the
mammograms is 1024×1024and is digitized at 200µm/pixelwith 8 and16bits/pixel
as gray-level resolution. Excluding the other anomalies, out of 59 mass cases, 20
malignant and 38 benign cases are selected in the present work. The annotations of
the anomalies are attached along with the database.

3 Methodology

Since the texture of malignant and benign masses varies remarkably, in this paper,
the discriminating textural information is measured via the proposed attributes,
multi-gradient quinary patterns, for the determination of mammographic masses
as malignant or benign. From the extracted descriptors, a subset of optimal features
is opted out using a feature selection technique followed by a classifier for evalua-
tion of the introduced attributes. The schematic layout of the proposed approach for
benign–malignant mass categorization is demonstrated in Fig. 1.

3.1 Selection of ROIs

The distance between text and figure should be about 8mm, and the distance between
figure and caption about 6mm.The annotations defining themass lesions are provided
along with the mini-MIAS database where the anomalies are marked by a circle with
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Fig. 1 Schematic layout of the introduced approach for benign–malignant mass classification

a predefined radius that encloses themass lesionwith its center at themiddle. Consid-
ering 10 pixels more to the predefined radius, a region in square shape, covering the
completemass region, is chosen and termed as region of interests (ROIs). The sample
images of the selected ROIs for both the malignant and benign masses are shown in
selected ROIs section of Fig. 1.

3.2 Feature Extraction

Since features perform a key role in CADx systems, computation of salient attributes
is also a challenging task. Considering the fact that the texture of malignant and
benign masses varies remarkably, thus, in this study, a new descriptor, multi-gradient
quinary pattern (M-GQP), is proposed where local information based on a five-level
encoding scheme is measured from the gradient images. The gradient magnitude
image measures render high consistency and stability in high texture regions like
edges against the normal texture images in contrast to the gradient angle image
which provides micro-information in different orientations. Moreover, the attributes
extracted from gradient images are also robust to illuminations. Being simple, effec-
tive, and computationally efficient, Sobel operator is preferred with eight different
masks at distinct directions (see Fig. 2) to obtain the two types of gradient images in
lr and xy directions [13].

The convolution operation of an image patch with the east (e) and north (n) Sobel
masks gives gradient relations ofmagnitude and angle along xy direction of the center
pixel.

Gx (e) = (po + 2p1 + P2) − (p6 + 2p7 + p8)

Gy(n) = (po + 2p3 + P6) − (p2 + 2p5 + p8) (1)
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Fig. 2 Demonstration of different masks in different orientations

where Gx (e) and Gy(n) denote the gradient of the center pixel P4 in horizontal
and vertical directions, respectively. The gradient magnitude (GMxy) and angle
(θ1(x, y) ε [0, π ]) components of the pixel P4 along the north and east direction
are calculated as follows:

GMxy(e_n) = |Gx (e)| + ∣
∣Gy(n)

∣
∣; θ1(x, y) = GDxy(e_n) = tan−1

(
Gy(n)

Gx (e)

)

(2)

The two other gradients using west (w) and south (s) Sobel masks can be obtained
as:

Gx (w) = −Gx (e); Gy(s) = −Gy(n) (3)

Similarly, the gradient magnitude and angular components in the lr direction can
be obtained through convolution of the image patchwith southeast (se) and southwest
(sw) Sobel masks as follows:

Gl(se) = (p1 + 2p2 + P5) − (p3 + 2p6 + p7)

Gr (sw) = (p5 + 2p8 + P7) − (2p0 + p1 + p3) (4)

whereGl(se) andGr (sw) represent the gradient of the pixelP4 along the left diagonal
mask direction and right diagonal mask direction, respectively. In the similar way,
by convolving with the northeast (ne) and northwest (nw) Sobel masks, we can
calculate the other two gradients in the lr direction, but due to mirror symmetry it
can be obtained as follows:

Gl(nw) = −Gl(se); Gl(ne) = −Gl(sw) (5)
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Then, the gradient magnitude (GMlr ) and angle (θ2(l, r) ε [0, π ]) of the pixel P4

in the southwest and southeast direction are calculated as follows:

GMlr (se_sw) = |Gl(se)| + |Gr (sw)|; θ2(l, r) = GDlr (se_sw) = tan−1

(
Gl(se)

Gr (sw)

)

(6)

The different illustrations of malignant and benign masses in terms of gradient
magnitude and angle representations are shown in Fig. 4.

These gradient images are further utilized to extract local measures via local
quinary pattern (LQP) which offers consistency in near-uniform as well as uniform
regions. Due to the five-level encoding scheme of LQP, it overcomes the limitations
of LBP and its extended version local ternary pattern (LTP) [14]. The expression for
five-level encoding of the texture image along with its splitting in different LBPs is
given below:

d
(

Ip, Ic, T1, T2
) =

⎧

⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

+2, Ip ≥ (Ic + T2)
+1, (Ic + T1) ≤ IP < (Ic + T2)
0, (Ic − T1) ≤ IP < (Ic + T1)
−1, (Ic − T2) ≤ IP < (Ic − T1)
−2, otherwise

;

dl(x) =
{

1, x = l, lε[−2,−1, 0,+1,+2]
0 otherwise

(7)

where Ic represents the intensity of the center pixel with Ip as its neighboring pixels.
T 1 and T 2 are the thresholds for five-level quantization of the neighboring pixels
which is further decomposed to observe LBPs as shown in Fig. 3. The histogram
of LBPs obtained from the different gradient images (both angle and magnitude) at
various orientations is concatenated to configure the final set of features of that image

Fig. 3 Illustration of five-level code generation for LQP
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Fig. 4 Different illustrations of malignant and benign masses

(see Fig. 4) having length as 16 × 2P where P defines the number of neighboring
pixels. The distance between text and figure should be about 8 mm.

3.3 Selection of Features and Categorization

A large number of attributes are measured from the feature extraction step where
all the computed measures do not carry remarkable discriminating potential for the
determination of masses as malignant or benign. Moreover, it may lead to over-
fitting problem. Hence, to filter the significant features, stepwise logistic regression
technique [15] is employed. Being simple and effective, Fisher’s linear discriminant
analysis (FLDA) [16] is utilized as a classifier for decision making.

4 Experimental Setup, Results, and Discussion

The assessment of the introduced CADx system is carried out using MATLAB
software on a personal computer. It comprises Intel(R) CoreTM i3 processor with
2.27 GHz frequency and 4 GB RAM. The performance evaluation matrix includes
accuracy (Acc) in percentage and Az value to examine the efficiency of the proposed
features. To avoid bias, if any, in the CADx system, cross-validation technique with
tenfold is incorporated along with FLDA which is repeated for ten times and finally,
the average of all the runs is reported as the outcome of the system.
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Table 1 Average of accuracy (Acc) and Az value for proposed feature set having different values
of thresholds—T1 and T2

Feature set (T1, T2) Az Acc (%) #FS*

M-GQP1,3 0.97 ± 0.02 90.26 ± 0.02 5

M-GQP1,4 0.90 ± 0.01 80.96 ± 0.01 6

M-GQP1,5 0.93 ± 0.01 88.90 ± 0.01 5

M-GQP2,4 0.96 ± 0.01 87.83 ± 0.02 5

M-GQP2,5 0.81 ± 0.02 78.90 ± 0.03 6

M-GQP3,5 0.91 ± 0.01 85.93 ± 0.02 6

M-GQP3,6 0.89 ± 0.01 84.40 ± 0.02 7

*# FS indicates number of features selected
Bold indicates the best results in the table

The performance evaluation is conducted by varying the thresholds—T 1 and T 2

while keeping the parameters, R and P, constant with values 1 and 8, respectively,
to avoid larger feature set. The final outcome of the proposed features with all the
variations is provided in Table 1 where it can be noticed that unit difference in
threshold values offers better efficiency and an Az value of 0.97 with an accuracy
of 90.26% is achieved as the best result. This optimum output is further compared
with other competing methods reported in the literature as listed in Table 2 where it
clearly establishes its supremacy over other techniques. Moreover, a comparison of
the ROC curves with the proposed attributes against LBP [17], Haralick’s [18], and
histogram of oriented (HoG) [19] pattern features having an efficiency of 0.91, 0.68,
and 0.93, respectively, is also illustrated in Fig. 5 which effectively demonstrates the
superiority of the introduced descriptors.

Table 2 Proposed approach is compared with other recently developed competing schemes in
terms of Az value

Methods Az

M-GQP1,3 (proposed) 0.97

Nascimento et al. [20] 0.96

Rabidas et al. [11] 0.91

Muramatsu et al. [9] 0.90

Serifovic-Trbalic et al. [21] 0.89

Midya and Chakraborty [6] 0.86

Bold indicates the best results in the table
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Fig. 5 Illustration of
different ROC curves
observed with various
feature sets

5 Conclusion

In the present work, a new texture attribute, M-GQP, is introduced for the deter-
mination of breast masses as malignant or benign. Gradient images obtained after
employing eight different masks of Sobel operator in various directions provide
microscopic information along with better consistency in the high texture lesions
like edges due to which it possesses significant categorizing potential in benign–
malignant mass classification and outperforms some of the competing technique in
the literature. The larger feature set is the limitation of this methodology which can
be mitigated by using efficient feature selection technique. Hence, the authors are
in a process to examine a suitable combination of feature selection technique and
classifier on other larger databases.
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Filter for Removal of Impulse Noise
from Color Images
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Abstract Image noise is defined as the random variation of color information or
intensity in images. It is recognized as a type of electronic noise. Impulse noise
is a “high level-low level” noise that affects an image abruptly. A filtering tech-
nique defined as an improved switching vector median filter (ISVMF) is proposed
for removing impulse noise from color images in this manuscript. The performance
analysis has been done for varied noise densities. Though performance has been
shown in terms of Lena images, it delivers improved results irrespective of varia-
tion of images. The performance comparison has been done on the basis of standard
metrics like peak signal to noise ratio (PSNR) and structural similarity index (SSIM),
etc. It is observed that the proposed improved switching vectormedian filter (ISVMF)
provides better results both visually and statistically as compared to the other conven-
tional filtering techniques. This better performance may be due to the fact that the
threshold has been localized rather than generalized in the filter resulting in better
homogeneity across the various sections of the image.
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1 Introduction

An image is a visual representation that has been stored and created in an electronic
form. For image processing, different types of filtering techniques are used depending
upon the requirements. The most traditional approach in this regard is considered
as the application of median filter. This filter is a single-step filtering technique. It
is applied on every pixel of a gray image irrespective of whether it is corrupt or
not. The median of a given kernel is found out and the pixel under operation gets
substituted by the calculated median. The principle of VMF filter is discussed in
this section that is applicable for R-G-B images in which the pixel comprises of
three components namely red (R), green (G), and blue (B). This filtering technique
determines the vector distance between the corrupt pixels with each pixel in a given
kernel and then replaces the corrupt pixel with the least vector distance. This is done
in order to maintain the homogeneity of an image. The vector distance is calculated
by the following general formula given as:

d =
√

(XR∗ − XR)2 + (XB∗ − XB)2 + (XG∗ − XG)2 (1)

where, the pixel to be operated is defined by: X* and using the pixel X, the vector
distance is being determined. The major drawback of the conventional VMF filtering
technique that it operates on every pixel irrespective of whether it is corrupt or not
which results in unnecessary wastage of time and machine cycles.

A lot of image denoising algorithms are available in the literature for removing
impulses from corrupted images. An adaptive switching median (ASWM) filter [1]
works on a localized threshold value which delivers improved results considering
parameters like MAE and PSNR in comparison with median filtering algorithms. A
SVM-based fuzzy filter [2] showed a great improvement in PSNR for the images
corrupted by high density noise. An advanced technique for removing impulse noise
with adaptive dual thresholds [3] has been further improved by the introduction of
an adaptive support vector-based classification filter (ASVC) [4]. It is suggested
to revise the existing techniques by implementation of new methodology in them
[5]. A mathematical tool derived using robust estimation theory is used to develop
nonlinear filters to provide excellent robustness properties [6]. In center weighted
median (CWM), more weight is being provided at the central pixel so as to achieve
superior performance. It is observed that more image information is restored with
better visual perception [7]. A filter having switching procedure based on the local
measurements of impulses yielded better results [8]. In another technique, using
Laplacian operator, minimum value from the obtained convolutions is calculated
in one-dimensional way [9]. Noise ranking switching filter (NRSF) outperforms
several advanced filtering techniques that preserves more textural information with
more edge details [10]. The switching bilateral filter (SBF) incorporates an improved
noise detector that is utilized to detect both impulse as well as Gaussian noise [11].
In boundary discriminative noise detection (BDND), two different noise detection
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techniques have been incorporated which in turn improves the performance not only
in detection but also in noise removing capability [12]. A superior technique for
removal of impulses from gray images is based on SVM classification has been
proposed by Roy et al. [13]. Region adaptive fuzzy filter that utilizes the channel
difference information for re-construction of channel information has been proposed
in the paper [14]. This filtering technique is very useful for random valued impulse
noise.

This research paper proposes a dynamic and robust image filtering technique for
getting the image of optimum quality. The section organization is as follows; Sect. 2
comprises of the proposed filtering technique implementation, Sect. 3 elaborates
results and discussions, and Sect. 4 concludes the chapter.

2 Improved Switching Median Filter (ISVMF)

The proposed methodology has incorporated the switching scheme of adaptive
switching median (ASWM) filter [1] with vector median filter. First, detection is
done according to ASWM and after that a VMF is processed on each pixels so as to
remove the noise. At low density impulse noise, VMF with (5 × 5) is applicable. In
contrast, at high density impulse noise, VMF with (7 × 7) window offers enhanced
performance irrespective of images.

Detection of noise [1] is started with the calculation of the weighted standard
deviation and weighted mean in the current kernel. The weights are in an inverse
relation with the distance between weighted mean of pixels in the given kernel and
pixel under operation. In each kernel, in an iterative manner the weighted mean
is calculated. Then, by calculating the weighted standard deviation, the localized
threshold is determined. This algorithm is explained in the following steps:-

Initial Stage: Consider awindowW of size [(2Q+ 1)× (2Q+ 1)]whoseweighted
mean.

Mw is calculated for the pixels around the pixel under operation.

Mw(i, j) =
∑
k,l

Wk,l Xi+k, j+l

∑
k,l

Wk,l
(2)

where Xi,j is the pixel value andWk,l the weights. All these weights are equal to 1 at
initial stage. The variation of index k and l is in the range of [−Q, Q].

Step 1: The required weights are calculated as

Wk,l = 1∣∣Xi+k, j+l − Mw(i, j) + δ | (3)
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� is a pre-determined small value, which is used by the denominator to avoid a
possible indeterminate form. Then, a new weighted mean is determined by using (1).

Step 2: If, |Mw(i, j)t − Mw(i, j)t−1| < E where E is an experimentally determined
value, then the iteration is stopped, otherwise, start again from the first step.

(Mw(i, j)t is the calculated weighted mean at any given iterative stage).
Next, the weighted standard deviation σw(i, j) is given as:

σw(i, j) =

√√√√√√

∑
k,l

Wk,l (Xi+k, j+l − Mw(i, j))2

∑
k,l

Wk,l
(4)

The above steps are performed separately for each of the three components (red,
blue, and green) of a pixel in a color image. Finally, ISVMF can be summarized in
the following way:

1. Determine σw(i, j) and Mw(i, j), which are the weighted standard deviation and
weightedmean respectively of the kernel comprising of the pixel under operation
for each component of red, green, and blue.

2. The following rule is used for each of the RGB component of each pixel:

Yi, j =
{
mi, j , if

∣∣Xi, j − Mi, j

∣∣ > α × σw(i, j)
Xi, j , otherwise

(5)

where mi,j is median of the kernel, α a given parameter and α × σw(i, j) represents
the localized threshold value. ISVMF is applied in a repetitive fashion. During each
iteration stage in a given window, the threshold gets decreased. This is achieved by
varying α value. Simulations performed on various standard images showed that the
following strategy gives optimum results, which is given as:

α0 = 20;αn+1 = αn × 0.8(n ≥ 0) (6)

where α0 is the α parameter at initial stage and αn the parameter in the nth step.
After detection of noise (Eqs. 2–6), VMF is processed over the image. An exper-

iment has been performed for the selection of window size. Up to 40% of impulse
noise VMF with 5× 5 window is applicable, whereas beyond this a 7× 7 window is
applied. After completion of this stage, VMF is again applied so as to achieve final
filtered image. This is done because some noisy pixels have not been detected in the
earlier stage (Fig. 1).



Improved Switching Vector Median Filter for Removal of Impulse … 15

Fig. 1 Flowchart for the
proposed filtering technique
(ISVMF)

3 Results and Discussion

Under this section, we are doing a comparison of the performance of conventional
VMF and ISVMF on the basis of the following standard parameters:

1. Mean square error (MSE)
2. Structural similarity index (SSIM)
3. Peak signal to noise ratio (PSNR).

Among these parameters, PSNR should be high, MSE should be low, whereas the
values of SSIM should be more and nearer to 1 (Figs. 2, 3 and Tables 1, 2, 3, 4, 5).

After analyzing the mathematical and visual results, it was observed that a bigger
window size performed because of the presence of more number of non-corrupt
pixels due to which the noise density becomes less, resulting in a clearer image. It
has been observed that Fig. 4b provides more improved performance in comparison
with Fig. 4a with less blurring effect also. This was proved as the various standard
parameters of image processing like PSNR, MSE, and SSIM were found to be better
in those cases. Hence, the proposed ISVMF was found to be more efficient than the
conventional VMF technique for filtering of impulse noise from color images.
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Fig. 2 a Original “Lena”
image, b original “Lena”
image

(a) (b)

Fig. 3 a Image with 50%
noise, b image with 50%
noise

(a) (b)

Table 1 Observation table for kernel size 5 * 5 of PSNR

Noise density PSNR

VMF ISVMF

20 17.6212 36.6632

30 16.6092 34.1920

40 13.5764 31.3951

50 11.6432 26.2427

60 9.7941 24.1143

70 8.2878 20.1392

80 7.1054 18.7065

4 Conclusion

After going through the different tables, observations, and the related parameters, we
can conclude that if the noise density is low then a smaller window would provide
us with an optimum quality image and if noise density is high, then in that case a
larger window would provide with an optimum quality image. A better filter can be
developed if a localized threshold is used rather than a generalized threshold in a
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Table 2 Observation table for kernel size 5 * 5 of SSIM

Noise density SSIM

VMF ISVMF

20 0.5920 0.9133

30 0.5709 0.8939

40 0.5501 0.8594

50 0.5411 0.8102

60 0.5301 0.7820

70 0.5127 0.7403

80 0.5502 0.7119

Table 3 Observation table for kernel size 7 * 7 of PSNR

Noise density PSNR

VMF ISVMF

20 15.5785 35.5507

30 14.8831 33.0157

40 14.5314 30.0015

50 12.2565 28.2363

60 10.2948 26.4176

70 8.5232 24.0463

80 7.1490 21.5625

Table 4 Observation table for kernel size 7 * 7 of SSIM

Noise density SSIM

VMF ISVMF

20 0.6621 0.9433

30 0.6421 0.9311

40 0.6312 0.89010

50 0.6210 0.8533

60 0.6101 0.8013

70 0.4952 0.7817

80 0.4872 0.7511

filtering technique. The maximum value of SSIM can be 1 which is possible only
when two identical sets of data are compared.

As a future scope, the performance of this filter can further be enhanced bymaking
it adaptive in nature as the randomness of the impulse noise varies from region to
region. This will involve determining the noise density in a given image and then
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Table 5 Comparison of performance of various filtering techniques in removing impulse noise
from Lena image

Filters Noise density

20 40 60 80

SBF 25.3293 20.9587 19.3982 16.4921

BDNDF 30.1956 28.1822 26.0291 21.2204

SVMCF 34.7142 28.0857 23.9013 20.2054

VMF 17.6212 14.5314 10.2948 7.1490

ISVMF 36.5507 31.3951 26.4176 21.5625

Fig. 4 a VMF filtered
image, b ISVMF filtered
image

(a) (b)

selecting a suitable kernel size and other parameters for the filtering of the image
justifying the adaptive approach of the filter developed.
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Optimal Orientation Controller Design
for F-16/MATV Using Robust
and Discrete
Linear–Quadrature–Gaussian (LQG)
Controller

G. Kassahun Berisha and Parvendra Kumar

Abstract A novel approach presents here robust orientation controller design for
nonlinear F-16/MATV flight control system. A nonlinear flight system is linearized
by feedback linearization with Taylor series expansion. An optimal LQG controller
is designed to obtain the favorable steady state flight condition. The comparison
between continuous and discrete LQG is fully discussed for the flight control system.
First, the continuous LQG controllers with optimal parameters are designed for
continuous time state space which represents the flight dynamic system based on
separation principle. Secondly, the designed optimal LQG controller requires a very
large controller gain to obtain the design objective, which generate deficiencies in
term of high sensitivity and leads to the highly cost system. This leads to design
a controller for discrete time state space by the discrete LQG controller and repre-
sents the flight control system. After implementing this controller into the system in
MATLAB Simulink environment, using a singular value decomposition technique, it
is founded that the performance and robustness of the design objective are satisfied.

Keywords Robust controller · Optimal LQG · Discrete LQG · Robustness ·
Sensitivity · Performance · Feedback linearization
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LQG Linear–Quadratic–Gaussian
LQR Linear–Quadratic Regulator
MATV Multi Axis Thrust Vectoring
TES Test and Evaluation Squadron
VISTA Variable Stability In-flight Simulator Test Aircraft
WL Wright Laboratory

1 Introduction

To design the control rule for the aerospace system and deliberating applications has
developed an illustrious investigation area in past yearswith its extensive applicability
in industries and the academic world [1]. The paper presents here, a novel control
scheme which is designed and discovered for F-16/MATV. The MATV program has
been a joint effort by LFWC, AFFTC, Wright Laboratory, General Electric, and the
422nd TES. This program consists of incorporating a MATV nozzle system with
VISTA/F-16 aircraft [2]. To validate envelope of flight, development beyond the
normal F-16 AOA bounds, and to estimate possible planned well-being grown by
using vectoring of thrust in air-2-air battle, an incorporated scheme is used in aircraft
test [3–5].

ALQGcontrol problem is a common fundamental control problem in control engi-
neering [6]. An indeterminate linear system with white Gaussian noise is concern
here, which having incomplete state evidence and undertaking control ingredient to
quadratic costs. Additionally, the matchless solution establishes control law by linear
dynamic feedback for easily calculated and employed. Thus, the LQG controller also
works as fundamental to disturbed nonlinear systems of optimal control [7]. The
combination of Kalman filter and the LQR makes a controller in the form of LQG.
The separationprinciple cangive the guarantees for independently design and compu-
tation. Applications of LQG control are in LTI system as well as in LTV systems.
The applications for the LTI system are most common and for LTV systems allow
the design of controllers with linear feedback by nonlinear indeterminate schemes
[8].

Fine robustness properties cannot ensure automatically by optimal LGQ. After
designing the LQG controller, by the close loop, property stability in a robust way
must be checked separately. To encourage robustness, few system parameters may be
predictable stochastic instead of deterministic [9]. A similar optimal controller may
be used for more complicated control problem with the different controller param-
eters. Intentionally, the closed loop transfer function of the system should be close
to that of the model [10]. Consequently, for a nonlinear F-16/MATV fighter aircraft,
a new controller came into the picture to enhance the problem of classical control
method [11]. The controller employs the LQG with LQE and optimal regulator. It
was applied to minimize the mean-squared estimation error and for achievement of
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better performance. The good robustness characteristic of the LQG controller was
checked [12].

To designing an optimal dynamic regulator, the LQG control is a recent time
domain technique. It provides the direct control for control effort, regulation perfor-
mance, and to consider the process as well as measurement noise. Similar to the pole
placement method, the state space model of a plant is necessary for LQG design.
Researchers do a lot of efforts to design a well-organized control scheme for the
flight control system, as stated in [13–15] using the LQG controller.

2 System Dynamics and Controller Design

System dynamics are explained by the following parts, which are given as below.

2.1 F-16/MATV Dynamics

Dynamics of aircraft motions are shown in Fig. 1.
An orientation vector describes the aircraft dynamics by � = (ϕ, θ, ψ)T , where,

ϕ, θ and ψ are the roll, pitch, and yaw angle correspondingly in an earth-fixed
coordinate system. An equation of motion (Newton’s second law) for the aircraft is
of three scalars with first-order differential equation of orientation control dynamics.

Fig. 1 Aerodynamic angles α and β, angles of aircraft orientation ϕ, θ , andψ with angular charges
p, q, and r
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Fig. 2 General structure of nonlinear F-16/MATV dynamics

The orientation vector is given by � = (ϕ, θ, ψ)T , where, ϕ, θ , and ψ are the roll,
pitch, and the yaw angle, respectively [16].

φ̇ = p + tan θ(q sin φ + r cosφ) (1)

θ̇ = q cosφ − r sin φ (2)

ψ̇ = q sin φ + r cosφ

cos θ
(3)

The foremost edge flap is expected to glance with agreeing the transfer function
well-defined in reference [17].

δle f = 1.38
2s + 7.25

s + 7.25
α − 9.05

q̄

ps
+ 1.45 (4)

where δle f , q̄ , and ps are the foremost deflection of edge flap, dynamic, and the static
pressure correspondingly.

The nonlinear F-16/MATVflight dynamics is implemented inMATLAB. Figure 2
shows the overall structures of nonlinear F-16/MATV flight dynamics.

2.2 System Linearization

The system linearization is a procedure to convert a nonlinear equation’s set into
partially or fully linearized algebraically set [18]. The linearized equation can be
written as

ẋ = Ax + Bu

y = Cx + Du (5)

For linearization of a system, steady state conditions are as follows:
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β, φ, p, q, r ≡ 0

All the derivatives ≡ 0

β, φ, p, q, r ≡ 0

VT = VTe, α = αe, θ = θe, ψ ≡ 0, γe ≡ 0

By some features of the steady states, the algebraic equations can be further
reduced, and when the differentiating terms have cosβ and cosφ, all the resultant
sin β and sin φ will be disappeared due to applied steady state conditions β = 0
and α = 0. From this, it is possible to replace every cosβ and cosφ term in the
conventional differential equation by a unity before applying some differentiation
[19].

At the steady state condition with trimming total velocity of 500 fit/s and at orien-
tation 15,000 fits and with the surface disturbance of elevator disturbance deflection
of 5°, the general state space representation is obtained fromMATLAB by using ss()
function.

2.3 Optimal LQG Controller Design for Continuous Time
System

The general optimal problem of LQG is to discover out the optimum u(t) that dimin-
ishes the average cost function also called quadratic objective function [20]. It is
given as

J = lim
T→∞

1

2T
E

⎡
⎣

T∫

−T

[X (t)T QX (t) +U (t)T RU (t)]dt
⎤
⎦

(6)

2.4 Design of Optimal Linear–Quadratic Regulator

Redefining control variable as

ẋ(t) = Ax(t) + Bu(t) + �w(t)

u(t) = −Kx(t) (7)
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where A, B, and C are the system, control, and the output matrix, respectively. The
theory of LQR determines an optimal gain K (matrix) in such a way that the state-
feedback rule u = −Kx matters to minimize the quadratic cost function

J =
∞∫

0

[xT (t)Q(t)x(t) + uT (t)R(t)u(t)]dt (8)

whereQ and R are the weight matrix. The corresponding optimal control is assumed
as

u = −Kx = R−1BT Px

K = −R−1BT P (9)

Here, K is optimal feedback gain matrix (controller gain), and it is obtained
from the Riccati matrix (P). To obtain Riccati matrix, the solution is needed of the
subsequent steady state Riccati equation [21].

AP + AT P − PBR−1BT P + CT QC = 0 (10)

MATLAB function lqg() is used here to obtain the following optimal regulator
gain matrix.

2.5 Design of Optimal Linear–Quadratic Estimator

The new estimated state equation can be defined as

˙̂x(t) = Ax̂(t) + Bu(t) + L(y(t) − Cx̂(t))

˙̂x(t) = (A − LC)x̂(t) + Bu(t) + L(y(t)) (11)

From Fig. 3 optimal regulator, the control problem is now defined as

u(t) = −K x̂(t) (12)

where Kalman gain is denoted by L (or optimal observer gain matrix), which is
defined by the continuous filter Riccati equation (algebraic),

L = KT = PeCV−1 (13)

where covariance of approximation error is Pε, εo(t) is obtained from algebraic
Riccati equation by replacing AbyAT , BbyCT , QbyW, and RbyV given as
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Fig. 3 General optimal continuous LQG controller configuration structure

APe + Pe A
T − PeC

T V−1CPe + �W�T = 0 (14)

Using the MATLAB function kalman(), the following, Kalman filter gain matrix
is obtained when the F-16/MATV dynamics is trimmed at the steady Wing flight
level with low fidelity flight condition [22]. Figure 3 shows the integrated system of
LQG controller.

2.6 Discrete LQG Controller Design for F-16/MATV Flight
System

The design of discrete LQG controller follows the same procedure as the continuous
LQG and only differs from continuous time LQG in that the considered plant should
be written in discrete time with state space demonstration [23].

The MATLAB Simulink is a powerful tool to convert the above-obtained state
space (continuous time form) flight dynamics to discrete time by using c2d() function
with the sampling time ts = 0.4 s, and the obtained discrete time system will have
the form

x(k + 1) = Ax(k) + Bu(k)

y(k) = Cx(k) + Du(k) (15)
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Fig. 4 Nonlinear F-16/MATV flight system response of the orientation flight condition

3 Simulation Results and Discussion

The obtained results shown here are the results achieved from MATLAB/Simulink
environment when the F16/MATV is trimmed at steady state conditions with total
velocity of 500 ft/s and orientation of 15,000 fts.

3.1 Nonlinear F16/MATV Flight Response

The following nonlinear response is obtained from MATLAB Simulation environ-
ment when the F-16/MATVflight dynamics are trimmed at a steady wing level, flight
state conditions with inclusion of surface disturbance of the elevator disturbance
deflection of 5º.

From Fig. 4, it is clear that obtained results of nonlinear flight responses are
unstable and the system responses at the steady state do not attain the steady state
condition.

3.2 Linearized F16/MATV Flight Response

Figure 5 linearized F-16/MATV system responses shows that the steady state condi-
tion is attained and since system is not applied to any controller so that the steady
state time is so larger and the system response looks like unstable system.

3.3 The Continuous Time LQG Controller Response

At the same trimming steady state condition, the continuous linear–quadrature–Gaus-
sian controller response is given in Fig. 6.

The obtained results require a controller with larger controller gain which is very
expensive relatively.
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Fig. 5 Linearized F-16/MATV response of orientation dynamics

Fig. 6 LQG controller response for F-16/MATV orientation dynamics

3.4 The Discrete Linearized F-16/MATV Flight System
Response

In the case of discrete system, compared to that of linearized continues time system for
the system to attain its steady state condition, it requires less time, and the following
results are obtained for the same flight condition as shown in Fig. 7.

Fig. 7 Linearized discrete time F-16/MATV flight system response to orientation dynamics
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Fig. 8 Discrete LQG controller response to F-16/MATV flight system with orientation dynamics

3.5 The Discrete LQG Controller Response to F-16/MATV
Flight System Dynamics

The discrete time linear–quadratic–Gaussian controller is the one which have high
efficiency, stability, sensitivity and robustness property. The following simulation
results obtained from the MATLAB Simulink have the same flight condition as
shown in Fig. 8.

3.6 Comparison of Continuous LQG and Discrete LQG
Controller

A comparison of continuous and discrete LQG with transient and the steady state
value is shown in Table 1, are the data taken for the low fidelity flight condition
(steady wings level). This clearly shows that the discrete LQG controller is having
a high performance and stability characteristics compared with the continuous LQG
controller. Since the design objectives set here are settling time, rise time, peak
amplitude and steady state values. These are fully achieved with high robustness
property by the discrete LQG controller. The LQG controller almost gives the same
performance as that of when all states are available for measurement and the model
is perfectly known. Therefore, the designed controller is acceptable.

3.7 SVD Robustness Checking Result

The result obtained when checking robustness using singular value decomposition
for LQG controller shows in Fig. 9, those for the frequency lower than that 100 Hz,
the singularity value of LQR response and LQG controller response are almost the
same. Which shows the LQG controller is almost robust to external disturbance,
and after this frequency, there is the big gap in between them, but roll-off (which
is approximately 50 dB/decade) is very high. Therefore, at a high frequency, the
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Fig. 9 Robustness checking using SVD for LQG

amplitude of unwanted signals is highly degraded. Thismakes the designed controller
is robust to un-modeled dynamics.

4 Conclusions and Recommendations

The conclusion for the obtained result and recommendation is

4.1 Conclusions

This paper presents optimal control approach, linear–quadratic–Gaussian for the
flight control system of F-16 fighter jet with MATV by applying both continuous
time as well as discrete time control system.

All the essential design objectives (frequency and time specifications) are met by
smearing both continuous and discrete time LQG controllers. Thus, LQG controller,
which is based on the separation principle, is designed to stabilize the flight condition
of F-16/MATV in steady state condition. Initially, the LQR controller is deliberate
centered on the assumptions that all the states are available for measurement and the
model is perfectly known. However, some states are not available for measurement,
and in addition to this, the model is not perfect. So, these unmeasured states are
estimated optimally in the presence of process and measurement noises, which come
from linearization and inaccuracy of sensors. This observer is designed usingKalman
filter.
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The continuous LQG controller response predicted that even if the controller is
having a good performance, stability, and robustness property, it takes a large settling
time with some neglected harmonic response (i.e., the peak amplitude is very small
for all response), which is a good characteristic of the LQG controller.

The discrete linear–quadratic–Gaussian controller as compared with continuous
LQG is shown excellent property of robustness, stability, and performance. These
properties make the controller more selectable for the efficient flight control system.
For existence of large noise in the system, the controller response is very quickly
(i.e., the settling time is very small) stabilized, and thus, the discrete LQG is highly
recommended for the flight control system.

The controllers considered satisfied the transient design objectives, including
robustness. Robustness of LQG is checked and found to be close to that of LQR,
which is an ideal robust optimal regulator, until 100 Hz. Beyond this frequency,
there is the big gap in between them. Nevertheless, roll-off (which is approximately
0 dB/decade) is very high which degrades the amplitude of high frequency compo-
nents. Below 100 Hz, the roll-off is greater than 0 dB/decade. Therefore, the larger
the bandwidth, the smaller would be the range of frequencies over which high noise
attenuation is provided by the compensator, since the roll-off is below 0 db/decade in
this range. Therefore, the selected controller with the given bandwidth is acceptable.

4.2 Recommendations

This controller is also applicable to the systems that have nonlinear nature, imperfect
model, and for systems that are affected by unmeasured states.

Even though the LQG controller in this is recommended to control the flight
system in steady state condition, there are controllers that are more robust than the
proposed controller, since robustness is something comparative. The performance
and robustness of the LQG controller can be measured by adjusting the noise covari-
ance matrix and state-weighting matrix using trial and error, which is something
tedious. So, it is recommended to design a controller that directly addresses the
problem of robustness and performance regardless of the presence of noise in the
system. These controllers are the H-infinity optimal controller, nonlinear controller,
or input shaping which are beyond the scope of study.
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BER Analysis of FRFT-OFDM System
Over α-μ Fading Channel Under CFO
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Abstract For the 5G mobile wireless system, the orthogonal frequency-division
multiplexing (OFDM) is being unique sought-after techniques. But in OFDM-based
system “Carrier Frequency Offset” (CFO) is one out of various impairments, which
gives rise to “Inter-Carrier Interference” (ICI). In this paper, mitigation of CFO has
been analyzed for FrFT-OFDM-based model under α-μ fading distribution. The
outcome of CFO mitigation has been presented in terms of BER. α-μ distribu-
tion contains Rayleigh, Nakagami-m and Weibull channel distribution for dissimilar
values of α and μ. Therefore, it is worthy to mention that the proposed analysis is
the generalization of results available (Kumari et al. in Electron Lett 49(20):1299–
1301, 2013 [1]), in which BER of the FrFT-OFDM scheme has been presented
over a Rayleigh channel distribution. Numerical analysis has been carried out in
MATLAB-14.
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1 Introduction

In wireless communication system, BER analysis in transmission is the critical issue
[1]. On the other hand, higher and higher data rates have been the demanded in
the development 1G to 5G communication system. Multi-carrier modulation tech-
nique; namely, OFDM has been suggested as one of the techniques in 5G. In OFDM
system PAPR, CFO and ICI are major issues. Also, ICI which mainly arises due
to CFO is of major impact. Drawbacks mentioned above have been overcome with
the use of FrFT-OFDM in place of conventional FFT-OFDM system [1–3]. In [4]
expression for BER of the BPSKmodulation system has been derived over Rayleigh
fading channel for the FRFT-OFDM in the presence of CFO. It is noticeable that
due to Doppler frequency shift or phase noise [1, 2], there is disparity between trans-
mitter and receiver in carrier frequency which causes “Carrier Frequency Offset”
(CFO) and “Orthogonal Frequency-DivisionMultiplexing” (OFDM) is highly sensi-
tive towards CFO. Also, CFO vanishes the orthogonality between the subcarriers.
BERanalysis forRayleigh channel underDQPSK technique for FrFT-OFDMscheme
shows better response for α = 0.9 value than other values of α [3]. ICI can be also
reduced at receiver side by receiver windowing, ICI self-termination and usage of
IDFRFT/DFRFT or IFFT/FFT in theOFDMscheme [2, 3]. Authors in [4] claims that
FrFT-OFDM can reduce ICI significantly. Also, effect of time offset under FFrFT-
OFDM is analyzed in [5]. But by using FrFT in the OFDM system Also [3, 5] claims
that that ICI can be reduced significantly. However, the comparison of bit error rate
(BER) is more promising than the comparison of ICI.

Further, in the wireless communication, a medium between the transmitter and
receiver that is channel has always been a predominant issue. As per the authors, best
knowledge BER analysis for FrFT-OFDM-based system under CFO has been found
over Rayleigh [6–9], Nakagami [10], Rician [11] fading channel models. Several
publications have proposed for discrete form of FrFT [9–12]. In addition, [12–14]
presents different performance measures for FRFT-OFDM system. In [13] a closed
analytical expression of discrete fractional Fourier transform is presented. Analysis
shows that the consequence of fractional order plays a prominent role in any analysis
related to this field. Also, order optimization can be used to choose optimal fractional
order. In [14], authors presented an algorithm for selecting the optimal fractional
value for FrFT-OFDM system and impact of system parameters on optimal order. In
[15], optimal order is obtained in FrFT to design an equalizer for decreasing “ICI”
in MIMO OFDM system.

With literature, it is observed that none of the above work has presented any
investigation by taking different modulations and channels. Also, it is worthy to
mention that Alpha-mu fading channel includes various channel models which are
Rayleigh, Nagakami-m, and Weibull as a special case. Therefore, BER analysis for
the FrFT-OFDM-based system under CFO over α-μ fading channel has been found
as a research gap. Therefore, this paper presents BER analysis over “α-μ fading
channel” under CFO. Consequence of different optimal orders has been analyzed in
the numerical analysis.
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Further, the remaining of paper is structured as follows: The overview is provided
in segment 1, while the Channel model is delineated in segment 2. The numerical
analysis of the findings is expanded in segment 3, and finally, conclusion of the paper
is given in segment 4.

2 Channel Model

Fading models are used to describe the fading pattern in addition to the impact
of “Electromagnetic Transmission” of any statistics over dissimilar parameters and
different conditions. α-μ fading channel is the most general fading channel from
which, other known fading channels which includes Rayleigh, Rician, Nagakami-m,
etc. Fading channels may be derived as its special case.

Probability distribution function (PDF) of “α-μ fading channel” [15]:

p(r) = αμμrαμ−1

r̂�(μ)
e

(−μrα

r̂α

)
(1)

where “α” and “μ” both are fading limitations, whose values are “2” and “1,”
respectively. “r” is the wrapper of “α-μ fading channel”:

r =
[

N∑
i=1

(
x2i + y2i

)]1/α

(2)

where xi and yi are “in-phase and the quadrature” component of the α-μ fading
channel.

Byconverting the “in-phase andquadrature” component into discrete-timedomain
we get:

xi (t) =
(
2

L

) 1
α

L∑
n=1

cos cos(wd t cosαn + φn) (3)

yi (t) =
(
2

L

) 1
α

L∑
n=1

cos cos(wd t sin αn + ϕn) (4)

where

αn = (2πn − π + θ)

4L
(5)

where θn , ϕn and θ are statistically independent and uniformly disseminated over for
all values of n.
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3 Results and Discussion

In this segment, numerical examination has been presented for FFT/FrFT-OFDM-
based system under CFO over “α-μ fading channel.” BER of various modulation
systems such as BASK,QPSK, andQAMhave analyzed for the system under consid-
eration with different code rates. For all numerical analysis α = 2 and μ = 2,
respectively.

Figure 1 epitomizes the BER under FFT over the “Alpha-mu fading channel” for
a given value of CFO at 6. Here, it can be seen that the BER of BASK is minimum
which is followed by the BER of QPSK-1/2, QPSK-3/4, and 16QAM-3/4 code rate.
BER of BASK is minimum, i.e., below 0.0001 for code rate 1/2, and maximum BER
is shown by QAM, i.e., 0.1 for code rate 3/4. BER of QPSK is less for code rate 1/2,
i.e., ~0.0001 and high for code rate 3/4, i.e., ~0.001.

Figure 2 epitomizes the bit error rate under FFT over the “α-μ fading channel” for
a given cost of CFO at 10. Here, it can be seen that the BER of BASK is minimum
which is followed by the BER of QPSK-1/2 and QPSK-3/4 code rate. Among the

Fig. 1 BER of different modulation scheme under FFT for CFO of 10

Fig. 2 BER of different modulation scheme under FFT for CFO of 6
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Fig. 3 BER of different modulation scheme under FrFT for CFO of 6

three graphs, the minimum value of BER is shown by BASK, i.e., ~0.0001 at 1/2
code rate. Further, BER of QPSK is higher for code rate 1/2, i.e., ~0.001 and highest
for QPSK at code rate 3/4, i.e., ~0.1.

From Figs. 1 and 2, it can be determined that even on using the same modulation
systems, i.e., BASK, QPSK, and QAM the bit error rate depends on the values of
CFO in addition to that of type of modulation schemes.

Finally, Fig. 3, presents theBERunder FrFT over theAlpha-mu fading channel for
a given value of CFO at 6 from Fig. 3, it is observed that irrespective of modulation
scheme BER is lowest for given values of SNR and CFO. Hence, it is concluded that
under given scenario and given value of CFO FrFT outperform over FFT.

4 Conclusion

In OFDM-based system carrier frequency offset (CFO) is one out of various impair-
ments, which gives rise to inter-carrier interference (ICI). This paper presents CFO
mitigation using FrFT in OFDM-based system. BER has been evaluated over α-μ
for FFT/FrFT-OFDM-basedmodel. As α-μ channel distribution is the generalization
of various channels distribution available in the literature. Therefore, the proposed
analysis may be taken as the generalization of the similar results available in the
literature. Also, it is found that using FrFT in OFDM-based system improves the
BER significantly (by mitigating the effect of CFO) as compared to that of the FFT-
based OFDM scheme. In addition, it may be noticed that the consequence of FrFT
depends on the type and order of modulation techniques. The proposed results may
be extended in various dimension, e.g., effect of the order of FrFT can be presented,
different special cases of “α-μ fading channel” may be used to deduce the results
available in literature.
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An Overview of FTTH for Optical
Network

S. Sugumaran, Durga Naga Lakshmi, and Shilpa Choudhary

Abstract This paper represents the work of optical fiber and how it is beneficial for
human being. Optical fiber communication is fastest communication as compare to
others. The speed of optical fiber communication is just same as speed of light. The
loss isminimum in optical fiber communication so that we can transmit the data as far
aswewant. In this paper,wediscuss about thefiber to the home (FTTH) and its param-
eters. This network provides very high internet speed for particular user approxi-
mately 256 Kbps to 100 Mbps. To provide broadband services to end-consumers
through fiber, fiber to the home linkages are premeditated. To permit circulation of
the communication services, a reflexive fiber arrangement and an active apparatus are
provided in the network. The presentation of elementary constituents of the network
is done and thereby ended by addressing the role of respective components to the
design of the fiber to the home.

Keywords PON · Central unit · Fiber cable · FTTH

1 Introduction

FTTH was first introduced in 1999. It was launched the first commercial FTTH plan
in 2001. Firstly, Japan was launched first FTTH plan throughout whole world. Fiber
to the home (FTTH) is different expertise which is firstly cast-off by BSNL in India.
The advantage of an optical fiber is based on the fact that it providesmore than enough
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bandwidth, and it acts as a perfect platform to deliver many services to the customers
such as very high speed internet having ranges from 256 Kbps to 100 Mbps, high
end video conferences with delegates and future coming technologies such as 3D
motion capturing and also IPTV obligating diverse category of innards like HDTV.
The crucial carter for the recent access technologies is internet having high speed
which assists in undergoing factual broadband. For a protracted term objective, fiber
to the home (FTTH) gives the impression to be the supreme appropriate option: It
will be at ease to upsurge the bandwidth in the forthcoming days, if the consumers
are exclusively obliged using optical fibers [1]. It provides very good quality of
videos, conference calls, good quality of audio, all the amenities that exist on the
internet boards, and very fast downloading speed. By creating consumption of this
connectivity to the home devices using fiber, bandwidth on ultimatum can be brought
to the user. Customer find customer premises equipment (CPE) called home.

2 What Is FTTH?

Communication using optical fiber is established by using the study of light in the
glass medium. This fiber can cart a large amount of data, and it is completely inde-
pendent with respect to distance. Electrical information can be transported through
coaxial medium or copper cable, and it is completely dependent on distance. Glass
fiber that is used currently has improved structure of electronics, enabled fiber to
communicate light signal that is digitized thriving beyond the 100 km (60 miles)
without amplification but it have some amount of transmission loss, minimal inter-
ference, and high potential with respect to bandwidth. Optical fiber cable is a more
or less perfect medium for transmission (Fig. 1).

The exaltation capability of all former transmission media is surpassed by the
FTTH network. In FTTH, firstly, we’ll send the data through centre office (CO) and
optical line transmission (OLT) in optical access network (OAN) to optical network

Fig. 1 FTTH
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terminal (ONT) for single subscriber or optical network unit (ONU) for multiple
subscribers.

3 Function of the Optical Fiber Cable

A bendable, see-through fiber prepared out of glass (silica) or plastic by producing
them to a diameter, a touch denser when compared to that of a hair strand is called
an optical fiber [2]. Optical fibers are mostly cast-off to diffuse the light informa-
tion from one termination to another and authorize broadcast over extended distances
particularly at advanced bandwidths (data rates) better than those provided by copper
wire cables to discover extensive norm in communication systems. In order to
make signals travel along them with slighter expanses of loss in toting, fibers are
handed down instead of metal wires. Fibers are unrestricted to interference caused
by electromagnetic waves, but this difficulty is undergone extremely in copper cables
[3, 4].

4 Architecture of FTTH Network

A network that employs cables made up of fiber and turned out to be as optical elec-
tronics as a substitute of copper wire electronics is referred to as fiber to the premises
(FTTP). It is used to associate with a client on the preferred linkage. To diminish
the cost of installing high bandwidth services to the home, novel architectures of
networking have been utilized. A new term FTTX which refers to the “FIBER TO
THE X” is considered. Based on the area of coverage, it is classified into many sub
portions called FTTC/FTTN for fiber to the curb or fiber to the node, FTTH/FTTP
for fiber to the home or fiber to the premises, the term “premises” is used to indicate
houses, flats, sites of small businesses, etc. Of late, a new branch called FTTWwhich
stands for fiber to wireless is also added (Fig. 2).

According to the position of the termination of the fiber, various optical fiber
conveyance procedures are categorized, and all are collectively termed as fiber to
the X (FTTX). Optical fiber is previously cast-off for long-range communication,
whereas metal cabling has conventionally been utilized for the connectivity from the
telecom amenities to the customer. FTTX deployments cover varying amounts of
that last distance [5].

1. FTTN: In a breakfront whichmay be at a distance of a fewmiles from the location
of the customer, the optical fiber terminates. Then, from the middle breakfront
to the central office, the cabling is generally copper in this configuration [6].

2. FTTC: This configuration is quite similar to the above one mentioned but what
makes it different from the previous one is the distance of the optical fiber that
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Fig. 2 FTTX fiber architecture

is spread between customer location to the intermediate node which is generally
said be close to 300 yards [7].

3. FTTB: In this configuration, the cabling of fiber dismisses at the site of the
building, which is stereotypically a multi stair unit. Distribution of facility to
each and every unit may be done through any of a number of methods from the
central office [8].

4. FTTH: In this type of configuration deployment, optical cabling at the distinct
home or business.

5. FTTP: It is a combination of bothFTTHandFTTBconfigurations or is sometimes
used to indicate that a particular fiber network takes account of both homes and
businesses (Fig. 3).

5 How It Works?

Fiber optics cables are the collection of glass cables which are of size close to a
thin hair strand. At speeds and capacities far beyond present time’s copper-cable
system, audio, video, and data signals are communicated through the fiber as pulses
of light which are generated by the Laser. It works on very high speed and carry
more amount of data which is very useful for user according to the diagram it will
set up the PON which has control station send the data and then with the help of
optical transmission line (OLT). PON works just like a splitter and many fibers are
connected with PON, which transfers the data in form of light and at the receiver
side photo diode is present which convert the light in the form of signal. It is served
firstly in domestic and business users of small scale and medium scale enterprises;
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Fig. 3 FTTX configurations

FTTP offers audio services and many other related features and gives contribution
of nearly unlimited bandwidth for many applications such as surfing the internet at
high speed, etc. It also offers some services which are not possible with the existing
network [9].

6 Optical Distribution of the Network

A plain fiber is the pretentious optical architecture with a good distribution network,
because we have a dedicated configuration where one fiber for one customer goes
from the central office. These sorts of networks are more expensive due to the
machinery including fiber and the central office but the advantage is based on the fact
that it can offer very large bandwidth [10]. A plain fiber is commonly preferential
because of novel applicants and viable operators. Any form of regulatory remedy
is possible using this topology [4]. To make fiber broadband links conceivable, two
dissimilar network proposals are proposed one is active optical network and the other
is passive optical network [11].

6.1 Active Optical Network (AON)

Having a fiber connection joining each house to the switches of phone enterprise,
either to a local active switch or to a central office (CO) nearby is the meekest means
to get homes connected to fiber. To accomplish distribution of information and course
to the accurate end handlers, an active optical network (AON) utilizes routers or a
switch aggregators which are basically switching apparatus motorized by electricity.
Each switching breakfront can knob greater than a thousand clients, although four
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Fig. 4 Active optical
network (AON)

to five hundred is more emblematic [12]. This kind of apparatus performs switching
and routing in two layers and three layers depending on the requirement and carries
information from or to the central office. To carry estimated transmission using
full duplex configuration with range of 100 Mbit/s over one optical fiber which is
single mode FTTP, the IEEE 802.3ah standard empower facility providers. Speeds
of 1 Gbit/s are becoming commercially available. Subscribers possess a one on
one end fiber optic component. And also to accomplish distribution of information
components that are active like amplifiers, repeaters, or shaping circuits are cast-off
in AON networks with a covering range of about a hundred kilometer (Fig. 4).

6.2 Passive Optical Network (AON)

PON are used in telecommunication purpose. In which, we’ll device architecture
of point-to-multipoint using fiber optic splitters that are not motorized by power.
Splitters are used to facilitate a single optical fiber for helping numerous customers,
keeping in individual fibers between the hub and customer without obligating to
delivery. At the facility provider’s central office (hub), PONs require an optical line
terminal (OLT) and adjoining endhandlers, a numerous optical networkunits (ONUs)
or optical network terminals (ONTs) are present. To lessen the quantity of fiber and
equipment related to the hub that is necessary compared to that of one to one type of
architectures, a PON is used [13]. According to the recommendation cited in ITU-T
G.652, we use on wavelength for regulating traffic upstream and another wavelength
for downstream in a single mode fiber in a PON which is generally termed as WDM
multiplexing. There are some of the typical standards of PON such as APON/BPON,
EPON, GEPON, and GPON, and generally, we utilize the 1310 nm wavelength for
upstream traffic and 1490 nm (nm) wavelengths for downstream traffic, and 1550 nm
is used exclusively for elective overlay facilities such as radio frequency video, i.e.,
analog signal (Fig. 5).
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Fig. 5 Passive optical
network (PON)

Passive optical network further classified in two parts which is TDMPON,WDM-
PON.

1. TDM passive optical network

Some of the configurations have been consistently developed for time division multi-
plexing TDM PONmachineries for organization of FTTH. Out of them, some of the
frequently used standards are summarized in Table 1 with their significant parame-
ters [14–17]. In TDMPON, it is not likely for diverse operators to substantially stake
the same fiber which is the biggest disadvantage. So, to overcome this problem, a
multi-fiber distribution is essential [14]. Some of the configurations that are widely
deployed are APON/BPON, EPON, and GPON. Among these, EPON stands first
in deployment having roughly 40 million deployed ports followed by GPON whose
growth is also substantial, but not more than 2 million connected the port.

The typical signal transmission in upstream is initiated by ONU or ONT transmit-
ting data for a fixed time period only. That means more than one ONT or ONU will
not be able to transmit data simultaneously; i.e., time division multiplexing is under-
gone whereas in downstream direction the ONUs and ONTs receive data through
the address that is specified in the data signal and will get directed to the prescribed
destination that is provided in the data that is sent from an OLT. According to the
information that is mentioned in Table 1, GPON mode of configuration contributes

Table 1 Classification of different configurations in a TDM PON

Parameter BPON EPON GPON XGPON 10G-EPON

Standard ITU-T
G.983

IEEE
802.3ah

ITU-T
G.984

ITU-T G.987 IEEE 802.3av

Downstream data
rate

622
Mbps

1.25 Gbps 2.5 Gbps 10 Gbps 10 Gbps

Upstream data rate 155
Mbps

1.25 Gbps 1.25
Gbps

2.5 Gbps 10 Gbps/Symmetric
1 Gbps/Asymmetric
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compressed signal and audio services at a high speed of 2.5 Gbps. Other higher
versions like XGPON and 10G-EPON can be operated at rates even higher than that
of GPON. GPON reclaims many purposes of BPON in order to permit informal
changeover from BPON to GPON.What makes GPON superior from other configu-
rations is that it uses a protocol called generic framing procedure (GFP). This protocol
interfaces all network packets enabled by GFP and to all major services provided
and also supports both audio and data related services. The ITU-T recommenda-
tions G.984.1 through G.984.5 is considered to be GPON standard [16, 18]. The
voice component can be represented as VOIP service (voice over IP, packet-switched
protocol) and can be combined with data component in physical layer simulations.
As a final point, the video module can be characterized as IPTV signal or as an
RF video signal (traditional CATV). The price related with FTTH architectures are
deliberated in obtainability demonstrating of the architectures are discussed in [2,
9, 19–21] talk over concerns and encounters that are associated with the coming
generation PONs.

2. WDM Passive Optical Network

TDM-basedmultiplexing is themost frequently used standard technique. However, a
non-standard sort of PON is currently established by a limited number of companies
called as wavelength division multiplexing PON, or WDM-PON. It is the coming
generation’s access network. There is no particular standard or no particular defi-
nition for this WDM-PON which is universally approved by one and all. However,
by some characterizations WDM-PON has committed and a separate wavelength
for respective ONU wavelength division multiplexing passive optical networks. In
WDM-PON, since multiple wavelengths are used, they can be cast-off to isolate
each ONU into many number of unreal passive optical networks lying on the same
physical configuration. The wavelengths when used collectively deliver effective
consumption of wavelength and subordinate delays practiced by the ONUs [22].

This WDM-PON is further classified into two configurations as per the citation
in SG15 of ITU-T [23]. The first one is time and wavelength division multiplexing
PON (TWDM-PON), and the second category is AWG-based WDM-PON. In TDM
PON, large number of users has to be supported and data need to be transmitted
at a very faster speed and also more than one person should be able to access the
fiber simultaneously. For this, different wavelengths can be transmitted on the same
fiber and operators can access them at any point of time [23]. Whereas, in second
category that is arrayed waveguide grating (AWG)-based WDM-PON each operator
is delivered with a committed wavelength. Also, this WDM-PON since it uses a
separate wavelength for different subscribers, it is said to have higher security and
better privacy. It supports a transmission speed of 1.25 giga bits per second in both
ways, i.e., up and down streams.
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7 Advantages

1. Fiber to the home is the solitary expertise that will provide enough bandwidth.
2. It provides reliability and is afforded at a low enough cost, to meet the

prerequisites of the user of the subsequent decade.
3. It is the only technology that is inexpensive these days, because of this

reason number of corporations using wide variety of dissimilar business cases
internationally are competing to install it in many number of locations.

4. FTTH is by nowproviding services at high profile and eventually users are finding
it more advantageous than the “cable TV.”

8 Applications

1. Social applications custom the infrastructure of optical fiber to develop an intel-
lect of civic. These include various communal social networking sites that are
aimed at maintaining social relations, some sites introducing local news and
events, i.e., intranets, and some video channels which are web based.

2. Arts and educational applications which include sophisticated online video
conferencing in communal canters, open-air pitches or kids’ play canters to fetch
live performances, educational apps, onlinemusic tutorials, e-book studying, and
many more collaborating events into the civic.

9 Disadvantages of FTTH

The detriment with this technology is the price that is accompanied with FTTH
cable and all other related infrastructure so that it is becoming a way too expensive
to manage to pay for a typical house hold. Anyway, to get rid of this problem,
there are some advanced resources that individuals can implement. Creating custom
of an FTTP; i.e., fiber to the premises is one of the protuberant ways of doing so
where the fiber optic technology is got into the premises instead of being paid it
to individual homes. So, in this manner, both the purposes can be served; i.e., high
speed is achieved, and cost factor is reduced instead of going for a compromise. It is
pretty obvious that with the flow of time, innovative traditions will be developed for
making groundbreaking consumption of fiber optic technology.

10 Limitations of FTTH

The limitation of optical fiber cables is based on the fact that they undergo some
bending losses called scattering losses, and so, they should have restricted bend radius
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(about 30mm), and if that limitation is crossed, it ismore likely that some information
will be lost. So, in recent times, bend resistant fibers have been familiarized which
have higher forbearance to bending.

Other limitation is that unlike copper UTP cables, optical cables can carry only
data and they cannot carry power. SomePOEenabled IP devices like internet protocol
phones, wireless access points, etc., are motorized straight by using the unshielded
twisted pair (UTP) cables which is not assisted by fiber as they carry only data.
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Comparison of Various Classification
Techniques on Brain Tumor Detection

Ravi Prakash Chaturvedi and Udayan Ghose

Abstract Brain tumor is world’s most severe disease, and death rate has gradually
increases. In this paper, we detect the brain different types of tumor via segmentation
using neural network and classification using curvelet transform with unsupervised
learning method. For that consideration, the process of new cells is replaced by old
cells because of old cells are died first, but sometimes the old cells do not died and
new cells are not able to replace other side; the new cells are often form a huge
tissue and this called a tumor. We proposed the dynamic neural network with feed
forwarded dynamic neurons for automatic image segmentation. Themethod, involve-
ment ofmultiple neural layer architectures that particularly focus on extracting image
features from image-related regions, besides having a positive effect against over
fitting segmentation of MRI images by given the fewer number of weights in the
network. Next, curvelet-based unsupervised learning technique for image classifica-
tion, which is based on multistage and multidirectional transform that capturing the
edge point in brain images. The edge pointes in an image are the significant infor-
mation caring points, which are used to demonstrate better visual configuration of
the image. Our approach achieved better results in brain tumor segmentation chal-
lenges on dataset by comparing with other existing methods. Our approach achieved
better results in brain tumor segmentation challenges on BRATS 2019 dataset by
comparing with other existing methods.
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1 Introduction

Tumor in brain is a sort of strange cell conglomeration which is sure cerebrum areas.
Because of the event of mind tumor, it very well may be ordered into essential
and metastatic. Cerebrum tumors influence the people seriously, on account of the
unusual development of cells inside themind. It can upset appropriate cerebrumwork
and be hazardous. Two kinds of mind tumors have been distinguished as amiable
tumors and dangerous tumors. Threatening mind tumor spread to different locales
of the cerebrum and spine quickly. A fine point-by-point arrangement partitions the
tumor into four evaluations and the higher evaluation tumors will be progressively
dangerous. In grown-ups [1], the general sort of fundamental cerebrum tumor is
accepted as gliomas. From the evaluations of I to IV seriousness, gliomas are grouped
so as to reviewing arrangement of World Health Organization (WHO). The tumors
are threatening and hurtful when the smoothness with destructive. The classification
of the images in the dependent on the concepts like magnetic resonance imaging
computed tomography filter, ultrasound, and X-beam.

The spinal string and cerebrum are secured by meninges and play as defender. As
it increases in a moderate way, they are exceptionally expected as favorable tumors
and it has low likelihood to spread. The tumor that happens at pituitary organ are
known as pituitary tumors, and it is significant reason for about 14% of intracerebral
tumors, with few are a result of deformities in acquired hereditary qualities [2] with
some are a result of consistent transformation.

Separating second rate and high-grade glioma utilizing perfusionMRI has been fit
for understanding couple of inconveniences in biopsy. The PC supported framework
suggestion is useful for location. In earlier phases of tumor development, an effective
and programmed framework for arranging cerebrum tumor underpins doctors to
decipher the therapeutic pictures and helps in master’s choice. Through investing
diminished energy, the reviewing of cerebrum tumor is performed in this investigation
and it gives improved precision.Moreover, thewhole grouping system is noninvasive.
For breaking down the medicinal pictures, enough centers had been given to analyze.
The enthusiasm for the space ofwellbeing-related systems and themes are developing
now as the nearness of current ML methods have demonstrated its adequacy in
settling distinctive issues [3]. A few examinations have been directed in various
tumor characterization utilizing MRI, principally developmental calculations, MR
mind pictures and fake neural systems (ANN) [4], bolster vector machine (SVM)
and half and half-wise procedures are the shallow ML calculations that are utilized
to separate the unusual and typical classes of pictures in cerebrumMR that are meant
through existing works.

The classification of the cerebrum tumor is holding the picture data from the
database which is utilizing in segments and creating the divisions. The strategy,
association of little bits, incorporated different neural layer structures that especially
centers on extricating picture highlights from picture-related districts, other than
having a constructive outcome against over fitting division of MRI pictures by given
the less number of loads in the system.
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2 Literature Survey

Saleck et al. [5] presented another methodology utilizing FCM calculation, so as to
extricate the mass from area of intrigued (ROI). The concept of the strategic distance
with FCM is by maintaining the arrangement of pixels which will give you the data
as such. The pixel-level arrangement is spread over the surface which is occupied
with the GLCM mass limit precision. The proposed method is ideally affected the
precision. Navjot Kaur [3] tumor perceived therapeutically as a dangerous disease
which is bunch of infections and affected the cell development.

Swetha andKrishnaMohan [6] automatic brain tumor tissue detection is identified
in the segmentation in pixel images through and evaluating tumor

Kumar and Kumar [7] as part of brain tumor the classification of the segmentation
and classification will arranging the separation and save the life with some treatment
which need to take against the disease. The focus of the personality that pictures
perfect images and anisotropic filtering and uproar in SVM classifier will improve
the image from the structure which are noticed some important showed procedure.
The cerebrum will accomplish the MRI photographs in the framework and done the
part of activities. The solicitation pixels are more powered in the framework.

Acharya and Choubey [8] the present paper proposed that we have used division,
highlight extraction and arrangement method for discovery of tumors. Brain tumor
detection and segmentation are a standout among the most difficult and tedious
assignment: PCA is utilized for division, GLCM is utilized for include extraction,
and neural system is utilized for arrangement of tumors.

Kaur and Gill [9] division has illustrated satisfactorily in this particular research
district. Remedial picture getting ready is a dynamic and rapidly creating field.
Psyche tumor division frameworks have shown it in recognizing; moreover, sepa-
rating tumors in clinical pictures and it will continue into what’s to come. Brain
tumor detection is using canny edge detection with operators.

Li et al. [10] the structure of the framework utilizes neighborhood twofold models
(LBPs) to evacuate in closer picture highlights, for example, edges, corners, and spots.
The classification of the blend is highest level blend and choice-level blend which
are used for Gabor activities and normal formations, and there will be sportive idea
and organize the pattern. The union results from the classifier and decision-level
mix performs on possibility in yields. The uses of the machine learning structure are
mainly utilized in the classifier.

Dhanaseely et al. [11]. There are two models which have taken for the discussion,
and the names of the models are CASNN and FFNN. The mentioned levels are
involved in the investigation of the process. The extraction part of the system is
done the computational weight losses. As mentioned in the database, features are
removed from the PCA. The part of system is moving toward the getting ready stage
and testing stage but the planning of the segment will be occupied in both stages.

Liu and Liu [12] declare a calculation of HV tiny picture join extraction and
attestation utilizing faint-level co-event structure (GLCM) so as to appropriately
segregate the segment data of human ailments (HV) minute pictures. Initial start
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with 20 bits of picture of with the utilization of GLCM and after four parameters
like entropy and centrality are evacuated using GLCM and some time for HV picture
insistence is done.

Praveen and Singh [13] define another method to improve support vector machine
using c means for tumor class know as cerebrum. He defined framework on different
pad. In this, he use twofold and morphological operation by using FCM on MRI
images and extract the dull feature using GLCM after that he use SVM and correctly
define the this class of tumor.

Amasyali and Ersoy [14] classified the exactness and execution time in terms
of improving the system and precision making with execution time are the huge
factors into estimate the course of system. There are more datasets involved in this
to improve the courses which is correctness test and time. The result of the course
is focused on the estimation of the random forest and random committees and both
are significant decision on the system.

3 Proposed System

The demise rate of diminish is centered brain tumor of ID and recognizable cerebrum
tumor occupied in utilizing classifiers. The final work will be idealized different
phases. Utilization of separating segments by calculation including gray-level event
matrix (GLCM). The mentioned phase is combiner procedure of gathering classifier
by programmed artificial neural network.

The identification of the pattern will be occupied with calculation of brain rever-
beration imaging which is contained with the restoring process. An ensemble clas-
sifier defines the neural system with machine learning system and support vector
machine (Fig. 1) [3].

3.1 Compilation Processing Step

The compilation process is to handle the image that evacuates the data from the
picture and is main constraint of the process. Based on the evacuation of the process,
the image has to be improved well enough and handling will be much improved with
the whole process. In the processing of the grayscale image will participate with the
picture remaking process. At the filter stage, the noise will be arrest and evacuate
[6].

Themiddle filter is clearly utilized for the commotion disposal in a shifting system.
The system is evacuating the noise from the images like salt and pepper from the
grayscale picture. The identified channel is collapsedwith high pixelswhich is impact
in terms of diminishing salt-and-pepper commotion also possibility will be reduced
[15].
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Fig. 1 Flowchart of the proposed system

3.2 Image Segmentation

The sort of images is critical as monumental quantities of pictures are created
throughout the results and it is connected for clinical sort of physically separated
these images in a really good time. The image participation is mentioned isolated the
non-covering districts [16]. The isolated portion does contain with the pixels which
is easier to separation on its way of investigation. The concept is really helpful to
understand the bounds. [6]. The calculations of thementioned area among the images
are occupied in likeness and brokenness [17, 18].

The separation of vital half in clinical identification and may be valuable in pre-
cautious concepts and promoted the concepts. Therefore, most of the accessible
division is occupied parting and mixing techniques and edge-based bunching ways
[19].

The process of bunching is ideally covering the images, and pre-handling stages
are keen with the running the chosen bunches. At this while, we will utilize the
bunching concept for locating the tumor zone in our images [20].
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3.3 Features Extraction

The significant concept of the feature extraction is advanced in the development
of grouping and separation of the important data for every class. The method of
highlights is cleared from the concepts and arranges the vectors [21, 22]. The whole
process is utilized by the classifiers to realize the data with focused unit [23].

The simplest way to winds up the concept will be highlighted with the character-
ization of the classes by arranging the permits and the feature extraction to recover
the data from the crude data [24].

3.4 Classification

Arrangement is the way toward ordering the things as per its sort and example.
Choosing the appropriate classifier brings about exactness and improved execution
for different datasets. Here, the tumors are named benevolent and harmful tumor [6].
So the proposed framework joins CART characterization and troupe SVM-based
arrangement to make the procedure more proficient than the current procedure. It
is a discrete half-breed technique. Arrangement tree and relapse tree are joined and
named asCART.Grouping tree predicts the class towhich the information has a place
with and the relapse tree will anticipate the exact values in genuine numbers [25,
21]. SVM helps in bunching the information into gatherings. So this has expanded
the exactness in recognizing the precise tumor influenced territory [26]; another
approach using deep neural networkwe precede the image segmentation using fuzzy-
Cmean and after applying PCA andDWT for feature extraction, then we use features
optimization technique. Then we classify the brain tumor using feedforward neural
network, SVM, ensemble classifier [27, 28].

Ensemble support vector machine (SVM) is utilized for order process. It deals
with straight information. It is additionally used to order numerous ongoing issues
like content classification, face acknowledgment, malignancy finding, and many. It
uses isolate and vanquishes technique. Based models are joined with high prescient
execution in gathering SVM. It is powerful in high-dimensional areas and orders the
picture [5, 29] (Fig. 2).

A supported vector machine based on statistical theory and a given data set is
trained and try to map on yi to function f (xi) for given sample set information this
mapping is described as [30]:

P(l) = Sign
(∑

x Qi yi K (Z , Si) + b
)

(1)

As a vectors of Qs are the set of coefficients, are the function vectors, sx are the
support vectors, z is the input vector, K(z, sx) is the chosen kernel function, and b is
the bias.
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Fig. 2 Flowchart of PSO
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Linear : Kx(xi, zi) = xi • zi, (2)

Polynomial : K (xi, zi) = ((xi • zi) + 1)dx, dx > 0, (3)

RBF : K (xi, zi) = exp(−||xi − zi ||2/(2σ2)). (4)
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And via this we find the accuracy through SVM using different kernel like linear,
RBF, and polynomial [19].

4 Result and Discussion

The presentation of the framework will be utilized the network, and the results could
be following way Correct Positive (CP), False Positive (FP), False Negative (FN),
and Correct Negative (CN), collectively says correct negative and correct positive. In
various analysis, the conceptwill be figured outwith the no tumor on this; at the point,
it is false positive. 49 imageswere tried utilizing this disarray lattice. The exhibition of
the twofold arrangement test has two significant factual measures in restorative field,
and they are affectability and explicitness. Positive qualities accurately recognized
are given in rate by affectability. Negative qualities accurately recognized are given
in rate by explicitness.

So observing Table 1 and Fig. 3, the comparison is focus on accuracy and using
FFANN and SVM and ELM give accuracy 99.78, 91.3, 99.43 using 25,000 pixel
value the highest accuracy given by FFNN (Figs. 4, 5, 6, and 7).

Table 1 Comparison table accuracy

Classifier technique Accuracy (%) existing Accuracy (%) proposed

FFA neural network 89.33 99.78

Support vector machine 90.47 90.5

Ensemble classifier 94.01 94.43

Fig. 3 SVM proposed result
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Fig. 4 FFA neural network result

Fig. 5 Ensemble classifier result

Again we found from Table 2a, accuracy level via optimizing the features using
swarm optimization is 99.68, 90.68, 99.54 for FFANN, SVM, Ensemble so again
Ensemble give highest accuracy when contrasted (Fig. 8).

The comparison Table 3 differentiates ideal sensitivity existing and ideal sensi-
tivity proposed classifier technique; the value of the FFAneural networkwill be 93.94
in existing and 99.67 in proposed method. The IDEAL support vector machine ideal
sensitivity is 90.33 and 90.68 is proposed method.

As per the table, the classifier will maintain the FFA neural network, SVM, ELM
that our proposed full ensemble classifier and ideal sensitivity.

The features of the system are given in Table 4.
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Fig. 6 Comparison of accuracy

Fig. 7 Comparison of precision

Table 2 Comparison table precision

New ideal classifier technique Exact precision (%) existing Precision (%) proposed

FFA neural network 89.41 99.88

FULL support vector machine 90.59 91.3

IDEAL ensemble classifier 93.57 98.43

5 Conclusion

As per the results, the brain tumor will recognized by an image area preparing
strategies. This method required different procedures like preparing utilizing channel
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Table 3 Comparison table sensitivity

Exact classifier technique Ideal sensitivity (%) existing Ideal sensitivity (%) proposed

FFA neural network 93.94 99.67

IDEAL support vector machine 90.33 90.68

FULL ensemble classifier 96.47 98.54

Table 4 SVM feature results

Feature value Image 1 Image 2 Image 3

Mean 0.00319 0.002749 0.001512

Standard deviation 0.0944 0.0897726 0.0898

Entropy 3.36 3.12 0.00806

RMS 0.094 0.089 0.84991

Variance 0.082 0.0085 7.78334

Smoothness 0.91 0.91 0.8499

Kurtosis 5.51 6.91 7.783

Skewness 0.4839 0.4507 0.6817

IDM 1.066 −0.76 1.14

Contrast 0.2322 0.24277 0.281148

correlation 0.09959 0.09684 0.096983

Energy 0.73098 0.7502 0.754603

Homogeneity 0.9248 0.0930284 0.929408
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calculation, division utilizing bunching calculation, include extraction utilizing gray-
level co-event framework and group order. The group of classifier is at long ordered
the tumor or non-tumor area. The group classifier confirms a significant idea in our
job. Group classifier is the blend of different individual classifiers. The classifiers
are compressed with neural system, and full support vector machine, ideal ELM,
classifier. The group of high exactness and less process time, and it is fully contrasted
with all other classifier system. The identification results are appeared in reasoned
that the group classifier is different angles.
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Fake News Detection Based on Machine
Learning

Pushpa Choudhary, Suchita Pandey, Sakshi Tripathi,
and Shubham Chaurasiya

Abstract Mob lynchings, misrepresentation of government policies, manipulated
history, and communal disharmony are some of the events that recently occurred
due to fake news propagation. Hence, fake news detection model will help to spread
awareness and harmony among individuals. According to BBC Report, 72% Indians
fail to distinguish between ‘real’ and ‘fake’ news. Hence, in this paper a model is
proposed in which natural language processing has been used for rectification of the
text along withmachine learning algorithms. Themodel predicted fake and real news
successfully with 90.2% accuracy.

Keywords Fake news detection (FND) · Natural language toolkit (NLTK) ·
Convolutional neural networks (CNN) · Recurrent neural networks (RNN)

1 Introduction

News has been the provider of information since centuries. In traditional times,
there were news agencies which were the source of news, and hence, reliability and
confidentiality remainedwith the official organizations itself. In recent times, Internet
grew rapidly from rural to urban areas. With the growth of internet, more users from
all over the world got access to Internet and to spread the information in their way
[1].
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According to Economic Times report of 2019, there are 627 million internet users
in India which means world’s second largest Internet user is available in India [2]. As
the population of India is higher obviously number of user is also more who is using
social media, in that case procreation of fake news is also high. A research by BBC
shows that nearly 72% Indians struggled to distinguish between fake and real news
[3]. Websites like The Onion [4], News Thump [5], The Poke News [6], and The
MashNews [7] are among the top rankers of=Fake ‘or=misleading’ news propagator
[8]. Hence, many online fact checking resources like Snopes [9], FactCheck.org
[10], Factmata.com [11], PolitiFact.com [12], and many more grew rapidly. Social
networking sites such as Facebook, Whatsapp, and Google addressed this particular
concern but the efforts hardly contributed in solving the issue.

Approaches to detect Fake News:

1. Detection Approaches Based on Machine Learning: Following are the algo-
rithms which were used in the detection of fake news based on machine
learning: support vector machines (SVMs), random forests, logistic regres-
sion models,conditional random field (CRF) classifiers, hidden Markov models
(HMMs) [13].

2. Detection approaches based on deep learning: In this approach, following are
the algorithms which were used for fake news detection by modern artificial
neural networks, which is further classified into two methods, i.e., recurrent
neural networks (RNN) and convolutional neural networks (CNN) [13].

Thismodelwill detect fake newswhich is provided by the news provider, comment
sentiment analysis, and content of the provided news. In this paper, natural language
processing is used for preprocessing of the dataset and machine learning approach
to fight fake news (Fig. 1).

Fig. 1 Fact checker [14]
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2 Literature Survey

There are many models for fact checking and detecting fake news. Politi-
Fact [12]—A fact-checking website operated by Poynter Institute in St. Peters-
burg, Florida, which uses Truth-O-Meter to determine truthfulness of a state-
ment/article/event/Image/video. But the fact checking is limited to political news and
hence fails to cover broad spectrum of news. According to a survey paper, Facebook
fake news sources can be encountered using BSDetector [15]. Another fact checking
website, Factmata [11] provides platform to get better understanding of the content
which is based on scores content on nine signals, the content includes about hate
speech and political bias things, which is available on web for deep understanding
of credibility and safety. Messenger for businesses flock has launched fake news
detector that aims to stop false and misleading information from being introduced in
their environment [16].

In India, fact checker has recently been launched by India Today, Times of India,
and AFP India but these resources do not provide platform for users to check whether
the news article they are viewing is fake or real. AltNews [17] has been successful
in India to provide platform for user to clear their doubt, though it is yet to get more
efficient and reliable.

3 Proposed Work

In this paper, a model is build based on preprocessing data with the use of Natural
language Toolkit (NLTK) Library, removing all the stopwords such as—the‖, —is‖,
and —are‖ and only using those words which are unique, and it provides a relevant
information. In these punctuations, numbers are also removed and then collected
dataset converted into lowercase letters.CountVectorizer orTF-IDFmatrix algorithm
has been used which will tallies to how often the word in used in a given article in
the dataset. The process of methodology of fake news detection is shown in Fig. 2.
Since the problem concerns with text classification and information extraction, for
that naïve Bayes classifier has been used for text-based classification. For training
and testing of dataset, multinomial NB and passive aggressive classifier have been

Fig. 2 Process flow diagram
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used. In this, 33% training dataset and 67% test dataset. With the help of Count
Vectorizer [18–20], rare words occurring in corpus also removed.

Objective of this paper is to make a website and app for user so that whenever
he/she selects a text, the application reflects with floating window and provides user
with the percentage of fake and real news of the selected text. The advantage with
the application or Web site is that without opening or uploading any content in the
application, the application will detect fake news.

4 Methodology

In this section, methodology of proposed model has been described. Figure 3 repre-
sents work flow of methods involved in creating the model. The major steps involved
in building the model are:

1. Corpus of Text Document
2. Then preprocessing is done on corpus text
3. In the third step, analysis is done on Parsing and Basic Exploratory Data
4. Text representation using relevant feature engineering techniques
5. Modeling
6. Evaluation and Deployment.

4.1 Scraping News Articles for Data Retrieval

Currently, the model has been trained using dataset fromKaggle [21] with 6335 rows
and 4 columns. News articles will be scraped from, in shorts [22], with the help of
python libraries along with NLTK and spacy. A typical news article is also in the
HTML section as shown in Fig. 4.

The specific HTML tags can also be used which contain the textual content [24].
Hence, with the help of libraries such as Beautiful Soup and requests, useful content
will be scraped.

Collected dataset contains 6335 rows and 4 columns; the head of the dataset has
been depicted in Fig. 5.

Fig. 3 Methodology of proposed model
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Fig. 4 Landing page for technology news articles and its corresponding HTML structure [23]

Fig. 5 Dataset of real and fake news articles

4.2 Text Wrangling, Cleaning and Preprocessing

Here, the NLTK and spacy packages both have been leveraged to process the data.
Stopwords can be used to process data and remove the most common words used
in our dataset such as —and‖, —the‖ and —is‖. Along with stopwords, HTML
tags, accented text, expand contractions, punctuations, numbers, and special charac-
ters are also needed to be removed since they do not provide relevant information.
Lemmatizing and stemming text are done with the help of functions such as lemma-
tize_text() and simple_stemmer(), respectively. With the help of TF-IDF vectorizer,
word importance in a given article in the entire corpus is determined [25].
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Fig. 6 Dataset visualization of fake news and real news using Seaborn X-axis represents label (fake
or real), y-axis represents Index

4.3 Data Visualization and Feature Extraction

For better understanding of the dataset, matplotlib and seaborn libraries for visual-
ization and plotting graphs are used. Using stripplot() method, present in seaborn
library statistical plot as shown in Fig. 6 was formed which shows 0–5000, datasets
are REAL while from 5000 to 10,000, datasets are FAKE. CountVectoriser library
to remove the rare words was imported.

4.4 Modeling and Grid Search

With the help of multinomial NB and passive aggressive classifier, 33% of the dataset
was trained and remaining set of data used as testing, i.e., 67%. Using confusion
matrix, highest accuracy model will be achieved [26].

5 Result Analysis

Let us assume that given news as a positive, and classifier classifies given news as a
fake:

• First case can be the number of True Positives is the number of news articles,
correctly classified as Fake News.

• Second case can be the number of False Positives is the number of news articles,
incorrectly classified as Fake News.

• Third case can be the number of True Negatives is the number of news articles,
correctly classified as True News.
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• Fourth case can be the number of True Positives is the number of news articles,
incorrectly classified as True News.

For all the cases, precision of a classifier is calculated as follows:

Precision = TP/(TP + FP)

where TP—Number of True Positive, FP—Number of False Positive.
The recall of a classifier is calculated as follows:

Recall = TP/(TP + FN)

where FN is a Number of False Negative.
Four confusionmatrixes are depicted in Fig. 7, which help in evaluating the quality

of the output of a classifier. In this, multinomial NB and passive aggressive classifier
are used on the fake or real news dataset. Diagonal elements of the matrix represent
number of points which represents predicted label value is equal to true label value,
whereas off-diagonal matrix represents number of points where prediction value
fails.

Fig. 7 Confusion matrix, without normalization
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The following matrix shows the fake news detection without normalization. As
in Fig. 7 depicted, the results of the matrix changes as the classification models or
vectorizers are changed.

In Matrix 1, combination of Multinomial NB and TF-IDF vectorizer algorithm
has been used.

In Matrix 2, combination of Multinomial NB and Count Vectorizer algorithm has
been used.

In Matrix 3, combination of Passive Aggressive Classifier and TF-IDF vectorizer
algorithm has been used.

InMatrix 4, combination of Passive Aggressive Classifier and Hashing Vectorizer
algorithm has been used.

The precision for the given classifying model is 90.2%; recall on the other hand
is 48.6%.

The positive predictive value (precision) of the model represents the relevant text
documents among the retrieved text documents, whereas sensitivity (recall) is the
fraction of total amount of relevant text documents that were actually retrieved.

6 Conclusion and Future Scope

In this paper, the proposed model is Fake News Detection which differentiates the
text by text classification algorithms to tell whether the news is =fake ‘or =real’. For
training, 33% dataset has been used, and 67% data has been used for testing the Fake
News Detection model. The model predicted fake and real news successfully with
90.2% accuracy.

In future, VADER for sentiment analysis can be used which is more efficient
algorithm and a text classification model that provides us with highest accuracy.
Also, existing Fake News Detection models have worked for news and politics only,
scope in Stock Markets, where shares rise and fall very frequently, still persists.
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Design of Octagonal-Shaped CP Antenna
for RFID Handheld Reader Applications

Niraj Agrawal, A. K. Gautam, Rajesh Mishra, and S. D. Choudhary

Abstract In this article, a circularly polarized octagonal-shaped slot antenna is pro-
posed for radio frequency identification (RFID) reader application. The bandwidth
and circulation polarization of proposed design are improved by changing the size of
corner truncation and the octagonal-shaped slot. With an overall size of 65 × 65 ×
1.6 mm3, the designed antenna achieves measured return loss bandwidth of around
35MHz (897–932MHz) and axial ratio of bandwidth 10MHz (913–923MHz). The
printed antenna agrees a good promise between simulate and measured values. The
antenna exhibits a wide beam-width characteristic, around 113◦ in the upper hemi-
sphere. The proposed antenna is suitable for RFID short-range reading applications.

Keywords Axial ratio (AR) · Radio frequency identification (RFID) · RHCP

1 Introduction

UHFRFID frequencies ranges and standards are regularized by an organizations such
as the ISO (organization for international standardization), EPC Global and ASTM
international. The frequency spectrum allocated for UHF RFID is 865–868 MHz
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and 902–928MHz. RFID technology has enormous application such as localization,
monitoring and identification of object and also in health care, shops, supermarkets,
shops and tracking and security in different operations for railways and airports.
Practically, the efficiency of the RFID decreases due to the random orientation of
the items. The efficiency of the RFID reader can be increased by using a orientation
independent circularly polarized (CP) transmitter antenna [1, 3, 5, 8–10]. Thus, these
antennas are effective for unpredictable orientation of the system.

In [10], a pair of slot loaded shorted patches and three-step impedance sections
RFID chip is presented for UHF RFID tag application. In [9], the compactness is
achieved by implanting four symmetric-slits, and circular-shaped asymmetric slots
are used to generate CP radiation. A broadband CP patch antenna is presented a two
side corner truncated patch with open-circuited microstrip line for universal UHF
RFID applications [3]. Further, two orthogonally T-shaped slots are introduced on
the square patch for achieving CP radiation [8]. In [12], a passive UHF RFID tag
with variable impedance tuning range is used to match different RFID chips. A RFID
tag antenna with Vivaldi-shaped aperture is presented to tune 915 MHz frequency
[11], and a platform immune antenna solution for RFID tags is presented [6]. An
inverted PIFA structure at a resonant frequency 920 MHz for a dongle-type RFID
reader module is proposed [7]. Aforesaid antennas are either larger in size or show
smaller operational bandwidth.

Therefore, in this article, a compact circularly polarized octagonal-shaped slot
antenna for ISM radio frequency identification reader is designed and experimentally
studied. The bandwidth and circulation polarization of proposed design are improved
by changing the size of corner truncation and the octagonal-shaped slot. An intended
RFID design reveals a wide 3-dB beam-width characteristic and excellent cross-
polar discrimination (XPD) in the upper hemisphere. The prototype is printed on
lossy substrate and practically measured. The optimized values of displayed antenna
are obtained by CST simulator [4].

2 Antenna Design and Configurations

The radiating patch used in the proposed antenna is an unequal truncated corner with
an octagonal-shaped in diagonal of first quadrant. The compactness in the antenna
nourishes by using octagonal-shaped which consequently increases the total elec-
trical length of the antenna, and circular polarization is nourished by unequal trun-
cation of all four corners of the radiator. The unequal truncations on the corners
are accountable to excite two orthogonal components as illustrated in Fig. 1. The
compact design with a overall volume of 65 × 65 × 1.6 mm3 is fabricated on FR4
material for UHF-RFID reader applications. The intended structure is simulated and
optimized using the CST MW commercial simulator [4], and optimized value of
parameters is scheduled in Table 1.
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Fig. 1 Configuration of the
designed antenna. a
Perspective view and b Front
view
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Table 1 Marked parameters
in Fig. 1b

Parameters Unit (mm)

Lp1 31.00

Lp2 36.00

Lc1 24.00

Lc2 24.04

Lc3 15.55

Lc4 25.45

Ls1 34.00

Ls2 28.20

Ls3 11.30

Ls4 12.00

Wp1 30.00

Wp2 37.00

L f 16.50
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2.1 CP Mechanism

For circular polarization, themagnitude of axial ratiomust be unity,whereas the phase
between degenerated orthogonal modes must be ±90◦. Two degenerated modes in
the intended antenna excited due to the currents at 0◦ time phase and 90◦ time phase,
respectively, are shown in Fig. 2. The length of the slots responsible for currents at
0◦ time phase and 90◦ time phase can be calculated as

L1 = 2Lc2

3
+ 2Wp2 + Lc3 + L p2

3
(1)

L2 = Lc3 + L p2 + Lc4 (2)

The resonant frequencies due to these slots can be derived based on following equa-
tion,

fri = c

2Li
√

εreff
where i = 1, 2 (3)

The evaluated dielectric constant is [2]

εreff = εr + 1

2
+ εr − 1

2

(
1 + 12h

W

)−1/2

(4)

By using listed data, L1 = 80.57 mm and L2 = 77 mm. Meanwhile, the tune fre-
quencies computed based on Eqs. (1) and (2) are fr1 = 899.9 MHz and fr2 = 953.7
MHz, respectively.

Therefore, the mid-frequency fo calculated for these two frequencies will be
926.8 GHZ which is approximately equal to the centre frequency of simulated RFID
resonance, and the variation of evaluated frequency is less than 2.5%. In the present
case, degenerated orthogonal mode at fr1 = 899.9MHz is leading by 45◦, and second
degenerated orthogonalmode at fr2 = 953.7MHzGHz is leading by45◦, respectively,
to the mid-frequency fr0. Therefore, the phase relation between the frequencies is
90◦. Hence, it radiates circular polarization at the center frequency of the operation
918MHz and is shown in Fig. 2a, b.

Fig. 2 Simulated current
distributions at 918 MHz: a
t = 0◦ and b t = 90◦
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Fig. 3 Simulated current distributions at centre frequency (911 MHz) for different time phases a
RHCP radiation. b LHCP radiation

The simulated current distributions at 918MHz are displayed in Fig. 3a, b to
realize the sense of CP radiation. The current is distributed from 0◦ to 270◦, with
an interval of 90◦. It is concluded from Fig. 3a that the current rotates in counter-
clockwise direction to produce RHCP radiation with change in time phase. The sense
of polarization can be changed to LHCP by altering the feed coordinate to x-axis. It
can be observed from the Fig. 3b, the clockwise rotation of current with change in
time phase revealed a LHCP radiation .

3 Measured Results and Discussion

The RFID antenna is printed on lossy substrate and experimentally verified. It is
observed from Fig. 4 that good agreement of impedance bandwidth between simu-
lated and experimental values. The intended antenna efficaciously shows the large
impedance bandwidth of 35 MHz (897–932 MHz) and axial ratio of bandwidth 10
MHz (913–923 MHz).
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Fig. 4 S-parameters for the presented CP antenna

The simulated and measured 2-D radiation polar pattern at the centre frequencies
918MHzhas been represented in Fig. 5. Figure 5 reveals that the respective bore-sight
gain is about 3.2 dBic. Through reference to Fig. 5a, b, the RHCP field (co-polar) in
the xz and yz plane at 918MHz is more effective than the LHCP field (cross-polar)
by 26.5 dB. It is notoriously demonstrated that cross polarization rejection (XPD) is
good.

The simulated and measured axial ratio arrangement of the designed structure is
around 10 MHz (913–923 MHz) is illustrated in Fig. 6.

4 Conclusion

A octagonal-shaped circular polarized antenna for RFID application has been pro-
posed in this letter. To achieve circulation polarization, unequal corner truncation
and the octagonal-shaped slot were used. The simulated results of printed antenna
agree well with measured once. The antenna displays a wide beam-width of about
113◦ in the upper hemisphere, ARBW (bore-side) 10 and 35 MHz wide impedance
bandwidth. The proposed antenna is suitable for RFID short-range reading applica-
tions.
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Fig. 5 Radiation polar patterns at frequency 918 MHz a Bore-sight gain b Cross polarization
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Fig. 6 Axial ratio response
of designed antenna
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Speed Optimization of Multipliers

Amit Gupta, Chiranjeev Singhal, Priya Singh, Satyam Dubey,
Saurabh Sharma, and Waris Quraishi

Abstract Multipliers play a vital role in DSP applications. The present development
in processor design aims at a high-speed multiplier circuit. Generally, the compu-
tational power of any system is affected by its multiplier performance in terms of
processing speed. The paper describes the parametrical comparison between different
multipliers such as booth multiplier, Wallace multiplier, Wallace using compressor
technique and modified booth multiplier in terms of processing speed. The delay of
the critical path in Wallace multiplier using the compressor technique is minimized.
The circuit is synthesized, and high speed is achieved by reducing the delay of the
multiplier circuit. Optimizing the speed of the multiplier is the major design issue.
However, improving the speed of multiplier may result in a larger area of the circuit.

Keywords Processing speed · Area · Delay

1 Introduction

Multiplication is the basic of almost all digital signal processing units, and it is
important for those applications which are highly multiplication intensive. Also,
algorithm used in the implementation of the multiplication operation plays a vital
role in describing the overall speed of the system. Therefore, there has been much
work on advanced high-speed multiplication and designing architecture in past few
years. Procedural multiplication algorithm consists of mainly three steps [1]. For
first step, the partial products are produced. For second step, the partial products are
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minimized to the single row of final sum and the single row of carry. For the third step,
carry and sumare summedup together that produce the result. The fourmultiplication
algorithms have been covered, namely booth multiplier, Wallace multiplier, Wallace
using compressor technique, modified booth multiplier and evaluating their perfor-
mance in terms of delay parameterwith resources like LUTs, I/O blocks, flipflops and
later finding out which of the above-mentioned multiplier provides the high perfor-
mance. Here, the major focus on the first step which consists of forming the partial
product array, and a design of multiplication algorithm in which the compressor can
add more than three bit and hence reduces the full adder operation time.

2 Booth Multiplier

Arithmetic shifting operation will perform on F, Q and p by one bit. In booth’s
multiplication algorithm, multiplication of two signed binary numbers is evaluated
in two’s compliment notation [2]. It works shifting and adding efficiently according
to the bits received which helps in increasing the speed. Booth’s algorithm is of great
need in the field of computer architecture [3].

Algorithm:

1. Initialize value register F and p with zeroes.
2. Result will be stored in F and Q (multiplier) register.
3. If the least significant bit of Q and p is same, then F, Q and p register shifted

arithmetic right by one bit.
4. If the least significant bit of Q and p is 0 and 1, respectively, then multiplicand is

addedwith F.After addition, arithmetic right shifting operationwill be performed
on F, Q and p by one bit.

5. If the least significant bit of Q and p is 0 and 1, respectively, then multiplicand
is subtracted with F. After subtraction, arithmetic right shifting operation will be
performed on F, Q and p by one bit (Fig. 1).

3 Wallace Multiplier Algorithm

AWallace tree is a powerful hardware function, used to multiply two integers in the
digital circuit that is used in digital circuit [4]. Wallace multiplier requires a lot of
hardware. In this method, the partial product matrix is reduced into a two-rowmatrix
by various adders such as half adder, carry save adder, full adder, and these two rows
are sum and by using a fast carry propagate adder and hence produce the output
product [5]. For higher order of multiplicands, i.e., more than 8-bits, this advantage
is highly beneficial, because of the addition of partial products is low in the Wallace
tree and therefore the speed is increased [6].
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Fig. 1 Booth algorithm
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Algorithm:

1. Calculate the partial products by multiplying each bit of one argument by each
bit of other, yielding N results.

2. Reduce the partial product by taking three rows at time which results in two
where one is for sum and other for carry.

3. Group the wires and add them with a ripple carry adder (Fig. 2).

4 Wallace Using Compressor Technique

The Wallace algorithm using compressor reduces the path delays during synthesis.
It works the same as the Wallace multiplier algorithm [7]. In addition, it uses an
additive compressor. Here, the compressors 4:3, 5:3, 6:3, 7:3, 8:4 are used in order
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Fig. 2 Wallace algorithm Multiplier                  Multiplicand 
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to simulate and synthesize [1, 4, 8]. It enhances the speed of the overall operation by
reducing the delay of critical path [9].

1. Calculate the partial product, yielding N result.
2. Add each column bits using different compressor (4:3, 5:3, 6:3, 7:3, 8:4).
3. Repeat step 2 until each column has 3 or less than 3 bits.
4. Add them together using carry look ahead adder (Fig. 3).

5 Modified Booth Algorithms

Modified booth algorithm enhances the speed ofmultiplier and also helps in reducing
the area of the multiplier circuit by reducing the partial products [3, 10].

Algorithm:

1. An array is formed by the multiplicand and multiplies.
2. Calculate the partial product by multiplying each bit of multiplicand with each

bit of multiplies.
3. The resultant partial products are added along with generated carry (Fig. 4).
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Fig. 3 Wallace using
compressors
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Fig. 4 Modified booth algorithm

6 Simulation Results

The architecture of booth multiplier, Wallace multiplier, Wallace using compressor
technique, modified booth algorithm is coded in Verilog language, and reports of
synthesis are taken using Xilinx ISE 14.6 simulator. Target device is Zynq, XC7Z010
(Figs. 5, 6, 7 and 8).
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Fig. 5 Simulation waveform of booth multiplier

Fig. 6 Simulation waveform of Wallace multiplier

Fig. 7 Simulation waveform of Wallace using compressor
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Fig. 8 Simulation waveform of modified multiplier

7 RTL Schematic

After synthesis of different multipliers reported in the literature [2, 3, 6], the HDL
code is translated into RTL schematic shown in Figs. 9, 10, 11 and 12. The schematic
shows data flow between different LUTs and registers.

8 Results

Obtained results are represented in a tabular form for each and every algorithm
studied (Tables 1 and 2).

9 Conclusion

The design, simulation and synthesis of different types of multipliers (booth
multiplier, modified booth multiplier, Wallace multiplier, Wallace multiplier using
compressor) are performed. Analysis of their delays and power is recorded, and the
results show that the booth multiplier takes the largest delays among these multi-
pliers, and Wallace multiplier using the compressors has less delay. Here, 4:3, 5:3,
6:3, 7:3 and 8:4 compressors have been used that increase the speed of partial addi-
tion in the multiplier. 8:4-bit compressor has a maximum delay compared to other
compressors, and this compressor has a large contribution of delay in the multiplier.
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Fig. 9 RTL of booth multiplier
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Fig. 10 RTL of Wallace multiplier
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Fig. 11 RTL of Wallace using compressor
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Fig. 12 RTL of modified booth multiplier

Table 1 Resource utilization summary

Resources Booth multiplier Wallace
multiplier

Wallace using
compressor

Modified booth
multiplier

No. of slice LUTs 296 111 119 194

No. of Flipflops 0 0 0 0

No. of I/O blocks 33 32 32 32
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Table 2 Parameter utilization comparison and summary

Parameter Booth multiplier Wallace multiplier Wallace using
compressor

Modified booth
multiplier

Delay (ns) 13.156 7.323 5.500 7.604

Power (w) 0.10 0.10 0.10 0.10
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Upgradation of Assurance Based
on Revealing Quality of Healthcare
Domain Around the Globe Using Internet
of Things

Sandeep Srivastava, Pramod Kumar Srivastava, Deepak Gupta,
and Dinesh Kumar Yadav

Abstract The Internet of things (IoT) refers to a network of interconnected hi-end
wireless sensors that are capable of collecting audio, video, mechanical, electronic
and physical type of data. These mechanical and digital devices are all connected
by a robust network to transfer the real-time data to a cloud where the information
are processed to position, trace, monitor, administer and manage the desired change.
In doing so, the parameters get tuned, and once the guidelines are added in these
smart devices, the human reliance is eliminated for the subsequent guidance. The
IoT infra is a combination of multiple technologies, using machine learning real-
time analytics, commodity sensors and embedded systems using radio frequency
identification (RFID). IoT exploits the discoveries and innovations in the area of
networking, artificial intelligence, big data and data networking to achieve function-
ality, flexibility and efficiency in almost all day today fields. IoT enhances the digital
experience; artificial intelligence algorithm and interconnected networks power it.
In this paper, we discussed the origin, structure, applications and shortcomings of
IoT in healthcare domain. We also discussed the endless possibilities that coming of
age blend of new and old innovations using IoT. Finally, we demonstrated how the
customization and modulation of our present knowledge about the IoT can enhance
the quality of life providing medicines and drugs around us.
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Keywords Wireless sensor · RFID · Real-time analytics · Health care ·Medicines
and drugs · IoT

1 Introduction

IoT, as the name suggests is the complex and interactive system of devices and
machines, connected in an array, collecting data and analyzing it as per the prescribed
parameters and taking predefined decisions and steps to make our lives easier. The
existing technologies of sensing and data collection are teamed up in a dynamic
setup, which is connected by various wireless networks [1–8]. The information thus
gathered is sent to a cloud that facilitates data accumulation and analysis to inter-
pret different results. The decisions thus arrived at are then communicated to other
devices, and required changes are made. IoT aims at more in-depth automation and
integrations of various mechanical, digital and computing machines. The machines
and every such unit are given a unique identifier (UID). The applications of the IoT
are endless, and the once distant dream is turning into the here—present reality. IoT
is the convergence of modern technologies like embedded sensors, real-time compu-
tation and data storage, integrated systems, networking and artificial intelligence and
robotics

The concept of such smart systems has been as old as the need for automation in
machines. The idea goes back to 1982 when a coke vending machine in Carnegie
Mellon University [9] became the first appliance to be connected to the Internet.
This machine was programmed to sense and report the temperature and balance
quantity of its inventory. The term using IoT was discovered by Kevin Ashton,
in 1999, while working for Proctor and Gamble. He was working on (RIFD), radio
frequency identification, as he believed that RIFDwould be instrumental in providing
the desired automation to computers and such devices. It was only after the concept
of ubiquitous computing and the demand to integrate the present technology grew
that the initial steps toward the IoT were taken [10–12].

1.1 Basic Components for Required Architecture
and Infrastructure of the IoT System

The essential components of IoT can be understood in terms of components of
IoT: hardware and software. The hardware: it is the underlying architecture and
infrastructure of the IoT system. In Fig. 1, the IoT systems hardware has a remote
component for control and monitoring of activity, servers, network channel and
sensors. It consists of the primary sensors and embedded piece of equipment that
have to ability to collect data related to the desired parameter like temperature, speed,
light, weight, footfall, air quality, pressure, electricity, etc. [5]. The sensors collect
the real-time data and serve as the eyes, ears and perception gatherers of the IoT
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Fig. 1 IoT architecture

framework. These sensors can be of a wide range as magnetic sensors, acoustic
sensors, proximity sensors and flow and shape sensors, etc. A bundle of such smart
sensors can be used to collect an array of information for an IoT setup. For example,
a Fitbit measures heart rate, sleep pattern, steps walked and stationary time spent.
Thus, a smart IoT device can use sensors for body monitoring and GPS to collect the
relevant information. A smart home can use a smoke detector, air quality monitor,
intruder alert, electricity sensor, noise cancelation and remotemonitoring of the house
at the same time. These sensors can build to have some memory if the need arises,
unable to store some data, if and when required. These sensors can be using a wide
array of devices like routers and switches and modern technologies like GPS, RIFD,
infrared, biochemical markers, mechanical receptors or photoelectric receptors to
gather the desired information as per the set parameters.
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1.2 The Software for IoT Connection

The IoT software uses partner systems, embedded systems and middleware to enable
networking. The information collected by the smart sensors is relayed over a varied
distance using a network like LAN, WAN, Ethernet, Bluetooth, Wi-Fi, multilayer
frameworks like Weave, IoTivity, etc., are used to relay the massive volume of data
collected. The various wireless networks that can be used also include Cat M1,
Zigbee, Lo-Ra and NB-IoT7 [12]. Many customary and proprietary networks are
also used in an organization’s legacy systems, and the IoT integration is done as per
the customized need of the business [13].

1.3 The Networks Used Can Be

(a) Short-range wireless networks like Wi-Fi, ZigBee, Z-Wave, near-field commu-
nication (NFC), radio frequency identification (RIFD), light fidelity (Li-Fi)
Bluetooth, etc.

(b) Medium range wireless networks like LTE-Advances and high speed commu-
nication for mobile networks.

(c) Long-range wireless networks like VSAT (tiny aperture terminal) relaying
narrowband and broadband data and LPWAN (low-power extensive area
network like RPMA, weightless, NB-IoT, LoRaWan.

(d) Wired networks like Ethernet using fiber optics with switches and uses hubs
and power line communication (PLC) which not only transports data but also
carries power over long distances.

The software collects not only data but also filters, sort, save and analyze it to
convert it to understandable and quantifiable results that can be used to take some
viable actions. With the help of Fig. 2, showing the mechanism of intelligent RFID
tag support decision making without the direct involvement of human beings takes
the effort for automation to the next step. IoT can be defined in terms of the two ends
it connects [14].

In terms of connectivity, it offers people to people, people to machines and
machines to machines.

People to people connectivity: When everything is given unique identities, the
devices can use the interconnected network to communicate among themselves and
relay the relevant data, hence, enriching the people to people connectivity over an
IP network. Earlier the communication was restricted to some specific exchange
only. However, now the people can connect over the automatically processed useful
information regarding the environment and surroundings, giving amore in-depth and
more informative people to people connectivity [15].

People tomachines: This is themostly the data one needs to be captured and saved
for later comparisons, say a device thatmonitors and records the sleep patterns, eating
behaviors, or gait analysis of an individual and sends it over to a cloud that computes
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Fig. 2 Intelligent RFID tag

and analyzes the patterns and habits thus formed. This is where IoT smartly blends
the sensors of varying types with the automation and make the need for human
command redundant.

Machine to people: After the information is gathered and processed, a specific
chain of commands need to be executed and that can be done by IoT facilitating the
felids of inventory control and emergency response. This information can be shared
and communicated over the wide-area connectivity systems such as GSM, GPRS,
3G and LTE. The commands can be scheduled for the right time and can thus help
in the logistics and planning activities to a large extent [14].

2 Implementation Idea of IoT in Health Care and Life
Enhancing

Using IoT, it helps widen access and improve the quality of education and health,
as need of healthcare doubles [10]. Smart devices can help remotely monitor
fatally ill patients having communicable diseases. A deadly communicative disease’s
spreading pattern can be understood by an IoT-enabled smart sensors and all existing
network that can help collection and processing of relevant information in real time.
Even the idea of remote monitoring and remote controlling of functions can help
scale the geographical barriers and increase the penetration of health care to remote
and distant places. Health parameter detectors like heart rate monitor, blood sugar
and blood pressuremonitors can be smartly imbibedwith the IoT networks to collect,
store, analyze and transfer the parameter readings [16, 17].

Smart homes can have sophisticated fall detection mechanisms for elderly care
and can monitor and manage the environment of the residence customizing it to the
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needs of the occupants. IoT-enabled systems to allow health caregivers to capture
the vitals and required parameter data and process it accordingly. These systems are
patient-centered and thus can help in providing customized healthcare service to the
needy and dependent patients [18].

2.1 Maintain Container Temperature Against Environment

In Fig. 3, a concern related to the IoT technologies to be connected with the envi-
ronmental impacts of the medicine manufacture, use and eventual disposal of the
entire semiconductor-rich devices. Environmental well-being is defined by numerous
parameters like the temperature of the earth, the health of ozone layer, the condition
of polar caps, the count of animals in the wild and overall forest thickness and quality
of green cover on land. A lot of these variables are to be regularly monitored to form
a conclusion about the condition of our environments [16–18]. Thus, many smart
devices with embedded sensors are used to monitor and asses the condition of the
environment around us. Internet of things can be used to assess the damage done to
the environment till date. Internet of things can be used to assess the damage done
to the environment till date with its use as a feeder for data to the strategic planning
divisions which make the policy decisions. Picking of early signs of an imminent
volcanic eruption or a tsunami can help save so many lives. IoT is the future as we
enter a safe world and that takes proactive steps to regulate and improve its environ-
ment. The smart technology can be used to manage forest fires, to check air pollution
levels and to check the water quality. Smart GPS/GSM-enabled trackers can be used
in GPS collars to locate and monitor endangered species to study animal behavior.
Environmental health indicators need an ongoing observation, and Internet of things
can be instrumental in remote surveillance that smartly depicts patterns and trends
as any major or minor change happens [19].

Fig. 3 Layout of IoT in pharma manufacturing and supply chain management
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2.2 Security and Safety

We already have the GPS, and speed sensing enables applications that can direct us to
the destinations by the shortest route. These IoT devices can enable functions as fire
control, public announcements and crowd control. The automated smart and dynamic
systems enable building smart traffic control systems. Internet of things can be used
to create a network of intelligent highways that alerts drivers about landslides, or any
accident or blockage on the way. The GPS-enabled disaster management technology
can suggest new routes in case of an emergency. The interrelated well-connected
sensors can make a safe and secure traffic management system having smart parking,
smart toll collection systems (fast tag) and prompt and efficient road assistance
system. Smart devices can be embedded in street lights and can thus automate the
lighting systems that auto-regulate and adapt to the time of the day or the weather
in a particular place. Mechanical strength sensors can catch the early signs of wear
or stress in dam infrastructure, saving hundreds of lives in time. IoT, with its smart
sensors, can identify toxicity levels without jeopardizing human lives. Smart night
vision can enable navigation on roads during poor visibility. Precious human lives can
be saved in case of gas leaks or nuclear incident. Timely intervention and scheduling
ofmaintenance activity can save resource and lives in case amajor/crucial component
wears down. Smart IoT sensors can thus analyze the limiting factor and assess the
apt repair and replacement schedules facilitating safety and security activities [9].

2.3 Smart Living Style

IoT is a part of the broader concept of home automation, which can include lighting,
heating, air conditioning, media and security systems. Sixteen many such plat-
forms like Amazon Echo, Google Home, Samsung’s Smart Things Hub and Apple’s
Home Pod have brought automated home technologies to our lives. Also some
non-proprietary, open-source ecosystems like Home Assistance, OpenHAB and
Domoticz are also available alongside the customized commercial versions in the
market. These devices can have the device providers’ applications, for example,
Apple’s Siri, without the need of a Wi-Fi bridge or by open-source ecosystems. A
smart home can save energy and allow remote monitoring of household for the users.
A smart refrigerator can sense and alert about the freshness of eatables. The homes
can have remotely monitored and controlled intruder alert systems. Internet of things
can sense and regulate the use of electronics and lights that are not in use of saving
energy. IoT can be actively used to monitor occupant behaviors and to understand
the patterns that can help in saving energy or building emergency response plans.
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2.4 Smart Agriculture for Herbal Medicine Information
System

The IoT networks and sensors can collect and process data on soil content, humidity,
pest infestation, microbial contamination, rainfall seed quality and temperature.
The data can help in making informed decisions and to take proactive steps in
calamity control. This can significantly enhance quality, increase productivity, mini-
mize wastage and aid in better cost realization of crops. The allied agriculture activi-
ties like animal husbandry, pisciculture, sericulture, etc., have great potential for the
introduction of IoT-enabled systems [13]. Soil and crop patterns synchronized with
weather and climate condition studies can help in intelligent planning of crops to
ensure a good crop and good demand for all the farmers. IoT can help with animal
husbandry in remote surveillance and location of animals grazing in open pastures.
The IoT can help smartly control and monitor the conditions like ventilation and
temperature around the livestock

The offspring health and survival rate can be significantly enhanced by a smart
system that monitors and schedules the vaccination schedules for all the animals on
a farm [16].

3 Comparison Table of Various IoT-Based Application Use
in Healthcare Domain

S. No. Application
name

IoT device
used

Cloud
computing-enabled

Sub-domain of
health care
where it is used.

Assurance of
quality result

1. Remote
patient
monitoring

Wearable
devices with
embedded
sensors

Yes Hospitals,
patients, doctors

90–100%

2. Hospital
operations
management

Embedded
sensors

Yes Hospital
management

90–100%

3. Glucose
monitoring
system

Wearable or
embedded
body
sensors,
transmitters

Yes Patient/doctors Depends on
various
factors—fasting,
etc. Never 100%

4. Automatic
blood testing

Sensors,
Bluetooth

Yes Patient/doctors Approx. 100%

5. Automatic
sanitization
devices

Embedded
sensors

No Public domain Approx. 100%

(continued)
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(continued)

S. No. Application
name

IoT device
used

Cloud
computing-enabled

Sub-domain of
health care
where it is used.

Assurance of
quality result

6. Drug
management

RFID Yes Hospitals,
patients, doctors

90–100%

7. Medical
waste
management
systems

Embedded
sensors,
IoT-enabled
robots

Yes Hospitals Approx. 100%

4 Shortcomings and Challenges of IoT

It is a significant concern with IoT as the information can pertain to a financial or
a personal aspect of an individual. The terms of privacy should be not violated, and
the trust and secrecy functions must be adequately dealt with. The data collected by
the applications and devices should only use specific, the data must be aptly coded
and protected against data theft, the cloud must receive and handle data securely, and
the information accumulated on an individual should never be compromised. After
the Snowden incident, people are apprehensive of any technology that is invasive of
their private information. A survey revealed that “lack of the customer’s awareness, if
hacker attacks and try to owning or planning to make clone of IoT devices in the next
coming five years, 25% peoples decided to going terminated the use of the services
and related services until they do not get safety guarantees.” The technology must be
simplified for use and must not be confusing (including the confusing terminology)
to the end-user. “If users need to learn different interfaces for their vacuums, their
locks their sprinklers, their lights and their coffee makers, it is tough to say that their
lives have been made any easier” [20, 21].

5 Conclusion

In this paper, we have presented a critical review that presents the role and applica-
tion of IoT in healthcare field. Although it covers a wide variety of areas, and thus
the applications serve different uses. The beneficiaries of IoT can be the individuals
or the community (health care) or the enterprises (using the smart technology in
manufacturing different kinds of medicines). Starting with its architecture, we have
discussed in-depth the role and its application in the healthcare field. But notwith-
standing the target beneficiaries, the IoT promises to revolutionize the field of data
collection and data applications with the connectivity to help communication of the
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information over distant places. The future holds a mindboggling array of possibili-
ties of how the IoT can increase productivity, accuracy and efficiency. IoT is already
making tremendous changes in the arena of health care by enabling self-monitored
and efficient ecosystems. It is enhancing the quality of life, enriching the experience
in the day to day lives. The home-oriented IoT systems are assisting by providing
comfort and care of patient. The traceable and sensing devices are enabling real-time
data capturing and are increasing by every innovation. The need of the hour is for the
healthcare domain in respective areas to collaborate to push the IoT into the realm
of easy accessibility and deeper integration in our worlds. Though there is much
ground for improvement and much work needs to be done to address the issues of
privacy, secrecy, device interoperability and cost-efficiency. However, the constant
work in the right direction will eradicate the present issues. The future will be ready
to embrace the change the IoT will to bring to all our lives.
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Wideband Sub-6 GHz Micro-strip
Antenna: Design and Fabrication

Pankaj Jha, Shailendra Singh, and Ram Lal Yadava

Abstract In this paper, wideband micro-strip antenna has been presented for sub-
6 GHz applications. The proposed antenna is designed using partial ground architec-
ture. This antenna is designed with a 40 × 30 × 1.6 mm dimensions and fabricated
on the Fr-4 substrate. The proposed antenna maintains the return loss less than −
10 dB from 3 GHz to 5.64 GHz. The gain of proposed antenna is changing from 1.73
to 3.22 dB, and radiation efficiency is achieving its maximum value of 90%.

Keywords Sub-6 GHz · Partial ground ·Micro-strip antenna · Gain · Efficiency

1 Introduction

The high-speed wireless data service is one of the most important requirements of
sub-6 GHz communication system for enhancing data transformation. We know that
the frequency band between 3 and 5 GHz is allotted for 5G communication system
and accordingly countries are using in-between spectrum such as 3.4 ~ 3.8 GHz in
Europe, 3.1 ~ 3.55 GHz and 3.7 ~ 4.2 GHz in USA, and 3.3 ~ 3.6 GHz and 4.8 ~
4.99 GHz in China [1]. Applications of micro-strip or patch antenna are increasing
day by day and becoming more useful because it can be printed directly. That is
why it is becoming more and more useful for mobile manufacturing industries. It is
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cost effective and having low profile also. Due to miniaturization, it is being used in
many applications like that of WLAN [2, 3], Wi-Fi [4], and Bluetooth [5]. Though
patch antenna suffers with less gain and limited power handling, researchers are
trying to overcome these issues with proposals in designing, for example, an array
configuration inwhich homogeneous antennas are placed and oriented in same phase.
With the help of this arrangement, we can get better directivity and gain. Similarly,
we can find impedance control with the help of inset-fed micro-strip antenna [6].

2 Antenna Design

Initially, the simple patch was designed using Fr-4 substrate with dimension of (13
× 17 × 1.6 mm). Then, a slot was cut in the opposite of modified feed line and
simulation was done applying parametric shift in x as well as y direction; again,
another symmetrical cut was made in other side and by moving both slot positions
in Y direction simulation was done but still the desired band of frequency was not
obtained. Further one more slot was created with different dimensions, and results
were obtained by shifting its parameters in x and y directions. After simulation
of different designs, the proposed design provides the desire results. The substrate
dimensions are taken (30× 40× 1.6 mm), and patch dimensions are taken (17× 19
× 1.6 mm). There are 3 slots in the patch in which the above 2 slots are symmetrical
having dimensions of (4 × 3 mm) at the distance of 1 mm from Y max position.
The 3rd slot which is above feed line is having dimensions of (6.5 × 2 mm). The
dimension of feed line is taken (10 × 3 mm). Ground is taken up to 10 mm from Y
min of substrate. The proposed antenna is given in Fig. 1.

Fig. 1 Designed patch antenna with all dimensions
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Fig. 2 Plot of return loss (S11)

3 Simulation Results

The simulation is done on CST STUDIO SUITE 2018. The different results are
shown here.

3.1 Return Loss (S11)

The simulation result of return loss (S11) shows that it maintains −10.00 dB for
3.00–5.64 GHz complete frequency band and at 4 GHz frequency it is −26.5 dB.
The plot for S11 is given in Fig. 2.

3.2 Gain

The value of gain is quite low due to partial ground architecture. There are different
suggestions by which we can increase gain of path antenna. The simulated value of
gain is varying between 1.73 and 3.22 dB for selected band of frequency which is
comparable with references [8, 9]. The simulation result of gain and realized gain
are shown in Fig. 3.
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Fig. 3 Plot of gain and realized gain

3.3 Efficiency

The simulation results show that efficiency is less at lower frequency band but reaches
up to 90% at 4.5 GHz. The plot of radiation efficiency and total efficiency is shown
in Fig. 4.

3.4 Radiation Pattern

Here, the author shows two radiation patterns, one co-polar and one cross-polar
radiation pattern at 4 GHz frequency. With these patterns, we can say that antenna
is linearly polarized. Figure 5 shows the radiation pattern.

4 Result Comparison Table

The author compared the simulation result with reference [6, 7] and [8] which are
given in tabular form (Table 1).
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Fig. 4 Plot of radiation efficiency and total efficiency

Fig. 5 Radiation pattern
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Table 1 Result comparison with references

Ref. Patch size (mm) BW (GHz) Gain Efficiency

[6] 17.30 × 10.4 × 1.6 5–5.8 5.6 dBi NA

[7] 50 × 19.75 × 0.8 2.5–4.8 1.8–2.9 dB 60–90

[8] 47 × 19 × 0.8 3.2–5.2 2.1–4.1 dBi NA

This work 40 × 30 × 1.6 3–5.64 1.7–3.2 dB 74–90

From the above table, the following points can be summarized as a comparison.

• The size of proposed antenna is between sizes used in Refs. [6–8].
• Bandwidth is wider than others and covering full sub-6 GHz range of 5G.
• Gain and efficiency are better than that antenna reported in Ref. [7].
• The S11 is below −10 dB for entire range 3–5.6 GHz, and it achieves value of −

26.5 dB at resonating frequency (at 4 GHz).
• The simulated co-polar/cross-polar plots have main lobe magnitude more than

20 dB for all frequencies.

5 Fabricated Antenna and Results

The proposed antenna fabricated on Fr-4 substrate. After fabrication, results were
obtained. S11 maintains its value below−10 dB for selected range of frequency. The
simulation result and fabrication results are also compared. The antenna views and
results are given in Figs. 6, 7.

Front View Back View

Fig. 6 Front view and back view of fabricated antenna
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Fig. 7 S11 comparison
graph between simulated and
fabricated antennas

6 Conclusion

This paper has introduced a design and fabrication of a micro-strip antenna for sub-
6 GHz applications. The proposed antenna maintains value of S11 below−10 dB for
entire range 3–5.6 GHz, and it achieves value of −26.5 dB at resonating frequency
(at 4 GHz). The maximum gain is achieved up to 3.2 dB. The efficiency is very good
at higher range of frequency in selected band. The radiation pattern shows that it is
a linearly polarized antenna. The proposed antenna is suitable for WiMAX, Wi-Fi,
and WLAN communication system.
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Performance Analysis of Deep Transfer
Learning for Manifestation of COVID-19
Using Chest X-ray

Manish Arya, Amit Sehgal, and Rajeev Agrawal

Abstract Lungs can be affected by various bacterial and viral infections other than
novel coronavirus, popular as COVID-19. Any machine learning technique should
be capable to differentiate among these infections and classify an image to generate
inference matching with actual cause of disease. In this paper, we have analyzed the
performance of VGG19 for diagnosis of COVID-19 using X-ray images of lungs
infected by bacterial and viral pneumonia. The visual clarity of X-ray images is
very low compared to CT scan. However, the accuracy obtained by supports our
claim of using VGG19 as a low coast and easily accessible automated alternate to
CT scan based diagnosis. Datasets having images of 3-class (including normal, viral
pneumonia and COVID-19) and 4-class (including normal, bacterial, viral pneu-
monia and COVID-19) categories were used to analyze the performance of VGG19
Deep Transfer Learning Model for accurate diagnosis of COVID-19. Sensitivity and
accuracy of VGG19 were compared with AlexNet and ResNet19 models. VGG19
produced an accuracy of 98.2% with 3-class dataset and 94.4% with 4-class dataset.

Keywords COVID-19 · Chest X-ray · Transfer learning · VGG19
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1 Introduction

Endof the calendar year 2019opened the doors for the last year of this decade.But that
was not the only special thing about December 2019. It will always be remembered
for the outbreak of the pandemic caused by coronavirus disease 2019 or COVID-19
which has already become the biggest of twenty-first century by affecting more than
200 countries and territories till mid of April [1]. More than 1,880,000 confirmed
cases of infection by COVID-19 have been reported across the world. The agent
causing this disease with human-to-human transmission has been reported to be
severe acute respiratory syndrome coronavirus (SARS-CoV-2) [2]. Similar to many
other viruses affecting respiratory system of the humans, COVID-19 also spreads
through the droplets released during cough or sneezing which can travel in air to a
fewmeters [3]. The symptoms of infection by COVID-19 are similar to a seasonal flu
and generally mild in most of the cases till several days [4]. Several patients recover
after suffering from the mild to moderately severe symptoms which do not affect
the respiratory system to a level which can be fatal. However, in the cases where
the infection reaches deep into the lungs, the symptoms of acute pneumonia become
visible and patient needs to be kept under intensive care with support of ventilator.
This situation is more critical for people of higher age groups such as above 60 since
the lungs have much lower reserve capacity [5] compared to those in the age group
of 20–50, thus causing more number of deaths in senior age groups.

There have been no standard diagnosis techniques, and the initial diagnosis
depends upon the nucleic acid testing. However, in several cases, the initial nucleic
acid test was negative whereas the symptoms including significant changes in char-
acteristics of lungs and breathing disorders were observed. After conductingmultiple
tests on such patients, positive result was reported [6]. CT scans and X-ray images
of the chest area of the COVID-19 patients are being analyzed for radiologic veri-
fication of the presence of coronavirus in the lungs [7–10]. In CT scan of a human
chest, normal lungs appear black in color. When an infection of any form causes
inflammation of the alveoli, it is pneumonia. Such infection, at an early stage, can
be spotted in the form of white sections inside the black portion of the lungs in CT
scan. These white sections represent bacterial infection, when appeared as a blotch
in one section of a lung. Pneumonia caused by viral infection can be diagnosed by
the presence of hazy white patches which are called as “ground glass opacities”
(GGO) [11]. In case of COVID-19 patients, these hazy patches have been observed
to appear in the form of clusters of white area along the outer edge of both the
lungs. This is perhaps due to the clogged air sacs, and thus the completely black
portion of the air-filled lungs turns white in the portions which are not capable of
storing air due to the infection. Identifying between the cases of COVID-19 and other
forms of viral and bacterial infection through CT scan requires in-person analysis
of the scan by a clinical expert. Figure 1a–d shows CT scans of human chest for 4
different cases, i.e., normal, fungal pneumonia, bacterial pneumonia and COVID-
19-infected lungs, respectively. Figure 2a, b shows chest X-ray images from the 3-
class dataset having images of normal pneumonia and COVID-19-infected lungs and
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Fig. 1 CT scan of human chest

4-class dataset having images of normal, bacterial, viral pneumonia and COVID-19-
infected lungs. Compared to CT scan, the difficulty in extracting visually verifiable
details in X-ray images of COVID-19 patients is a major challenge in its adoption for
diagnosis. Further, compared to CT scan, X-ray images have much wider diversity
in terms of ambient conditions and patient attire in which these images are taken.
This further reduces the suitability of X-ray as a radiography technique for diagnosis
where the symptoms and its effects are similar to other types of infections. However,
the cost of taking CT scan is much higher compared to X-ray. The facility for CT
scan is also limited to medium to big hospitals and rarely found in small healthcare
centers of rural areas or small towns, takes much longer time for the scanning process
and requires much higher level of clinical expertise for diagnosis. These advantages
in terms of low cost, high accessibility, ease of use and less time taking make X-ray
a more popular radiography technique for diagnosis subject to the condition that
accuracy of diagnosis is maintained.

Any autonomous system which can provide initial diagnostic inference will help
to identify caseswith higher probability of being infected byCOVID-19 and thus sent
to the experts for further analysis and treatment. Conventional rule-based diagnosis,
when integrated with artificial intelligence schemes such asmachine learning or deep
neural learning, can be used not only for diagnosis but also for survivability model
and treatment plan.
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Fig. 2 a Chest X-ray forms 3-class dataset and b chest X-ray form 4-class dataset

2 Methodology

Similar to various other clinical domains, researchers have begun to explore the
artificial intelligence (AI)-based techniques in CT scans for COVID-19 diagnosis
[12, 13]. In a similar effort, Wang et al. tested inception convolution neural network
(CNN) with transfer learning for analysis of CT scans of COVID-19 patients [14].
The internal validation accuracy of 79.3% was recorded. With this objective, deep
learning approach has been tested on chest X-ray images [15]. On a test set of 78
images, internal validation accuracy of 93.8% was achieved. More such attempts
have been made to accurately diagnose COVID-19 from X-ray images [16, 17]. The
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major contribution of this paper is to analyze various CNN models to propose the
best suited one for X-ray-based diagnosis of COVID-19.

CNN is a widely used base model for neural networks and the most fundamental
operation to deploymachine learning. It is based on the principle of feature extraction
from an image. Similar to a human brain, it processes input data in pictorial form and
attempts to identify specific features and classify the objects into various categories.
Visual Geometry Group (VGG), at Oxford, developed an improved AlexNet which
was based on the traditional CNN [18, 19]. VGG provided better accuracy by using
deep convolutional neural layers. Various variants of VGG such as VGG11, VGG 16
and VGG 19 have been developed. In this paper, we used VGG19 as a deep transfer
learning model for analysis of X-ray images and results are compared with AlexNet
and ResNet18. The basic layered architecture is given in Fig. 3. This model consists
of 16 layers including 16 convolutional layers and 3 fully connected layers and 19.6
billion FLOPs.

Deep CNN has been used in various applications which require feature extrac-
tion and image classification such as computer vision and medical imaging-based
diagnosis [20, 21]. Though deep CNN models are known to give results with high
level of accuracy, a well-curated training dataset is required to achieve similar perfor-
mance in cases with high visual heterogeneity. X-ray images of human chest come
under such category of images. Another challenge faced while using X-ray images
compared to CT scan is the presence of pulmonary nodules is hard to be verified
visually compared to CT scan. This is a crucial diagnosis parameter for COVID-19.
Thus, a CNN model with more layers is required to detect such features even in the
images which are poor in quality or taken in nonstandard conditions.

Fig. 3 Layered architecture of VGG19
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Fig. 4 Methodology of
image processing through
CNN

Training and Test Dataset Acquisition

Image Pre-processing

Transfer Learning

Feature Extraction

Classification

The methodology followed in this research work is a five-step process as shown
in Fig. 4. These steps are: image dataset acquisition, dataset preprocessing, transfer
learning, feature extraction and classification.

Training and Test Dataset Acquisition: Application of deep CNN model requires
two sets of image data—training and validation dataset. The CNNmodels to be used
for feature extraction need to be pre-trained before they can be used on the real
dataset to generate clinical inferences. Sample data with known characteristics is
used as training dataset for this purpose. To verify that the models have been trained
as needed, a comprehensive validation is required on another set of sample images.
Such collection of image data is the validation dataset. Various open-source X-ray
image datasets are available which can be used as training and validation dataset.
Kaggle and github datasets were used for these purposes in this paper. Keywords
such as COVID-19, novel corona and coronavirus were used to select the images for
positive and negative dataset.

Image Preprocessing: A two-step preprocessing was followed on the dataset. In
the first step, the full-resolution DICOM images were converted to 8-bit grayscale
JPEG images using dcmj2pnm image transformation tool. The extreme values were
truncated by using default min–max procedure of LUT transformation. In the second
step of preprocessing, the images were downsized using a square aspect ratio and
resolution of 224 × 224 × 3.

Transfer Learning: Conventional machine learning algorithms were developed to
be trained for a specific application and then implemented for the same on real-time
dataset. However, in recent times, the concept of transfer learning has overcome this
isolated learning paradigm [22]. In this modified approach, the learning acquired by
a training model for one application can be utilized for another related application.
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This has led to the evolution of “artificial general intelligence.” In this paper, pre-
trained CNN models have been used through transfer learning approach since the
dataset of X-ray images for COVID-19 cases is quite limited and also, training of
fresh models is a long time-consuming process. The weights of the model to be used
are learnable from the knowledge stored in weights of pre-trained models [23–27].

Feature Extraction: Deep learning CNNmodels are based on layered architecture in
which different layers learn to extract different features from the image. In conven-
tional machine learning, all the layers of a model are connected to the last fully
connected layer which provides the final desired output. However, in case of transfer
learning, the final feature extraction layer is not present in pre-trained network, thus
making it flexible for multiple applications based on the final layer of the model
to which the learning is transferred. The transfer learning architecture for feature
extraction is shown in Fig. 5.

Classifier: Diagnosis of COVID-19 through X-ray images is a case of multiclass
classification. After the desired features are extracted by transferring learning from
pre-trained models to the target models, the classifier is used to validate input data
for belonging to a specific class for which the image is being analyzed. In this paper,
classifier is used to annotate the image for 3-class and 4-class test cases.

Fig. 5 Transfer learning architecture for feature extraction and classification
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3 Results and Discussion

In this paper, the primeobjective of implementing transfer learningmodel for analysis
of chest X-ray images is to detect with high accuracy, the infection in lungs caused
by novel corona virus. This would be helpful in cases where no visual symptoms of
COVID-19 are present and the person needs to be tested as part of crowd tested in the
infected region or the cases where symptoms are visual but the rapid pathological
test is either not available or giving negative result. For this purpose, the models
considered for analysiswere processed for transfer of learning stored in their weights.
Training, validation and testing were performed using Intel(R) Core(TM) i7-7700,
3.6 GHz processor with 32 GB RAM and Nvidia Quadro P2000 GPU. The Kaggle
COVID-19 radiography dataset having a total of 2915 images of 3-class (see Fig. 6a)
and github COVID-Net dataset having 4475 images of 4-class (see Fig. 6b) was used
in a 80:20 proportion for training and testing. For 3-class, total training time was
483 min for 3-class and 642 min for 4-class. The inference time was 0.03 s in both
cases.

The confusion matrix obtained for VGG19 is given in Fig. 6a for 3-class and
Fig. 6b for 4-class datasets. In Figs. 7a and 8a, the diagonal cell confusion matrix
shows the total number of images which are correctly classified for the 3-class, i.e.,
normal, viral pneumonia and COVID-19, and 4-class, i.e., normal, bacterial, viral
pneumonia and COVID-19. The corresponding percentage of correct classification
is given in Figs. 7b and 8b.

The accuracy for correct classification of COVID-19 cases is 98.2% for 3-class
and 94.4% for 4-class. The loss and accuracy percentage of training and testing stages
for 3-class and 4-class datasets is shown in Figs. 9 and 10, respectively.

Fig. 6 Dataset used for training and testing of deep transfer learningmodels: a 3-class and b 4-class
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Fig. 7 Confusion matrix for VGG19: a total count and b count with percent accuracy for correctly
classified images in 3-class dataset
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Fig. 8 Confusion matrix for VGG19: a total count and b count with percent accuracy for correctly
classified images in 4-class dataset
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Fig. 9 Comparison of training and testing accuracy of VGG19 on 3-class dataset

Fig. 10 Comparison of training and testing accuracy of VGG19 on 4-class dataset
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Table 1 Comparison of accuracy and sensitivity of the models on the test dataset

Model Sensitivity (%) Accuracy (%)

3-class 4-class 3-class 4-class

AlexNet 93.8 83.4 95.4 86.4

ResNet18 95.6 92.3 97 88.6

VGG19 96.2 94.6 98.2 94.4

Table 1 presents a comparison of three models—AlexNet, ResNet18 and VGG19
in terms of accuracy and sensitivity. It can be clearly seen that for 3-class classifica-
tion, sensitivity of ResNet18 and VGG19 is almost similar whereas VGG19 outper-
forms the other two models in terms of test accuracy. For 4-class classification, the
performance of all three models drops compared to 3-class. VGG19 outperforms
other two models in terms of both sensitivity and accuracy.

4 Conclusion

Background

• COVID-19, in its most widespread form, affects the lungs by clogging which
limits their air flow capacity.

• CT scan is a more preferred radiography technique to detect COVID-19
manifestation.

• Its limited availability is demanding for other low-cost and readily available
methods such as ultrasound and X-ray.

• Machine learningmodels such as AlexNet, ResNet18 and Inception V3 have been
tested with CT scan and X-ray images to accurately detect the COVID-19 cases
among various other types of infections.

• Models have been tested on 2- and 3-class datasets.

Contribution of the paper

• This paper presents performance analysis of VGG19 architecture as an accurate
deep transfer learningmodel to analyzeX-ray images for diagnosis of COVID-19.

• To test the model under challenging conditions of visual clarity in X-ray images,
4-class dataset was usedwhichwas amix of normal, viral pneumonia and bacterial
infection along with COVID-19 cases.

• Based on these results, it can be concluded that VGG19 can be used an accurate
diagnosis system for pandemics such as COVID-19.

• This will serve as an alternate to the cities or countries where rapid pathology test
is either not available or available in limited number compared to what is required
for testing a large population.
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Datasets having images of 3-class (including normal, viral pneumonia and
COVID-19) and 4-class (including normal, bacterial, viral pneumonia and COVID-
19) categorieswere used to analyze the performance ofVGG19deep transfer learning
model for accurate diagnosis of COVID-19. Open-source datasets from Kaggle
having 2915 images of 3-class images and from github having 4475 images of 4-
class were used in a 80:20 ratio for training and testing dataset. For 3-class, total
training time was 483 min for 3-class and 642 min for 4-class. The inference time
was 0.03 s in both cases. Confusion matrix for both 3-class and 4-class datasets
was obtained. Sensitivity and accuracy of VGG19 were compared with AlexNet and
ResNet19 models. VGG19 produced an accuracy of 98.2% with 3-class dataset and
90.4% with 4-class dataset. For AlexNet and ResNet18, accuracy was reported to be
95.4% and 97% in case of 3-class dataset and 86.4% and 88.6% for 4-class dataset,
respectively. Sensitivity for the three models (VGG19, ResNet18 and AlexNet) was
(96.2%, 95.6% and 93.8%) for 3-class dataset and (94.6%, 92.3% and 83.4%) for
4-class dataset.
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Design of Single-Fed Dual-Polarized
Planar Antenna for Dual-Band
Automotive Applications

Niraj Agrawal, A. K. Gautam, Rajesh Mishra, and S. D. Choudhary

Abstract This proposed work revealed a novel structure of asymmetric v-shaped
slots patch antenna fed with single coax-fed for generating dual bands, i.e. GPS L2
(1.227 GHz) and with SDARS (2.320–2.345 GHz) bands with right hand circular
polarization and left hand circular polarization, respectively. Dual-band process and
dual-polarization radiation are achieved by cut of four asymmetric v-shaped slots on
the radiator. The entire volume of the proposed structure is only 61.67 × 61.67 ×
1.6 mm3, interpreting it gorgeous for the automotive systems market. A prototype
of the proposed model is printed, and its simulated performance was validated with
measurement. Measured data illustrated that the designed antenna radiates RHCP
and LHCP wave independently.

Keywords Axial ratio (AR) · GPS · SDARS · Dual-polarizion · Automotive
vehicle
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1 Introduction

Recent years vehicular-orientated navigation and telecommunication facilities are
getting prevalent, and advance automotive systems are being furnished with several
on sheet electronics systems, as the global positioning system (GPS) and digitally
satellite audio services (SDARS). These facilities are normally integrated together
on the same antenna. Consequently, less complex, low cost and low profile antennas
are developed, which is necessity for vehicular systems. GPS working in L2-band
(1.2276 GHz) with RHCP radiation and SDARS working in S-band (2.320–2.345
GHz) with LHCP radiation required different specifications to be attained and there-
fore need separate radiator specially for automotive use.

A number of reported work have been presented in the references that proposed
design achieved dual band with different circular polarization [1–3, 5–8]. The aim of
this work was to present a two layer antenna structure incorporated circular radiators
with single feed for simultaneous dual sense CP radiation at two different bands [2].
In [6], presented a dual band antenna fed by CPW-feed with spiral slots incorpo-
rated ground plane for achieved dual bands with different circular polarization. [5]
proposed a model for dual-polarized at SDARS (2.320–2.345) band with integrated
low-noise amplifiers (LNAs). Integrated ceramic patch and square-ring microstrip
antenna were projected in [8] for achieved GPS L1 and SDARD bands, respec-
tively. The concentric arrangement of slot-loaded square patch and modified annular
ring patch operated at GPS L1 and SDARS bands with RHCP and LHCP radiation,
respectively, in [3]. In [7], an omnidirectional circular polarization at GPS band was
realized by eight shorted metal pins with eight open slots incorporated with top and
bottom patch, while a omnidirectional linear polarization radiation was formed by
central part of top patch antenna. In [1], a radiator with four asymmetric hat-shaped
slots is used to obtain triple bands with triple polarization. In [9], a pyramidal ground
structure was used to enhance the beam-width of circular polarized wave.

In this proposed work, design of a single-fed dual-polarized planar antenna with
compact size 61.67 × 61.67 × 1.6 mm3 forGPSL2 and SDARS automotive applica-
tions. The antenna with four v-shaped slots contributes to RHCP and LHCP radiation
waves and miniaturization of the size of designed antenna.

2 Antenna Design

Figure 1 depicts the entire design with detailed configurations of the dual-polarized
CP antenna. The v-shaped slots patch with single fed is printed on FR-04 sheet,
thickness of sheet h = 1.6 mm and relative permittivity of εr = 4.40. The designed
antenna comprises single coaxial feed of 50 � impedance is connected at diagonal
position to the patch. The RHCP and LHCP radiated waves are essential at GPS
L2 and SDARS bands, respectively. The CP can be achieved by generating two
orthogonal degenerated modes [4]. The presented design with four v-shaped slots is
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Table 1 Optimized dimension shown in Fig. 1b

Parameters Unit (mm)

Wg 61.67

W1 6.50

W2 5.80

Wc1 2.50

Wc2 2.70

S1 4.0

Lp 50

L1 6.50

L2 5.80

Lc1 10

Lc2 9.50

X f 15.80

introduced on the patch to generate two 90◦ phase difference degenerate modes. At
the inception, the conventional coaxial-fed diagonal antenna shown in Fig. 2a that
resonant 2.01GHz in Fig. 3a is analysed to achieveCP but fails to obtain (see Fig. 3b).
Then in further process, radiator is employed with two horizontal v-shaped slots as
shown antenna 2 to obtain dual-band operation and circular polarization at the desired
bands. Nevertheless, as shown in Fig. 3a, two tune frequencies at around 1.34, 2.29
GHz bands are obtained but fail to excite CP radiation as displayed in Fig. 3b. Further,
introducing two vertical v-shaped slits in the patch is shown in antenna 3 to obtain
dual-band operation and circular polarization at the desired bands. Nevertheless, as
shown in Fig. 3a, two tune frequencies at around 1.345, 2.37 GHz bands are obtained
but fail to excite CP radiation as revealed in Fig. 3b. Finally, after incorporated four
v-shaped slits in antenna 4 to achieve good quality RHCP radiation 1.2276 GHz and
LHCP radiation 2.3325 GHz as shown in Fig. 3a, b.

2.1 CP Radiation

Sense of circular polarization can be described with distributed magnetic surface
currents on the proposed antenna at different time phase. Figure 4 reveals the mag-
netic surface currents at the different time phases at t = 0◦, t = 90◦, t = 180◦ and
t = 270◦ for 1.2276 and 2.3325 GHz bands. The currents rotate counter-clockwise
direction as shown in Fig. 4a to yield a RHCP radiation at 1.2276 GHz; meanwhile,
the surface currents 2.3325 GHz illustrated in Fig. 4b rotate in clockwise direction
to excite LHCP radiation.
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Fig. 1 Configuration of the designed structure. a Side vision. b Front vision

Fig. 2 Evolution process
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Fig. 3 Exploded process of the designed antenna a S11 and b axial ratio

Fig. 4 Distributed surface currents at GPS L2 (1227.6 MHz) and SDARS (2332.5 MHz) bands for
the presented antenna at 0◦, 90◦, 180◦ and 270◦

3 Experimental Outcomes

After completed the simulation with the simulation package CST microwave studio.
The prototype is fabricated in the antenna laboratory at G.B.P.I.T, Pauri. Figure 5
describes themeasured and simulated S11 of GPS L2with SDARS band. From Fig. 5,
it is demonstrated that measure S11 is in acceptable agreement with simulated S11.
The slight discrepancies between return losses maybe due to the dielectric losses.
The measured values exhibited that the impedance bandwidths are 47 MHz (1.205–
1.252 GHz) for the lower GPS L2 band and 101 MHz (2.272–2.373 GHz) for the
upper SDARS band.
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Fig. 5 Comparison between
Simulated and measured S11
of the designed antenna
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The simulated radiation pattern graph at 1.2276 and 2.3325 GHz frequencies is
to estimate the far field radiation performance of the fabricated antenna. Figure 6
illustrates the comparison of the simulated radiation patterns at GPS L2 (1.2276
GHz) and SDARS (2.3325 GHz) bands. From Fig. 6, it depicts that the simulated
bore-sight gain was 3.94 and 6.48 dBic for GPS L2 and SDARS bands, respectively.
It is also evident that the polar value of radiation pattern is about symmetry at both
(φ = 0◦) and (φ = 90◦) principle planes. Further, co-polar radiation (RHCP) and
cross-polar radiation (LHCP) pattern in both xz and yz principal planes for GPS L2;
meanwhile co-polar radiation (LHCP) and cross-polar radiation (RHCP) pattern in
both xz and yz principal planes for SDARS band, respectively, > by 25 dB. Thus,
outstanding cross-polarization discrimination is obtained in the bore-sight direction.

The axial ratio beam-width presented by the proposed structure is shown in Fig. 7.
The minimum axial ratio values for lower (GPS L2) and upper (SDARS) bands in
bore-sight (θ = 0◦) direction are 0.65 and 1.17 dB, respectively. Furthermore, the
3-dB beam-width characteristic of GPS L2 (lower) and SDARS (upper) bands for
the designed antenna is 121◦ and 152◦, respectively, which shows wider beam-width
at both bands is appropriate for many automotive applications.

The simulated and experimental axial ratio bandwidth characteristic in broad sight
direction is plotted in Fig. 8. The antennas offer simulated and measured 15 MHz
(1.214–1.229 GHz) axial ratio band width at GPS L2 and 25 MHz (2.320–2.345
GHz) axial ratio band width at SDARS band. The simulated and experimental 3-dB
band width at both bands lies within S11< −10 dB impedance bandwidths.

4 Conclusion

The proposed design of asymmetric v-shaped slots patch antenna fed with single
coax-fed for generating dual bands, i.e. GPS L2 (1.227 GHz) and with SDARS
(2.320–2.345 GHz) bands was effectively fabricated and experimental authenticated.
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Fig. 6 Comparison between simulated radiation patterns at different plane a 1.2276 GHz and b
2.3325 GHz

Fig. 7 Simulated axial ratio
beam-width versus θ
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Dual impedance bandwidth and suitable polarization are achieved by cutting of
v-shaped slots on the radiator. The experimental values exhibited that the printed
antenna will be proficiently worked in two distinct bands, i.e. 47 MHz (1.205–1.252
GHz) and 101 MHz (2.272–2.373 GHz). moreover, the design will fulfil all require-
ments for navigation and digital audio services.
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SCSZB: Sensor Congregate Stable
Zonal-Based Routing Protocol Designed
for Optimal WSN

Anshu Kumar Dwivedi, A. K. Sharma, Manju, Samayveer Singh,
and P. S. Mehra

Abstract WSNcontains the sensor nodes,which can sense, collect and compute data
fromsurrounding, providing economical solutions to an extensive variety of authentic
real-life problems. It contains many small and energy-restricted sensor nodes (SNs)
that help in accomplishing a sensing task. Numerous algorithms and protocols for
CH selection and cluster formation have been proposed for energy-efficient WSNs,
but most of them do not have the balance of energy dissipation among the SNs due to
which the SNs start dying and the network lifespan is over. To enlarge the life span
of the network, a sensor congregate stable zonal-based (SCSZB) routing protocol is
proposed for heterogeneous WSNs, where the network is separated into five zones
each zone has different types of nodes which have different characteristics. Ordinary
nodes are placed in zone 1, advanced node in zone 2 and zone 3 and super advance
node is placed in zone 4 and zone 5. The proposed SCSZB upturns the stability
period and network lifespan of WSNs.
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1 Introduction

WSNs havemanySNs that are very inexpensive, lowpowered andmultifunctional [1,
2]. SNs also have limited storage capacity, transmission range and energy resources
[3]. Multi-hop routing is required to maintain the routes in the network so as to make
the networkmore reliable [4, 5]. The SN senses the data and sends it to the base station
(BS) followed by wireless communication between the BS and the SN with the help
of radio frequency or laser approach [6, 7]. Some routing techniques are required
for the transmission of data between the SN and sink. Due to various complexities
in current routing algorithms, such as network lifetime, response time, security,
power challenge and ease of deployment, we need to optimize such algorithms for
maximizing the lifetime of WSN [8]. Various parameters affecting the energy of
WSNs are transmission range, routing algorithm, the density of nodes, topology
and in-network processing [9, 10]. Routing protocols are hierarchical protocols,
data-centric protocols and location-based protocols [11] that are used separately in
WSNs. Data-centric protocols typically include location-based protocols such as
LEASE [12] SPIN [13], CADR [14], LEACH [15], PEGASIS [16], TEEN [17],
AAP [18] SE-LEACH [19], etc. Hierarchical and location-based protocols can be
widely used in geographic areas requiring dense sensor distribution [20, 21].

In this paper, an efficient SCSZB routing technique is proposed for WSN so as
to improve the stability period and enhance the network life span of WSNs. The
proposed method divided the deployed networks into five zones each zone that have
different type of node having different characteristics as follows—ordinary nodes
are placed in zone 1, advanced node in zone 2 and zone 3 and super advance node
is placed in zone 4 and zone 5. Further, the simulation results show that SCSZB has
noteworthy enhancement over SEP and Z-SEP.

This research article split into subsequent sections: Sect. 2 and 3 describes various
similar works done on the problem identified and discuss network and energy model
of the proposed work. Section 4 will examine the results of the proposed model.
Section 5 describes the conclusion and future work.

2 Related Work

We have discussed numerous traditional protocols related to the proposed method.
A well-known LEACH protocol [15] is proposed to reduce power consumption.
LEACH works on a data aggregation process in which the original data is combined
with smaller size data. The algorithm in LEACH is an arbitrary rotation of CHs
and subsequent clusters for application-specific processing of data. This operation is
mainly split into two rounds—(a) setup phase and (b) steady-state phase. However,
LEACH cannot be considered suitable for heterogeneous environments. Stable elec-
tion protocol is a heterogeneous [22] aware protocol that increases the stability period
of the network before the death of the first node. It works on the remaining energy of
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each node to become a CH. It consists of common and advanced nodes from which
advanced nodes have a higher tendency to become CHs. The drawback of SEP is that
an efficient node does not assure deployment. Design of Energy-Efficient Clustering
Protocol (DEEC) [23] demonstrates multilevel heterogeneity. To select CHs in the
network, it uses the initial and residual energy levels of nodes. DEEC evaluates the
lifetime value of the network based on number of rounds of communication have
been made by the SN. The Zonal-Stable Election Protocol (Z-SEP) [24] is an exten-
sion of the SEP protocol. Basically, it is a well-known hybrid phenomenon in which
data is transmitted to the BS by CHs. Here, zones are categorized as 0, 1 and 2 head
zones, wherein zone 0 having ordinary nodes, zones 1 and 2 consist of advanced
nodes. In such deployment, the energy of the advance node is more as compare to
ordinary node. However, Z-SEP is not considered a suitable protocol as it is not scal-
able. Another protocol for CH selection is Energy-Aware Routing Protocol (EAP)
[25]. It works on the heterogeneous energy of the node. EAP protocol maintains the
table of residual energy of each SN and also maintains the table of the single-hop
node which is generally called a neighbor node. In this proposed protocol, the CH
collects the sensed data from the sensor node and sends to the BS because it has more
energy than all existing sensor node.

3 Presumed Network Model

Here, we consider the following network assumptions for the proposed protocol:

• Network is heterogeneous and static.
• Each SN is assigned a unique id and the BS is cognizant of the locations of each

node in advance.
• A BS is positioned in the central part of the area where every node forwards the

obtained data.
• A node is died when it is not able to forward the gathered information to BS.

3.1 Presumed Energy Model

We presume that the maximum portion of the energy is invested during a correspon-
dence while organizing sensors in the network. Figure 1 shows the energy scattering
model where receiving/sending data as a sensor.

Total energy consumed by SN in order to send m-bit data to base station and
distance d is given by as follows:

ET x (m, d) =
{
mEelec + mεfsd

2, d < do

mEelec + mεmpd
4, d ≥ do

(1)
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Fig. 1 Radio energy dissipation model

where d0 =
√

εfs
εmp

, d is the transmission distance.

Then, the requirement of energy for receiving m-bit message as follows

ERx (m) = ERx−elec(m) = m.Eelec (2)

4 Proposed Work: SCSZB

In this section, SCSZB routing protocol is proposed, which is a modified version of
the Z-SEP [24]. This protocol plays a very important role to maximize the life span
of the network compared to SEP and Z-SEP. Each zone of SCSZB protocol has a
CH to communicate directly to the BS.

Network Architecture

In majority of routing protocols, nodes in the field are deployed arbitrarily and thus
the energy use of the node is not efficient [26]. The given field as shown in Fig. 2 is
spread over mainly five zones: one zone for ordinary nodes, two for advanced nodes
and the remaining two for supernodes, based on the coordinate of the network field
Y.

• Ordinary nodes are positioned arbitrarily in the area between 40 < Y ≤ 60.
• Advanced nodes are those which are positioned arbitrarily between 20 < Y ≤ 40

and 60 < Y ≤ 80.
• Finally, supernodes take place arbitrarily in the area between 0 < Y ≤ 20 and 80

< Y ≤ 100.

Such deployment is done in the field because the energy level of the ordinary node
is lesswhile the energy level of the supernode is high.The energy level of the advanced
node is higher than the ordinary node and lower than the supernode. Therefore, the
advanced node is deployed among the ordinary node and the supernode. If the nodes
which are found in the corner of the network have more energy, only then they can
communicate to the BS for a long time. Supernode always deploy near to the BS.
Thus, by creating this type of network field architecture, the lifetime of the field
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Fig. 2 Network architecture

increases, creating a more generalized and energy-efficient system. This protocol
helped in the judicious use of energy in the super and advanced nodes, which steered
the long-term stability field according to the higher values of additional energy.

4.1 CH Formation

CH formation is an important phase of the proposed protocol. Network area is mainly
partitioned into five equal zones from zone 1 to zone 5. CH is elected in every zone on
the basis of certain input parameter which includes, distance to sink and the residual
energy of a node. Once the CHs selected, the cluster formation phase comes into
existence. Non-cluster head (NON-CH) nodes are required to take the preference of
joining theCH.NON-CHnodes havemetrics such as distance aroundCH, its residual
energy and average distance from CH to member node. All this important metrics, it
will explore their opportunity. After the calculation of the chance of each CH node,
theNON-CHnodewill pick aCHnodewith themost noteworthy possibility and send
a packet (JOIN_CL). The CH node will acknowledge them and send an affirmation
(ACK_ACCEPT_JOIN) to the requesting node with a TDMA plan. As such, every
node of the networks is grouped. After each round of communication, the role of CHs
changes. The proposed SCSZB is explained through flowchart in Fig. 3. Proper time
scheduling is done for nodes in which they can communicate to CHs after performing
aggregation. For this reason, CHs are expending more power than rest of the nodes.
CHs are those nodes that send data to the central BS. Direct transmission from SN
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Fig. 3 Flowchart of SCSZB routing protocol
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is avoided because when direct transmission occurs, SNs will die more quickly and
which in turn reduces the network life span. The existence of both advanced and
supernodes help to increase stability. Consequently, the suggested protocol is much
able to maintain its period of stability in the presence of heterogeneous parameters.

5 Results and Simulation

An area 100 m× 100 m is taken to simulate the proposed protocol. Energy-wise 100
nodes are deployed in specific areas. In the center of the field, BS is placed. Like the
SEP protocol, the proposed protocol also uses a first-order radio model. MATLAB
is used to implement the simulation for the proposed protocol. As discussed that
40% nodes are advanced, 40% nodes are super while remaining 20% nodes are
normal, the nodes are randomly scattered across the region within their particular
field dimensions. The simulation parameters are specified in Table 1.

We have used four performance metrics which are as follows.

• Stability period and half node death: Stability [27] is first node death and half
node death means only 50% nodes are alive.

• Node death rate: The energy level of SN dissipate after a specific number of
round, after some time, the node may die due to lack of energy and death rate
basically provides the number of nodes which are still alive at any given moment.

• Data packet transferred: It basically shows the count of packets the sensors send
to the BS in specific periods of time. This unit is important for analyzing data
gathering of networks.

• Network lifetime: Network lifetime basically defines the total time of a network
until last node dies in the network.

Table 1 Simulation metrics

Metric Value

Network area 100 × 100

Energy (Eo) as initial energy 0.5 J

Advanced node’s energy Eo(1+α)

Supernode’s energy Eo(1+ β)

Energy used in data aggregation (EDA) 5 nJ/bit/signal

Energy (Eelec) for sending and receiving 5 nJ/bit

Short distance amplification energy (Efs) 10 pj/bit/m2

Long distance amplification energy (Emp) 0.013 pj/bit/m4
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5.1 Stability Period and Half Node Dead

The death of half the nodes of any network is calculated by the death of 50% of the
nodes from the beginning of the network. The input parameter is important because
the network make use of around 85% of starting energy at the time when almost 50%
nodes’ death occurs. When half of the nodes of the field die, the appearance of the
field is as follows (Table 2).

Now, the results of the addressed method is compared with previously described
method, i.e., Z-SEP and SEP. Supernodes are introduced into the Z-SEP and SEP
protocols with a similar setting, built into our protocol, which examines the perfor-
mance of all protocols in the existence of supernodes to improve heterogeneous
characteristics.

The main objective behind conducting the simulation is to investigate the period
of stability of the SEP, Z-SEP and the proposed protocol to show the comparison and
to prove the result better.

Table 2 Stability and half node death

Protocol Stable period (rounds) Half node dead (rounds)

SEP 1085 1486

Z-SEP 1535 2023

Proposed 1766 4424

Fig. 4 Node death rate
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Fig. 5 Data received at BS

5.2 Node Death Rate

Figure 4 depicts node-by-node for SEP, Z-SEP and the proposed protocol SCSZB, an
region of 100 m × 100 m with 100 nodes taken for the network. The node mortality
of SCSZB is lower than SEP and Z-SEP. The SCZB protocol consumes less energy
than SEZ, Z-SEP.

5.3 Data Received at BS

Figure 5 showed all the information about the SNs and their sensory data to the data
unit received at the BS in this metric. Unnecessary data not received on BS. Figure
depicted maximum data obtained in BS only due to SCSZB protocol compared to
SEP and Z-SEP.

5.4 Network Energy Level

Figure 6 shows the maximum network life span of the SCSZB protocol compared
to SCZ and Z-SEP and the final node death of SCSZB protocol is much higher than
that of SEP and Z-SEP which is closer to node BS, and it consumes less energy for
communication. SCSZB outperforms SEP and Z-SEP and extends network lifetime.

According to the simulation consequence, the proposed protocol proves to be
more energy-efficient in terms of SCSZB node mortality than the protocols such as
SEP, Z-SEP, much longer than the lifetime network. Therefore, the simulation results
suggest that the proposed protocol and its working method are superior to the old
protocol.
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Fig. 6 Network energy level

6 Conclusion and Future Work

In this paper, a protocol with heterogeneous environment (SCSZB) is proposed:
Three-level heterogeneity consisting of five regions. One zone has common nodes,
two zones have advanced nodes and the remaining two have supernodes. In the
proposed network, BS is located at the center of the sensing region. Subsequently,
the area is virtually divided into two equal parts. This type of division results in the
creation of five zones separated by zone 1, zone 2, up to zone 5. Subsequently, the
clusters heads are selected for each five zones. These CHs will be used for data trans-
mission purposes. The results showed that according to the energy of the nodes, the
change in their deployment increased the period of stability. Therefore, the proposed
protocol can be considered a better solution to provide more energy-efficient results.
Therefore, the proposed protocol is more efficient than other protocols (SEP and
Z-SEP) and provides better results. In the future direction, the SCSZB protocol will
be used to inform the availability and scarcity of water in agriculture.
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Abstract The Web search engines have been instrumental in providing informa-
tion from all over the globe to the user. The advent of the Web search engines has
resulted in obtaining the relevant information at the user’s location. The central
theme of all Web search engines is to provide the relevant information expected
by the user. To address this issue, many sophisticated ranking functions have been
developed, which rank the documents based on their relevance to the user’s query.
The ranking component is one of the most important components for designing
Web object search engines. This component helps in contributing toward the active-
ness of Web object search engine w.r.t. user relevance. Designing of active result
ranking functions, which also considers the geographical proximity of the queries,
is extremely important to provide user relevant results.
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1 Introduction

The Web search engines [1] have been instrumental in providing information from
all over the globe to the user. The central theme of all Web search engines is to
provide the relevant information expected by the user. To address this issue, many
sophisticated ranking functions have been developed, which rank the documents
based on their relevance to the user’s query.

1.1 Vector-Based Ranking Functions

Vector-based document models utilize these ranking functions. The documents are
represented as vector of term weights as shown in Eq. 1. Here, d j is the given
document, the weight wi j > 0, if the term i is found inside document d j and t is the
total number of terms that are indexed for the whole document collection.

−→
d j = [

w1 j , w2 j , . . . , wt j
]

(1)

The user query is also modeled as a vector. The similarity between the query
vector and document vector is calculated by using similarity functions such as cosine
similarity as shown in Eq. 2. The cosine similarity function calculates the cosine of
the angle between the vectors,

−→
d j and �q as shown in Fig. 1. If the document is highly

relevant to the query, then cosine value decreases.

cos
(−→
d j , �q

)
=

∑t
i=1 wi j × wiq√∑t

i=1 w2
i j ×

√∑t
i=1 w2

iq

(2)

One of the popular mechanisms to calculate term weight is t f − id f mechanism.
The term frequency (tf) is the frequency of a term in the given document. The

Fig. 1 Cosine similarity
function
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normalized term frequency of term i inside document j is shown in Eq. 3. Here, fi j is
the frequency of the term inside document j, andmax

(
fl j

)
is themaximum frequency

of all the terms present inside document d j .

t fi j = fi j
max

(
fl j

) (3)

The inverse document frequency (id f ) penalizes those terms which have more
appearance in the document collection. The reason being that, such terms have low
distinguishing power. Equation 4 illustrates this concept. Here, id fi is the inverse
document frequency of term i , ni is the total number of documents which contain
term i , and N is the number of documents present inside the document collection.

I d fi = log
N

ni
(4)

One of the major problems in t f − id f ranking functions is indexed terms are
assumed to be mutually independent, thus, it does not cater to the semantic rela-
tionship between query and the document. Another vector model ranking function
called as theNutch ranking function has been proposed [2]. Equations 5 illustrate this

ranking function. Here, queryNorm(d) is a score which Norm
(
t.field ∈ �d

)
are the

normalization factors, coord
(
�q, �d

)
is based on the number of query terms present

inside �d , t.boost
(
t.field ∈ −→

d
)
assigns higher scores those terms which appear in

certain sections of the document, and this ranking function provides facility to
perform partial search on users query.

score
(
�q, �d

)
= queryNorm

( �d
)

× coord
(
�q, �d

)
×

∑

t∈�q
t f

(
t ∈ �d

)

× id f (t) × t.boost
(
t.field ∈ �d

)
× Norm

(
t.field ∈ �d

)
(5)

1.2 Boolean Model Scoring Function

The scoring function for the Boolean model addresses both AND semantics and OR
semantics for the user query. The scoring function developed for the OR semantics
is shown in Eq. 6, and the scoring function for the AND semantics is shown in
Eq. 7. The query is assumed to have two terms t1 and t2. The weights w1 and w2 are
calculated by using Eqs. 8 and 9. Here, t f1d and t f2d are the frequency of the terms
t1 and t2 inside document d. The parameters id f1 and id f2 are the inverse document
frequency of the terms t1 and t2.
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score (qor, d) =
√

w2
1 + w2

2

2
(6)

score (qor, d) = 1 −
√

(1 − w1)
2 + (1 − w2)

2

2
(7)

w1 = t f1d × id f1 (8)

w2 = t f2d × id f2 (9)

1.3 Probabilistic Ranking Function

In this model [3], the degree of similarity between document and query is quantified
through conditional probability as shown in Eq. 10. Here, R is an indicator random
variable which takes the value 1, if the document d is relevant to the query �q , other-
wise, R takes the value 0. If the probability of the event R = 1, is greater than the
event R = 0, then the document �d is considered relevant to the query �q , otherwise,
the document �d is considered irrelevant to the query �q .

P (R = 1| �d, �q) > P (R = 0| �d, �q) (10)

The ranking function is designed by using a metric called as odds of relevance,
which is shown in Eq. 11.

score (�q| �p) = P(R = 1| �d, �q)

P(R = 0| �d, �q)
(11)

By using naive Bayesian assumption, Eq. 11 can be rewritten as shown in Eq. 12.

score
( �d|�q

)
=

[
P(R = 1|�q)

P(R = 0|�q)

]
×

[
P( �d|R = 1, �q)

P( �d|R = 0, �q)

]

(12)

By using the index term for the document repository, the Eq. 12 can be rewritten
as shown in Eq. 13. Here, xt is a term indexed in the inverted file created for the
document repository. Every term are assumed to be independent of the other.

score
( �d|�q

)
≈

M∏

t=1

P(xt |R = 1, �q)

P(xt |R = 0, �q)
(13)
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By using pt = P(xt |R = 1, �q) and ut = P(xt |R = 0, �q). The Eq. 13 can be
rewritten as shown in Eq. 14. Here, xt = 1, if the term t is present in the document
�d. Otherwise, xt = 0.

score ( �d|�q) ≈
M∏

t :xt=1

pt
ut

×
M∏

t :xt=0

1 − pi
1 − ut

(14)

In practice, if no relevance information is available, then the approximations
pt = 0.5 and ut = nt

N are used. Here, nt is the number of documents inside document
repository which contain term t, and N is the total number of documents present
inside document repository. The Okapi ranking function [2] improves upon Eq. 14.
Its structure is shown in Eq. 15.

score ( �d|�q) ≈
∑

t∈q
log

N

nt
× (k1 + 1)t ftd

k1 + t ftd
(15)

The soft normalization of Okapi ranking function is shown in Eq. 16. Here, Ld

is the document length, Lave is the average length of all documents in the repository,
and b is a tunable constant.

score
( �d|�q

)
=

∑

t∈q
log

N

nt
× (k1 + 1)t ftd

k1
(
(1 − b) + b × Ld

Lave

)
+ t ftd

(16)

1.4 Latent Dirichlet Allocation Ranking Function

The latent Dirichlet allocation (LDA) model has the following features:

1. It utilizes a probabilistic scoring function.
2. It utilizes both observed variable and unobserved variables.
3. The words in a document are considered as observed variables.
4. These words are assumed to be generated from topics, which are considered as

unobserved variables.

2 Related Work

In [1], novelWebobject ranking functionswere proposed. Figure 3 exhibits themodel
utilized to design Web object ranking functions. The key features of this model are:

1. Information from different Web sources are extracted and integrated [4]. Some
of the information that is extracted may not be consistent, because some of the
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data sources might have poor quality information, and considerable extraction
errors might occur.

2. The two stages in extraction process are: record extraction and attribute extrac-
tion. In [5], the first stage, relevant records are extracted from different data
sources, and in [6] the second stage, different portions of the record are labeled
by using attribute information. In most of the cases, both these stages might not
be accurate. Wrong records or partial information about the data records might
be extracted, and wrong labeling of attributes might occur. By using test dataset,
accuracy values can be set for extraction process. Here, αk indicates the record
detection accuracy, and γk indicates the attribute extraction accuracy of record k.
The two stages in extraction process are: record extraction and attribute extrac-
tion. In [5], the first stage, relevant records are extracted from different data
sources, and in [6] the second stage, different portions of the record are labeled
by using attribute information. In most of the cases, both these stages might not
be accurate. Wrong records or partial information about the data records might
be extracted, and wrong labeling of attributes might occur. By using test dataset,
accuracy values can be set for extraction process. Here, αk indicates the record
detection accuracy, and γk indicates the attribute extraction accuracy of record k.

3. There are two-level descriptions for a Web object [7]. In the first description
level, a Web object is seen as a set of data records, in which the attributes are
not having a separate identity. But, in the second description level, the attributes
are provided with distinguishing identities [8–12]. The Web object is seen as
collection of data records and attributes [13, 14].

4. Every attribute will have certain importance in calculating the relevance of the
Web object w.r.t user’s query. The value β j indicates this importance of attribute
j . The mechanism of assigning different weights for different parameters is quite
common in IR literature.

The scoring functions [4, 15, 16] are based on language models which estimate
the relevance between a query and a document. The ranking functions are based
on conditional probability as shown in Eq. 17. Here, Q is the query, and D is the
document.

P (D|Q) ∝ P(Q|D) × P(D) (17)

By using term independent assumption, Eq. 17 can be rewritten as Eq. 18. Here,
wi is the ith query term of the query Q, |Q| is the length of the query, and P(wi |D)

is the probability of wi being generated from document D.

P (Q|D ) =
|Q|∏

i=1

P(wi |D ) (18)

Maximum likelihood estimation technique is commonly utilized to calculate the
conditional probability P(w|D). The language models utilize smoothing techniques
to overcome data sparseness problem. The term probabilities are adjusted through
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this smoothing technique. The Dirichlet prior smoothing technique is extensively
used in the IR world. By using this Dirichlet smoothing technique, the conditional
probability P(w|D) is generated through Eq. 19. Here, |D| is the document length,
t f (w, D) indicates the term frequencyofw inside documentD, |C | is the total number
of terms present in the document collection, and t f (w,C) is the term frequency of
w inside the document collection. The value of parameter λ is shown in Eq. 20.

P(w|D) = λ × t f (w, D)

|D| + (1 − λ) × t f (w,C)

|C | (19)

λ = |D|
|D| + μ

(20)

3 Problem Statement

Consider the Web object O, which is made up of K records indicated by—
R1, R2, . . . , RK , and each data record Rk(1 ≤ k ≤ K ) is made up of M attributes
indicated by O1k, O2k, . . . , OMk . Let, Q be the query, which is generated to perform
location-based Web object search, and Web object O is part of the result set for Q.
Let, lO , be the location label of O, and lQ be the requested location of the query Q.
Here, lO = lQ . The query Qt is created from Q by removing the location term lQ .
The aim of the work is to design ranking functions to assign score to Web object O
w.r.t. query Q, so that, a ranked list of Web object result set can be obtained.

4 Proposed Algorithmic Approach

4.1 Ranking Function for Data Records

The record level representation for Web objects is utilized to design data record
ranking function. This representation is similar to unstructured data format. The
attributes inside the data record are not differentiated. This representation overcomes
the problem of attribute value extraction error, because it ignores the attribute exis-
tence, and only the record extraction errors will be considered. But, ignoring attribute
existence can lead to poor effectiveness in the ranking function, because some of the
attributes might not be relevant to the query term w.

The ranking function to rank the data records is represented in Eq. 25. Here, w

represents the query term ∈ Qt , weight(w, Rk) as shown in Eq. 21, represents the
weight of w w.r.t the data record Rk , the value of the parameter nt f is represented
in Eq. 22, t f indicates the term frequency of w in Rk , the term ndl is represented
in Eq. 23, dl represents the length of Rk , avgdl represents average length of all data



158 K. N. Anjan Kumar et al.

records in the object repository, s represents a tunable constant, the term I d f g is
represented in Eq. 24, Ng indicates the number of Web objects present in the object
repository, d f g indicates the frequency of query termw in all theWeb objects, α(Rk)

is the data extraction accuracy of that data source, which was used to extract record
Rk , f (lO , Rk) indicates the frequency of location label lO inside Rk , weight(w, Q)

indicates the weight of w in Q, and this weight is equal to the frequency of w in Q.

weight(w, Rk) = nt f × id f g × (1 + f (lo, Rk))

ndl
(21)

nt f = 1 + log(t f ) (22)

ndl =
(
s × dl

avgdl

)
(1 + log(avgdl)) (23)

I d f g = 1 + log

(
Ng

d f g + 1

)
(24)

score (Q, Rk) = α(Rk)
∑

w∈Qt

weight (w, Q) × weight(w, Rk) (25)

4.2 Ranking Function for Attribute Values

The attribute value representation model identifies different attributes for each data
record that belongs to the specified Web object. This model can be considered as a
fine-grained representation model. Identifying different attributes in the data record
helps in identifying the influential attributes, which contribute to the effectiveness of
the search result. But, the effectiveness of attribute value ranking function depends
on the accuracy of data record segmentation process for extracting attribute values.
This accuracy parameter is essential in designing the ranking function.

The Eq. 28 represents the attribute value ranking function. Here, γ
(
Ojk

)
indicates

the attribute value extraction accuracy for attribute value Ojk w.r.t the data source
fromwhich the record Rk and Ojk are extracted, the term cos

(
w, Ojk

)
is represented

in Eq. 26, the term f
(
lO , Ojk

)
indicates the frequency of label lO in Ojk , the term

weight (s) is represented in Eq. 27, fw indicates the frequency of the query termw in
Ojk , Na indicates the number of Web objects which contain the same attribute label
of Ojk , and fs is the frequency of term s in all the Web objects in the repository.

cos
(
w, Ojk

) = weight(w) × (
1 + f

(
lo, Ojk

)) × fw
√∑

weight(s)2
(26)
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weight(s) = 1 + log

(
Na

fs

)
(27)

score
(
Q, Ojk

) =
(

αk + γ
(
Ojk

)

2

)
∑

w

cos
(
w, Ojk

)
(28)

The final ranking function for assigning score to the Web object O is designed
by combining both scoring functions for attribute value and record model represen-
tations. This mechanism aids in obtaining the merits of both representation models.
This ranking function is represented in Eq. 29. Here,β

(
Ojk

)
indicates the importance

of attribute value Ojk for the Web object O.

score(Q, O) =
k∑

k=1

M∑

j=1

(
score(Q, Rk) + β

(
Ojk

)
score

(
Q, Ojk

))
(29)

5 Results and Discussion

The empirical analysis is performed separately on three Web object repositories—
Wikipedia, DBLP and IMDB. A prototype and customizedWeb object search engine
which utilizes the three created Web object repositories are subjected to empirical
evaluation; wherein, two versions of theWeb object search engine is created. The first
version utilizes the proposed ranking component, and the second version is devoid
of any ranking components.

The empirical resultsw.r.t.Wikipedia andDBLP repository is illustrated in Figs. 2,
3, 4, 5, 6, 7 and 8; correspondingly the values are tabulated in Tables 1, 2, 3, 4, 5,
6, 7 and 8. The two different experiments, totally execute 10 location-based Web
object queries, and these queries are identified through numbers. The reciprocal rank
obtained by new-rank and no-rank are analyzed. The queries were divided into two
groups of 10 queries each. The queries of the first group had result set size which was

Fig. 2 Reciprocal rank
(|result set| < 10) (Wiki)
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Fig. 3 Reciprocal rank
(|result set| < 30)

Fig. 4 Execution time
(|result set| < 10) (Wiki)

Fig. 5 Execution time
(|result set| < 30)

Fig. 6 Reciprocal rank
(|result set| < 10) (DBLP)
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Fig. 7 Reciprocal rank
(|result set| < 30)

Fig. 8 Execution time
(|result set| < 10) (DBLP)

Table 1 Reciprocal rank
(|result set| < 10) (Wiki)

Query number Reciprocal rank
(new-rank)

Reciprocal rank (no-rank)

1 0.75 0.1

2 0.78 0.2

3 0.8 0.3

4 0.75 0.1

5 0.73 0.2

6 0.8 0.25

7 0.85 0.25

8 0.77 0.3

9 0.75 0.2

10 0.74 0.2

within 10 Web objects. Similarly, the second group queries had result set size which
was within 30. New-rank utilizes ranking component, and it consumes extra time
compared to no-rank. But, this extra execution cost is just within 20% of the no-rank
execution cost. This efficiency of new-rank is largely due to the design mechanism
implemented for computing the ranking function.
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Table 2 Reciprocal rank
(|result set| < 30) (Wiki)

Query number Reciprocal rank
(new-rank)

Reciprocal rank (no-rank)

1 0.8 0.25

2 0.75 0.25

3 0.8 0.25

4 0.7 0.23

5 0.75 0.15

6 0.8 0.3

7 0.83 0.25

8 0.81 0.3

9 0.75 0.3

10 0.78 0.25

Table 3 Execution time
(|result set| < 10) (Wiki)

Query number Execution time (ms)
(new-rank)

Execution time (ms)
(no-rank)

1 270 220

2 390 300

3 370 320

4 350 330

5 500 400

6 420 320

7 420 380

8 370 300

9 310 220

10 330 240

Table 4 Execution time
(|result set| < 30) (Wiki)

Query number Execution time (ms)
(new-rank)

Execution time (ms)
(no-rank)

1 470 410

2 475 405

3 479 415

4 530 410

5 550 520

6 420 350

7 520 480

8 200 150

9 250 200

10 500 420
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Table 5 Reciprocal rank
(|result set| < 10) (DBLP)

Query number Reciprocal rank
(new-rank)

Reciprocal rank (no-rank)

1 0.71 0.2

2 0.67 0.15

3 0.81 0.34

4 0.80 0.3

5 0.69 0.2

6 0.75 0.3

7 0.70 0.25

8 0.78 0.23

9 0.76 0.2

10 0.72 0.15

Table 6 Reciprocal rank
(|result set| < 30) (DBLP)

Query number Reciprocal rank
(new-rank)

Reciprocal rank
(no-rank)

1 0.7 0.3

2 0.67 0.15

3 0.69 0.2

4 0.75 0.3

5 0.76 0.35

6 0.78 0.32

7 0.76 0.35

8 0.74 0.31

9 0.81 0.35

10 0.82 0.35

Table 7 Execution time
(|result set| < 10) (DBLP)

Query number Reciprocal rank
(new-rank)

Reciprocal rank
(no-rank)

1 350 240

2 340 260

3 390 300

4 450 300

5 430 340

6 330 310

7 350 320

8 470 290

9 360 270

10 390 280
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Table 8 Execution time
(|result set| < 30) (DBLP)

Query number Execution time (ms)
(new-rank)

Execution time (ms)
(no-rank)

1 430 330

2 560 430

3 540 440

4 470 350

5 490 360

6 410 390

7 380 300

8 390 300

9 400 320

10 470 360

Fig. 9 Execution time
(|result set| < 30)

6 Conclusion

IR ranking functions was presented, existing ranking functions presented in the liter-
ature for Web object ranking were described, for the first time—ranking functions to
rank the result set of location-basedWebobject querywas presented, empirical results
for the proposed ranking framework were demonstrated on real-world datasets, and
empirical results establish the necessity of the proposed ranking framework—by
providing appreciable user relevant results.
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OCHEP: An Optimized Cluster Head
Election Protocol for Heterogeneous
WSNs

Samayveer Singh, Piyush Yadav, Aruna Malik, and Rajeev Agrawal

Abstract In wireless sensor networks (WSNs), the nodes have the constraint of
energy. The sensor nodes have consumed energy in sensing, transmission, receiving,
etc. If the energy of a sensor node exhausted completely, then there is no use of sensor
nodes because nodes are not replaceable. Thus, there is a dire need to increase the
lifespan of the networks so that sensors can work for a longer time in the networks. In
this paper, we recommend an enhanced cluster head determination routing protocol
for heterogeneous WSNs. The heterogeneous WSNs are consist of three levels of
heterogeneity which helps in extending the network lifetime. In the enhancement
of the proposed method, a threshold-based formula is deliberated for choosing the
cluster head nodes (CH). This threshold formula considered three criteria namely
node distance from the sink, outstanding energy of sensors, and total energy of the
networks which decreases energy consumption. This proposed scheme can provide
efficient and effective communication outside the cluster and within the cluster by
considering communication cost matrices. The number of alive and dead, the sum
of energy consumption, and the number of messages transferred to the control node
matrices are considered to examine the enactment of the proposed scheme by using
the MATLAB. After a comprehensive analysis, it has been evident that the projected
scheme accomplishes superior to that of the existing methods.

S. Singh (B) · A. Malik
Department of Computer Science and Engineering, Dr B R Ambedkar National Institute of
Technology, Jalandhar, Punjab, India
e-mail: samayveersingh@gmail.com

A. Malik
e-mail: arunacsrke@gmail.com

P. Yadav · R. Agrawal
Department of Electronics and Communication Engineering, G L Bajaj Institute of Technology
and Management, Greater Noida, U.P., India
e-mail: piyushyadav1985@gmail.com

R. Agrawal
e-mail: rajkecd@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
R. Agrawal et al. (eds.), Advances in Smart Communication and Imaging Systems,
Lecture Notes in Electrical Engineering 721,
https://doi.org/10.1007/978-981-15-9938-5_17

167

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9938-5_17&domain=pdf
mailto:samayveersingh@gmail.com
mailto:arunacsrke@gmail.com
mailto:piyushyadav1985@gmail.com
mailto:rajkecd@gmail.com
https://doi.org/10.1007/978-981-15-9938-5_17


168 S. Singh et al.

Keywords Network lifespan · Heterogeneous WSNs · Optimum clustering ·
Network energy efficiency

1 Introduction

Nowadays, communications are the most important part of today’s digital world for
sharing data or information among the communicating parties. It is not concerned as
the actual creating of the information as well as the resulting task performed on the
information at the time receiving data. Generally, the human gets instant information
through some processing devices which can collect information and process it and
then send that information to the other processing devices. In that way, humans can
get information in a comprehensible manner and take instant decisions, accordingly.
Nowadays, wireless sensor networks (WSNs) are one of the furthermost prevalent
systems with their advances in electronic technology [1]. One of the most impor-
tant challenging fields in networking is WSNs. It is designed for the remote and
harsh areas in our surroundings. The WSN can be expressed as an autonomous
network of distinct devices that can communicate the actual information collected
from a targeted area through wireless links. A WSN is a structure of dedicated
transducers or sensor nodes with a well-controlled communication infrastructure for
monitoring and collecting parameters from diverse locations where the sensors have
been deployed. Normally, monitored parameters are environment temperature, level
of humidity, sound intensity, pressure, illumination intensity, wind flow speed and
direction, power-line drop in voltage, vibration intensity, pollutant levels, patient
body functions, etc. [2]. A WSN composed of multiple detection stations can be
interpreted as sensor nodes, each of sensor nodes is lightweight, small in size, and
portable. Every sensor node is consisting of transducer, active or passive power
source, transceiver, and microcomputer. The transducer senses the variations in a
physical quantity from surroundings where they positioned and translate into elec-
trical signs. The power source for each node can be regular supply or battery-based.
The important function of the transceiver is to receive the commands from a base
station or central computer and transmit the data to that location. The duty of the
microcomputer just processes and stores the sensor output for analyzing. Gener-
ally, there are lot of applications, where we can deploy WSNs such as water quality
monitoring, building health structure monitoring, surveillance of various types of
buildings, gas leakage in the various gas and chemical plants, productivity, humidity,
water requirement, fertilizer monitoring in the agriculture monitoring, health moni-
toring in medical application, wild animal monitoring the parks, fire detection in the
multistory building, green park watering system, and so on [3].

There are two broad categories of the WSNs such as homogeneous and hetero-
geneous. In the first one, all the deployed nodes have the same power capabili-
ties, whereas nodes have different capabilities in case of heterogeneous networks
as energy, link capacity, memory, processing power, etc. Thus, based on the above
discussion, we can categorize the heterogeneity into multiple categories namely
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energy, link, and computational heterogeneity. In case of energy heterogeneity,
heterogeneous networks consist of multiple types of batteries means they have
different-different Volts or Jules batteries. Link heterogeneity means sensor nodes
have different capabilities of link for transferring data over the deployed networks
like some of the networks have 10 Mbps and some of the links 50 Mbps bandwidth
for transferring information. In the computational heterogeneity, sensor nodes have
multiple types of microprocessor, memories, etc. Based on the above discussion,
we can conclude that the nodes in the sensor networks have many restrictions like
energy limitation, cost of the nodes, speed, processing power, etc. Thus, there is a
dire need to develop energy effective and efficient algorithmwhich can overcome the
above-discussed problems of the networks for various applications. Perhaps, clus-
tering plays a very effective role for improving the performance of thewireless sensor
networks by effective utilization of the heterogeneous resources like energy limita-
tion, cost of the nodes, speed, processing power, etc. In this paper, we proposed an
optimized cluster head election protocol for heterogeneousWSNs.A threshold-based
formula is considered for effective selection of the proposed method. This threshold-
based formula considered three criteria namely distance between the nodes and the
sink, nodes remaining energy, and the sum of the energy of the networks. These three
parameters help in diminishing the energy depletion within the clusters and outside
the clusters also. The number of alive and dead is showing the sustainability and
the lifetime of the proposed method in terms of first, half, and last node dead, the
sum of energy consumption as the remaining energy, and the number of messages
transferred to the control node as showing the throughput of the proposed method
matrices are considered to investigate the enactment of the projected scheme.

The association of the paper is defined as follows: in the 2nd section the literature
review of the existing clustering-based is discussed and the 3rd section discusses
the various assumption for deploying networks, radio, and energy models. The
4th section discusses the proposed method including the threshold-based formula
which helps in increasing the sustainability of the proposed method. The 5th section
discusses the results of the simulation of the proposed and the existing methods and
paper is concluded in the 6th section.

2 Literature Review

Thewireless sensor networks (WSNs) are consumedmore energy in the transmission
and reception of information instead of sensing, computing, ideal, and others states.
There are many other limitations of the WSNs such as low size, low battery power,
no recharging facility, and non-replaceability of the nodes. Thus, there is a terrible
need to develop energy effective and efficient algorithm which can overcome the
above-discussed problems of the networks for various applications. In the literature,
there are various clustering-based algorithmswhich try to balance the load among the
clusters. The first clustering protocols are low energy adaptive clustering hierarchy
(LEACH)protocolwhich tries to equilibrium the consignment among the clusters [3].
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The working of LEACH divided into two phases namely setup and steady phase. In
the setup phase, nodes are deployed and possible cluster heads are selected for further
processing, whereas the data collection is considered in the steady phase. LEACH
is further improved in the form of power-efficient gathering in sensor information
systems (PEGASIS) protocol [4]. It designed chains in the networks for collecting the
data and data collection always stated from the farthest nodes to the near node from
the base station and it created multiple chains in this process. The main disadvantage
of this method is that these are fit only small networks not for large networks. These
protocols are defined for the homogeneous networks but after a time some of the
heterogeneous protocols are discussed.

The first heterogeneous protocol is stable election protocol (SEP) which is
discussed for the two-level andmultilevel heterogeneity. The hetSEP [5] is the exten-
sion of the SEP protocol by integrating the 2 and 3 levels of heterogeneity. It uses the
probability formula for nominating the cluster heads. It increases the network over-
heads if the packet transmission is too long. After that, distributed energy-efficient
clustering (DEEC) protocol is discussed by considering the 2 and 3 levels of hetero-
geneity [6]. It also uses a probability formula for electing the cluster heads by consid-
ering the residual and average energy. In DEEC, the energy of the networks is not
used efficiently. In paper [7], the selection of the clusters is based on the outstanding
energy of the nodes and the networks. It only considered the three-level of hetero-
geneity of the nodes in the deployednetworks. Thesemethods require the extra energy
in the process of reclustering at the time of next rounds. To improving the further
performance of the methods, Maheshwari et al. discussed a two-level of grouping
for collecting the data by considering the node degree [8]. It method increases the
load of the sink and somehow creates the problem of the hotspot in the deployed
networks. The methods discussed in papers [9–11] are considered heterogeneity of
the multiple levels. These papers are not considered the data aggregation process and
chaining approach for efficient collection of data. In paper [12], a fuzzy-based clus-
tering approach is discussed for prolonging the lifetime of networks. It considered
the many parameters for the distance between the nodes and sink, residual energy of
the clusters for cluster heads election. However, it agonizes the load balancing during
the collection of the data. It is also not considered the data combination procedure.

In paper [13], the authors discuss the hybrid routing technique based on the zone
of the deployed fields. The clustering process is adopted by it is similar as defined in
the LEACH protocol. This approach is not involving normal nodes in the clustering
process. This method is further extended by the [14] by considering hybrid clustering
concept and multi-hop data collection process. It does not use all the methods in the
clustering process but only a few nodes have been used in the clustering process. This
method grieves the consignment balancing the difficulty of the system. The paper
[15] is also discussed for the heterogeneous protocols for prolonging the network
lifetime. It considers the probability function for cluster heads election. It defines the
two and multilevel heterogeneity in the deployed networks. The paper [16] discusses
a routing-based technique which collects data on the bases of the chains. There are
two phases of the process. In the first phases, nodes direct their data to the cluster
heads, whereas, in the second phase, clusters heads send their data to the sinks as
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they received data from the respective clusters by performing data aggregation.Wang
et al. discuss a cluster routing protocol which elects the cluster head efficiently [17].
It also improved the node processing and inter-cluster routing problem. This method
partially suffers from an effective cluster and data aggregation. Chen et al. discuss a
chain-based hierarchical routing protocol in WSNs [18]. It divided monitoring areas
into slighter fields to create restraints. It reduces excessive routes and also recovers
energy. Thismethod createdmany small chains in the networks. Linping et al. discuss
an improved algorithm of PEGASIS protocol which is based on double cluster heads
in WSN [19]. It usages low-level clusters header for upgraded load balancing. This
protocol useful for large networks and executes better than the PEGASIS algorithm.
The preliminary installations of this method create high overhead. Nadeem et al.
discuss a gateway-based energy-efficient routing method forWSNs calledM-GEAR
by dividing the area into four different logical regions [20]. Saranraj et al. discussed
the energy-efficient cluster head selection method for called OEECHS. The election
of cluster heads (CHs) is based on consumed battery and distance [21]. This method
undergoes from the load balancing difficult between the nodes. Piyush et al. discuss
the importance of protocols in healthcare applications in [22]. In the subsequent
section, we considered the network conventions, the proposed energy model and
energy overindulgence model which will assist in competent clustering.

3 Network Model, Energy Model, and Radio Dissipation
Model

In this division, the fundamental assumptions of the proposed systemmodel are given
as all the sensors have an ID and fixed location because the nodes are immobile.
The sensors can be heterogeneous and its preliminary energies depend upon the
level of heterogeneity. Sensors have symmetric in terms of resource capabilities like
connections, capacities, computational, and memory powers. The sink is positioned
in the inside of the defined territory. Here, we deliberate a three-tier heterogeneity
model consists of N nodes. The energies of level-1, -2, and -3 nodes are denoted as
e1, e2, and e3, respectively, by seeing the ailment e1 < e2 < e2 and their numbers are
denoted as N1, N2, N3, respectively, by considering the condition N1 > N2 > N3.

The system energy is given as follows:

eTotal = ζ × N × e1 + ζ 2 × N × e2 + (1 − ζ − ζ 2) × N × e3 (1)

eTotal can define level-1, -2, and -3 heterogeneity using the value of ζ which is a param-
eter of the model. The level-1 nodes are minimum in number, i.e., ζ × N and having
a minimum amount of energy denoted as e1 where the range of model parameter ζ is
0 ≤ γ ≥ 1. The level-2 nodes are less in number from level-1 nodes, i.e., ζ 2×N and
having more energy from level-1 nodes designated as e2. The level-3 nodes are less
in number from level-1 and level-2 nodes, i.e., (N − (ζ ∗ N + ζ 2 ∗ N )) and having
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more energy from level-1 and level-2 nodes designated as e3 that means they have a
maximum amount of energy.

Level-1 heterogeneity: For ζ = 0, Eq. (1) defines the network has consisted only
of one type of nodes. Thus, the entire system energy is given below

eTotal = N ∗ e3 (2)

where e3 is the preliminary energy of the nodes. It is indicating the level-3 nodes
instead of level-1 nodes. We impose a condition for converting the energy of level-3
nodes into level-1 nodes. It can be attained by using the given representation:

ζ = e3 − e1
β ∗ f (e2, e3)

(3)

where f and β are the functions of e2 and e3, and positive integer where β > 1. The
function f can have either (e3 + e2) or (e3 − e2).

Level-2 heterogeneity: For 1 − ζ − ζ 2 = 0, find the value of ζ which defines two
different types of sensors namely level-1 and -2 nodes. The relation 1− ζ − ζ 2 = 0
is not selected arbitrarily which is diminished by the third term of the Eq. (1). The
relation 1−ζ −ζ 2 = 0 gives two solutions, i.e., ((

√
5) − 1)/2 and ((

√
5) + 1)/2 > 1.

where ((
√
5) + 1)/2 > 1 is not true by the bound value of the 0 ≤ ζ ≥ 1. Thus, the

valid ((
√
5) − 1)/2 is the correct solution. This solution defines two types of sensor

nodes with their preliminary energies e1and e2.

Level-3 heterogeneity: We have considered the upper and lower bound value of
ζ is 0 ≤ ζ ≥ 1, but in level-2 heterogeneity, we have fixed the range value of the
upper bond is ((

√
5) − 1)/2 denoted by ζub. Consider the lower bound of ζ be ζlb,

i.e., which needs to be determined. The range of ζ is ζlb < ζ < ζub for three-level
heterogeneity and consider function value f as (e3 − e2) and ζ from Eq. (3). Thus,
the lower bound as

ζlb < ζ < ζub

Put the values of ζ and ζub in the above equation and calculate the value of the ζlb
as follows:

ζL <
e3 − e1

β ∗ (e3 − e2)
< ((

√
5) − 1)/2 (4)

Let e2 = α1+e1 and e3 = α2+e2 and using Eq. (4), we get the following relation.
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ζlb <
α2 + α1

β ∗ α2

α2

α1
<

1

β ∗ ζlb − 1

−α2

α1
≥ 1

1 − β ∗ ζlb

(5)

Subsequently, L.H.S. of Eq. (5) is negative, thus, just put −α2
α1

= 0. We have the
following relation:

1 − β ∗ ζlb < 0

1

β
< ζlb

(6)

Equation (4) can be as

(e3 − e1) ≤ β ∗ ((
√
5) − 1)

2
∗ (e3 − e2) (7)

This inequality may be written as

β ∗ ((
√
5) − 1) ∗ e2 − 2 ∗ e1 ≤ (β ∗ ((

√
5) − 1) − 2) ∗ e3 (8)

The level-1, -2, and -3 nodes energy are given as e1, e2 = e1 ∗ (1 + ω), and
e3 = e1 ∗ (1 + η), respectively. And the value of coefficients ω, and η are 0.06
and 0.11, respectively. Thus, the above-mentioned procedure defines the three-level
heterogeneity model in WSNs.

Now, we deliberate a debauchery energy radio model to compute the energy
consumption in the conveying and reception by the nodes during sensing, trans-
mission, and computational procedure. The energy collapse for conveying the L-bit
message over the distance d is quantified as follows [3]:

ETXS = L∗ ∈elec +L∗ ∈fs ∗ d2 if d ≤ d0 (9)

ETXL = L∗ ∈elec +L∗ ∈mp ∗ d4 if d > d0 (10)

where ∈elec, ∈fs and ∈mp are the vitality/energy decadent and d0 is threshold distance
is given below:

d0 =
√

∈fs

∈mp
(11)
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The energies expended in receiving (ERx) and in sensing (ESx) are specified in
(12) and (13) as follows:

ERx = L∗ ∈elec (12)

ESx = L∗ ∈elec (13)

In the next fragment, we deliberate the procedure for optimizing the electing the
CHs which helps in load balancing.

4 Optimized Cluster Head Election Routing Protocol

In this paper, we have optimized the suggested method using a clustering algo-
rithmic procedure for three-level heterogeneity. This methodology elects suitable
CHs based on the three measures namely the distance of the node from the BS, the
nodes remaining energy, and total network energy. The selection of the cluster heads
method is used as a dynamic clustering procedure. The aim of this method is to elects
cluster heads that consume less energy in inter and intracluster communication. The
complete process of the proposed method is divided into rounds and CHs are desig-
nated for each round. Initially, a defined percentage is used to electing the cluster
heads and then a number of CHs are added conferring to the coverage of the number
of deployed sensor nodes. It employes a condition of the vicinity of cluster heads. A
cluster head may not possible in the vicinity of other selected cluster heads in this
scenario. The choice of selecting the cluster heads depends on the threshold value
of the level of the heterogeneity. The value of the threshold is associated with an
arbitrary number which is created between 0 and eaverage−nch/ei−init. If the value of
the threshold is greater than the created number between 0 and eaverage−nch/ei−init,
then the sensor node of a particular level of heterogeneity converts the current node
into the cluster head for the contemporary round. The proposed method threshold
formula is given as follows:

ei = ei−curr

ei−init
(14)

et =
(
ei−res

ei−max
+ r div

1

pi

)
× (1 − ei−res) (15)

T (n) =
{ pi

N−pi
[
rmod

(
N
pi

)] × ei × et× if n ∈ G

0 otherwise
(16)
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where ei−curr, ei−init, ei−max and ei−res are the current vitality of the networks, prelim-
inary vitality of the nodes, node maximum preliminary energy, and residual energy.
The N and r are the numbers of sensor nodes and rounds. The ei and et are the
constant values which are defined in Eqs. (14) and (15). In the proposed method, a
dynamic range is considered for the comparisonwith the threshold value for choosing
the final cluster heads which are given as follows in Eq. (2).

[
0, eaverage−nch/ei−init

]
(17)

where eaverage−nch and ei−init are the node’s average energy which is not CHs in the
current round and preliminary energy of the nodes, respectively.

The whole energy of the defined network which is consist of three types of nodes,
i.e., level-1, -2, and -3 are represented by eT is given as below:

ζ × N × e1 + ζ 2 × N × e2 + (1 − ζ − ζ 2) × N × e3 (18)

N × (ζ × e1 + ζ 2 × e2 + (1 − ζ − ζ 2) × e3) (19)

e1 × N × (ζ + ζ 2 × e2/e1 + (1 − ζ − ζ 2) × e3/e1) (20)

Now, we will discuss the clustering process of the proposed method which
contains three types of nodes. The e1 is the preliminary energy of the level-1
nodes. If all the nodes having preliminary energy e1, then the total energy of
the networks is e1 × N . Therefore, there is an increment factor of the energy
according to Eq. (20) as (ζ + ζ 2 × e2/e1 + (1 − ζ − ζ 2) × e3/e1). Means, hetero-
geneous nodes have (ζ + ζ 2 × e2/e1 + (1 − ζ − ζ 2) × e3/e1) times more energy
than the homogeneous nodes.

Generally, every sensor node become CH in case of homogeneous networks after
1/pi rounds. Thus, the average cluster heads for homogeneous networks in a partic-
ular round will be N × 1/pi . But in the case of heterogeneous networks, every
sensor node becomes CH after 1/pi × (ζ + ζ 2 × e2/e1 + (1 − ζ − ζ 2) × e3/e1)
rounds. Thus, the average cluster heads for heterogeneous networks in a particular
round will be N × 1/pi × (ζ + ζ 2 × e2/e1 + (1 − ζ − ζ 2) × e3/e1). The threshold
values of level-1, -2 and -3 are fixed according to the preliminary energies of the
respective levels. Thus, each sensor of level-1 become a CH once in every 1/popt
rounds and level-2 and -3 sensor nodes turn into aCH (1 + α) and (1 + β) timesmore
than that of the level-1 sensors in every (ζ + ζ 2 × e2/e1 + (1 − ζ − ζ 2) × e3/e1)/pi
rounds, respectively. Thus, the heterogeneity is despoiled the set constraints which
is N × 1/pi . The E0/(ζ × e1 + ζ 2 × e2 + (1 − ζ − ζ 2) × e3) is the weight of a
node in the defined networks. In the proposed method, the weighted probabilities
of the level-1, -2, and -3 nodes which are denoted by plevel−1, plevel−2, and plevel−3,
respectively, and defined as follows:
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plevel−1 = pi × E1

(ζ × e1 + ζ 2 × e2 + (1 − ζ − ζ 2) × e3)
(21)

It can be as follows:

plevel−1 = pi
(ζ + ζ 2 × e2/e1 + (1 − ζ − ζ 2) × e3/e1)

(22)

plevel−2 = pi × E1

(ζ × e1 + ζ 2 × e2 + (1 − ζ − ζ 2) × e3)
(23)

It can be as follows:

plevel−2 = pi
(ζ + ζ 2 × e2/e1 + (1 − ζ − ζ 2) × e3/e1)

(24)

plevel−3 = pi × E1

(ζ × e1 + ζ 2 × e2 + (1 − ζ − ζ 2) × e3)
(25)

It can be as follows:

plevel−3 = pi
(ζ + ζ 2 × e2/e1 + (1 − ζ − ζ 2) × e3/e1)

(26)

The plevel−1, plevel−2, and plevel−3 are the optimum weighted probabilities for the
level-1, -2, and -3 nodes. Thus, the threshold value of the level-1 is given as follows:

T (nlevel - 1) =
{ plevel - 1

N−plevel−1

[
r mod

(
N

plevel - 1

)] × ei × et ifnlevel−1 ∈ G ′

0 otherwise
(27)

T (nlevel−2) =
{ plevel - 2

N−plevel−2

[
r mod

(
N

plevel−2

)] × ei × et ifnlevel−2 ∈ G ′′

0 otherwise
(28)

T (nlevel−3) =
{ plevel−3

N−plevel−3

[
r mod

(
N

plevel−3

)] × ei × et ifnlevel−3 ∈ G ′′′

0 otherwise
(29)

where G ′, G ′′, and G ′′′ are the conventional of level-1, -2 and -3 nodes which
have not become CHs within last 1

plevel−1
, 1
plevel−2

, and 1
plevel−3

rounds, respectively. The
T (nlevel−1), T (nlevel−2), and T (nlevel−3) are the threshold applied to type-1, -2, and
-3 nodes, respectively. Thus, deployed sensor nodes converted into dynamic clusters
by using their probabilities and thresholds which helps in lifespan prolonging.
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5 Simulation Results and Discussion

We comprehensive deliberate the consequences of the projected method and the
OEECHS [21], M-GEAR [20], and LEACH [3] existing methods in this section.
The number of active and dead showing the sustainability and the lifetime of the
proposedmethod in termsoffirst, half, and last nodedead, the sumof energydepletion
as the remaining energy, and number of message transferred to the control node
as presenting the throughput of the proposed method matrices are considered to
examine the concert of the projected scheme and existing schemes. The proposed
network is considered 100 numbers of sensor nodes, sink at the center of the area,
preliminary energy of the normal 0.5 Jules, and results are simulated usingMATLAB.
The proposed network is considered three levels of heterogeneity by using three types
of nodes namely normal, advanced, and super as are 50, 30, and 20 in numbers,
respectively, and their energies are 0.5 J, 1.0 J, and 1.75 J, respectively. The power
consumption is 50 nJ/bits in running the circuit, 10 pJ/bits/m2 to transmit the signal
in the shorter distance, 0.0013 pJ/bits/m4 to transmit signal in the longer distance.
The energy consumptionmodel also considered the packet length is 4000 bits, cluster
range is 25 m, and the threshold distance is 75 m. We have commonly used 25
simulations and taken an average of all the simulations for calculating the final
simulation results.

Figure 1 shows the imitation of the consequences of the projected method and the
OEECHS [21], M-GEAR [20], and LEACH [3] existing methods in relationships of

0 500 1000 1500 2000 2500 3000 3500 4000
0

10

20

30

40

50

60

70

80

90

100

No of Rounds

A
lli

ve
 S

en
so

r N
od

es

Proposed Method
OEECHS
M-GEAR
LEACH

Fig. 1 Analysis of LEACH [3], M-GEAR [20], OEECHS [21], and the proposedmodel alive nodes
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the number of alive nodeswith reference of the number of rounds. The projected tech-
nique covers 3009 number of rounds before going to die every node in the deployed
networks, whereas the OEECHS [21], M-GEAR [20], and LEACH [3] existing
methods cover 2701, 2489, 1611, number of rounds, respectively. The network
lifetime increment in M-GEAR [20], OEECHS [21], and the proposed method is
54.50%, 67.66%, and 86.77%, respectively, in comparison with the LEACH [3]
protocol. Thus, it is evident from the results that the projected technique gives better
results in respect to the existing techniques because the selection of CHs is effi-
ciently due to the selected parameters. Furthermore, it decreases the communication
cost in the data collection process and increases the lifetime of the networks. The
proposed threshold-based formula helps in extended the lifetime by using different
energy factors. The sustainability period of the M-GEAR [20], OEECHS [21], and
the proposed technique is 10.51%, 42.85%, and 80.18%, respectively, which is calcu-
lated by considering the first node dead information concerning LEACH [3]. Figure 2
demonstrates the number of dead nodes vs rounds for LEACH [3], M-GEAR [20],
OEECHS [21], and the proposedmethod.Moreover, the half node dead (HND) of the
M-GEAR [20], OEECHS [21], and the proposed method outperforms by 29.17%,
42.28%, and 59.37%, as a comparison with LEACH [3], significantly, respectively.

Figure 3 shows the imitation consequences of the total energy dissipation
regarding number of rounds for three-level of heterogeneity. The preliminary total
energy of the three levels of heterogeneity network is 50 J. The projected method
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Fig. 2 Analysis of LEACH [3], M-GEAR [20], OEECHS [21], and the proposed a model for dead
sensor nodes
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Fig. 3 Analysis of LEACH [3], M-GEAR [20], OEECHS [21], and proposed a model for energy
consumption

is performing well than that of the LEACH [3], M-GEAR [20], and OEECHS [21]
existing methods because the proposed method sensing data for a longer period
and conserves very less energy during the data collection from the CHs and cluster
members. It is also decreasing the cost of communication in a very effective manner.
The simulation results of the number of packets sent to the BS concerning the
number of rounds are shown in Fig. 4 for LEACH [3], M-GEAR [20], and OEECHS
[21] existing methods and the proposed method using three-level of heterogeneity.
The proposed method, OEECHS [21], M-GEAR [20], and LEACH [3], are sending
1.18× 10−4, 1.00× 10−4, and 0.97× 10−4, and 0.28× 10−4, the number of packets
to the sink, respectively.

It is evident from the consequences that the projectedmethod can transmit packets
to the sink as a comparison to the LEACH [3], M-GEAR [20], and OEECHS [21]
existing methods. The more number of packets sent by the proposed method because
of the alive time of the deployed nodes are more concerning other methods like
LEACH [3], M-GEAR [20], and OEECHS [21].

Figure 5 shows the proportional analysis in terms of last node dead (LND), half
node dead (HND), and first node dead (FND) of the lifespan of the network for
LEACH [3], M-GEAR [20], OEECHS [21], and the proposed method. It is evident
from Table 1, the maintainable epoch (also called the first node dead (FND) timing)
of the M-GEAR [20], OEECHS [21], and the proposed method outstrips by 10.51%,
42.85%, and 80.18%, as a comparison with LEACH [3] significantly, respectively.
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throughput

Fig. 5 Analysis in terms LND, HND, and FND of the network lifespan for LEACH [3], M-GEAR
[20], OEECHS [21], and the proposed method

Moreover, the half node dead (HND) of the M-GEAR [20], OEECHS [21], and the
proposedmethod outperform by 29.17%, 42.28%, and 59.37%, as a comparison with
LEACH [3] significantly, respectively.
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Table 1 Comparative analysis for LEACH [3], M-GEAR [20], OEECHS [21], and the proposed
method

Protocols Network lifetime Energy
consumption

Throughput % increment in
network lifetimeFND HND LND

LEACH 742 1083 1611 50 J 0.28 × 10−4 –

M-GEAR 820 1399 2489 50 J 0.97 × 10−4 54.50%

OEECHS 1060 1541 2701 50 J 1.00 × 10−4 67.66%

Proposed
method

1337 1726 3009 50 J 1.18 × 10−4 86.77%

Furthermore, the last node dead (LND) of the M-GEAR [20], OEECHS [21], and
the proposed method outperform by 54.50%, 67.66%, and 86.77%, as a comparison
with LEACH [3] significantly, respectively. The throughput for the proposedmethod,
OEECHS [21], M-GEAR [20], and LEACH [3] is 1.18× 10−4, 1.00× 10−4, 0.97×
10−4, and 0.28 × 10−4, respectively. This method transmits an additional quantity
of packets to the BS as compared to the existing ones. The lifespan prolonging of
the M-GEAR [20], OEECHS [21], and the proposed method is 54.50%, 67.66%,
and 86.77% as compared with the LEACH [3], deprived of addition energy of the
network, i.e., 50 J, respectively.

6 Conclusion

In this paper, an effective and optimized cluster head election routing protocol for
HWSNs is proposed. It has considered for heterogeneous networks and compared
with the existing OEECHS [21], M-GEAR [21], and LEACH [3] methods. The
developed method conveys a threshold-based dynamic clustering technique which
helps in increasing sustainable of the system accomplishment since the choice of
nodes in the process of CH election is efficient which has higher residual energy,
node distance from the base station, and total network energy. The simulation results
of the proposed method demonstration lifetime are increased by 86.77% for 50 J
network energy as compared with LEACH [3], respectively. The throughput for
the proposed method, OEECHS [21], M-GEAR [20], and LEACH [3] methods is
1.18× 10−4, 1.00× 10−4, 0.97× 10−4, and 0.28× 10−4, respectively. This method
achieves better results than that of the OEECHS [21], M-GEAR [20], and LEACH
[3] methods.
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Internet of Things: Architecture,
Applications and Future Aspects

Anu Priya, Amrita Rai, and R. P. Singh

Abstract This paper describes Internet of things (IoT)—What it is far, the way it
works, its applications and the way much it is steady. Almost all gadgets primarily
based on emerging technologies are equipped with diverse types of sensors and
controllers and have embedded intelligence. Because of all this, they are turned
into “smart gadgets”, and they can be controlled from everywhere internationally
with much less consumption of strength and energy. Connections between various
devices through net are a new paradigm and discover lot of scope for researchers
and industries. In this paper, it is far discussed how IoT generation has emerged as
most trending era in today’s generation and feature turn out to be base for the destiny
evolution in technologies.

Keywords Sensors · Connectivity · Network · Low power consumption · Smart
gadgets

1 Introduction

The Internet of things is the network of embedded generationwhich can experience or
talk or engage with internal or external environment and transfer the respective states
with the assist of powerful Wi-Fi protocols. This technology may be made through
sensors, less expensive processors and additionally with low power intake gadgets.
Due to assist of IoT systems, we will have ability to acquire deeper automation,
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Fig. 1 Internet of things environment

analysis and integration inside a machine. This facilitates in accuracy and low intake
of time. IoT utilizes present and emerging technology for sensing networking and
robotics.

IoT explores increased innovation in software, falling hardware charges and
present day attitudes toward technology. This generation is bringing major modifi-
cations daily to each day paintings and making life much less complicated in phrases
of shipping of products, goods and services and the social, economic and polit-
ical impact of those adjustments. In fact IoT is a semantically way of a worldwide
network interconnected objects, which is uniquely addressable and based on stan-
dard communication protocols. This states a huge number of probable heterogeneous
gadgets involved inside the system.

Figure 1 describes the fundamental IoT surroundings, how its miles connected to
approx. all the things within the world.

1.1 Architecture

Architecture for implementation of IoT includes several layers: from the field data
acquisition layer at the lowest to the application layer at the top. This layered structure
is designed to satisfy the necessities of diverse industries, enterprises, societies,
institutes, governments etc. Figure 2 offers a conventional layered architecture for
IoT. Following are the diverse layers which are discussed briefly down below: [1, 2]
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Fig. 2 Layered architecture of Internet of Things

1. Edge layer: This layer includes sensor networks, embedded systems, RFID tags
and readers or other tender sensors in one of a kind forms. These devices collect
record and deployed inside the field.

2. Access gateway layer: This is first layer where data handling is done. It takes
care of message routing, publishing and subscribing and performs cross platform
communication, if required.

3. Middleware layer: This layer operates in bidirectional mode. It presents inter-
face among the hardware layer at the bottom and application layer at the top.
It manages critical capabilities, for example, device management and statistics
management, information filtering, data aggregation, semantic evaluation, access
control, information discovery.

4. Application Layer: This layer at the top of the stack which is accountable for
transport of numerous applications on the user end in IoT. These programs can
range from users need to want that how they want to implement IoT to their
devices.

2 Working

A complete IoT system works with the assist of four wonderful components:
sensors/devices, connectivity, data processing and a user interface. Below is the
short explanation of every component.
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2.1 Sensors/Devices

At first, sensors or devices collect the required data from the environment. This
can be temperature studying, stress reading or full video feed. We constantly say
“sensors/devices” because more than one sensors may be placed all together and can
be the part of a device that does extra than just experience things. However, whether
it is a standalone sensor or a full device, within the first step of IoT, it is all about
collecting information from environment via something like sensors and IoT devices.
It is also a wireless sensor network that can feed data at desired.

2.2 Connectivity

Next step is sending the accrued statistics to the cloud. For which right connec-
tivity is needed between two communicating ends or nodes. There are numerous
methods of connectivity: cellular, satellite, Wi-Fi, low power WAN (LPWAN) or
connecting directly through the Internet via Ethernet. For setting up this sort of
connectivity, distinctive sort of wireless protocols may be considered, like ZigBee,
RFID, Bluetooth and 6LoWPAN, RPL, CoAP, AMQP and MQTT [3].

For connectivity, in particular two protocols are used for transmission: transmis-
sion control protocol (TCP) and user datagram protocol (UDP). TCP’s flow control
mechanism is used particularly for stresses out connections at the same time as UDP
is used in particular for wireless connections. UDP supports multicast as well as have
decreased overhead; however, TCP does not have multicast support. Each option has
trade-offs between power intake, range and bandwidth. It is all about deciding on
the nice connectivity primarily based on the person’s need to accomplish the task:
getting information to the cloud.

2.3 Data Processing

When data receives to the cloud, subsequent step is doing a little type of processing
on it. This step could be simple, including checking that the strain or temperature
studying is within a required variety. Or it could be very complex, such as using
computer vision on video to identify gadgets.

2.4 User Interface

Now, the information is made useful through data processing for the end user, and
this data can be sent to the user through email, text, notification, etc. Also, user
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possibly interfaces to proactively test on the machine. For example, a user might
want to test the video feeds in their residence via a smartphone application or a Web
browser. However, depending on IoT application, it is now not continually a one-
manner avenue like most effective to send data to the user. But also the user may be
able to carry out an action and affect the system.

3 Application

The potentialities offered by way of the IoT make it possible to develop several
programs based on it, of which just a few applications are currently deployed. Some
of the implemented applications are labeled on the premise of various regions and
briefly mentioned [1–11].

3.1 Engineering, Industry and Infrastructure

In these areas, programs of IoT strongly include monitoring diverse procedures on
the basis of production, marketing, service shipping and protection. IoT additionally
affords transparency in the techniques and creates extra visibility for improvement
opportunities. IoT is likewise very useful in assembly of the client needs, controls
the actions wanted for nonconforming product, malfunctions in equipment, issues in
connecting networks and more.

Exact monitoring and controlling operations of rural infrastructures like bridges,
railway track is also required IOT networking. IoT infrastructure affords monitoring
of any events or adjustments in the system and reduces threat and increases safety. It
also can provide regular repair andmaintenance activities. These all functions carried
out with the help of IoT infrastructure have more transparency, reliability and low
cost of operation.

3.2 Health and Medicine

IoT pushes us in the direction of our imagined destiny of drugswhich exploits extraor-
dinary integrated community of sophisticated clinical gadgets. Today, IoT has rising
response in clinical studies, scientific gadgets, health and care. The combination
of all the elements affords extra reliability, accuracy, discount in reaction time and
expenses.

With all these blessings, IoT has also given remarkable facility to medical field
with the aid of attaching smart labels to drugs. Due to this, all of the information of
that drug may be accessed without difficulty and assist in tracking and monitoring
their repute with sensors. A smart medicine cabinet can also be designed with the
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assist of IoT structure which can read statistics transmitted by using the drug labels
and patients may be reminded at a appropriate periods to take their drug treatments
and affected person compliance may be monitored.

3.3 Agriculture

IoT can play a crucial position in agriculture field. It can make feasible actual time
detection of animals in the course of the outbreak of contagious disease. IoT can
also help in weather monitoring that may give the amazing assist to farmers for their
farming making plans. It can also screen the procedure of farming via monitoring
soil, plants, surroundings greater and replace it to officers for farming analysis, in
order that the farming development measures can be planned accordingly.

Also, IoT infrastructure may be built for the farmers, in order that they will be able
to deliver the crops without delay to the purchasers. It might be very much useful in
decreasing costs and frauds andmake the infrastructure more transparent and simple.

3.4 Government and Safety

IoT applied to government and safety lets in progressed and transparent law enforce-
ment, defense, planning a city, financial control and lots of greater. The technology
canfill the gaps and assistwithin the governing social aswell as financial environment
[11].

3.5 Smart Retail

In today’s era, retailers as well as consumers have started out to adopt IoT solu-
tions to enhance keep operations, growing purchases, reducing theft and improving
consumer’s shopping enjoy through making it less complicated for them to shop for
extra objects while saving money [2].

3.6 Extreme Weather and Pollution

Currently, tracking of air and water safety primarily uses manual labors in conjunc-
tion with develop and automated devices and lab processing. Using IoT technology,
human labor also can be decreased and allows common sampling and checking
out on-site. This permits us to save you enormous contamination and associated
disasters. IoT can offer powerful, superior and deep monitoring functions within the
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structures consisting of radar and satellites that could forecast the required excessive
information of the weather which could save loss of lifestyle and property [1, 6].

4 IoT—Advantages and Disadvantages

IoT has many blessings move every location of way of life and business. Here are
some of the advantages:

• IoT encourages the status quo of communication among devices, commonly
referred to as machine-to-machine (M2M) communication. It offers less difficult
connections with greater first class and less value [4, 9].

• IoT promotes automation by offering wireless infrastructure in order that
machines can be capable of speak every different and capable of providing
necessary records faster and on time without any human interference [3].

• Through IoT infrastructure, more records may be amassed from the outer
surroundings at very low cost and less supplies on the way to be very much
beneficial for studies and development purposes.

• IoT infrastructure provides a solid platform for tracking function. By which
analyzing the simulation for any surroundings can end up much less difficult
and accurate.

• Adopting IoT can also store money and time and also makes excellent of life.

Here are some disadvantages of IoT:

• Compatibility: Currently, there is no international standard of compatibility for
tagging and monitoring equipment.

• Complexity: IoT infrastructure can also increase the complexity by adding greater
complex protocols for the relationship of the gadgets.

• Privacy/Security: This parameter is the most important and major downside of
IoT. Till date, there is no stable, and reliable IoT infrastructure has been made
which could deliver privations and security guaranteed. IoT data/ statistics may
be hacked effortlessly if no required and strong security features taken [ 1, 5–8]

• Lesser Employment: As IoT ends in automation, the unskilled people may come
to be dropping their jobs. Technology takes manage of existence like if envior-
ment increasingly more automation could be adopted, an increasing number of
dependency on it will increase.

5 Conclusion and Future Aspects

In today’s generation, we are able to see the surroundings have end up a kingdom of
the art technologies. How IoT has received the rising technologies and making more
automated. It is deploying on a big scale at the surroundings. It is likewise wished
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to indicate paintings inside the governance of IoT and make some standardized
approach for it.

There are many destiny elements in IoT as that is most rising generation now and
also in future. Some of future aspects are mentioned below:

1. Cities will end up “smart”.
2. Wireless exchange may be more steady and smarter.
3. G network will give greater fuel to IoT growth.
4. Security and privacy will have more worries and standardized parameters.
5. More encryption stage will drive law and regulatory activities.
6. Artificial intelligence will evolve more with the help of IoT infrastructure and

emerge as a bigger thing.
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Demand Response-Based Congestion
Management Considering Wind Energy
Source in Competitive Power Market

Anjali Agrawal, Seema N. Pandey, and Laxmi Srivastava

Abstract Transmission line congestion has become a crucial issue due to compet-
itive market environment and profit maximization tendency of market players. This
congestion may lead to the cascading outages which forces the system to collapse.
This paper presents demand response-based congestionmanagementmethod consid-
eringwind power generation. Artificial intelligent technique-based genetic algorithm
is used for optimal placement ofwindpower generator at loadbuses for reducingover-
loading of transmission lines. Demand response (DR) program provides opportunity
to the end user consumer for involving in congestion management and reduces the
network congestion. Addition of DR program optimizes the transmission line power
flowsmore efficiently and decreases the system operation cost effectively. A compar-
ative analysis is presented with GA-based wind power generator and DR program
for congestion management. The proposed methodology is tested on IEEE30 bus
system.
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1 Introduction

After deregulation, power system has become a power market and all entities like
Gencos, Transcos, Discos and aggregators aremarket players [1]. Tomeet the level of
demand, DGs and renewable energy sources are also included in deregulated power
market. Now electricity is traded like a commodity. Market players make forward
and future contracts among selves in electricity market [2]. In this competitive envi-
ronment of deregulated market, physical capacity of transmission network creates
barrier to accommodate all transactions requested by market participants. For secure
and smooth operation of power market system operator interfere with scheduled or
contracted transactions to avoid the overloading of transmission system. A number
of CM methods are developed and are being currently used around the word [3,
4]. CM methods can be divided in two categories market-based and nonmarket-
based methods. Methods like first come first serve, prorate rationing curtailment and
FACTS devices [5–7] are based on physical availability of transmission path known
as nonmarket-based methods can reduce congestion in a limited manner. Because in
competitive environment of power market congestion is not only a simple problem
of physical path but also a market management issue. For making CM methods,
more effective generation side approaches were involved in strategic bidding [8],
LMP [9] and price area [10] CM. Under new era of rapidly increasing demand and
presence of renewable energy sources has made the problem of congestion more
complex and only generation side approaches are not sufficient to overcome. In
congested network by supplying the electric energy at the bottleneck location, DGs
can reduce the congestion of transmission system [11, 12].Under new era of rapidly
increasing demand implementation of solar and wind energy sources can fulfil the
energy requirement but these sources are not available all the times [13]. As well
as at the peak hours these energy sources may create penetration of electric energy
and may lead to unexpected overloading of transmission grid. Reduction or shifting
of demand from peak hours to off peak hours can reduce the chances of conges-
tion without any panic situation. Therefore, motivational involvement of end user
consumers can eliminate the congestion problem more efficiently and effectively.

1.1 Demand Response-Based Congestion Management

Due to the lack of information consumers were not motivated to shift or reduce their
demands at the peak hours. This can lead to higher energy prices and more congested
network [14]. System operator having information about the transmission network
and REPs provide the bridge of proper information gap between system operator
and with end user consumers. Because REP having direct contacts with end use
consumers [15]. Loads with elastic demands provide more effective and efficient
market solutions for secure system operation and CM [16]. Some challenges for
the implementation of DR and potential solutions for congestion management are
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addressed [17]. Involvement of costumer response results in smaller price spikes
and can lead to lower LMPs [18]. A pool-based DR exchange was proposed [19] in
which DR exchange operator collects the bid from buyers and sellers and clears the
market for economic benefit for all players under network security consideration.
When price-based load reduction method fails at the time of peak hours transfer
agent can handle the problem by maintaining the house hold load under a prescribed
limit [20]. DRs manage energy consumption from load side directly. Therefore, can
mitigate congestion without any fuel cost and finally reduce the system operation
cost.

1.2 Wind Power Generation

Wind energy is under the category of renewable energy. The running cost of wind
generator is not so much high as well as it eliminates the variations in energy price.
Wind generators do not create any pollution for the environment. This attractive
property of wind generator has made it more common and fastest growing energy
source in worldwide. The electric energy generated by wind turbine can be shown
by the following equation

Pwind = 1

2
ρwindAγ V 3

wind. (1)

where ‘ρwind’ is the air density factor, ‘A’. is the swept area of wind turbine, γ

overall efficiency of wind power plant and V 3
wind is the wind speed for the given

height. Wind speed is not fixed and its electrical power output is variable all the
times. The speed forecasted data can and cost of electric power generated by wind
turbine 3.75 s/MW for 1 h are taken from [21].

2 Problem Formulation

Themain object of the proposedmethod is to eliminate the congestion of transmission
systemwithDRandwind integration. For optimal placement ofwindpower generator
AI-based technique GA is implemented. Objective function having following three
sections. First part is minimization of generation cost of thermal power generators,
second part is incentive given to end user consumers for adjusting their loads and
third one is the cost of wind power generators.

min

⎛
⎝

n∑
Gi=1

aGi

(
PGi

)2 + bGi

(
PGi

) + cGi +
NDR∑
m=1

I NCm + Cwind
cost (Pwind)

⎞
⎠. (2)
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2.1 Minimum Generation Cost

Cost of thermal generators can be represented by the following equation. Where abc
are the generator coefficients, n is the number of generators and PGi is the power
generated by the respective generators.

CGi

(
PGi

) = aGi

(
PGi

)2 + bGi

(
PGi

) + cGi . (3)

2.2 Minimum DR cost

End user consumers reduce energy consumption under the DR in two cases. First
when electric energy prices are changing at the consumer level, second satisfactory
incentives are provided to consumers. In both cases costumer want to get maximum
profit for adjusting or reducing their demands. For CM set of loads are selected for
implementing DR on the basis of transmission network configuration. Penalty and
incentive-based elastic load model is proposed for CM. The demand adjustment at
m-th response bus can be shown by the following equation.

�Dm = D0m − Dm . (4)

The total incentives given to the consumers atm-th response bus can be shown by
Eq. (5). Incentive coefficient is considered from 0.1 to 10 times of electricity prices.

INCm = INC[D0m − Dm]. (5)

Once consumers are participating in DR, they have to reduce their load at the
required minimum demand, if they do not response they have to pay a penalty for
that. Penalty function can be shown in Eq. (6).

PENm = PEN[LRm − �Dm]. (6)

Minimum load reduction requested by the system operator is shown by LR. Linear
responsive load modal is proposed in this paper is shown in Eq. (7).

Dm = D0m

[
1+ ∈ σ − σ 0 + INC − PEN

σ 0

]
. (7)

where ∈ is the load elasticity σ and, σ 0 are the electricity prices after and before.
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2.3 Equality constraints

The system network having equality constraints in terms of active and reactive
power available at all nodes. Sum of active and reactive power at each will be zero,
respectively. Power balance equations at each node:

Pi − PGi + PDi + PDG = 0, i = 1, 2 . . . Ni . (8)

Qi − QGi + QDi = 0, i = 1, 2 . . . Ni . (9)

2.4 Inequality constraints

Generator, transmission line constraints and wind power generation limit

VMin
i ≤ Vi ≤ VMax

i , i = 1, 2 . . . Ni . (10)

PMin
Gi

≤ PGi ≤ PMax
Gi

. (11)

QMin
Gi

≤ QGi ≤ QPMax
Gi

. (12)

Tki ≤ TMax
ki , k = 1, 2 . . . TL . (13)

0 ≤ Pwind ≤ Pmax
wind. (14)

Incentive limits for DR Program:

INCm
min ≤ INCm ≤ INCm

max. (15)

3 Genetic Algorithm (GA)

GA is a basic algorithmunder all nature inspired artificial intelligence-based heuristic
algorithm for optimization. It was developed by Prof. John Holland in 1960 [22]. GA
is a robust and effective tool for optimization of nonlinear issues. GAwas proposed as
optimization technique for optimal power flow solution in case of contingency [23]
and multimode electricity market [24]. For making the network congestion cost-free
genetic algorithm provides the optimal location and size of wind power generators
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as well as load after DR. The generation and DR cost and transmission congestion
cost are taken as the fitness function. Generator active power outputs and voltages
are modelled as control variables. Line limits along line flows, active and reactive
power generation, voltage magnitude and DR limits are constraints. GA operates
according to the following steps.

1. Definefitness function: Fitness function is the energy cost of the entire generators,
DR cost and transmission congestion cost also with satisfying all the equality
and inequality constraints.

2. Create initial random population (200).
3. Find the fitness function value for each solution.
4. Completion and repetitionof further operationsSelection, crossover andmutation

to generate the required off-springs.
5. On the basis of new off-springs, fitness function is calculated.

4 Result and Analysis

In this section, economic effect of DR program and optimal placement of wind
power generator for congestion management is discussed. For finding optimum size
and location of wind power generator, GA is used as optimization technique and
the proposed technique is tested on IEEE-30 [14] bus system in MATLAB software
environment. For congestion management, only 7 loads located at bus Nos. 7, 8, 12,
17, 19, 21 and 30 take part inDRprogrambased on generation shift factors. Generator
cost function can be represented by (3). When transmission line rating is considered
35 MVA for base case optimal power flow system operation cost is 575.15149 Rs.
and no transmission line is overloaded. When transmission line rating is considered
32MVA line no. 10 and 29 having power flows 32.4624MWand 32MWmeans both
lines are overloaded. To reduce the overloading of transmission lines, wind power
generator and DR program are implemented in different following cases with line
rating 32 MVA.

Simulation results of four cases are shown in tables. Table 1 shows the generator
dispatch with power losses. Table 2 shows the system operation cost, congestion
cost and demand response cost. Table 3 shows the demands in all cases. MVA power
flows for all cases are shown in Fig. 1.

4.1 Base Case Optimal Power Flow

Bus system is simulated with line rating 32 MVA without any wind power generator
and DR program.
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Table 1 Generator dispatch, wind power generation and power losses

Gen Dispatch/ Power
Losses (MW)

Base Case GA-based Wind Power
Gen. without DR

Only DR GA-based Wind Power
Gen. with DR

PG1 33.0359 40.9506 42.0773 40.3793

PG2 45.4571 54.743 56.0579 54.0749

PG3 25.5697 22.1080 22.5039 21.8363

PG4 40 25.8774 28.5283 26.0389

PG5 29.9909 14.6972 15.5576 14.1232

PG6 17.625 14.7017 15.7201 14.2978

PG (Wind) 00 18.3529 00 9.4391

Power losses 2.4786 2.5909 2.31 2.1712

Table 2 Generation cost, Wind power generation cost, Congestion cost, DR cost and Total system
Operation cost

Cost in Rs Base Case GA-based Wind Power
Gen. without DR

Only DR GA-based Wind Power
Gen. with DR

Gen. Cost 575.1543 505.0269 532.2818 496.4502

Pwind Gen.
Cost

00 61.8493 00 35.3965

Congestion Cost 57.57 6.9738 00 00

DR cost 00 00 3.318 3.3108

Total System
Operation Cost

632.7243 573.85 535.6998 535.1575

Table 3 Loads at responsive load buses after DR program

Loads after DR (MW) Base case GA-based Wind Power
Gen. without DR

Only DR GA-based Wind Power
Gen. with DR

PD7 22.8 22.8 20.5204 20.5247

PD8 30 30 27.0011 27.0065

PD12 11.2 11.2 10.0806 10.0821

PD17 9 9 8.1021 8.1014

PD19 9.5 9.5 8.553 8.5558

PD21 17.5 17.5 15.7504 15.7526

PD30 10.6 10.6 9.5424 9.5410
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Fig. 1 MVA Power on Transmission Lines, X-axis is the Transmission Line Numbers and Y-axis
is the MVA power flows on transmission lines

4.2 GA-Based Optimal Sizing an Siting of Wind Power
Generator Without DR

For congestionmanagement bus system is simulatedwithGA to that results optimum
location 8 and size of wind generator 18.3529 MW now the MVA flows on line no
10 and 29 are 32.3967 and 29.4207 MW means power flows on both lines are not
under limit. Reduction of congestion cost reduces the system operation cost. But still
more improvement is required MVA power flows on transmission line no. 10.

4.3 Only DR Program is Implemented

Now only DR program is implemented without any wind power generator. After DR
implementation power flows on line no 10 and 29 are 31.8109 and 28.0527 MVA
respectively. Responsive demands are shown in Table 3. It is clear from the table
now the system cost and losses have also reduced and power flows at transmission
line no 10 has improved than the previous two cases.
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4.4 GA-Based Optimal Sizing and Siting of Wind Power
Generator with DR

In this case with same line rating DR and wind power generator both are simu-
lated simultaneously with GA. Location of wind power generator is bus no 20 with
9.4391 MW. and new demands after simulations are shown in Table 3. Now power
flows on line no. 10 and 29 are 31.2257 and 28.0422MVAwhich is lowest in all four
cases. It is clear from the table that system operation cost is minimum in this case due
to the reduction of congestion cost and system power losses. Hence, the proposed
demand response-based CM method has given the best results. Optimal placement
of wind power generator alone can reduce the overloading of transmission lines up
to some extent but transmission line is not congestion-free. Implementation of DR
has made the transmission system totally congestion free with reduced energy cost
and power losses.

5 Conclusion

In competitive environment of power market congestion has become a market
management issue. Only technical aspects are insufficient to overcome the problem
of congestion. To eliminate the congestion from transmission line effectively,market-
based strategy has to be implemented. In the proposed method, DR program is effi-
cient to mitigate the congestion with reduced cost and reduced power losses on IEEE
30bus system.The comparison ofGA-based optimal placement ofwind power gener-
ators without and with DR clears that the DR program can diminish congestion of
transmission system very effectively and economically with reduced system losses.
Under incentive-based DR for CM, end user consumers can take part and reduce
their demands in peak hours that are the main cause of congestion. DR program is
the economic and efficient financial tool for CM in deregulated power market.
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Power Transfer Loadability
Enhancement of Congested Transmission
Network Using DG

Divya Asija and Pallavi Choudekar

Abstract Transmission network congestion is one of the prevailing issues which
impacts the power transfer capability of transmission lines resulting in further impact
on the power market transactions. One of the easiest methods of exterminating this
issue is to expand the transmission network by linking new transmission lineswith the
existing transmission network.But it has been restricted due to several environmental,
financial, and hazardous effects on humanbeings. The utilization of distributed gener-
ators (DGs) has been considered as the most viable option for enhancing the power
transfer capability of the transmission network. They are directly linked at the load
end serving as negative load to decrement the overall load demand. DG will improve
the overall systemperformance by decreasing the network losses aswell as increasing
the system loadability limits. This paper shows the enhanced system performance
with DG, considering social welfare (wt1) and network security (wt2) as two signif-
icant weighting factors with CPF and OPF techniques. Proposed techniques have
been implemented on IEEE 14 bus system to validate their effectiveness.

Keywords MATLAB/simulink · CPF · OPF · DG · ALC · TTL · TML

1 Introduction

Small electricity has become one of the important commodities of our day-to-day life.
Though this utility meets various challenges like over usage of transmission capacity,
transmission losses, and poor quality in power supply because of increasing power
demand, this problem is taken into account as a serious problem due to large size
of dynamically changing network and its different behaviors with inter connected
equipment. Interconnections need to deliver the energy from various generating
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plants into different load hubs in order to minimize the fuel cost and the power
generation capacity. During power transmission, some of the energy is dissipated.
A perfect power transmission lines should transfer energy without any loss, balance
the load, and reduce the fuel cost. In order to solve the above-mentioned problems,
OPF method is selected as the optimum solution in electricity network. One of the
static, single or multi-objective, and nonlinear optimization problems in electrical
power system is OPF. Since the power industries are growing in highly competitive
environment, OPF is considered as a tool to exchange the power in most effective
manner. The main objectives of the OPF problem are used to deliver power at less
cost with voltage profile maintenance, reducing the losses and increasing the power
support.

OPF technique has been implemented. OPF routine has delivered price-based
nodal parameters such asLMPandNCPat eachnode.These parameters are computed
with two weighting factors wt2 for network security and wt1 for social welfare.
Optimum weightage will provide the efficient system. The node which is having
higher LMP and NCP values is considered as best position for locating DG. After
installation of DG in to the network, parameters such as power losses, maximum
line loading, maximum load point value, and other power values at load and gener-
ator buses are computed and compared. Improved parameters value will indicate
the benefit of installing DG at appropriate location. Further, in this chapter, avail-
able loading capability (ALC) and the total maximum loadability (TML) have been
computed forwt1 = 1 to 9without andwithDGat optimum location. Results obtained
would lead to conclusion that DG enriches the system with both the total maximum
loadability and available loading capability.

2 Continuation Power Flow Technique

Continuation power flow (CPF) is a method used for voltage stability analysis. It
overpowers the convergence problem which usually exists in conventional power
flow at working conditions which is near the voltage stability limit. Convergence
problem gives rise to singular Jacobian matrix at stability limit. In order to find the
precise estimation of critical point located on the load curve of the power system,CPF
techniques are predominantly utilized. Itmakes use of the predictor–correctormethod
for tracing the power flow solution curves using local parameterized continuation
method.

Approximation of critical point by predictor–corrector step is presented in Fig. 1
shows the critical point approximated by predictor–corrector method [1]. Maximum
loading point determination is a very crucial aspect for analyzing voltage stability
parameter and is one of the main concerns for power engineers. Conventional load
flow analysis method is not an appropriate method as it does not provide the crisp or
exact data [2]. Moreover, it is found that the outcome from conventional power flow
solution method provides a Jacobian matrix which becomes singular near the voltage
collapse point [3]. Thus, we rarely utilize this method to avoid such condition.
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Fig. 1 Critical point
approximation by
prediction–correction step
technique

CPF method is mainly exploited to provide an effective solution. It avoids the
singularity problem relating to the Jacobiam matrix, thereby reinventing the power
flow equation and dispersing a locally parameterized continuation technique. In a
load scenario, CPFmethod provides the successive load flow solution and considered
to be the most sustainable method providing the appropriate solution.

In the proposed system, CPF method is utilized to find the critical bus which is
having high voltage instability. Critical bus location has been realized as the loca-
tion for placement of DG. CPF technique is basically quasi-static voltage stability
analysis.

Load parameter is defined by following equations [4–6]:

0 ≤ ψ ≤ ψcritical (1)

where � = 0 belongs to the base load.
� = �critical belongs to the critical load.
After this point, system is approaching to voltage instability condition. The system

equations after critical point have been shown via Eqs. 2 and 3.

PGmo(1 + λkGm) − PLmo − ψ(kLmS�base cos θm) − PTm = 0 (2)

QGmo(1 + λkGm) − QLmo − ψ(kLmS�base sin θm) − QTm = 0 (3)

where PLmo, QLmo are active and reactive loads at bus m.
kLm represents the multiplier which denotes the rate of change of load m as ψ

changes.
θm represents the load power angle at bus m.
S�base is the apparent power for the base case.
PGmo represents the active power generation at bus m for the base case.
kGm is the rate of change of generation with variation in ψ .
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PTm, QTm represents the injected active and reactive power at bus m.
After application of reformulated power flow equations, the Eqs. 1–3 are written

in compact form as

f (δ, v, ψ) = 0 (4)

where δ is the generator angle,
v is voltage at bus.
� represents the loading parameter.
CPF method is based on predictor–corrector stage technique to attain solution of

reformulated power flow equations. For prediction stage, tangent vector is obtained
by solving power flow equations to obtain the solution as follows:

[
fδ fv fψ

]
⎡

⎣
dδ

dv

dψ

⎤

⎦ = 0 (5)

Parameterization expansion is one of the viable techniques for correcting slope
of the curve. It discovers the precise solution while tracing the curve or path of the
voltage curve. The weak buses has been initiated by the tangent vector demonstrating
together the direction of the solution path and voltage sensitivity analysis with the
help of tangent vector. A weak bus has been defined as the bus indebted with a large
ratio of differential voltage variation with respect to differential variation in load.
This ratio is adaptable by exploiting the tangent vector.

Therefore, the tangent vector (TANV) at bus n becomes

T ANVn =
[

dVn

dPtotal

]
=

[
dVn

Cdψ

]
= max

[ ∣∣∣ dV1
Cdψ

∣∣∣
∣∣∣ dV2
Cdψ

∣∣∣
∣∣∣ dV3
Cdψ

∣∣∣
∣∣∣ dVj

Cdψ

∣∣∣
]

TheDG location estimation usingCPFmethodhas been illustrated in theflowchart
shown in Fig. 2.

3 Optimal Power Flow Technique

In restructured markets, the problem of congestion is one of the prevailing issues.
This occurs in the system due to the consideration of electricity as a commodity
which can be exchanged in the electricity market [3, 7, 8]. Consumers have multiple
options to buy the electricity from multiple sellers each having its own price fixed
for bidding. So in this condition, the customer will buy from the seller having least
cost. All transactions will now carry over a single transmission route. This will create
congestion problem due to multiple transactions over a single route. Thus, CM is an



Power Transfer Loadability Enhancement of Congested … 205

Start

Again perform Conventional Power Flow and 
voltage stability analysis

All Constraint 
satisfied ? 

Display the 
stabilized

results

Stop

Perform Conventional Power Flow and 
voltage stability analysis for the base case 

(without DG)

Perform Continuation Power Flow to find 
the most critical bus which is at the verge 

of voltage instability

Install DG unit of optimum size at the most 
critical bus location

Update the network data 
find new 

Yes

No

Fig. 2 Flowchart for estimating DG location with CPF method

essential action taken to relieve the network from unwanted electrical transactions,
thereby enhancing the system security and reliability.

OPF technique provides the transfer of power in the optimummanner considering
system operational and security constraints [9–13]. It is a mathematical tool which
mainly combines the power flow equations along with economic dispatch routine
with respect to numerous equality and inequality constraints.
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3.1 Formulation of OPF Problem

Objective function is shown in Eq. 6. Modeling of OPF with and without DG has
been shown from Eqs. 6–9.

Min.F = −wt1

[
n∑

i=1

(Cdi Pdi − Csi Psi )

]

− wt2λc (6)

wt1 is weighting factor used for social welfare and wt2 weighting factor for
network security:

0 < wt1 < 1,

0 < wt2 < 1

wt1 = 1 − wt2

⎫
⎪⎬

⎪⎭
(7)

Consumers benefit function:

Cdi Pdi = xdi + ydi Pdi − zdi (P
2
di ) (8)

Supplier offer function:

Csi Psi = xsi + ysi Psi + zsi
(
P2
si

)
(9)

Power flow equation:
Subject to

f (PS, PD, QG, θ, V ) = 0 (10)

Power flow equation for maximum load:
Subject to

f (Ps, Pd , Qgc,θc, Vc, λc) = 0 (11)

Loading range:

λcmin < λc < λcmax (12)

Generator supply bid:

0 ≤ PS ≤ PSmax (13)

Consumer demand bid:
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0 ≤ PD ≤ PDmax (14)

Thermal limits:

Iab(θ, V ) ≤ Iabmax

Iba(θ, V ) ≤ Ibamax

Iab(θc, Vc) ≤ Iabmax

Iba(θc, Vc) ≤ Ibamax

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(15)

Generator Q limits:

Qgmin ≤ Qg ≤ Qgmax

Qgmin ≤ Qgc ≤ Qgmax

}

(16)

Voltage security limits:

Vlower ≤ V ≤ Vhigher

Vlower ≤ Vc ≤ Vhigher

}
(17)

The objective function with DG is shown by Eq. 18:

Min.F = −wt1

[
n∑

i=1

(
Cdi Pdi − Csi Psi − Cdgi Pdgi

)
]

− wt2λc (18)

Offer function of DG is given as

Cdgi Pdgi = xdgi + ydgi Pdgi + zdgi (P
2
dgi ) (19)

where.
Cs is the cost of supply ($/MWh), Cd is the cost for demand ($/MWh), Cdgi is the

cost for supply of DG ($/MWh),Psi is output power of generating unit i (MW), Pdi
is the power demand (MW), Pdgi is generated power of DG (MW),Qg is the reactive
power unit i (MVar),λc is the critical loading parameter, I is the total generating
units, J is the total consumer units,N is the total transmission lines,μi is 1 for online
unit i.

4 Results and Discussion

OPFandCPF routines are implementedon IEEE14bus standard systemandmodified
system with inclusion of DG. System parameters have shown to have the improved
values in themodified system [14–16]. As for consideration, the decrement in system
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Fig. 3 System losses

losses after installation ofDGhas been shown via Fig. 3. Percentage decrement varies
in range from 20 to 27% with different values of weighting factor wt1. This linear
increment shows the stability of the system with high weightage level.

4.1 Total Maximum Loadability and Available Loading
Capability

In the voltage stability constrained OPF-based approach, the critical loadability λc

can be expressed in terms of degree of system congestion. The loadability is maxi-
mized to the highest level for receiving the influence of the voltage stability limit.
Therefore, the ALC and the TML can be defined, respectively, as

ALC = λc

∑
PLi = λcTTL (20)

TML = (1 + λc)
∑

PLi (21)

where λc is critical loading parameter, PLi is load power for bus I, TTL is total
transaction level.

The different values of TML and ALC with different weighting factors for base
system have been shown in Fig. 4, while Fig. 5 shows the different values of TML and
ALC with different weighting factors for proposed system. Total maximum loading
obtained without DG is 66.311 MW, and available loading capability is 39.624 MW
at wt1 = 0.1. While after sitting of DG, TTL has been alleviated to 110.276 MW,
and ALC has been alleviated to 141.352 MW. Thus, DG enriches the system with
both the total maximum loadability and available loading capability [17, 18].
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Fig. 4 TML and ALC for different weighting factors without DG

Fig. 5 TML and ALC for different weighting factors with DG

5 Conclusion

In thiswork, power transfer capability of the transmission network has been increased
by the utilization of DGs. Since they are directly linked at the load end, serving as
negative load, so they fulfill the load requirement at the place of commencement.
Moreover, DGs also reduce the transmission losseswhich cultivatewhile transferring
the power fromonenode to another. The system loadability limits are also augmented.
In consequence, we can conclude that system losses, total maximum loadability
and available loading capability would increase after installating of DG at optimum
location. This work is of significant practical importance due to the enhanced system
performance with DG, considering social welfare (wt1) and network security (wt2)
as two significant weighting factors with CPF and OPF techniques.
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Performance Analysis of Free Space
Optical Communication System Over
Double Generalized Gamma Distribution
with Polarization Shift Keying
Modulation

Tanmay Singh, Sandhya, Rupali Srivastava, Sunil Yadav, M. Lakshmanan,
Saurabh Katiyar, and Piyush Jain

Abstract Free space optical (FSO) communication system is a technology in the
field of wireless communication which provides unlicensed transmission of data,
bandwidth scalability and high data rate for shorter range. Atmospheric turbu-
lence in link-area is major factor of determining performance of the system. Here,
double generalized gamma (GG) distribution is used to model the irradiance fluctu-
ations covering all atmospheric turbulent conditions. We analyse performance of the
system with polarization shift keying (PolSK) modulation scheme under moderate
and strong atmospheric turbulent conditions with plane and spherical wave. Further,
we compare results of PolSK modulation with on–off keying (OOK) modulation.
From the simulation results, it is seen that system with PolSK modulation gives 51%
and 37% improvement over OOK modulation scheme under moderate and strong
turbulent conditions, respectively, for plane wave and shows 53% and 48% improve-
ment over OOKmodulation scheme under moderate and strong turbulent conditions,
respectively, for spherical wave.
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1 Introduction

Free space optical (FSO) communication system transfers video, voice and data in
the form of optical signals through air as the medium for transmission. In FSO, free
space acts as channel between transmitter and receiver thereby no need of optical
fibre cable. FSO offers various benefits over radio frequency (RF) links due to high
security features, wide permit free bandwidth, quick organization, bandwidth scal-
ability and lesser cost. It is preferred over broadband communication as it provides
higher data transfer rate and protected system due to LOS operation. It provides
insusceptibility to radio frequency interferences. The significant limiting element
is the presence of fog and haze, rain, physical obstruction, assimilation, scattering
and atmospheric turbulence which impacts the transmission of signal in the system
[1, 2]. The performance of the communication system firmly relies on atmospheric
conditions in zone where the connection is set up. There are various factors that
impact the circulation of laser beam transmitted in free space, thereby decreasing the
overall efficiency of FSO link. Atmospheric turbulence is one of the deciding factors
among them. Depending on the weather conditions, turbulence is characterized as
weak, moderate or strong [4, 5].

Various channel distributions are proposed to understand the effect of atmospheric
turbulence in FSO communication system. Some of them are log normal distribution
which works well under weak atmospheric turbulence condition, Gamma-Gamma
(GG), I-K andMalaga distribution that works well under weak to strong atmospheric
turbulence condition, negative exponential and K distribution that perform better
under strong turbulence condition [5, 6].

Negative exponential distribution is used for long distance communication and
strong turbulence conditions only [5]. Log normal distribution is a simple distribu-
tion with minimum calculation and good diversity gain by averaging the aperture
of the antenna. This distribution performs well up to the propagation distance of
100 m [1]. Malaga distribution helps in perceiving the complete analysis of different
parameters to obtain the diversity due to the effect of the turbulence in the system.
This distribution performs under weak, moderate and strong turbulence condition
[7]. Gamma distribution performs better under all the turbulence, and it is used to
model the independent gamma random variables [8].

In this paper, we model the irradiance fluctuations using double generalized
gamma (GG) distribution. It is the product of irradiance fluctuations in small-scale
and large-scale eddies [3]. This is a type of generalized gamma distribution which
takes the fluctuations by received irradiance is thought to be the mixing of small-
scale by large-scale irradiance fluctuations. This distribution describes fluctuation of
irradiance over atmospheric channel under the wide range of turbulent conditions
accurately. Double GG distribution fits for all turbulence conditions [1, 7].

Modulation techniques are required for high information transmission rate and
lesser bit error rate (BER). On–off keying (OOK) technique is mostly used modula-
tion scheme due to simple executionwithminimal cost, whereas amplitude distortion
is the limitationofOOKmodulation technique.Othermodulation schemes like binary
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phase shift keying (BPSK) and differential phase shift keying (DPSK) schemes have
a downside because of complexity in the structure of receiver [3].

Polarization shift keying (PolSK) scheme is the recent modulation technique
applied in FSO communication system [10]. In this paper, we use PolSK due to
its limited spectrum and substandard BER performance. In this modulation tech-
nique, it is not necessary for the transmitter to coordinate polarization alignments
with the receiver. Further, the intensity of light beam ismore uniformwhile travelling
through atmospheric turbulence. It provides better immune to atmospheric scintil-
lation, better error rate performance and faster data transmission. Also, it decreases
the sensitivity to phase noise of laser. Hence, PolSKmodulation technique is a better
choice to be used in FSO communication system [2, 10].

The arrangement of this paper can be described in the following way. Section 2
presents system model and channel model used in the research. Section 3 describes
results of BER for the system with PolSK modulation used in the research are anal-
ysed and compared with OOK modulation. Lastly, the conclusion of this work is
described in the Sect. 4.

2 System Model

In this work, FSO communication system is analysed for case of single input single
output (SISO). The signal is modulated with PolSK modulation technique and is
transmitted through additive white Gaussian noise (AWGN) channel. The optical
signal received by the photo detector s is given as [8],

s = hRx + n (1)

where x represents transmitted optical signal, h represents channel state, R repre-
sents the responsivity of photo detector, and n represents different noises generated
in the channel.

We assume that irradiance of the received optical signal I ismodelled using double
GG distribution. Double GG distribution is represented in the form of probability
density function (PDF) and expressed in the series form as [9]

f I (I ) =
∞∑

l=0

al(m1ϒ1,m2ϒ2)I
(m1ϒ1+lϒ1−1) + al(m2ϒ2,m1ϒ1)I

(m2ϒ2+lϒ2−1) (2)

where

al (m1ϒ1,m2ϒ2) = ϒ1(−1)l

�(m1)�(m2)(l)!
(

�

(
m2 − [m1 + l]

ϒ1

ϒ2

))⎡

⎣
(
m2

�2

)ϒ1
ϒ2

(
m1

�1

)⎤

⎦
(m1+l)

(3)
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al (m2ϒ2,m1ϒ1) = ϒ2(−1)l

�(m1)�(m2)(l)!
(

�

(
m1 − [m2 + l]

ϒ2

ϒ1

))⎡

⎣
(
m1

�1

)ϒ2
ϒ1

(
m2

�2

)⎤

⎦
(m2+l)

(4)

ϒi > 0,mi > 0.5 and �i , i = 1, 2 represent the parameters of the generalized
gamma distribution.

ϒ1 andϒ2 represent the distribution parameters,m1 andm2 represent the shaping
parameters, �1 and �2 represent the average power of the distribution parameters.

The conditional BER for PolSK modulation is given as [10]

Pc = 1

2
er f c

(√
R2hP

2σ 2

)
(5)

where R represents photo detector responsivity, P represents local oscillator
power and σ 2 represents variance of channel noise.

The received instantaneous electrical signal to noise ratio (SNR) γ using PolSK
modulation technique is denoted by [7]

γ = R2hP

σ 2
(6)

From [5],

γ = (ηI )2

N0
(7)

where N0 denotes double-sided power spectral density(PSD) of the white
Gaussian noise and η represents effective photo-current conversion ratio of the
receiver.

Using (5), (6) and (7), we get

Pc = 1

2
er f c

(√
μ

2
I

)
(8)

where μ represents average electrical SNR and is given as μ = (ηI )2

N0
.

The unconditional BER [10] is given as

Pe =
∞∫

0

Pc fI (I )dI (9)
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Using (2), (8) in (9), we obtain

Pe = 1

2

∞∫

0

er f c

(√
μ

2
I

)

×
( ∞∑

l=0

al(m1ϒ1,m2ϒ2)I
(m1ϒ1+lϒ1−1) + al(m2ϒ2,m1ϒ1)I

(m2ϒ2+lϒ2−1)

)
dI

(10)

Pe = 1

2

∞∑

l=0

al(m1ϒ1,m2ϒ2)

∞∫

0

I (m1ϒ1+lϒ1−1)er f c

(√
μ

2
I

)
dI

+ 1

2

∞∑

l=0

al(m2ϒ2,m1ϒ1)

∞∫

0

I (m2ϒ2+lϒ2−1)er f c

(√
μ

2
I

)
dI (11)

From [11]

∞∫

0

xα−1er f c(Cx)dx = ∓ 1

αCα
√

π
�

(
α + 1

2

)
(12)

Using (11) and (12), we obtain the final expression for unconditional BER as,

Pe = 1

2

∞∑

l=0

al(m1ϒ1,m2ϒ2)
1 + al(m2ϒ2,m1ϒ1)
2 (13)

where


1 = 1

2

⎛

⎜⎝
1

(m1ϒ1 + lϒ1)
(√

μ

2

)(m1ϒ1+lϒ1)(√
π

)

⎞

⎟⎠ ×
(

�

(
m1ϒ1 + lϒ1 + 1

2

))

(14)


2 = 1

2

⎛

⎜⎝
1

(m2ϒ2 + lϒ2)
(√

μ

2

)(m2ϒ2+lϒ2)(√
π

)

⎞

⎟⎠ ×
(

�

(
m2ϒ2 + lϒ2 + 1

2

))

(15)
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3 Simulation Result and Discussion

We use MATLAB to evaluate bit error rate (BER) of the free space optical system
with PolSK modulation over double GG distribution. It is required to truncate (13)
into finite series for numerical calculation. So, the maximum limit of l in (13) is
required to be finite value. We consider the maximum limit of l as 20, 50, 100, and
the result is found to be almost equal. Here, we present the result for the values of l
varying from 0 to 20.

Figure 1 illustrates average BER of double GG distribution using PolSK modu-
lation and comparison with OOK modulation for σ 2

rytov = 2 and I0
Ro

= 0.5. We use
the parameters of plane wave and moderate atmospheric turbulence condition which
are, m1 = 0.55, m2 = 2.35, ϒ1 = 2.169, ϒ2 = 0.8530, �1 = 1.5 and �2 = 0.9671
[12]. It is found that at average electrical SNR of 60 dB, BER is 0.0003001 and
0.0001989 for doubleGGdistribution usingOOKand PolSKmodulation techniques,
respectively.

Figure 2 illustrates average BER of double GG distribution using PolSK modula-
tion and comparison with OOK modulation for σ 2

rytov = 25 and I0
Ro

= 1. We use the
parameters of plane wave and strong atmospheric turbulence condition which are,
m1 = 0.5, m2 = 1.8, ϒ1 = 1.8621, ϒ2 = 0.7638, �1 = 1.5074 and �2 = 0.9280
[12]. It is found that at average electrical SNR of 60 dB, BER is 0.001997 and
0.001459 for double GG distribution using OOK and PolSK modulation techniques,
respectively.

Figure 3 illustrates average BER of double GG distribution using PolSK modu-
lation and comparison with OOK modulation for σ 2

rytov = 2 and I0
Ro

= 0. We use

Fig. 1 Average BER of double GG for plane wave and moderate turbulence with σ 2
r ytov =

2 and I0
Ro

= 0.5
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Fig. 2 Average BER of double GG for plane wave and strong turbulence with σ 2
r ytov =

25 and I0
Ro

= 1.

Fig. 3 Average BER of double GG for spherical wave and moderate turbulence with σ 2
r ytov =

2 and I0
Ro

= 0.
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Fig. 4 Average BER of double GG for spherical wave and strong turbulence with σ 2
r ytov =

5 and I0
Ro

= 1

the parameters of spherical wave and moderate atmospheric turbulence condition
which are m1 = 2.65, m2 = 0.85, ϒ1 = 0.9135, ϒ2 = 1.4385, �1 = 0.9836
and �2 = 1.175 [12]. It is found that at average electrical SNR of 60 dB, BER
is 0.0002437 and 0.0001597 for double GG distribution using OOK and PolSK
modulation techniques, respectively.

Figure 4 illustrates average BEof double GG distribution using PolSKmodulation
and comparison with OOK modulation for σ 2

rytov = 5 and I0
Ro

= 1. We use the
parameters of spherical wave and strong atmospheric turbulence conditionwhich are,
m1 = 3.2, m2 = 2.8, ϒ1 = 0.4205, ϒ2 = 0.6643, �1 = 0.8336 and �2 = 0.9224
[12]. It is found that at an average electrical SNR of 60 dB, BER is 0.00188 and
0.001271 for double GG distribution using OOK and PolSK modulation techniques,
respectively.

Double GG distribution is the generalized distribution model, and it performs
under wide range of atmospheric turbulent conditions, i.e. fromweak to strong. From
the simulation results, BERof doubleGGwith PolSKmodulation technique for plane
and spherical wave under moderate and strong turbulent condition performs better
than OOKmodulation. This is because PolSK has limited spectrum and substandard
BER performance. PolSK provides better immune to atmospheric scintillation, better
error rate performance and faster data transmission as compared to OOKmodulation
technique.
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4 Conclusion

In this paper, BER performance of FSO communication system was analysed with
PolSKmodulation technique over double GG distribution for average electrical SNR
between 0 to 60 dB. Then, the results were compared with OOK modulation tech-
nique.Here,we analysed the performance of the systemwith polarization shift keying
(PolSK)modulation scheme undermoderate and strong atmospheric turbulent condi-
tionswith plane and sphericalwave. Further,we compared the results of PolSKmodu-
lation with on–off keying (OOK) modulation. From the results, it was found that the
system with PolSK modulation had 51% and 37% improvement over OOK modu-
lation under moderate and strong atmospheric turbulent conditions, respectively, for
plane wave and offered 53% and 48% improvement over OOK modulation under
moderate and strong atmospheric turbulent conditions, respectively, for spherical
wave as PolSK experienced less amplitude distortion and more stability due to the
polarization states compared to OOK modulation technique. Thus, PolSK modu-
lation technique performed better in double GG distribution modelled free space
optical communication system.
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Binary Differential Evolution-Based
Feature Selection for Hand Gesture
Classification

Anamika, Rinki Gupta, and Ghanapriya Singh

Abstract In any classification problem involving a large feature set, the feature
selection step is essential for not only reducing the computational complexity of the
classifier by removing the redundant features, but also possibly improving the clas-
sification accuracy by utilizing the most relevant features. The utility of evolutionary
algorithms such as differential evolution and genetic algorithm in feature selec-
tion has been shown in literature. However, unlike other evolutionary algorithms,
including genetic algorithm, the use of differential evolution algorithm on a binary
representation of the variables to be optimized is not straight forward, since the stan-
dard differential evolution needs to be modified. In this paper, a correlation-based
feature subset selection strategy is formulated using a modified mutation operator
given in literature for solving binary space optimization using differential evolution.
The proposed feature subset selection strategy is applied to hand-activity classifica-
tion using data collected frommultiple surface electromyogram (sEMG) and motion
sensors. The effect of tuning the crossover rate in the proposed algorithm on the
feature selection process is studied. For the considered feature set, the proposed
algorithm performs better as compared to genetic algorithm and other conventional
approaches such as rank-based strategy ReliefF and the best first approach. The
performance of the feature selection algorithms is compared in terms of the dimen-
sion of the selected feature subsets as well as the accuracies with which the hand
activities are classified.
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1 Introduction

Hand-activity classification using non-invasive, wearable sensors finds utility inwide
range of applications such as in developing assistive devices, prosthetic limb controls,
health monitoring, sport sciences and rehabilitation studies [1, 2]. In literature, the
combined use of surface electromyography (sEMG) and accelerometers has been
shown to be useful in capturing the motion of human hand [3]. Surface electromyo-
graphy records the electric potential developed in the muscles when it is utilized in
performing an activity. Whereas the signal recorded from accelerometer is indica-
tive of the tilt angle of the point, where it is placed on the hand with respect to
the earth. Directly using the signals acquired from multiple sensors for classifica-
tion is impractical, since it will require huge memory storage and large computation
time. Moreover, such signals have uncertainty in parameters that define their gener-
ation and their representation in exact mathematical function is not feasible. Hence,
the signals are represented using statistical measures such as mean absolute value,
standard deviation, auto-regressive (AR) coefficients and mean frequency [4, 5].

A primary challenge inmulti-class classification problems is to determine a subset
ofmost relevant features thatwould performequallywell as that of the original feature
set in terms of achievable classification accuracies. These techniques can broadly be
classified into two classes, namely the wrapper method and the filter method. In
the wrapper method, the search for the best feature subset is performed using a
heuristic search method that involves the classifier itself in the algorithm [6–8]. This
method is more effective in providing high classification accuracies as compared
to the filter method, however, the computation time and memory requirement is
significantly higher. The filter method selects the feature subset independent of a
classifier. Here, the worth of the feature subset is evaluated using parameters like
correlation between features and that between features and the target class. Filter
method is a faster approach and can be used with any classifier.

In this work, we propose a filter-based feature selection approach to select a
subset of features extracted frommultiple sEMG and accelerometer signals for hand-
activity classification. The proposed correlation-based binary differential evolution
(CBDE) for feature selection is experimentally tuned to improve speed of conver-
gence, while keeping the number of selected features to a minimum. The remaining
paper is arranged as follows. Section2 comprises brief descriptionof the classification
problem in general and the algorithms available in literature for feature selection.
Section 3 describes the formulation of the proposed CBDE algorithm for feature
selection. Section 4 contains experimental results with actual sEMG and accelerom-
eter signals for classification of hand activities. Effect of tuning the crossover rate
(CR) on CBDE and the performance of the CBDE algorithm and other conventional
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feature selection techniques are presented. Section 5 contains conclusions drawn
from the proposed work.

2 Related Work

2.1 Basic Steps in Signal Classification

The basic steps involved in a classification problem include pre-processing of signals,
extraction of multiple features, feature selection for dimensionality reduction and
classification using a suitable classifier. Pre-processing involves removal of baseline
in data and segmentation of data, i.e., identification of start points and end points of
activity from the rest period, which has already been done in the database. In feature
extraction, the sEMG and motion sensors signals are converted into some form of
numerical features or statistical measure that can be fed to the classifier. The features
that are used for sEMG in the experiment are given in Table 1, where N is the total

number of samples in the signal considered.Mean value is given by x = (1/N )
N∑

i=1
xi .

The threshold µ in evaluation of zero-crossing parameter is taken as two times the
standard deviation of the sEMG signal recorded during rest period, when no activity
is being performed. In Table 1, parameter Pj is the power spectrum of sEMG at

Table 1 Features extracted for each channel for sEMG and accelerometer

Feature Definition (per channel)

Mean absolute value
MAV = 1

N

N∑

i=1
|xi |

Standard deviation
STD =

(
1
N

N∑

i=1
(xi − x)2

) 1
2

Root mean square
RMS =

√

1
N

N∑

i=1
x2i

Zero crossing
ZC =

N−1∑

i=1

[
sgn(xi × xi+1) ∩ |xi − xi+1|

] ≥ µ

Mean frequency
MNF =

M∑

j=1
f j Pj

/
M∑

j=1
Pj

Median frequency
MDF =

MDF∑

j=1
Pj =

M∑

j=MDF
Pj = 1

2

M∑

j=1
Pj

AR coefficient
xi =

M∑

m=1
amxi−m + wi
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frequency f j , j = 1, 2… N; am, m = 1, 2…M, are the AR model coefficients for
order M and wi is the prediction error.

Mean absolute value and standard deviation have also been extracted from
accelerometer signals [4]. These features are calculated for each channel. Now,
feature selection techniques are used to select features that have good relevance and
performance. The feature selection techniques considered in this paper are discussed
in the following section. The feature set is then used for learning a classifier to enable
it to predict the target class from given a set of test features. In literature, many classi-
fiers are used and support vector machine (SVM) has been reported to perform better
[1]. Hence, in this work, SVM has been used for classification of hand activities.

2.2 Conventional Feature Selection Techniques

ReliefF is a ranking algorithm that allots weight to each of the feature based on their
relevance to the class [6]. Weights are given in range of [−1, 1] in a way that large
positive value corresponds to themore significant features.Although the computation
is fast, but redundant features cannot be determined. Best first strategy (BFS) is a
heuristic search strategy that selects the most favorable feature and then expands the
set of selected features by adding one feature at a time in accordance with the fitness
function [6]. Search of BFS is often limited to fixed number of subset expansion, say
N, since the exploration of the entire feature set would require considerable amount
of time.

Evolutionary algorithms (EA) have gained attention in recent years because of
their effective global search on optimization problems. One of the popular EA is
genetic algorithm (GA) that imitates the process of natural selection to find the fittest
outcome for optimization problems [7]. Crossover and mutation are carried out on
randomly selected parents from one generation to generate evolved children for the
next generation. The performance of GA highly depends upon initialization that
is the initial population and number of features given as input. Another EA is the
differential evolution (DE) algorithm (DE/RAND/1/BIN) which was developed by
Storn and Price [8] for optimization problems. Here, RAND, 1 and BIN indicate
random population initialization, number of differences taken and crossover due
to independent binomial experiments, respectively. These population-based search
techniques provide the means for extracting the best possible performance features
of a system by using an objective function to evaluate the fitness of individuals in
a generation. While in GA, the objective function is designed to be minimized, in
DE, the optimization is designed such that the objective function is to be maximized.
Limits may be defined for each variable as.

XL
j ≤ X j,i,1 ≤ XU

j , (1)

where i = 1, …, Np and j = 1, …, D. The first generation is randomly initial-
ized with population of size NP and dimension D with parameter values assigned
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uniformly between the limits defined in (1). In GA, each individual is known as a
chromosome. Many developments have been done for the representation of individ-
uals, such as binary, integer or real-valued representations [7]. In DE, basic repre-
sentation of individual is in real values and use of DE with binary representation
of individuals is an active area of research. For both GA and DE, the calculation of
the objective function is carried out for each individual; however, the mutation and
crossover criteria are different.

The selection of parent chromosome in GA that will reproduce depends upon the
objective function; higher the function higher will be the chances of selection. In this
work, it has been determined experimentally that proportional scaling function and
stochastic uniform selection function perform better as compared to other possible
techniques. Then, crossover is performed on more than one parent chromosome
in which a segment is exchanged to form new individual called as off-spring. To
increase the search space mutation, random flipping is performed. If the off-spring
has fitter objective function, then it will replace the chromosome with lower fitness
value. The process repeats till the stopping criterion is satisfied, which may be the
maximum number of iteration that may be carried out to search the best individual
or using a stalling criterion. Here, when the improvements in the objective function
are within the tolerance limits of 1 × 10–6 or 1 × 10–10 for at least 50 iterations then
the algorithm stalls.

In DE, each individual, named as the target vector X j,i,G in (3), is selected sequen-
tially once per iteration, and three more distinct vectors, Xr1,G, Xr2,G and Xr3,G are
randomly selected to perform mutation using.

Vi,G+1 = Xr1,G + F
(
Xr2,G − Xr3,G

)
(2)

where the mutation factor F ε [0.5, 2] and Vi,G+1 is the mutant vector. The recom-
bination process in DE includes the selection between previous generation and new
generation. Depending on the crossover rate (CR) probability, elements are selected
from the target vector X j,i,G or the mutant vector Vi,G+1 to form a trial vectorUi,G+1,
giving

Uj,i,G+1 =
{
Vj,i,G+1 if rand j,i ≤ CR or j = Irand
X j,i,G if rand j,i > CR and j �= Irand

(3)

Just like in GA, comparison is carried out between the function of target and
trial vector. The fitter individual is included in the next generation. The algorithm is
executed till some stopping criterion is reached.

Binary DE is recent variant of aforementioned basic DE. Binary representation is
required in problems where the solution contains either ‘yes’ or ‘no’. In the consid-
ered problem, either feature is ‘selected’ or ‘not selected’. Selected features are repre-
sented by value 1 and a 0 value indicates that the feature is removed from selected
feature subset. The use of binary representation obviates the need to ensure that there
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is no repetition of features in the selected subset, which is otherwise required if real-
valued representation is used in DE for feature selection [9]. The proposed CBDE
comprises of binary DE with a correlation-based objective function. The details of
CBDE are given in the next section.

3 Proposed Feature Selection Algorithm

3.1 Correlation-Based Selection of Features

The intension of selecting only a subset of feature for classification instead of the
whole dataset is that many features are redundant. These features do not contribute
much toward classification and thus can be removed without causing loss of informa-
tion. Proposed algorithm evaluates correlation of each feature with the class as well
as the inter-correlation among features. Search of the optimization process depends
upon the objective function which calculates the worth of the feature subset. The
objective function f (S) [6] used in the algorithm for a subset S containing k number
of features is given as

f (S) = k ∗ rc f
√
k + k(k − 1)r f f

. (4)

In (4), the average correlation between feature and class is given by rcf , whereas
that between two features is given by rff . Thus, rcf is a measure of the relevance of the
features and rff is ameasure of the redundancy among the features. The feature dataset
must be quantized before calculating the correlation. Here, symmetrical uncertainty
(SU) [10] has been considered to evaluate the correlations. Symmetrical uncertainty
is a normalized variant of the mutual information, defined as

SU = 2 ∗ H(M) − H(M |N )

H(M) + H(N )
, (5)

where H(M) and H(N) are the entropy of random variables M and N, while
H(M|N) is the entropy ofM when N is given. Information gain gives a biased value
for features having higher values, whereas SUmakes the effect of all features compa-
rable. The correlation matrix containing correlation of each feature with every other
feature is given as input to the CBDE algorithm.



Binary Differential Evolution-Based Feature … 227

3.2 Binary Differential Evolution

The significant difference between CBDE and DE is in the binary mutation criteria
required in CBDE. The binary mutation operator is defined in terms of curtain
probability pf that is predefined to a value 0.25 [11], giving

VG+1 =
{
1 − X1 if X2 �= X3 ∧ rand < pf

X1 otherwise
(6)

A pseudo-code for proposed CBDE used in the program is given as follows.
begin 

randomly generate initial population in binary 
format
calculate fitness of individuals in population using 
(4, 5)

while not(stopping criteria is met) do
for i=1 to number of individual
Choose target vector
Randomly choose 3 parent vectors: X1,G, X2,Gand X3,Gif X2,G(n)≠X3,G(n) and rand≤pf,  Vj,k,G+1(n)=1-X1,Gelse

  Vj,k,G+1(n)=X1,Gend
if Vj,k,G+1(n) have probability≥CR then   Uj,k,G+1(n)=Vj,k,G+1(n)end
if U has better fitness than X1 then
replace X1,G+1 by Uj,k,G+1replace fitness of X1,G+1 by fitness of Uj,k,G+1end

end
end

4 Results

In this experiment, actual sEMG and accelerometer data available in the open-source
Ninapro database have been utilized [3]. The features extracted from the sEMG and
accelerometer signals that were used for classification are summarized in Table 1.
Six wrist activities performed by six healthy subjects have been considered. The
activities include wrist activities, such as supination, pronation, radial deviation
ulnar deviation, extension, and flexion. The data is recorded from the forearm of
the subjects, using 10 surface electrodes placed on it. Eight electrodes were placed at
the periphery of radio-humeral joint with equal spacing and twowere placed onmajor
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activity spots of forearm. The data from sensors were transferred to the computer
for further processing. Features were extracted according to Sect. 2.2 above from the
pre-processed data.

In CBDE, the population size is selected as 50 individuals, which is a typical
value for EA. In EA, it is favorable to have maximally distinct individuals in the
initial population to broaden the search space. In CBDE, the initial set of individuals
is generated randomly to contain 2 to 100 features. The number of ones in the
individuals, which denotes subset size in this work, changes with the search for fittest
subset. Moreover, the effect of CR parameter tuning on convergence and number of
feature selected are shown in Figs. 1 and 2, respectively. Here, the tolerance value
of 1 × 10–6 for 50 consecutive iterations was taken as the stalling criteria.

In Fig. 1, the optimumvalue objective function is plotted for different values of CR
for the best individual in every iteration of the algorithm.When CR is lower than 0.4,
as shown for CR= 0.1 in solid black line in Fig. 1, the rate of convergence is slow and
the algorithm executes for more iterations to search for the best individual. Whereas
when a high value of CR is considered, say 0.9, depicted in dotted lines in Fig. 1,
the CBDE algorithm converges faster, however, the best objective function is lower
than those obtained with other CR values. When convergence rate is considered, the

0 20 40 60 80 100 120 140 160 180 200
Number of iteration

0.45

0.5

0.55

0.6

0.65

O
bj

ec
tiv

e 
fu

nc
tio

n

CR = 0.1
CR = 0.6
CR = 0.9
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optimal range of CR is determined to be between 0.4 and 0.7. The best objective
functions for CR= 0.6 are plotted in dashed line as shown in Fig. 1. Figure 2 depicts
the number of features selected in different iterations of the CBDE algorithm for
different CR values. The minimum number of features is obtained as 31 for CR
values 0.4 and 0.6. Other CR values result in a higher dimension of the best feature
subset.

The classification accuracy using SVM taking the complete feature set of 170
features is 96.29%, whereas that for subsets selected using CBDE are 96.29% for
CR= 0.4 and 98.15% for CR= 0.6. Thus, at CR= 0.6, the selected subset is obtained
at fastest rate with least size and classification accuracy higher than that obtained
using the entire feature set. Even when the tolerance value of the stalling criterion
in the CBDE algorithm was increased to 1 × 10–4, the same feature set was selected
and the algorithm performed equally well. The performance of CBDE is compared
with that of GA and other conventional algorithms.

The binary DE is based on maximization of fitness function while GA will try to
minimize fitness function, thus, the tolerance function of the two are different. The
convergence of objective function of GA is shown in Fig. 3. Table 2 contains the
performance of GA, CBDE, ReliefF and best first approach for selecting best feature
sets for classifying the considered six wrist activities.

When the tolerance (stated as tol fun in Table 2) of 1 × 10–6 was considered,
the numbers of features selected by GA are 57 with the classification accuracy of
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Fig. 3 Best fitness of objective function of genetic algorithm

Table 2 Number of features selected in a subset and their accuracies for BDE, GA, ReliefF and
best first search strategies

Search strategy Number of features selected Accuracy (%)

GA (tol fun = 1 × 10–6) 57 96.29

GA (tol fun = 1 × 10–10) 44 96.29

CBDE (tol fun = 1 × 10–4) 31 98.15

CBDE (tol fun = 1 × 10–6) 31 98.15

ReliefF 31 96.29

Best first 31 96.29
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96.2963%. Even for a considerably lower tolerance of 1 × 10–10, the number of
features selected is only reduced to 44, however, the classification accuracy remains
same. For the ranking algorithms, the selection of final feature set was chosen
according to the number of the feature in final subset of CBDE. According to the
ranking algorithm ReliefF, the best 31 features resulted in the classification accuracy
of 96.29%. Best first approach also provided the same classification accuracy for the
feature set containing 31 features.

Additionally, it is observed from the subset selected by CBDE that classification
of activities show improvement in performance when more number of accelerometer
features are selected than EMG features [12]. The algorithms CBDE, ReliefF and
best first selected 19, 18 and 22 accelerometer features and 12, 13 and 9 sEMG
features, respectively. No such selection pattern was observed in GA.

5 Conclusion

Real-world applications of hand-activity recognition including human-machine
interface, prosthetic control and rehabilitation sciences require the collection of data
from multiple sensors, such as electromyogram (EMG) and motion sensors. For
classification of the activities, a suitable set of features is extracted from the data.
Any redundancy, noise or presence of artifacts in data could reduce its classification
accuracy. Hence, for high dimensional feature sets, the redundant features must be
removed to reduce the computation process, while the relevant features are retained
to avoid deteriorating the performance of the classifier in terms of classification accu-
racy. This paper presents a correlation-based feature subset selection strategy using
the binary differential evolution (CBDE) algorithm. From experiments, it is found
that the CR value can neither be very low nor very high for an ideal performance. For
the considered feature set containing the most prominently used features for EMG
and accelerometer data, classification accuracy for the feature subset selected using
the proposed CBDE algorithm is higher as compared to that obtained using feature
subsets selected using GA, ReliefF and best first, and even when the entire feature
set is used for classification.
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Abstract IoT is the basic need of the present scenario. There exist several methods
in network architecture to implement IoT.With growing technology, low power wide
area network (LPWAN) is the latest technology in the IoT field. LoRaWAN is one
of the open protocols for LPWANwhich gives the better performance in urban areas
in the range of 2–5 km, while in semi-urban and agricultural areas the range can be
easily extensible to 5–10 km. The paper presents the implementation of the LoRa-
based infrastructure automation and monitoring system. Experimental testbed was
created to analyze the performance of LoRa modules across the institute campus.
The modules under test have been verified to provide seamless connectivity under
deep faded conditions.
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1 Introduction

The IoT is becoming the need of every individual in their life. All the electronic
devices which are used in regular life need to be connected to the Internet to govern
all working aspects like time of working, power consumption, real-time monitoring,
and the automatic trip of power in case of any disaster. There exist several methods
in a different layer of the network architecture to implement IoT. But to implement
IoT for real-time monitoring, there are several challenges to the implementation like
the device in the physical layer must consume low power, susceptible to interference,
and multiple path fading has high data rates and must be robust and reliable in every
situation of performance.

In comparison with pure ALOHA and LoRaWAN, the latter has better scalability
and physical structure [1]. There exist different technologies in relation to LoRaWAN
which comes under the LPWAN category. A comparison between technologies is
illustrated in [2]. LoRaWAN gives better performance in urban areas in the range of
2–5 km,while in semi-urban and agricultural areas, the range can be easily extensible
to 5–10 km [3, 4]. LoRaWANprovides latency, robustness, and reliability to its phys-
ical layer [5–7]. This gives a better quality of service (QoS) to the end-users for better
network performance. LoRaWAN expanding its area to every area of human inter-
action which includes military, health monitoring, agriculture, slum management,
home automation to industrial automation [8–12].

Implementation of the LoRaWAN in healthcare monitoring areas with severe
conditions is given in [13–18]. Low power wide area network (LPWAN) provides
large area coverage with low power and high latency and bandwidth. The imple-
mentation of the LoRaWAN for the indoor industrial IoT applications is given in
[19, 20].

Implementation of IoT for home automation or industrial automation can be done
in three service layer architectures which include a primary layer, which covers the
LoRa-based end nodes integrated with different sensors. The middle layer which
covers the gateway and hardware connected to the gateway for monitoring the data
acquisition and monitoring. And the final layer which includes the governance of the
data over the cloud and real-time monitoring using Internet-connected devices like
mobile phones, laptops, and computers [21, 22].

With numerous technologies available which work on LPWAN, we have imple-
mented the service structure of LoRaWAN with a single gateway connected to 4
LoRa-based end nodes. In this report, we have shown the implementation of the
LoRa-based home automation and real-time monitoring solution using the Single
Channel Lora IoT kit v2 provided by Dragino Technology Co. Ltd. in the Indian
ISM band (865–867 MHz).

The paper is primarily divided into four sections. Hardware description section
gives a detailed idea about the description of sensors integrated with the end node
and their integration with the end node. The network architecture section gives the
information about the working of the implemented model, and experimental setup
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gives the practical implementation of model in the real site. The conclusion section
gives the implementation results and data analysis of the proposed model.

2 Hardware Description

Firstly, Single Channel LoRa IoT kit v2 is enclosed with the LoRa gateway, LoRa
end nodes which include LoRa shield connected with Arduino Uno. The sensors to
control different applications in automation are connected to the Uno.

Each end node follows a half-duplex mode for communication with the gateway.
Multiple sensors are configured with a single Arduino module and multiple modules
are connected to a single gateway as conveyed in Fig. 1. Gateway is a half-
duplex transceiver thus it simply takes data from multiple end nodes at the same
time with frequency tuned.

The end nodes are standalone and are connected to the 5 V power supply. Each
sensor is connected to the digital and analog pins of Arduino Uno. Monitoring of

Fig. 1 Connection of microcontroller with sensors
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Fig. 2 Service architecture of LoRaWAN-based IoT system

the data at the end node can be easily done by connecting the laptop with the end
device. Data monitoring at the gateway can be done by connecting the laptop to the
gateway using the LAN RJ45 cable. The data at the gateway can be monitored either
by logging in to the gateway or by logging into the Things Network to monitor the
data of the end nodes individually. The LoRaWAN IoT service structure is given in
Fig. 2. Users can control each end node device from anywhere at any time by logging
into the TTN server or through the Cayenne application available in the play store.

3 Network Architecture

This section gives a detailed idea about the connection of the hardware architecture.
Let us consider a structure of architecture in which there is k number of LoRa end
nodes each connected with m number of sensors and each end node communicates
with a gateway it is connected.

With each gateway, there is a limited number of end nodes that can be connected.
To increase, the size of the network gateway can be connected in a star network.
The architecture of star-connected end LoRa nodes with star-connected gateways is
shown in Fig. 3.
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Fig. 3 Layered architecture of the proposed model with single gateway connection to end nodes

The above figure gives a brief idea about the configuration of the LoRa in a vast
network to its extent. In this report, we have connected the end LoRa nodes in a star
network with a single channel gateway. Gateway is connected to the Internet to send
or receive data in real time.

The whole network architecture is divided into four layers as (i) end node sensing
layer, (ii) middle or gateway layer, (iii) cloud layer, and (iv) user layer.

3.1 End Node Sensing Layer

The end node sensing layer is first of all layers which is responsible to send and
collect sensor and user data, respectively. This layer is configured with the sensors
which collect real-time data from environment using various sensors and thus sends
the data to the real-time cloud. The end nodes are LoRa shield connected to Arduino
Uno along with sensors needed in home automation like gas sensor, temperature
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sensor, humidity, and water sensor, along with input output sensors like doorbell
sensor, fan, and light control relays, etc. The Arduino Uno is used in this application
because it can increase the number of sensors integrated into a single node. Also,
depending on the number of sensors Arduino Mega can also be used.

Consider a scenario where there are fire sensors and switching relays connected
with the end sensing node. Due to sudden fire breakdown in the room, the fire sensor
will get data and automatically switch off all the power equipment and transmit
an emergency message to the end-user. The LoRa end node gives accuracy to the
previously installed systems that even without any network connectivity the user will
get the sensed critical information on time.

This section gives the detailed description of connection of the required sensors
in home automation and monitoring to the end LoRa node. The main working
of end sensing node is divided into the collection of data, data monitoring, and
implementation.

The data collected by end sensing node is performed using different sensors which
include temperature and humidity sensor, air and water sensor, electrical switch
control relays, light and doorbell sensors. The data from p sensors connected to a
single end node are collected and processed in real-time interval (�k). At any time
instant k, the data collected and sensed from p sensors at node N1 is given in Eq. (1).
There are q end nodes in network each connected to gateway G1 is given in Eq. (2).

N1(k) = S1(k) + S2(k) + . . . + Sp(k) (1)

G1(k) = N1(k) + N2(k) + . . . + Nq(k) (2)

The network of r gateways receive and transmit data from q end nodes and transmit
and receive the confirmation message from the last layer of architecture, i.e., user
layer. The overall data received from all gateways can be given as

D(k) =
r∑

n=1

Gn. (3)

Here, D(k) represents data collected at user end at any time instant k, Gr is the
collection of data from end nodes at any gateway r, and N1 (k) is the data collected
by the end sensing node at time instant k. The collected data is carried the gateway
using LoRa technology.

In the proposed model, the number of sensors is limited to 13 sensors per end
node, as well as the number of end nodes per gateway is limited to maximum of 15
per gateway. Thus, in equation four Gn is be given as

Gn =
15∑

i=1

Ni (4)
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where

Ni =
13∑

j=1

Sj (5)

Thus, keeping value of Sj in equation five and putting value of Ni in Eq. (4) the
result is given as

D(k) =
r∑

n=1

15∑

i=1

13∑

j=1

Sj (6)

At regular time intervals of�k, end node collects information from both users and
sensors. But the collection and execution of events are arranged on the basis of the
priority of commands. The major priority is given to user-driven interrupts to the end
node such that any user command will be executed first. The next priority command
is to non-avoidable situation monitoring sensors, for example, fire sensor. And data
accumulation from other sensors is kept on the lowest priority. The flowchart of
provided algorithm is given in Fig. 4. The data at a regular interval is monitored and
collected in variable D(k). After the monitoring of data from user and unavoidable
interrupts are monitored, the D(k) is sent to the user through the gateway at the TTN
server. The pseudocode is given in Fig. 5.

3.2 Middle or Gateway Layer

This layer contains the important part of the proposed model which enables the
collection of data from q number of end sensing nodes and acts as a bridge between
Internet and end nodes. The gateway is defined as any kind of device which can
connect two devices working on different protocols. Gateway can also be described
as a means to connect devices to Internet.

In implemented model, the gateway used is single channel LoRa-based gateway.
It can be connected to other LoRa end nodes by matching the common frequency of
both LoRa working devices. Gateway receives data only from that end nodes which
have frequencymatchedwith it. Thus, asmanynumber of gateways canbe established
in single premises with different frequencies set on each gateway. Filtering of data
is done on the basis of frequency matching with that of transmitting device and TTN
server.

Gateway is connected with the Internet either by using the RJ45 LAN cable or
by creating gateway in Wi-Fi client mode to get connected to the host’s hotspot. The
gateway is configured to the frequency in the Indian ISM band, i.e., 865 MHz to
867 MHz for data transmission and receiving using LoRa. Data monitoring can be
done at the gateway by connecting the PC to the same network with which gateway
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Fig. 4 Flowchart of end node sensing layer

Fig. 5 Pseudocode of end node sensing layer
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is connected or by logging to the LoRaWAN network. The data can be read from the
log file.

Gateway gets matched to all end devices with same frequency and thus receives
data from the end node and user data from TTN server. The monitoring interval is
fixed for each end node and TTN server that is a minute for each one. Till a minute,
gateway monitors data from end node and holds data from TTN server till the data
is received from end node. After sending data to TTN server, it immediately sends
TTN server data to the end node. The flowchart is depicted in Fig. 6 and pseudocode
is given in Fig. 7.

Fig. 6 Flowchart of working of middle layer
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Fig. 7 Pseudocode of
working of middle layer

3.3 Cloud Layer and End-User Layer

The cloud layer consists of data accumulation at TTN server. In this layer, data D(k)
from end node is collected and stored over the cloud. Cloud can be any server that
can be retrieved on Internet. In our implementation, we have used TTN server for
accumulation of data on Internet. The data from end working node is passed to cloud
servers through LoRaWAN gateway. The data can be send to end node through TTN
servers and can be monitored on TTN server by logging to it.

User can easily control the end node sensors by send data from the TTN servers
or through Cayenne network by creating payload format and adding integration of
Cayenne to it. The user can also monitor data on his/her mobile phone by using the
above procedure.

4 Experimental Setup

This section gives the experimental setup of the project architecture with a single
Dragino gateway. Buzzer, Relay, DHT11, and flame sensor are connected to the end
node with LoRa shield as shown in Fig. 8. The working of the end sensing node is
discussed in Sect. 2.

The data from end LoRa Arduino node is communicated to the gateway through
LoRa transmission and reception. The connection of gateway, as shown in Fig. 9, can
be connected anywhere within range of five to ten kilometers from the end sensing
node.

The data from end node can be verified through Arduino Serial Monitor by
connecting PC with the Arduino Uno as shown in Fig. 10. The experimental setup
is installed in GL BAJAJ I.T.M. with data monitoring the different parameters of
end node. The temperature and humidity sensor closely depicts original value of
humidity and temperature when cross verified with measuring device.

The data from one of end nodes is shown in Fig. 11. The switching of fan and
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Fig. 8 Connection of experimental setup

Fig. 9 Experimental setup of gateway

Fig. 10 Serial monitor display of transmission of data in ISM Indian band
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Fig. 11 Experimental setup installed on GL Bajaj campus

light are easily controlled by clicking the user interface to witch ON and OFF the
fan and light.

The data can be easily monitored as shown in Fig. 12. This gives the data of all
activities done on the end sensing node. It can be easily plotted on the graph scale
and further data analysis and monitoring can be performed.

Data on TTN server is shown in Fig. 13. Data is individually shown in TTN server
by simply switching between registered devices.

Fig. 12 Data accumulation of setup on cloud server
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Fig. 13 Data monitoring of each end node individually on TTN server

5 Experimental Setup

In this paper, a fresh approach from home automation and monitoring system was
designed and executed in the campus of GL Bajaj I.T.M. using Arduino Uno with
LoRa shield. This implementation enables users to monitor and remotely access their
home appliances from anywhere in real time. The system gives the detailed usage of
the appliances by storing real-time data formonitoring at any time. This helps users to
control the energy consumption from anywhere and appliance monitoring. Users can
alsomonitor home security by using the door lock integratedwith the devised system.
The system is helpful for everyone living in rural areas with no Internet connectivity
because the system gives long-range transmission and reception of data by using
LoRaWAN. Compact mode designing can be the future scope of this research.
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Novel Approach to Denoise
Electrocardiogram Signal Using
LabVIEW Techniques

Shivam Pandey, Rajat Mehrotra, M. A. Ansari, and Pragati Tripathi

Abstract Electrocardiogramplays an enormous role in themedical field.An electro-
cardiograph is a device used in cardiology, which records heart’s electrical signals
over time. Electrocardiogram can be used to determine various heart diseases or
damages to the heart along with the pace at which the heart beats as well as the
effects of drugs or devices used to control the heart. The interpretation of the electro-
cardiogram signals is an application of pattern recognition. The technique used in this
project integrates the study of the electrocardiogram signals, extraction and denoising
it. Different noises analyzed and removed by different methods using LabVIEW.
Analysis of electrocardiogram signals is done using LabVIEWand biomedical work-
bench. The study includes analysis of electrocardiogram signal using LabVIEW
tools, also plotting of electrocardiogram signals, comparison between different
denoising techniques of electrocardiogram signal.
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1 Introduction

Electrocardiogram is an examination technique that measures the electrical signals
of heart at skin terminal. Themorphology and pulse show the cardiovascular strength
of human heartbeat. It is a harmless methodology that implies the sign is controlled
on the skin of the human body, which is utilized in the portrayal of heart diseases [1].
Any disorder of pulse or rhythm, or variation from the norm in the morphological
example, is a consequence of heart arrhythmia,which could be seen by the conclusion
of the prominent electrocardiogramwaveform. The adequacy and time of the P-QRS-
T wave record significant proof about the idea of ailment influencing the heart [2].
The electrical wave is a result of depolarization and re-polarization of Na+ and k-
particles in the blood points of interest. The electrocardiogram signal conveys the
resulting proof of a human heart is as per the following:

• heart location and its comparative cavity dimension
• instinct derivation and spread
• rhythm of heart and disturbance in conduction
• site and degree of myocardial ischemia
• variations in concentrations of electrolyte
• properties of drug on heart.

It is not possible to update files at a later stage. Please note that we do not need
the printed paper.

1.1 Electrocardiogram

Typical electrocardiogram consists 12 probes that contains 3 probes of bipolar type,
3 probes of enlarged unipolar types and 3 probes for precordial measurements [3]. A
probe is basically positive and negative electrode pairs positioned in specific locations
on body and coupled to an electrocardiogram recorder.

• Bipolar Probes: records latent alteration amid +ve and −ve poles.
• Unipolar Probes: records electrical latent at specific point through a single

electrode (Fig. 1).

2 Electrocardiogram Noise

Normally, the documented electrocardiogram signal is sometimes contaminated by
distant noises and artifacts that fall in range of the frequency band of electrocardio-
gram signals, which may differ the features of the signal. Therefore, it is very tough
to excerpt important info from the signal.
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Fig. 1 This figure displays
electrocardiogram wave and
interval

Fig. 2 Power line
interference [5]

2.1 Interferences from the Power Line

It comprises of 60 Hz lift up in USA and 50 Hz pickup in India due to inappropriate
grounding [4]. It gets recorded as an instinct or else spike at 50Hz harmonics andwill
arise as added spikes at essential multiples of the original frequency. The frequency
is about 50 Hz and the amplitude of its harmonics is maximum of 50 percent of
peak-to-peak electrocardiogram signal. A 50 Hz notch filter is used for the removal
of this interferences (Fig. 2).

2.2 Drift in Baseline

Drift in baseline can be incited in chest-probe electrocardiogram signals by breathing
or coughingwith high chest action, or when an arm or leg is invigorated on account of



250 S. Pandey et al.

Fig. 3 Baseline drifts [7]

limb probe electrocardiogramacquirement [6].Much of the time drift in baselinemay
because of variation from the norm in temperature and predisposition in the amplifier
and instrumentations. Its recurrence varies generally below 0.5 Hz. Disposal of drift
in baseline needs a high pass channel with frequency cut-off at 0.5 Hz (Fig. 3).

2.3 Artifacts Motion

They are transitory changes in baseline because of impedance between skin and
electrode with motion in electrode [8]. They may create superior signal in elec-
trocardiogram waveform. The maximum amplitude of this artifact is five hundred
percent of peak-to-peak electrocardiogram amplitude and has period between 100
and 500 ms. An adaptive filter may be utilized for eradication of the interference due
to artifacts motion (Fig. 4).

Fig. 4 Motion artifacts [9]
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3 Arrhythmias in Electrocardiogram of Heart

Heart’s standard beat where no disease or condition exists in the morphology of
electrocardiogram signal is known as normal sinus musicality (NSR) [10]. The pulse
of NSR is usually considered by 60–100 beats for each moment. The exactness of
the R-R interlude varies little with the breathing cycle. At the point, when the pulse
increases are over 100 beats for every moment, the mood is distinguished as sinus
tachycardia [11]. In the event that the pulse is excessively delicate, at that point this is
distinguished as bradycardia and this can adversely influence fundamental organs. At
the point,when the pulse is excessively crazy, the ventricles are not completely loaded
before constriction for which siphoning capacity drops and adversely influencing
perfusion.

• Sinus arrhythmia shows up from S-A hub of heart. At the point when electrical
drive is accomplished from the customary pacemaker, the perspective compo-
nent of these arrhythmias is that P-wave morphology of the electrocardiogram is
normal.

• A preliminary arrhythmias produced open air the S-A hub, however, inside the
atria in the course of action of electrical driving forces.

• In this sort of arrhythmias, the motivations produced from the ventricles and
convey outwards to the remainder of the heart.

4 LabVIEW for Electrocardiogram Signal Processing

LabVIEW has signal processing competencies which grant you a potent and active
environment for clear up electrocardiogram signal processing problems. LabVIEW’s
powerful tools validate in denoising, analyzing and extracting electrocardiogram
signals effortlessly and smoothly. LabVIEW biomedical toolbox gives a few vis to
electrocardiogram signal investigation. Plus, it likewise gives an electrocardiogram
highlight extraction application to passage electrocardiogram includes all the more
easily (Figs. 5 and 6).

Algorithm of the proposed method

Step.1. Record ECG

Step.2. Removal of baseline wandering noise

Step.3. Removal of wideband noise

Step.4. Feature extraction of pre-processed ECG data

Step.5. Use this data for future use
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Fig. 5 Block diagram of electrocardiogram extraction

4.1 Removal of Baseline Wandering

Baseline wandering generally enters from respiration at frequencies wandering
between 0.15 and 0.3 Hz, and you can conceal it by a high pass digital filter [12].
Wavelet transform can also be used to remove baseline wandering by eradicate the
trend of the electrocardiogram signal.

Computerized Filter Approach: LabVIEWBiomedical Toolbox gives a Biosignal
Filtering VI under Biosignal Measurements Biosignal Pre-handling palette. You can
utilize this VI to structure a Kaiser Window FIR high pass channel to evacuate the
pattern meandering. Figure 7 shows a case of evacuating pattern meandering by
utilizing Biosignal Filtering VI.

Wavelet Transform Approach: Other than advanced channels, the wavelet change
is additionally an approach to expel signals inside explicit subgroups [13]. The WA
Detrend VI of LabVIEW ASPT can evacuate the low recurrence pattern of a sign.
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Fig. 6 Flowchart of
electrocardiogram noise
removal process
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Fig. 7 Removal of baseline wandering using high pass filter
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Fig. 8 Removing baseline wandering using LabVIEW

Figure 8 shows an expulsion of benchmark meandering utilizing theWA detrend VI.
This model uses the Daubechies6 (db06) wavelet as this wavelet is like the genuine
electrocardiogram signal.

In the presented example, the electrocardiogram signal consists of 60 s. sampling
duration and twelve thousand sampled points, so as per the equation below the trend
level is 0.5:

trend level =

[
log 2t

log N

]
(1)

where t is the duration of sampling and N is the number of sample points.

4.2 Removal of Wideband Noise

After the evacuation of standard noise from the electrocardiogram signal, what we
receive is increasingly fixed in contrast with the original one. Be that as it may,
some other noise may influence the extraction of electrocardiogram signal features.
The noise could be intricate procedures inside wideband, so it cannot evacuate by
customary computerized channels. For evacuation of wideband noises, you may
utilize LabVIEW Wavelet Denoise Express VI.

This LabVIEW-based elevated level Express VI primarily divides the electrocar-
diogram signal into a few subbands utilizing wavelet transform, and afterward adjust
every wavelet coefficient utilizing shrinkage or threshold function, lastly remake
the denoised signal [14, 15]. The accompanying figure shows undedicated wavelet
change (UWT) to the electrocardiogram signal (Fig. 9).
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Fig. 9 Wideband noise removal from an electrocardiogram signal

5 Result and Discussion

In Fig. 10, electrocardiogram extraction is done using LabVIEW electrocardiogram
feature extractor. Electrocardiogram signal is given to LabVIEW through biomed-
ical workbench and ELVIS II software. After that, LabVIEW extractor processed
the electrocardiogram signal as shown in Fig. 11, and electrocardiogram signal is
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Fig. 10 Electrocardiogram extraction using LabVIEW

denoised (removal of baseline wandering) by high pass filter and wavelet transform
and both result are compared. After comparison, we find out that wavelet transform
gives better result than simple filter methods as shown in Fig. 12, electrocardiogram
noise signal is denoise usingUWTmethod. Table 1 shows statistical data of processed
electrocardiogram signal. Different noises removed by different techniques in this
paper.

6 Conclusion

Novel approach to denoise electrocardiogram signal using LabVIEW techniques
is successfully done. LabVIEW has boundless consequences on electrocardiogram
signal processing. It is very advantageous and accessible that even one can diagnose
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Fig. 11 Comparison between digital filter-based and wavelet transform-based approaches

his/her heart condition directly using the capability of LabVIEW without having
an electrocardiogram machine and also self-diagnosis is possible. All these illus-
tration and ways that are consider here can be absolutely advantageous for experi-
mental/laboratory intent even when we do not have any electrocardiogram data we
still can mimic and evaluate it.
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Fig. 12 UWT denoising of electrocardiogram
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Table 1 Electrocardiogram data

S. No Statistical parameters Measurement value

1 Total number of beats 8

2 Heart rate mean 83 bpm

3 Heart rate std 3.2 bpm

4 Width mean QRS 48 ms

5 Width std. QRS 4 ms

6 Amplitude mean QRS 0.39 mV

7 QRS amplitude std 0.054 mV

8 PR interval mean 159 ms

9 PR interval std 15.7 ms

10 QT interval mean 326 ms

11 QT interval std 23.5
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Convolution Based Multilevel DWT
Architecture Using Distributed
Arithmetic and FIR Bi-orthogonal Filter
for Two-Dimensional Data Analysis

Maram Anantha Guptha, Surampudi Srinivasa Rao,
and Ravindrakumar Selvaraj

Abstract The biomedical signal used in diagnosis of disease needs to be processed
using efficient algorithms. These algorithms occupymorememory, and efficient real-
ization is a challenge. The discrete wavelet transform is designed using FPGAs and
ASICs. In this paper, a memory centric convolution-based multilevel DWT archi-
tecture was designed and implemented using orthogonal and biorthogonal wavelet
filters. The proposed design using distributed arithmetic is an efficient realiza-
tion for convolution-based generic two-dimensional DWT structure. The proposed
design reduces the computational complexity by introducing multilevel decomposi-
tion schedules and FIR filter. Convolution based generic structure using distributed
arithmetic adder (DAA) is found to be reduced area and power. The experiments
were carried out using FPGA.

Keywords DWT · VLSI ·Wavelet filters · DAA · Buffer · Convolution

1 Introduction

Biomedical applications use algorithms and methods to process the data recorded
from the electrodes. Several methods were used in literature for the implementation
of the data processing algorithm. Electrocardiogram (ECG) signal processing is one
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of the applications where wavelet-based numerical analysis through machines and
devices are performed. Similarly, for MRI analysis (2-D) DWT is used to
denoise, extract and perform image compression. In telemedicine application, video
processing plays an important role and 3D DWT is employed for noise removal,
information retrieval and compressions. TheDWT is implemented using convolution
operation and the predict–update scheme. Lifting scheme or predict–update scheme
has lower arithmetic complexity. But its memory saving is less when compared
to convolution-based scheme. Convolution-based scheme has lower complexity
with appropriate scheduling of multilevel decomposition compared to lifting-based
scheme [1].

On the other hand, the less hardware utilization makes the lifting-based architec-
ture better, but at the same time scaling the structure is difficult. The scalability of
filter length is easier in convolution-based architecture, but it uses more number of
computing units. In short, the partitioning algorithm and pipelining are two major
approaches used in convolution and lifting schemes, respectively. Folded architec-
ture has low hardware complexity. Therefore, it requires more computation time. For
pipelined architecture critical path reduction into one multiplier and less processing
speed. Flipping structure suffer from long critical path due to fewer pipelining. In
past, implementation of the DWT for lifting is carried out using parallel scanning
method by Darji et al. [2] using dyadic decomposition by Marino [3] and using 4-
tap Daubechies wavelet transform by Sung [4]. Lifting schemes were designed by
several authors [4–14]. Lifting-based architectures and lossless design were inves-
tigated in literature [15, 16]. To overcome these problems, convolution-based DWT
architecture with proper scheduling is proposed.

2 Convolution-Based Discrete Wavelet Transform

In biomedical image analysis, the image data x[n] is applied to the convolution 2D
DWT(Fig. 1). The input from the image acquisitionmachine (theMRI orCT scanner)
is available at the internalmemory. The data is transferred to theDWTunitmemories.
The image data in the matrix form has row and column information [17], here the
row module performs the DWT operation by reading the MEM1 data followed by
the column module reading the data from MEM2 where the results of row DWT are
stored. The results after the column DWT are stored in MEM1. The results ‘LL’,
‘LH’, ‘HL’ and ‘HH’ are stored in MEM1 and external memory. The requirement of
the hardware is more in the convolution-based architecture when compared to lifting-
based architecture. In recent year, convolution with appropriate scheduling has more
advantages over lifting-based architecture since it is highly memory efficient.
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Column  module

Low pass filter
High pass filter

Row  module

Low pass filter
High pass filter

MEMS 1

MEMS 2

Input from 
external memory

Output 
LL, LH, HL to

external memory

Fig. 1 Convolution-based architecture

3 Existing Methodology

The smaller number of hardware architecture and lower complexitymakes the lifting-
based scheme advantageouswhen compared to the convolutionmethod.When appro-
priate scheduling is added to the convolution architecture, the complexity is reduced
when compared to lifting-based scheme. The frame buffer can be eliminated by using
pipeline structure. Exiting system has convolution-based three-level 2-D DWT using
Wallace-tree-based generic booth multiplier [18] shown in Fig. 2.

On investigating the existing convolution-based generic structure shown in Fig. 2,
it is understood that the concurrency is followed in computation instead of feedbacks.
The parallel structure in data access makes it faster even though more hardware is
used. The filters are orthogonal and bi-orthogonal wavelets type. This reduces the
memory requirement at each stage with suitable block size. By achieving maximum
DWT levels, theHUEcan bemaximumprovided suitable block size has to be selected
at the first-level stage.

4 Proposed Methodology

Due to the stability concerns and less complexity in implementation, finite impulse
response (FIR) filters are prefered for signal and image-processing applications.
But the direct computation involves multiplier blocks which will increase the crit-
ical delay. In addition, the power consumption and area increases. The problems
can be rectified using distributed architectures. Since image-processing and signal-
processing applications require more computations, using a direct multiplier-based
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Fig. 2 Three-level decomposition of 2 D DWT

architecture likeWallace tree, booth, BKmultiplier will increase the area and power.
These existing multipliers will increase the area to perform the shift and add oper-
ation. Compressor-based multiplier will reduce the accuracy. Using the pipelining,
the critical delay can be reduced. But additional registers are required for the same.
The expression for FIR structure implemented in DWT architecture with input x(k)
is given by the form.

y[n] =
L−1∑

k=0

w[k]x[n − k] (1)

where k is length, h[k] is the filter coefficients. In proposed system, distributed
arithmetic adder is used instead of shift and add. The pipelining combined with
DAA increased the speed and resource utilization.

Distributed arithmetic adder uses look-up table (LUT)-type architecture [19].
Each computation blocks are named processing unit (PU). So to perform a three-level
DWT process for image-processing application, the structure in Fig. 3 is suitable. It
consists of processing element like adders, delay units and buffers. The low- and high-
pass coefficients are computed in the blocks, and the results of one decomposition
level are added in next adder trees for further process. The next adder tree performs
the computation with the outputs of previous DAA. The bi-orthogonal filters are
realized using the additional adder. The computational unit determines the PSNR
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Fig. 3 Proposed structure for computation of three-level 2 D DWT

value of the output image. However, biomedical image processing has information
about the disease, so proper analysis is required.

Figures 4 and 5 show the subcell architecture of orthogonal and bi-orthogonal
filter with better hardware utilization efficiency. Overlapped input blocks are read
from input buffer. PEs consist of subcells and delay unit. Figure 4 shows the proposed
subcell structure for orthogonal filter, and Fig. 5 shows the proposed subcell struc-
ture FIR bi-orthogonal filter. Several blocks of adders and DAA were used. The
decomposed filter details are obtained at intermediate stages and finally combined.
The output is the low-pass filtered and high-pass filtered outputs. There are ‘k’ DAA
stages to perform the ‘k’ filter lengths.

For orthogonal filter, the file size of input image is 8651 bytes and file size of
compressed image is 3672 bytes. The PSNR value of orthogonal filter is 62.4991.
For bi-orthogonal filter, the file size of input image is 8651 bytes and the file size of
compressed image is 5143 bytes. The PSNR value bi-orthogonal filter is 52.5006.
While comparing both filters, orthogonal has higher image quality than bi-orthogonal
filter. Thiswork is an investigation of the reconfigurable architecture using distributed

Fig. 4 Proposed subcell structure for orthogonal filter
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Fig. 5 Proposed subcell structure FIR bi-orthogonal filter

arithmetic for DWT. The work will be further enhanced using device based approach
where the power and area can be reduced further. Eventhough reconfigurable archi-
tecture of the existing and proposed work is flexible in redesigning, when ASIC
is concern, device level is better. So the investigation is a programmable approach
which can be further improved through a device level implementation. The work is
to be extended using FinFET-based approach to minimize the leakage current and
power.

5 Result and Discussion

The implementation of the filter is done, and the results are presented in Figs. 6, 7, 8
and 9 for the input image in Fig. 8. Table 1 shows the power and gate count for the
existing and proposed method. The gate count has reduced to a higher percentage
when compared to the existing method.
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Fig. 6 Orthogonal filter

Fig. 7 FIR bi-orthogonal filter

6 Conclusion

For biomedical image processing application, the number of computation units is
important. Especially the memory complexity should be low. Direct based convolu-
tion methods are easy to implement but occupies more area and power. In this paper,
the power and area are improved by using the distributed arithmetic architecture to
compute the three-level 2-D DWT. The implementation was done using both orthog-
onal and bi-orthogonal wavelet filters. In future, a multiplier less architecture will be
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Fig. 8 Input image (512 × 512)

Fig. 9 Three-level 2D-DWT output image
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Table 1 Comparison table

Methodology Power (mW) Gate count

Existing 128 12,038

Proposed 127 1416

proposed. Alternate devices will be used instead of a CMOS-based reconfigurable
approach.
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Closed-Form Expressions of BER
and Capacity for Co-operative NOMA

Simran Sethi, Soumil Tripathi, Shreya Srivastava, Saurabh Katiyar,
S. Pratap Singh, and M. Lakshmanan

Abstract One of the most propitious techniques for designing of 5G wireless
networks is non-orthogonal multiple access. It surpasses over the prevalent orthog-
onal multiple access (OMA) scheme in terms of different parameters. Cooperative
communication, on the other hand, is a natural continuation of the customary relaying
systems. This infers that cooperative NOMA (C-NOMA) can be an efficient tech-
nique for spanning coverage areas of the networks. Also, various factors like path
loss, shadowing and fading can be improved using C-NOMA in addition to providing
communication reliability. Keeping above very facts in mind, this paper presents
performance analysis of C-NOMA by presenting the analytical expressions for bit
error rate (BER) and capacity. Also, both full-duplex (FD) and half-duplex (HD)
methods are incorporated into the analysis. It is noteworthy to mention that analysis
is carried out for D1 user, whereas that for D2 can be presented as an extension.

Keywords NOMA · Outage probability · Bit error rate · Capacity · Cooperative
relaying

1 Introduction

NOMA has been recognized as the major propitious approach for the design of 5G
wireless networks [1, 2]. It surpasses the traditional OMA system concerning all
the important parameters like latency, throughput, spectral efficiency, and reliability
as well [3]. NOMA operates under two essential methods: the power domain and
the code domain. NOMA’s underlying principle is to facilitate numerous users by
dividing them into the transmitter’s power domainmultiplexing,where the signals are
superposed by splitting them in the power domain. Successive interference cancel-
lation (SIC) on the receiver side is utilized to separate the multiplexed user signal,
thereby allowing numerous users to be served at the identical time, frequency and
spreading codes but at distinct power levels [4, 5]. NOMA designates lower power
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for users having prosperous channel state and allots higher power to those having
poor channel state which assures user integrity. The use of NOMA affirms that user
having poor channel realization is served, but also the user with enhanced channel
realization can parallelly use the corresponding bandwidth resource as the weak user
which ensures user fairness [6, 7].

To further strengthen the reliability of NOMA, this technique has been protracted
to cooperative transmission schemes. In a cooperative NOMA network, the user and
relays cooperate to solve channel fading and to boost the efficiency of the system
[8]. Cooperative NOMA is an efficient approach for spanning the coverage area of
the networks which helps in overcoming the channel deterioration which includes
the factor like fading, shadowing and path loss as well as to increase communication
authenticity. Cooperative NOMA is the usual continuation of the obsolete relaying
scheme which takes the upper hand of the decreased weakening between a relay
node and weak NOMA users. But, an additional slot cost for the system is added
while using C-NOMA. Intending to overcome this problem, the effective solution
is the employment of full-duplex (FD) relaying technology. In FD relaying, the
transmission, as well as the reception, is simultaneously done in a similar frequency
band and during the same time window. Due to its potential to enhance the spectral
efficiency, FD relaying has captivated substantial attention by allowing concurrent
downlink and uplink transmission in the same frequency band [9, 10].

Outage probability, BER, capacity analysis and system throughput are essential
performance metrics of any communication system. However, as per our best knowl-
edge, it can be noticed that BER and the capacity of the CRS-NOMA system under
FD/HD have not been presented in the literature till date. So in this paper, analysis
of BER and capacity is presented followed by proposing the analytical expressions
for the given system.

Further, the paper is structured as follows: Sect. 1 puts forward a summarized
introduction of the topic under consideration. Section 2 outlines the model of the
system under review. Section 3 proposes various analytical expressions of BER and
capacity for NOMA in the context of a cooperative relay. Section 4 discusses the
numerical analysis. Finally, the paper is finalized in Sect. 5.

2 System Model

Figure 1 depicts a cooperative relaying system which consists of base station (BS),
two D1 and D2 users, both near user and remote user, respectively.

It is noticeable that under cooperative communication with the assistance of close
user D1, the BS interacts with far user D2. D1 uses decoding and forwarding (DF)
method to transmit the information to D2. D1 features one transmitting antenna and
one receiving antenna to allow FD communication, whereas BS and D2 are single-
antenna devices. Further different fading channels are modeled as Rayleigh fading
distribution with channel coefficients as h1, h2 and h0 for BS → D1, D1 → D2 and
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Fig. 1 Cooperative relaying
system under NOMA

1h 2h

0h

1D

2DBS

BS→D2 links, respectively. Noise is also modeled as additive white Gaussian noise
having mean power as N0.

The cumulative distributive function (CDF) for the near userD1 under FDNOMA
can be as [11]

FD1,FD
γ (γ ) = 1 − Ω1a1ρ

a1Ω1ρ + ργΩL I
e

−γ

a1ρΩ1 (1)

where ρ = E0
N0

is transmit signal-to-noise ratio, a1 is the coefficient for power allo-
cation and hLI and ΩLI channel coefficient and average power for feedback channel,
respectively.

Without loss of generality CDF for the near user D1 for half-duplex NOMA can
be given as [12]

FD1,HD
γ (γ ) = 1 − e

−γ

a1Ω1ρ (2)

3 Closed-Form Expressions of BER and Capacity Under
CRS-NOMA

According to [12], the average BER for a wide-ranging series of various varieties of
binary modulation schemas is given by

Pe(ρ) = ab

2Γ (b)

∞∫

0

γ b−1e−aγ Fγ (γ )dγ (3)

where the specific modulation scheme is specified by the parameters a and b. Substi-
tuting the values as b = 0.5 and a = 1, the average BER of binary phase shift keying
is obtained, b= 1 and a= 1 for differential phase shift keying, and the corresponding
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values for obtaining BER for binary frequency shift keying are a = 0.5 and b = 0.5,
respectively.

3.1 BER Under Full Duplex

BER of full-duplex NOMA for D1 can be obtained by substituting Eq. (1) in Eq. (3)

PFD
e (ρ) = ab

2Γ (b)

∞∫

0

γ b−1e−aγ

(
1 − Ω1a1ρ

a1Ω1ρ + ργΩL I
e

−γ

a1ρΩ1

)
dγ (4)

PFD
e (ρ) = a

2Γ (b)

⎛
⎝

∞∫

0

γ b−1e−aγ dγ −
∞∫

0

Ω1a1ρ

a1Ω1ρ + ργΩL I
γ b−1e−aγ e− γ

a1Ω1ρ dγ

⎞
⎠
(5)

Using table of integral [12, p. 340,]

PFD
e (ρ) = ab

2Γ (b)

⎛
⎝(b − 1)!a−b − Ω1a1ρ

ρΩL I

∞∫

0

γ

γ + a1Ω1
ΩL I

e
−γ

(
a+ 1

a1ρΩ1

)
dγ

⎞
⎠ (6)

Using equation [12, p. 341]

PFD
e (ρ) = ab

ΩL I

(
(b − 1)!a−b − Ω1a1

ΩL I

(
(−1)b−2

(
a1Ω1

ΩL I

)b−1

e
a1Ω1
ΩL I

(
a+ 1

a1Ω1ρ

))

Ei

(−a1Ω1

ΩL I

(
1

ρa1Ω1
+ a

))
+

b−1∑
k=1

(k − 1)!
(−a1Ω1

ΩL I

)b−1−k( 1

a1Ω1ρ
+ a

)−k
)

(7)

3.2 BER Under Half Duplex

BER of HD NOMA for D1 can be obtained by substituting Eq. (2) in Eq. (3)

PHD
e (ρ) = ab

2Γ (b)

∞∫

0

γ b−1e−aγ
(
1 − e− γ

a1Ω1ρ

)
dγ (8)
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Using table of integral [12, p. 340]

PHD
e (ρ) = ab

2Γ (b)

(
(b − 1)!a−b − (b − 1)!

(
a + 1

a1Ω1ρ

)−b
)

(9)

3.3 Capacity for FD Under NOMA

CFD
D1

= 1

ln(2)

∞∫

0

1 − Fγ (γ )

1 + cγ
dγ (10)

where Fγ (γ ) = 1 − a1Ω1ρ

a1Ω1ρ+ργΩL I
e− γ

a1Ω1ρ

Substituting the value of Fγ (γ ) in Eq. (10) and solving, we get

CFD
D1

= 1

ln(2)

∞∫

0

Ω1a1ρ

(1 + cγ )(Ω1a1ρ + ργΩL I )
e− γ

a1Ω1ρ dγ (11)

By partial fraction

CFD
D1

= 1

ln(2)

⎛
⎝

∞∫

0

A

(a1Ω1ρ + ργΩL I )
+ B

1 + cγ

⎞
⎠e− γ

a1Ω1ρ dγ (12)

where A = Ω1a1ρΩL I

ΩL I−a1cΩ1
and B = Ω1a1c

ca1Ω1−ΩL I

From the values of A and B and using equation [12, pp. 341], we get

CFD
D1

= 1

ln(2)

(
A

ρΩL I
(−e)

a1Ω1
ΩL I a1ρΩ1 Ei

( −1

ρΩL I

)
+ B

c
(−e)

1
cρa1Ω1 Ei

( −1

cρa1Ω1

))

(13)

4 Numerical Analysis

The simulated results of the derived closed expression of BER and capacity is
presented in this section.

Without the lack of generalization, we presume the distance between BS and D2

is standardized to unity,ΩSD1 = d−α andΩD1D2 = (1 − d)−α , d is considered as the
standardized distance between the base station and the near user, setting to be d = 0.3
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and path loss exponent α = 2. The coefficients of power allocation for CRS-NOMA
are a1 = 0.2 and 0.4 for full-duplex NOMA, a1 = 0.4 and 0.5 for half-duplex NOMA
and a2 = 0.8, respectively.

Figure 1 represents the BER versus SNR for userD1 for both FD and HD NOMA
under DPSK modulation scheme. The presented closed form for HD and FD in
Eqs. (7) and (9), respectively, is used to obtain different curves of DPSK modulation
scheme (with a = 1 and b = 1). It is observed that the BER of HD NOMA is less
than FD NOMA for any value of a1 because of the existence of loop interference in
FD NOMA. It is observed that on increasing the value of a1 for HD NOMA, BER
decreases. On increasing the value of a1 for FD NOMA, BER decreases for fixed
value of ΩLI.

Figure 2 represents the BER versus SNR for userD1 for both FD and HD NOMA
under BFSK modulation scheme. The presented closed form for HD and FD in
Eqs. (7) and (9), respectively, is used to obtain different curves of BFSK modulation
scheme (with a = 0.5 and b = 0.5). It is observed that the BER of HD NOMA is less
than FDNOMA for any value of a1. This is because loop interference prevails in full-
duplex NOMA. It is also observed that on increasing the value of a1 for HD NOMA,
BER decreases. On increasing the value of a1 for FD NOMA, BER decreases for
fixed value of ΩLI.

Figure 3 represents the BER versus SNR for user D1 for both FD and HDNOMA
under BPSK modulation scheme. The presented closed form for HD and FD in
Eqs. (7) and (9), respectively, is used to obtain different curves of BPSK modulation
scheme (with a = 1 and b = 0.5). It is observed that the BER of HD NOMA is less
than FDNOMA for any value of a1. This is because loop interference prevails in full-
duplex NOMA. It is also observed that on increasing the value of a1 for HD NOMA,
BER decreases. On increasing the value of a1 for FD NOMA, BER decreases for
fixed value of ΩLI which satisfy the theoretical analysis.

Fig. 2 BER of DPSK scheme under HD and FD NOMA
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Fig. 3 BER of BFSK scheme under HD and FD NOMA

Figure 4 represents the capacity versus SNR for user D1 for FD NOMA. The
presented closed form for FD in Eq. (13) is used to obtain different curves (with a1
= 0.2, 0.3, 0.4 and ΩLI = −10 dB, −15 dB). It is observed that as the value of a1 is
increased for a fixed value of ΩLI the capacity increases. It is also observed that for
a fixed value of a1 increasing ΩLI, capacity decreases as shown in Fig. 5.

Fig. 4 BER of BPSK scheme under HD and FD NOMA
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Fig. 5 Capacity for full-duplex NOMA

5 Conclusion

In this paper, FDNOMA andHDNOMA are analyzed in terms of BER and capacity.
Three modulation schemes, namely BPSK, BFSK and DPSK, are analyzed for both
FD and HDNOMA. However, for each of the cases power allocation coefficient (a1)
and average power of loop interference (ΩLI) are taken as parameters. Irrespective
of modulation schemes, it is observed that increase in a1 decreases the BER and
vice versa. It is also noticed that increase in ΩLI increases the BER. Also, increase
in a1 improves the capacity, whereas increase in ΩLI deteriorates the capacity. The
obtained analysis has perfectly matched with theoretical background. Finally, it is
noteworthy to mention that this paper presents analysis for D1 user only while that
for D2 is left for future analysis.

References

1. Islam SR, Avazon N, Dobre OA, Kwak KS (2016) Power domain non orthogonal multiple
access (NOMA) in 5G systems: potentials and challenges. IEEE Commun Surv Tutor
19(2):721–742

2. Islam SM, Zeng M, Dobre OA (2017) NOMA in 5G systems: “Exciting possibilities of
enhancing spectral efficiency”. arXiv preprint arXiv: 1706.08215. (2017)

3. Saito Y, Kishiyama Y, Benjebbour A, Nakamura T, Li A, Higuchi K (2013) Non orthog-
onal multiple access (NOMA) for cellular future radio access. In: 2013 IEEE 77th vehicular
technology conference (VTC Spring). IEEE, pp 1–5

4. Ding Z, Liu Y, Choi J, Sun Q, Elkashlan M, CHih-Lin I, Poor HV (2017) Application of
non-orthogonalmultiple access inLTEand5Gnetworks. IEEECommunMagaz 55(2):185–191

5. Ding Z, Yang Z, Fan P, Poor HV (2014) On the performance of non-orthogonal multiple access
in 5G systems with randomly deployed users. IEEE Sign Process Lett 21(12):1501–1505

6. Ding Z, Peng M, Poor HV (2015) Cooperative non-orthogonal multiple access (NOMA) in 5G
systems. IEEE Commun Lett 19(8):1462–1465



Closed-Form Expressions of BER and Capacity … 279

7. Kim JB, Lee J, KimD,Choi, Y (2017) System-level performance evaluation for non-orthogonal
multiple access (NOMA) in co-ordinated direct and relay transmission. In: 2017 international
conference on information and communication technology convergence (ICTC). IEEE, pp
1296–1298

8. Laneman JN, TseDN,Wornell GW (2004) Cooperative diversity inwireless networks: efficient
protocols and outage behavior. IEEE Trans Inf Theo 50(12):3062–3080

9. Kader MF, Shin SY, Leung VC (2018) Full-duplex non-orthogonal multiple access in
cooperative relay sharing for 5G systems. IEEE Trans Veh Technol (VTC) 67(7):5831–5840

10. Yue X, Liu Y, Kang S, Nallanathan A, Ding Z (2017) Outage performance of full/half-duplex
user relaying in NOMA systems. In: 2017 IEEE international conference on communications
(ICC). IEEE, pp 1–6

11. Sharma N, Bansal A, Garg P (2016) Decode and forward relaying in mixed η −μ and gamma-
gamma dual hop transmission system. IET Commun 10(14):1769–1776

12. Gradshteyn IS, Ryzhik IM (2014) Table of integrals, series, and products. Academic press



Real Time Physical Ffitness Monitoring
App: BeTough

Pushpa Choudhary, Akhilesh Kumar Choudhary, Arun Kumar Singh,
and Ashish Tripathi

Abstract State of health is called physical fitness basically it is an ability to perform
a specific task like sports, occupation, and daily activities. Physical fitness can be
achieved by good nutrition, proper exercise, and proper rest. In this paper, an app
is proposed for awareness of fitness known as “BeTough” is a fitness movement to
encourage people to take a step ahead for their better health. BeTough is a platform
where fitness data of a person is recorded and monitored. It also has a series of
functions such as improving the scientific guidance, rationally formulating the fitness
plan, strengthening the persistence of exercise, changing the single evaluation, and
improving the consciousness of exercise. The Web app is simple and portable.

Keywords Chief executive officer (CEO) · Real-time fitness app (RTFA)

1 Introduction

Physical activity not only helps to improve physical function of the body, but it also
helps in social andmental well-being. However, for several groups of people (such as
older and adults), doing regular workout at gym or outdoor may be inconvenient or
impossible. Themost important reason is no body is having time for an extracurricular
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physical exercise activity at their workplace or home due to that obesity problem has
been increased. And obesity generates number of disease in human body.

There are number of applications related to health care is available on Internet. Till
January 2015, 242.92 million people using mobile Internet in India. And till 2019, it
reaches to 627million. India is the second-largest country in the world where number
of mobile Internet user is available after China [1].

In addition, due to fierce social competition and increased pressure on people’s
lives, most people often work overtime, staying up late, living irregularly, lacking
exercise, and more and more people are paying attention to physical health prob-
lems. Nowadays, people do not have time for exercise due to their lifestyle, but the
development of the network to cultivate sports. People can develop their own exer-
cise habits. If anyone is not fully mobilized to actively participate in extracurricular
sports activities at their workplace or home. Yes, it is difficult for some period of
time but not impossible.

In this paper, an application has been introduced which is not only for college
students or youth but it also includes people from any age group. People won’t
initialize themselves till they are not attracted or affected completely by it.

As a part of study report, Gympik [2] has developed a Fitness Health Index by
taking five major parameter. Those are regularity, diet, health consciousness, stress
levels, and gymmembership. By doing survey they found that, responses frompeople
of 1.06 million, mainly in the age group of 20–35 years, survey of Gympik study
notice that 52% do not find time to do exercise, and 36% people join a fitness center
by the motivation. In fact, 14% claim to be absolutely clueless about where to begin
their fitness journey. Commenting on the research, Amaresh Ojha, Founder and
CEO, Gympik, said, “In India, the top fitness players barely constitute 15% of the
market share as compared to that of Japan and Singapore where 40% market share
is covered by the top five players. There’s massive scope for consolidation in the
organized fitness sector in India.”

Figure 1 shows the total data showing people involved in fitness activities and total
revenue generated from this industry along with the market size. Figure 2 showing
India’s contribution along with the age groups involved in these fitness activities with
their interest which is very less as compared to USA or any other country [3].

In this paper, an app is proposed for awareness of fitness known as “BeTough” is
a fitness movement to encourage people to take a step ahead for their better health.
It has been observed by many researches that if any task done by repeatedly, a habit
can form after some days; after sometimes, it’s becomes a part of your daily routine.
BeTough app will provide a strong base for fitness and reduce the chances of picking
up injuries, when you start the training hard.

College students are one of the most active thinking groups and the fastest accep-
tance of new things in society. Sports app have the functions of fitness teaching,
data recording, user’s actual movement track, sports video sharing, and sports fitness
program learning. App also has communication and evaluation functions similar to
forum functions, but also can make appointments with friends, everyone to exercise
together to increase fun and enthusiasm, but there are also many drawbacks.
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Fig. 1 States showing people involved in fitness activities worldwide

Fig. 2 India contribution in fitness with different age groups

There are few studies on the effect of sports health app on people’s physical
exercise behavior and habit formation, and foreign studies on sports app mainly
focus on the realization of fitness function and fitness technology path. Sports app
also have the functions of formulating sports plans according to personal data and
goals, and executing and implementing sports plans. As long as you have time and
network, you can use your own fragmented time to exercise with sports app, break
the traditional way of exercise, so that users can use lunch break time, break time
can launch flexible and diverse ways of fitness.
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Fig. 3 Existing app Kony [4]

2 Relevant Work and Existing Systems

There are various application introduced in the market which are majorly focused
on the health issues but very few application which is introducing challenges for
various fitness and sports activities [5–10]. Other applications involving around
taking data and providing measures to stay fit and providing record summary as
well but encouragement is still an issue.

Following are list of fitness application:

1. myFitness Companion
2. mHealth
3. FitnessFreak
4. Kony [4]
5. 100 Days of Running
6. Truweight.

Figure 3 is a fitness-based application for records of the individual and consisting
about health records, i.e., it is basically find out the entire existing project but only
providing storing measures not for promoting and the challenges.

3 Proposed Work

The “BeTough” application is that which is giving an opportunity to all to indulge in
the activity and record themselves. Also, it will help them to maintain a proper time
table so that they can take care of their health. It will introduce various challenges
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after their completion one can record themselves and find out the changes which
will arrive after this. In all to avoid the casual approach taken by the people, this
will help to motivate those to stay fit and healthy and people will participate more.
Entering virtual challenges is the ultimate way of staying active, keeping fit, and
earning awesome rewards.

Various steps are as follows:

• Enter a challenge online
• Show your BeTough skills
• Submit your evidence
• Get your rewards
• Enter another challenge and smash it
• Daily meal details
• Doctor consultancy about diet.

Each calendar month, running the challenges on verifying distances that one
can sign up for once registered, people have the entire month to complete the task
through various activities introduced like running, cycling, swimming, etc. And if
the person successfully completed the task, then he/she will get prestigious rewards
like vouchers, coupons, medals, etc.

Following are various challenges:

• Running
• Walking
• Swimming
• Cycling.

Fig. 4 Modules present in the proposed models
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Fig. 5 Working process of the proposed model

Nowadays, focus either on their work or on technology and are not involved in
any kind of physical activities and that’s why directly affecting their health. Mostly
people get involve into those activities where they get some profits and they do ignore
even if this is for their health.

Hence, in this paper, app is introduced as a solution to this problem called
“BeTough” in which people fitness is the major concern and they will be rewarded
with the exciting prizes for completing the task provided to them.

4 Experimental Result

See Figs. 6 and 7.
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Fig. 6 BeTough home page

Fig. 7 BeTough challenge page

5 Conclusion and Future Scope

“BeTough” is a platform where fitness data of a person is recorded and monitored.
It also has a series of functions such as improving the scientific guidance, rationally
formulating the fitness plan, strengthening the persistence of exercise, changing the
single evaluation, and improving the consciousness of exercise. The Web app is
simple and portable. Although indulging themselves into various challenges will
promote their physical fitness and also for a strong healthy youth, not only youth,
young , old, any kind of age group can participate and take it ahead easily with a great
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motive. Therefore, the exerciser should choose this type of application scientifically
according to his actual situation and exercise needs, so that he can develop good
exercise habits in continuous exercise. The results show that using these types of
application reasonably and scientifically cannot only improve everyone physical
fitness, but also develop good exercise habits.

In addition to the existing approach, “BeTough” will also use the functionality of
artificial intelligence in the future to make the application more advances.

And if we see this to be in futuristic approach, then this application will be
beneficial for our country as the data of fit and unfit people recorded can be used for
data analysis. Through this, data of people can be taken, so that to know about the
percentage ratio of fit to unfit, in other words, what is the actual population count
which is fit as compared to other countries.
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A Novel Scheme for Medical Image
Compression Using Huffman and DCT
Techniques

Ankit Kumar Chaudhary, Rajat Mehrotra, M. A. Ansari,
and Pragati Tripathi

Abstract Image compression is one of the data compression applications in which
we convert the original data into a few bits. In image compression, we can simply
preserve the data needed by removing unwanted data to be proficient to record or refer
data in a functioning form.Hence, the image compression reduces the communication
time and increases the communication speed. We mainly use lossy and lossless
techniques to remove this type of problem. There is no data loss when we compress
images with a lossless image compression technique while some of the unnecessary
data losses in lossy image compression technique. By using these processes, we can
reduce the data size, which we can save more data in less memory. Here, we have
done the uses of Huffman and DCT techniques for image compression.

Keywords Image compression · Lossy and lossless techniques · Huffman and
DCT coding

1 Introduction

Image compression is an application of data compression in which we convert the
original image to some bits [1–3]. With the help of image compression, we compress
the medical image to facilitate the transfer of this from one place to another [4]. In
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image compression, we can reduce the dimensions of the original data to reduce the
size of the original data. When we compress a medical image, our purpose is to make
sure that none of the original image is the lost of the required data. Compression
techniques are technically advanced to allow large files to be compressed easily.
By quick improvement in a suitable way via impressive procedures, a huge scope
of image data ought to store those images typically outcomes in the compressing
images. There are some algorithms used to complete these. Types of compression in
several actions such as lossless and lossy [5]. The image that needs to be compressed
to a pixel range of grayscale ranges from 0 to 255. While compressing any data,
it has to be kept in mind that any data required will not be lost in the body. Also,
low bits are needed in saving data in digital media and sending. Compression to
some range shows that there is a section of data whose size is required to decrease.
Now, this JPEG format is absolute option for digital image. The Joint Photographic
Expert Group (JPEG) which depends on discrete cosine transform (DCT) is a very
extensively second choice formula for compression [6]. Image compression is one of
the incredible familiar ways in image operation. In this way, we can have many basis
ideas and play a significant role in the actual storage and transmission of images.
In image compression, in the proposed model to reduce unnecessary data, we will
use less sample to facilitate sending and saving of this. The main goal of reducing
the number of bits per large base to compress images is to decrease the transmission
time to display this image and broadcast the image and regenerate once again by
Huffman encoding.

2 Image Compression

The main purpose of image compression is to compress data allowing it to be saved
and transmitted [7]. This technic uses three initial stages in which first stage converts
image to each other symbol. In second stage, we decrease pixel, and in third stage,
we are coding it with the help of coefficient. This technique is better than analyt-
ical techniques because it has compression of data easily and well. Realization of
compression of any data occurs by removing one or more redundancies:

1. Coding redundancy: We use that over there where we must use a small code
word.

2. Inter-pixel redundancy: It gives the result of similarity between pixels of the
image.

3. Psycho-visual redundancy: In it, some information is ignored by human visual
system (i.e.Do not need useless information). Formore operative coding in image
compression, we use redundancy.

What is the need for compressing image?

• Suitable growth of memory size.
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Fig. 1 Block diagram of proposed system

• Broadcasting time reduces so it makes it easier to send image through Internet
and download from webpages.

• Telemedicine.
• Tele-radiology (Fig. 1).

3 Types of Image Compression

Image compression can be divided into two types like lossy image compression
and lossless image compression. In lossy compression as the name itself suggests it
leads to some information loss. In this technique, we do not get original data if again
decompress after compressing original data because it has loss of some data during
process [8]. So, this technique we use in compressing generally photographs. The
best example of lossy compression technique is a JPEG. Whereas no data is lost in
lossless compression technique when we compress any image using this technique,
so when we again decompress data in this case, we get the original image again. We
use this technique in compressing PNG and GIF file. GIF file over here is just 8-bit
images. We use either of the two techniques according to our need.

3.1 Lossless Compression

There is no information loss during this when we compress an image by lossless
image compression so when we decompress this compressed image again, we get
the original data again. In this case when we compress binary data like image, video,
audio, etc., then we must decompress it to get the original data. It is important to
remember that there is some or no error between the original image and the compress
image. It contains no any noise add in signal or compress image, so it is called cool
process. This technique is also called entropy technique coding because it is also used
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to remove or reduce redundancy. It is only used in medical image and application
required. Which of the following we use some technique as lossless technique:

1. Huffman coding
2. Run-length coding
3. Arithmetic coding
4. Dictionary techniques
5. Bit Plane coding.

3.1.1 Huffman Coding

Huffman coding technique also known as greedy technique is used to compress the
data and convert it into digital form. It contains all the character defined by a unique
bit.

The Huffman code procedure needs the two explanations professed below:

1. First of it, we pick the characters of two smallest frequency.
2. Two characters that originate the smallest frequencymay have an identical length.

In its first, we select the character of the two smallest frequencies, then by totaling
them, we get a new character which we also called base element. In the left of this,
base element writes the small character and writes the big character in right. Do this
until all characters are finished. In this way, we get a tree. Top element of this tree
is called root element. From this root element, we do numbering. Write the zero in
its left and write the one in its right. For any character element that needs to go, we
will follow the path from root element to that element. Then after, we write down all
the numbers of path on it. Thus, we get the code of that character. A Huffman code
has been created as the classification of the code tree [9]. This is the best proposed
code which we use to compress the data. By it, we change the dimension of data. As
a result, the average length of the code is decreased, and we are thus compressing
the data. In order to reduce redundancy, we use Huffman algorithm [4] (Table 1).

Table 1 Algorithm of Huffman code

Step 1: Generate organized nodes created on the possibility
Step 2: Jump loop
Step 3: Discover & take away two lowest likelihood   nodes
Step 4: Generate new node[W[Node]=W[N1] + W[N2]]
Step 5: Pull-out new node, posterior to arranged list.
Step 6: Recurrence the loop while waiting for only one preceding node is existing 

in the list
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3.2 Lossy Compression

In lossy compression techniques, we remove the unnecessary data, so it reduces
the data bits. The process of reducing the size of data file is usually called data
compression before its send even through it is formally called source coding. Some
data losses may be acceptable during this process [10]. Storage capacity should be
increased by removing unnecessary data from the source data. Lossy image compres-
sion technique we use in digital camera in which we can increase storage capacity
by reducing quality of image. Similarly, by removing unnecessary data in DVDs
also, we use data by compressing. In the lossy audio compression, the techniques
of psycho audibility have been used to remove the non-audible or less perceptible
components of the signal [11].

Some benefits of the image compression technique are as follows:

1. Sending data requires less cost because the telephone network allows us to send
fewer data saving time and money.

2. This not only reduces storage but also reduces execution time.
3. The possibility of getting an error at the time of transmission decreases as we

already remove some data.
4. It is highly valued in terms of security (Figs. 2 and 3).

4 Mathematical Modeling of Huffman and DCT Technique

The entropy of the weighted sum of the Huffman technique

H(A) =
∑

wi>0

wi h(ai ) =
∑

wi>0

wi log2
1

wi
= −

∑

wi>0

wi log2 wi (1)

where h (ai ) = log2
1
wi
.

The DCT equation (Eq. 2) computes the i, jth input element of the DCT of an
image.

D(i, j) = 1√
2N

C(i)C( j)
N−1∑

x=0

N−1∑

y=0

p(x, y) cos

[
(2x + 1)in

2N

]
cos

[
(2y + 1) jn

2N

]

(2)

C(u) =
{

1√
2
if u = 0

1 if u > 0

}
(3)

Here, P (x, y) is the data element represented by the matrix p. N is the number of
blocks on which we apply the DCT. By the equation, we obtain the value of pixels
of a compressed image from the matrix of the original image. The original image we
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Fig. 2 Flow chart of
Huffman algorithm

have represented by the matrix of 8 × 8 blocks then applies DCT on it. The range of
x and y is 0 to 7, while N is equal to 8. Thus, the value of D (i, j) can be found out
from Eq. (4).

D(i, j) = 1

4
C(i)C( j)

7∑

x=0

7∑

y=0

p(x, y) cos

[
(2x + 1)iπ

16

]
cos

[
(2y + 1) jπ

16

]
(4)
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Fig. 3 Flow chart of DCT algorithm

Ti, j =
⎧
⎨

⎩

1√
N

if 0√
2
N cos

[
(2 j+1)iπ

2N

]
if i < 0

⎫
⎬

⎭ (5)

5 JPEG: DCT-Based Image Coding Standard

JPEG can be compressed for that we firstly compressor it’s the pixel. This data occurs
in continuous time. It is easier to compress with the DCT method because it is very
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Table 2 Algorithm of DCT code

Step 1: Deliver the image as a matrix.
Step 2: Divide the matrix in a wedge of 8x8.
Step 3: DCT is used for each pixel from left to right and top to bottom.
Step 4: All pixels are compressed with quantization.
Step 5: Compressed pixels of the image reduces the memory size.      

fast. Its depth is 6 to 24 bits. Discrete cosine transform (DCT) is a secure array of data
points in the relation of the sumof the variable cosine purposes at different incidences
[4]. DCTs are significant for several executions in the ground of science and engi-
neering, for a sample from lossy compressionof audio, for example,MP3and JPEG in
which unimportant high-frequency basics can be discarded, partial differential equa-
tions are used to find out their arithmetical value. Replacing the sine function is to
use the cosine, and this operation creates confusion: for compression, in which it was
originated that the cosine purpose is so actual as labelled here, some roles would need
an exact signal to be accurate, while the differential equation for the cosine function
clarifies a precise variety of borderline conditions. JPEG image compression achieves
non-essential bits of data in part complete rounding [5]. There is a related trade-off
amid data loss and size reduction. Dissimilar information of different compression
techniques has attained these spontaneous differences, utilizing composition files,
videos, and images. So, lossy image compression technique is best for JPEG, but it
is less good for the colourful image. DCT separates some part of the image based on
the frequency of the image, with the lesser serious incidences being disregarded out
through the quantization procedure and the extra critical rate of recurrence is being
used to save the image throughout the fragmentation process [10] (Table 2).

6 Results and Discussion

Here, Huffman coding is been used in lossless technique where the compression of
actual data is done with none of the information loss as shown in Figs. 4, 5, and 6 of
the lossless image compression technique (Figs. 7, 8 and 9).

Table 3 illustrates that the compressed image has a smaller size as compared to
the original image with no data loss where the DCT-based image coding technique
is used in the lossy technique. The compressed image in the lossy technique is less
in size than lossless, but it loss some information. In Table 4, compressed images are
much lesser than the compressed image in Table 3.
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Fig. 4 Cervical spine by lossless technique

Fig. 5 Ultrasound by lossless technique
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Fig. 6 Knee display by lossless technique

Fig. 7 Cervical spine by lossy technique

7 Conclusion

With Huffman coding here DCT image compression technique has been used to
compress the image. Huffman technique has no information lost while compressing
the image in the DCT technique has a loss of some information [5]. In a Huffman,
compressed image can be obtained again in original form by using the decompres-
sion, while in the DCT, we cannot retrieve the original image again in the original
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Fig. 8 Ultrasound by lossy
technique

Fig. 9 Knee display by
lossy technique

Table 3 Lossless technique

Image Original size (KB) Compressed size (KB) Compression ratio

Cervical 58.207 17.6523 0.30

Ultrasound 33.1338 4.4248 0.133

Knee 34.0986 4.9668 0.145

Table 4 Lossy technique

Image Original size (KB) Compressed size (KB) Compression ratio

Cervical 58.207 5.6 0.096

Ultrasound 33.1338 3.25 0.098

Knee 34.0986 4.17 0.12
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Table 5 Comparison between lossy and lossless techniques

Parameters Lossless technique Lossy technique

Information Have information without losses Have information some losses

Size Reduce data size Reduce more data size compared to
lossless

Transmission Harder to transmit compressed file Easy to transmit due to less bandwidth

form. This paper can be useful for people who are developing new software to
compress the image. By using the above technique, we can reduce both memory size
and communication time. The testing of these two techniques leads to the conclusion
that a lossless technique is more useful for the medical field [12]. Lossy compres-
sion methods are second handed for advanced compression fractions, and lossless
compression is second hand in the situation of the actual image and for the recreated
image that requirements to be the same [9] (Table 5).
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Review on Next Step Home Automation
Using Wi-Fi Module

Himanshu Kumar Patel, Vishvapriya Gaur, Shivam Kumar,
Ayush Kumar Singh, and Sudhanshu Mittal

Abstract Home automation system is thatwhich turns the system to some extent and
makes automated. As the consumption of energy is today’s priority with the increase
in population. So the necessity of consumption is taken into consideration. As it is
clear from the name “home automation”whichmakes the system fully automated and
provides comfort, quality of life and it is also used for security purposes and provides
an ease to old and disabled people which reduces the human effort. ESP8266 Wi-Fi
module and Arduino NodeMCU as a microcontroller and Google firebase server and
graphical user interface (GUI) is used which involve all devices needed to display in
the android screen.

Keywords Home automation system · Electrical and electronics devices ·
ESP8266 Wi-Fi module · Arduino NodeMCU

1 Introduction

In today’s era, information technology (IT) plays a great role in modernization in
India. As the population increases, the demand and the necessity of the people also
increasing day-by-day. So, it becomes necessary tomaintain it at an appropriate level.
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Information technology (IT) takes India towards the next step which makes the life
of the people completely automated. As everything becoming automated, it comes
forward as an advantage as well as disadvantage. It reduces the effort of humans,
changes the way of living and provides all the comfort to the people and makes
the life of the humans easy. As it changes the human life and also comes forward
as an advantage for the consumption of energy and reduces the time of people, it
plays a vast role in security purposes and reduces the amount of labour work in
industries as well. Arduino Board, ESP8266 Wi-Fi module, Arduino NodeMCU
(microcontroller), electromagnetic relay, sensors, transformer (step-down), etc., is
used for the next step home automation as shown in Fig. 3.

The basic idea of home automation is to employ sensors and control systems to
monitor a dwelling and adjust the various mechanisms that provide heat, ventilation,
lighting andother devices [1]. For the economical perspective, it increases the lifelong
of the appliances and reduces the maintenance expenses [2, 3].

To operate (ON/OFF) this system by using a mobile phone, in which the mobile
application is installed and Internet protocol (IP) has been set up and connected to
the Wi-Fi module as shown in Fig. 3a and few of them based on a personal computer
approach [4]. It can also be operated by using GSM, Zig-Bee, Bluetooth, etc., for
remote control of household devices [5, 6].

2 Methodology

Home automation system makes your home advance and more comfortable with the
help of the controllable and electronic devices [7] and also makes your home more
customized, efficient and secure. In this model, mainly four parts that are NodeMCU
ESP8266 Wi-Fi module, electromagnet relay drivers, android application and step-
down transformer. Look forward to the working, firstly, power supply is provided to
the step-down transformer as shown in transformer circuit Fig. 3c, which steps down
the input voltage of the supply and given the power to the NodeMCUESP8266Wi-Fi
module with Vin pin. The electromagnet relay as shown in Fig. 3b is also connected
with a 12VSMPS supply adopter that provides the information to themicrocontroller
and this microcontroller reads the information and sends it to the relay drivers which
work as a “switch” that switches is used to connect the home appliances which is
connected separately [8]. In the NodeMCU ESP8266 Wi-Fi module, programming
has been done according to the workingmodule and fixes the application by inserting
Wi-Fi password of the particular devices accordingly to perform some mathematical
and logical operation to control the relay drivers [9].

From Figs. 1 and 2, the system is controlled by using an android smartphone and
ESP8266Wi-Fi module which is directly connected to the four-channel electromag-
netic relays are connected to the four devices particularly. Assume one device (FAN)
is connected to the one relay, another device (LED) is connected to the second relay,
third device (BUZZER) is connected to the third relay and similarly fourth device
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Fig. 1 Block diagram of home automation system

Fig. 2 Circuit diagram of home automation
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may be (BULB)with the fourth relay and 230VAC supply is applied from step-down
transformer.

All the devices are connected to the common network (Internet) like NodeMCU,
smartphone and router are used to create a common network andArduino NodeMCU
is used tomaintain theWeb server, which collects data and analyses it simultaneously
[10]. In this, input-output pin are of Arduino NodeMCU are connected to the relay
and mainly the work of relay switch is used to connect the home appliances which
is connected separately.

3 Advantages

1. It makes whole system fully automated.
2. It provides human comfort, especially to the physically disabled people.
3. It can be operate with Wi-Fi module at a suitable range.
4. Home automation provides time consumption.

4 Applications

1. Home automation can be useful in indoor and outdoor lighting system.
2. Home automations can be useful in security systems.
3. Home automation can be used in commercial and industrial purposes.

5 Project Model

In this model, Fig. 3 shows overall circuit model of home automation and also main
components of thismodel is ESP8266Wi-Fimodule circuit, 4-channel electromagnet
relay circuit and transformer circuit which are shown in Fig. 3a–c, respectively.

6 Components Required

In this proposed model, various components with different ratings are used which
are describe below.
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Fig. 3 Model of home automation with components, a Wi-Fi module circuit, b electromechanical
four-set relay circuit, c transformer circuit

7 Result

Interaction of mobile application and ESP8266 Wi-Fi module, system data is moni-
tored, and Fig. 4 shows the mobile application page. This allows the user to interact
and control the equipment. By entering the assigned IP address in the application,
this web page will appear and motion state in the house. From the application, the
status of the appliances it is either ON or OFF. Ratings of the components are shown
in above Table 1.

8 Conclusions

The home automation using ESP 8266 Wi-Fi module gives the desired output and
proven effective in controlling the equipment remotely using Wi-Fi or Internet. The
system not only actuates the equipment but also records the data by using the sensors.
The data is in the form of temperature, light and motion sensor. It switches OFF the
light when there is dark or no one in the room. It helps to consume the electricity
and uses of the electrical equipment’s efficiently.



306 H. K. Patel et al.

Fig. 4 Mobile application
page

Table 1 Components required

S.
No.

Components required Rating

1 SMPS supply adaptor 12 V

2 Microcontroller NodeMCU ESP8266

3 7805 voltage regulator 5 V

4 Relay (electromagnetic) SRD 05 V DC

5 DC fan 5 V

6 Heat sink 1.0 A

7 Transistor KA431AZ

8 LDR 10 k�

9 Heat sensor DC 3.5–5 V

10 Resisters R1 = 2.4 k�, R2 = 2.6 5 k�, R3 = 9 k�, R4 = 54 k�, R5 =
10 k�, R6 = 1.4 �

11 Capacitors C = 10 MF (63 V)
C = 6 MF (400 V) C
=1.4 nF (16 V)

12 Paper capacitor 0.047 MF (100 V)

13 Step-down transformer 230/12 V (AC)

9 Future Work

There are various ad-ons with the project which can be implemented in the future.
By increasing the number of sensors you can record data of camera which records
malicious activities of people who want to enter the house without your permission.
Here, four devices are used to the system, but for the future implementation, the
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number of devices can be increasedwith the help ofGoogleAPI, and the performance
of the system can be improved. It can be expanded with a Google Voice interactive
system facility.

In further implementation, various things can be implemented, i.e. remote access
or android access facility can be eliminated and makes the whole system fully auto-
mated by using various sensors. Discuss this case as an example, assume in the class
strength of 40 students (having 8 rows and 5 columns), in the class two fans are
situated at the front and two at the backend side of the class and two tube lights are
installed at the middle of the class. If only few students (20) present in the class and
sit in the front row, so only front side fan switch ON and tube light, which is placed
in the middle.

Switching operation can be performed accordingly with the help of sensors which
senses the presence of the human being (body heat) and gets switched OFF when no
one in the class. Electricity consumption, time consumption, less human effort, etc.,
are some of the advantageswhich came across by implementing the home automation
using IoT.
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Literature Review: Predicting Faults
in Object-Oriented Software

Ankush Joon, Rajesh Kumar Tyagi, and Krishan Chillar

Abstract Software fault prediction has become quite famous in the software engi-
neering. If software faults are predicted earlier, it leads to good quality of software,
and it reduces the resources and time required for testing, which ultimately leads to
saving a considerable cost and effort that are used for testing purpose. In this litera-
ture study, we studied the major works done so far in the software defect prediction
paradigm to find out the various benefit of predicting faults at initial phases of soft-
ware product development. This paper aims to find answers to questions such as what
are the merits and limitations of models developed so far, what are the possible areas
of software fault prediction paradigm that are still open for research, what are the
best suitable metrics used for predicting errors, and many more. From the literature
survey, we analyzed that research conducted for predicting errors in object-oriented
software so far was conducted on a small scale and using the limited metric suite.
None of the studies gave a generalized model that could perform well for most of the
datasets. They do not handle well the problem of imbalanced class distribution and
noisy data. Many prediction models have already been developed so far, but most of
them focus only on classification problem that is detecting faulty/not faulty classes.
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1 Introduction

A software defect is the unexpected or unintended or incorrect functionality of a
software system.When the faults in a software system are predicted before deploying
the product, it is called software error prediction.

Finding early classes that are more prone to failure helps in savingmany resources
and leads to a better quality of software process as well as the product [1].

Another reason for the importance of software fault prediction is because it proved
that 50–80% of the effort that is used for developing any software project is spent on
testing by a software company [2].

The traditional testing methodologies, such as structural testing and glass box
testing techniques, require the tester to be familiar with the internal functioning and
technical details about the software for testing. Machine learning here becomes vital
because it does not require the above-stated requirements and still helps in detecting
and predicting the software faults effectively and efficiently.

The objective of this literature study is to get insights into the major machine
learning models developed so far for predicting faults in the software, studying the
mostwidely deployed datasets formaking such predictions, andwhat are the different
sources of these datasets. This review gives a brief of the papers studied in order to
get various details about the process of predicting bugs in object-oriented software
paradigms.

The rest of the review paper consists of the sections in the given order: Sect. 2
elaborates the reviewmethodology we used. Section 3 presents the crux of the papers
reviewed. Section 4, titled as results, gives the answers to the review questions.
Finally, the summary of the findings of this literature review is presented in the form
of a conclusion.

2 Review Methodology

The review methodology followed for reviewing major studies done so far for
predicting errors in software products is shown in Fig. 1. The review methodology
is broadly divided into three steps, the first being the initial state, after that data
extraction and analysis is the second step, and then the third and final one is review
writing step. These three steps further consist of several sub-steps.

The review methodology is designed by keeping in mind the review questions
that form the basis for conducting this literature review. The review questions are as
follows:

1. What is the benefit of predicting errors in software products?
2. What studies and research have already been conducted for predicting defects in

software modules?
3. What are the different areas that are still open for research and improvement?
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Start 

Identify the need to do 
systematic literature review

Develop the plan to conduct the 
review

Collect the relevant material and 
data

Choose the most appropriate set 
for this review

Analyse the data collected and 
extract useful information from it

Conclude the studies analysed

End

Fig. 1 Review steps

4. What are the different datasets available, and what are the sources of data
collection?

5. What are the various software attributes that are most frequently used for
predicting errors in software?

6. What are the different performance parameters for validating the models built in
the software defect prediction paradigm?

7. What are some recent algorithms used for defect prediction in the software using
the object-oriented paradigm?

The primary objective for conducting this literature survey is to know the reasons
for which software fault prediction is important (RQ1).
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3 The Crux of the Papers Reviewed

Aziz et al. [3] verified the effect of inheritance metrics on software error prediction
and also indicated that higher the inheritance, the more is the introduction of faults.
This paper uses the ANN model for predicting the defects in the 30 base datasets.
They used five measures, i.e., accuracy, TNR, precision, f1 measures, and recall for
validating their model.

Bibi et al. [1] used regression along with classification as defect prediction tech-
nique. It utilizes the advantages of both regression and classification techniques and
overcomes the disadvantages offered by them. This model first discretizes the defect
variable into several intervals and then applies a classification technique for predicting
possible faultiness of classes and finally transforms the result into numerical output.
The model provided excellent results in terms of regression error. For future work,
they suggested using stacking and effective voting technique with machine learning
models for enhancing their prediction capabilities for predicting defective classes in
the software products.

Kang Yang et al. [4], in their work, used the Fourier learning model for predicting
bugs in software systems. They predicted the defect by evaluating the value of func-
tion f (x) from the value of any feature vector x. They converted the NASA datasets to
a feature vector of 0/1 datasets for their experiment, and then, the dataset is decom-
posed into train and test sets. Then, they used the information gain algorithm for
selecting important features. After applying feature selection, the defect prediction
model was built using a Fourier coefficient and then estimating the value of defect
function from Fourier coefficient values. Fourier coefficients were obtained using

f (z) =< f, Xz >= 1/2n
[∑

ze{0,1}n f (z).Xz(x)
]

(1)

Function value using

h(x) =
∑

ze{0,1}n ĥ(z).Xz(x) (2)

The model developed was evaluated in terms of AUC value, and they got an AUC
value of 0.78 [4].

Wahono [5] From this paper, we found that predicting error software in early
phases of development results in reducing cost, making testing more efficient by
focusing more on fault-prone classes, and improve software quality. This paper
analyzed the possible research fields in software prediction, i.e., estimation, associ-
ation, classification, clustering, and data analysis. It concluded that classification is
the primary area, with most of the studies being focused on it. This paper suggests
that most commonly used methods for software fault prediction are KNN, Naïve
Bayes, neural network, random forest, logistic regression, SVM, and decision trees,
with 75% of the studies being focused on NB, NN, decision trees, and random forest
classification models. This paper suggests that the major problems with existing
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software defect prediction framework are: incomplete validation mechanism, less
reliable research procedures, class imbalance problem in datasets, and mechanisms
for dealing with noisy data are still an open issue.

According to Kamei and Shihab [6], the main future challenges in the area of soft-
ware fault predictions are generalizing themodels for all kinds of datasets. Predicting
errors at initial phases of software development, addressing the new regions for soft-
ware error prediction such as mobile applications are open for research. Along with
predicting defects, looking for reasons why a particular defect occurred and how to
fix that defect needs to be addressed.

Kaur and Kaur [7] this paper analyzed that various studies done for software error
prediction were conducted on a small scale on very few datasets and using the limited
metric suite. None of the studies gave a generalized model that could perform well
for most of the datasets. The studies conducted are specific to some datasets and
some metric suites.

Viet et al. [8] implemented transfer learning techniques for predicting bugs in
software systems. It is a technique to train deep NN in problems where insufficient
data is available. In the software defect prediction paradigm, the datasets available
are very limited and suffer from the class imbalance problem. So, transfer learning
can be useful for predicting faults of within and cross-project software systems. They
used four datasets SUMTRAIN, MNMX, HOW16, and SUB INC from CodeChef
submission, for their experiment. They did not use software metrics. Here, assembly
instruction sequences were used for predicting bugs in the system. Deep learning
technique known asmultilayer convolution NNwas implemented having four layers:
embedding layer, then convolution layer, then pooling, and finally fully connected
layer. The feature map of the input sequence, X = {X1, X2, …, Xn} is given by

Ci = f
(
W.x[i :i+h−1]+b

)
(3)

where b represents bias value, and f is representative of the activation function. Then,
they applied global max pooling to overcome the problem of overfitting, and then,
the fully connected layers with Softmax activation give the output. For predicting
faults, the fully connected layers are removed, and then, feature vectors for datasets
are produced. Finally, SVM and KNN are used for predicting bugs.

Rizwan et al. [9] this literature review suggests that choosing the right and best
model out of these numerousmodels is a difficult task. It depends on the performance
measures. This paper suggests that G-mean and F-measure are most appropriate for
verifying and validating the methods for predicting defects in software. But they are
not suitable if there is a large probability of getting zero in one of the four parameters
of the confusion matrix. In that case, precision is a good measure.

Borandağ et al. [10] developed a majority vote algorithm for selecting attributes
(MVFS) so as to find out the best suitable features for detecting bugs in software
modules, thereby improving the accuracy value of machine learning methodologies
used for the error prediction. They considered six datasets, four NASA datasets, and
Eclipse Equinox, and Eclipse JDT for their experiment. Machine learning methods
Naïve Bayes, KNN, and j48 are implemented as classification techniques. They



314 A. Joon et al.

used a filtering-based feature selection algorithm, i.e., info gain, relief, symmetrical
uncertainty, and correlation-based followed by majority vote ensemble scheme to
select themost relevant metric suite. Their result showed that by using this technique,
the performance of the methods used for detecting errors increases. This method is
domain-specific and does not present a generalized model.

Rathore and Kumar [11] the study was performed on ten software projects of
PROMISE repository. The result showed that the genetic programming algorithm
is sensitive for small datasets. It works well only for large datasets with sufficient
completeness. Also, in the genetic programming model, the need to optimize the
control parameters becomes a problem when there is a large number of independent
attributes.

Erturk and Sezer [12] defined a hybrid process for software error prediction that
used a fuzzy inference system for initial prediction and ANN afterward. They imple-
mented the proposed strategy as an eclipse environment plugin. They showed that
the process of detecting errors in software could be converted to a tool that can run
on its own. Software fault prediction is beneficial only if it can assess the prob-
ability of a module being risky at the initial stages of the development process.
The study proposed a model for systematic predictions during the ongoing software
development process.

Panda [13] this paper presented a hybrid software defect prediction technique that
uses a radial basis function NN classifier combined with a distribution base balance-
based feature selection method. They used datasets from NASA, PROMISE, and
Softlab repositories for the experiment and analyzed the model performance on the
basis of recall, F-measure, ROC-AUC, and precision. As future work, they proposed
to apply this model to cross-platform projects with more performance measures to
validate the model.

Wang et al. [14] proposed the SVM classification method for error detection
in object-oriented software that is based on particle swarm optimization and relief
method for feature selection. The limitation of this model is that it is not optimal
with respect to time, and it cannot handle the prediction problem in software running
process.

Kamei and Shihad [6] at present, software plays a crucial role in everyone’s
life, and their importance is increasing and so their complexity. It becomes more
complicated to ensure good reliability and better quality of software products. Here,
predicting software defects becomes important because it helps the tester to put
primary efforts on the risky classes of software, thereby saving time, effort, and
cost, which eventually leads to better reliability and good quality of the software.
According to this review study, the most widely used techniques for software fault
prediction are decision trees, LDA, Naïve Bayes, SVM, and random forest. They
concluded that generalization of the models for software defect prediction that fits
various types of software projects is still an open issue.

Rhmann et al. [15] used five techniques, i.e., three methods of machine learning
(multilayer perceptron, random forest, and J48) and two hybrid search-based algo-
rithms (fuzzy AdaBoost and LogitBoost) for detecting errors in software using soft-
ware change metrics. They conducted the experiment on Android datasets collected
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from the Git repository and used recall and precision for validating the methods used
for predicting faults. They concluded that GFS-LogitBoost gives better performance
as better precision, and more recall values are obtained [15].

Table 1 Literature review table

S. No. Year Authors Methods used Datasets used Performance
evaluation
parameters
used

1 2019 Aziz et al. Artificial neural
network

From tera-Promise
and D’Ambros
repositories

Accuracy,
recall,
precision,
F1-measures,
TNR

2 2016 Stamatia Bibi
et al.

RvC Using IBk,
JRip, PART, J48,
SMO

Pekka dataset Average mean
absolute error,
accuracy

3 2018 Kaur and Kaur J48, IB1, random
forest, bagging,
logistic regression
[7]

Java projects: Find
bugs, PMD,
EMMA, Dr Java,
trove

Accuracy,
precision,
specificity,
F-measure,
J_coefficient,
ROC curve

4 2016 Ezgi Erturk and
Ebru Sezer

ANN and adaptive
neuro- FIS

Ant, jEdit, Camel,
Xalan, Log4j,
Lucene [16]

ROC-AUC
curve

5 2018 Borandag et al.
[10]

Majority vote
feature selection
with J48, Naïve
Bayes, KNN

NASA MDP
datasets and eclipse
equinox, eclipse
JDT

Geometric
Mean-1

6 2018 Mrutyunjaya
Panda

Radial basis
function NN with
distribution base
balance instance
selection

From NASA,
PROMISE, and
Softlab repositories

Accuracy,
F-measure,
AUC, recall,
precision, and
balance

7 2019 Rhmann et al. Random forest,
multilayer
perceptron, j48,
fuzzy AdaBoost,
LogitBoost

Android datasets
from Git repository

Precision,
recall

8 2019 Yanan Wang
et al.

Particle swarm
optimized SVM

KC1, Eclipse 2.0,
Eclipse 3.0, ant 1.7

Accuracy,
precision,
recall, F-value

9 2015 Rathore and
Kumar

Genetic
programming

From PROMISE
repository

Error rate,
recall,
completeness
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The literature review Table 1 provides the methods deployed, the datasets used,
and the performance evaluation parameters used by different studies.

4 Results

The result section presents answers to the review questions.

1. Review Question 1: Software error prediction helps in making the software
reliability as well as quality better and in better utilization of resources such as
time, effort, and cost.
Predicting software faults helps the software tester to design the test plan in such
amanner that faulty classes have higher priorities and thus help in efficient testing
with much less effort required.
As the software in an intangible product, so while dealing with new software,
the development team faces software projects having inconsistencies, and that is
not within time and budget. Software error prediction eliminates these problems
by finding out essential data from previous similar kinds of projects and using it
to make a prediction for future projects.

2. ReviewQuestion 2: major studies conducted for predicting software errors focus
on classification problems (77.46%), estimation methods (14.08%), and merely
1.41% on association methods techniques.
From the literature survey, it is found that the most widely used machine learning
methods of software fault prediction are Naïve Bayes, SVM, neural networks,
random forest, logistic regression, decision tree, and KNN. Among all, 75% of
the studies used Naïve Bayes, decision trees, neural networks, and random forest
only.

3. Review Question 3: Literature survey suggests that the existing software defect
prediction frameworks have the following significant problems:

a. Processing of class imbalance problems in the dataset is required.
b. An adequate mechanism to deal with noisy data needs to be developed.
c. More systematic methods that are unbiased for comparing the performance

of models are required.
d. A generalized model that performs well for all types of datasets like Android

projects, public datasets, and open-source software projects is still an open
research area.

e. Most of the studies concentrate on classification problems, i.e., classifying
into faulty/non-faulty classes. Other issues such as the number of faults,
severities of defects, possible causes of errors, andmethods to fix the detected
faults are not much explored.

f. A best metric suite for software fault prediction covering all possible
parameters needs to be discovered.
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4. ReviewQuestion 4: From the literature survey, it is concluded that mostly public
datasets are used for detecting errors in software products. Very few studies used
private datasets.
Themostwidely used sources for public datasets for classifying softwaremodules
into faulty/not faulty are tera-promise repository that containsNASAdatasets and
D’Ambros repository that that contains datasets for Eclipse JDT core, Equinox,
Lucene, Mylyn projects. Another possible dataset source is the Git repository.

5. Review Question 5: From the literature survey, we found that Chidamber and
Kemerer (CK) are themost appropriate andmostwidely deployed object-oriented
metrics for defect prediction in software products. CK metric suite consists of
features such as WMC, NOC, DIT, RFC, CSO, and LCOM. Li’s inheritance
metrics are also important.
Static code metrics such as lines of code and complexity of software products
are inefficient for highly iterative software products, and process metrics such as
the lifetime of modules, the number of modifications, and code churn are more
effective for industrial use.
From the literature survey, we found that out of all object-oriented matrices are
most suitable for software fault prediction.

6. Review Question 6: Performance measures used for validating the methods
used for predicting errors are accuracy, F1-measure, precision, recall, ROC-AUC
curve, and true negative rate.
A study done by Rizwan et al. shows that F-measures and G-mean are the suit-
able performance validation parameters to check the software error prediction
methods. But in some situations, precision is a better choice.

7. Review Question 7: Table 2 provides an analysis of some of the most recently
used algorithms for detecting defects in the object-oriented software.

5 Conclusion

If software faults are predicted earlier, it leads to good quality of software, and it
reduces the resources and time required for testing, which ultimately leads to saving
a considerable cost and effort that are used for testing purpose.

From the literature survey, it is clear that software fault prediction is beneficial
only if it can assess the probability of a module being risky at initial stages of the
development process [12]. The studies conducted in the software error prediction
paradigm mainly focus on classification problems (77.46%), estimation methods
(14.08%), and merely 1.41% on association methods techniques. Among all studies,
75% of the studies used NB, decision trees, NN, and random forest only [21].

Performance parameters used for software error prediction are accuracy, FI-
measures, ROC-AUC, TNR, recall, and precision. From the literature survey, we
found that Chidamber and Kemerer (CK) are the best and most used metrics for
predicting faults in software using object-oriented paradigm.
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Numerous studies have been done in the software defect prediction paradigm, but
still, there exist many research gaps. Areas still open for research are as follows:
Processing of class imbalance problem in the dataset is required, an adequate mech-
anism to deal with noisy data needs to be developed, more systematic and unbiased
methods for comparing the performance ofmodels are required. A generalizedmodel
that performs well for all types of datasets like Android projects, public datasets, and
open-source software projects is still an open research area. Most of the studies
concentrate on classification problems, and other issues viz. the number of defects,
severities of faults, possible causes of defects, and methods to fix the detected faults
are not much explored. A best metric suite for software fault prediction covering all
possible parameters needs to be discovered.

In the future, we intend to find solutions to the problems defined above to develop
better fault prediction models for detecting faults in software systems with object-
oriented methodology.
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Tunable Transmittance Using
Temperature Dependence ZnS-Based ID
Photonic Crystals

Sanjeev Sharma, Vipin Kumar, and Shradha Gupta

Abstract Temperature-dependent ZnS-based optical properties of ID photonic
crystal for TE mode at a particular angle of incidence with defect mode layer have
been investigated. The defect layer ZnS has been tuned by varying the temperature
of the semiconductor material. Here, the refractive index of the material ZnS is a
function of temperature and frequency (or wavelength), respectively. It is clear that
when the temperature of the material increases, the defective layer displaced towards
the shorter frequency range of spectrum. Moreover, when the temperature increases,
the efficiency of the layer also increases up to 96.4%.

Keywords Photonic crystal · Transmittance filter · Defect layer

1 Introduction

Photonic crystals are extremely interesting topic in the past two decades due to the
existence of bandgap. Photonic crystals have bandgap structures which have multi-
layer structures formed by using alternate layers of dielectric materials. Generally,
these photonic bandgaps play an important role in photonic crystals and this photonic
bandgap effected when the refractive index, temperature, and angle of incidence of
the material change [1, 2]. The photonic bandgap of the structure changes by keeping
constant temperature.

If we introduce a defect layer in these photonic structure, the bandgaps are
broken and propagation of light can be localized in the photonic bandgap region.
Recently, many photonic crystal-based optical devices such as channel drop filter,
power splitters, multiplexer, switches, bandpass filters, and ODR mirror have been
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proposed theoretically and experimentally [3–7]. In 2012, Suthar et al. [8] theoreti-
cally studied temperature-dependent tunable photonic channel filter. In 2018, B. K.
Singh et al. proposed a tenability of temperature dependent THz photonic bandgaps
in 1D photonic crystal which is composed of graded index dielectric and semicon-
ductormaterials [9]. Gharaati et al. [10] theoretically studied the effect of temperature
on 1D double defects nanometallic photonic crystals.

In the present paper, we design a defect mode tunable THz filter using one-
dimensional photonic crystal layer. Here, we consider a proposed structure of semi-
conductor materials ZnS/Ge in which the refractive index of ZnS layer depends on
both temperature and frequency [11, 12]. Here, we observed that when temperature
is increased up to 300–700 K; the defective layer tuned towards the lower frequency
ranges with maximum transmission efficiency. Using this material, we also design
a tunable channel filter for optical communications. But, in this paper, we focus
the tunability of the material at a particular angle of incidence with variation of
temperature from 300 to 700 K.

2 Theoritical Modal

The proposed 1D photonic crystal structure of Ge/ZnS is shown in Fig. 1. Here, the
defective layer is introduced between the alternate layers of semiconductor photonic
crystals and the incident EM rays is launched from the air (n0 = 1).

Applying the transfer matrix method (TMM), the coefficient of reflection and the
reflectance of the structure is given by,

r(ω) = (m11 + m12 p0)p0 − (m21 + m22 p0)

(m11 + m12 p0)p0 + (m21 + m22 p0)
(1)

R = |r(ω)|2 (2)

Fig. 1 Structure of one-dimensional photonic crystals
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Also, the transmittance of the structure is given by,

T = |1 − R| (3)

Here, p0 = n0 cos θ0.
In 1D photonic crystal, the semiconductor materials A and B denote the layers

of ZnS and Ge, respectively. The complete structure of 1D photonic crystal is
[air/(ZnS/Ge)3ZnS//(ZnS/Ge)3/air]. In this structure, the refractive index of ZnS
material depends on wavelength and temperature of the materials. For ZnS mate-
rials, the range of refractive index and temperature varies from 1.2–1.4 µm and
293–700 K, respectively [13]. It is given by,

n2(λ, T ) = ε(T ) + G(T )

λ2 − λ2
1

+ H(T )(
λ2

λ2
2

)
− 1

where λ1 = 0.23979 + 4.841 × 10−5T1, λ2 = 36.525 + 4.75 × 10−3T1, and T1 =
T − 293.

ε(T ) = 8.34096 + 1.29107 × 10−3T1 + 4.68388 × 10−7

T 2
1 − 1.31683 × 10−9T 3

1 − 6.64356 × 10−12T 4
1

G(T ) = 0.14540 + 1.13319 × 10−5T1 + 1.05932 × 10−8

T 2
1 + 1.06004 × 10−10T 3

1 + 2.27671 × 10−13T 4
1

H(T ) = 3.23924 + 1.096 × 10−3T1 + 4.20092 × 10−7

T 2
1 + 1.1135 × 10−9T 3

1 + 7.2992 × 10−12T 4
1

for 293K ≤ T ≤ 700K

3 Result and Discussion

In this paper, we have taken the refractive index of Ge material to be 4.23 and the
refractive index of ZnS semiconductor material depends on temperature. For ZnS
materials, the range of refractive index and temperature varies from 1.2–1.4 µm and
293–700K, respectively.Also, the thicknesses ofGe andZnS semiconductor layers to
be a = 1606 nm, b= 628 nm and for defect layer it is d = 395 nm. The transmittance
of the proposed structure is shown in Fig. 2. In this Figure, it is clear that at a particular
angle of incident says 00, the bandgap as well as defect layer shifted towards lower
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Fig. 2 Defect-mode spectrum of 1D photonic crystals at different temperatures T = 300 K, T =
400 K and T = 500 K

frequency range of the spectrum when temperature varies from 300 K to 500 K.
The width of photonic bandgap occurs (209.94–190.83) 19.11 THz without using of
defect layer; when defect layer is introduced in this photonic bandgap, the peak of
defect layer is observed at frequency 193.42 THz. From Fig. 2, at temperature 300 K,
400 K, and 500 K, the defect mode layer has been tuned and observed at frequency
193.42 THz, 191.56 THz, 190.95 THz with transmittance of 0.93, 0.95, and 0.964.
It is clear that when temperature increases, the defect mode layer shifted towards the
lower frequency range of spectrum. When the temperature increases, the efficiency
of the layer also increases and at temperature 500 K, we get 96.4% transmission
efficiency which is shown in Table 1.

The 3D view of this structure is shown in Fig. 3. In this figure, the transmission
peak is shifted towards the lower frequency range of the spectrum when temperature
increases from 300 to 500 K. It is observed that the transmission efficiency is also
improved with temperature.
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Table 1 Bandgap and transmission efficiency of 1D photonic crystal

S. No. Temperature (K) Bandgap (THz) Transmission efficiency %

1 300 193.42 93

2 400 191.56 95

3 500 190.95 96.4

Fig. 3 3D views of defect mode layer with respect to temperature and frequency

4 Conclusion

In this paper, the effect of temperature on IDGe/ZnS photonic crystals with defective
layer ZnS was studied using TMM method. Theoretical result shows that when
temperature increases, the defect mode layer shifted towards the lower frequency
range of spectrum and efficiency of the layer also increases. In this work, at high
temperature 500K,wegetmaximumefficiency up to 96.4%.By tuning the frequency,
we design a wavelength division multiplexer or filter which is used in optical fibre
communication.

Acknowledgements I am thankful to Prof. R. K. Agarwal, Director and Dr. Amit Sehgal, Head
department of GLBIC, GLBITM, Greater Noida (UP) for their valuable cooperation.
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Design and Analysis of UWB-Multiband
Notch Antenna Loaded with CSRR
and U-Shaped Slot for Wireless
Applications

Madan Kumar Sharma, Suryadeep Singh, Tanishq Thakur,
Syed Md. Moazzam Sajjad Razi, and Shubham Tiwari

Abstract In this study, an ultra-broad band antenna (UWB) with a multiband notch
function is designed, simulated, and analyzed. The five notch band characteristics
are obtained by loading the rectangular radiating patch with complementary split
ring resonator (CSRR) and U-shaped slot inserted in the feed line. Partial ground
plane is adopted to offer the passband in the desired frequency range. The proposed
antenna has a wide range of operating frequencies from 0.5 to 20 GHz, which can
make the proposed antenna useful for many UWB applications. The planner antenna
has 30 * 35mm2 compact size. The antenna rejects five-bands and these are: network
50 (Pentium 1–1.8), S-band (2–4 GHz), microwave access with Wi-MAX frequency
(3.3–3.8), wireless local area network WLAN (5.1–5.9 Microsoft) x-band (8–12
cores). The proposed antenna is offered maximum gain of 5.2 dBi in the passband
frequency range. However, in stopband region, gain has attained a negative peak with
a value of−10 dBi. The multiband rejection capability of the antenna is achieved by
the CSRR technique and the U-shaped slot developed in the transmission.

Keywords UWB · Notch band ·WLAN ·Microstrip · CSRR · U-slot
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1 Introduction

Ultra-wideband (UWB) radio technology is based on IEEE 802.4a-IEEE802.4z,
which was originally developed by the USA for military applications [1]. Later on,
technology found its application in industry and also became a hot topic of research
for the wireless communication industry. UWB uses extremely low energy while
havinghighdata transmission rates.On the press releasedby theFederalCommunica-
tion Commissions (FCC) [2]. UWBbecame a freely accessible technology. Antennas
are an important part of wireless systems. The compact size is a big problem when
designing a UWB antenna and must have a wide impedance band and one direction
for the whole working group.

However, along with the UWB performance of the antenna, several narrowband
are also interfere with an interesting wideband operating range. Stopping networks
are the wireless local area network (WLAN), Wireless Access to a Microwave (Wi-
Max), Industrial ScientificMedical Band (ISM), Radar, and Satellite bands. To elim-
inate these bands, we require additional hardware in terms of band-stop filter circuits
[3], and therefore, the size and cost of the system are increased. If the UWB antenna
itself has inherent band-stop characteristics, the size and cost both will be reduced.
Recent research into the UWB antenna architecture focuses mainly on optimizing
and implementing the compact size UWB antenna with multiple band rejection
capabilities [4].

Several types of researches have been carried out in the UWB antenna design. A
major goal of the carried out research is to include more rejection bands in the UWB
antenna as well as to extend the passband capability. In this direction, recent carried
out research is well described in [5–14].

Reported in [5] was a truncated rectangular patch with U-slot and partial ground.
The fabrication of the antenna was achieved by cutting the type U cut into the electric
field. The WLAN band with a frequency of 5.15 GHz can be rejected. The antenna
has an overall size of 13× 2m2 and a gain of 6.1 dBi. The UWB antenna loaded with
step impedance split ring resonator (SISRR) and an integrated impedance resonator
(SIR) has been reported in [6]. This antenna is capable of rejecting WLAN band
and X band. In [7], a circular ring radiating element-based antenna was developed.
The antenna has a partial rectangular ground plane and two small slots have been
etched near to feed line. The reported antenna has held theWLAN andWIMAXband
rejection property. The overall dimensions of the antenna were 35 × 30 mm2 and it
was offered the gain of 4–9 dBi in the UWB frequency range. The size reduction and
resonancematching technique were represented in [8]. The impedancematching was
accomplished by a quarter-wave transformer. Notch band characteristic was achieved
for the WLAN band. The circular patch UWB antenna has overall dimensions 30 ×
40 mm2 and it was operated between 2.4 and 13.8 GHz range and the gain was 10
dBi. The band notch characteristic was included in [9] using a nested ring resonator
(NSRR) and a stepped impedance resonator (SIR). The ability to repel the belt is
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obtained by forming the NSRR in the radiant part and injecting the SIR with a pair
of T-shaped holes in the supply line. The antenna has to be provided notch band in
C and WLAN range.

An antenna was reported in [10] which was constructed with a circular radiating
element and fed by a coplanar waveguide (CPW). A single notch is obtained in
the stated structure through the integration of a single ring resonator under a CPW
structure. To obtain a double notch, triple notch, and multiple notches, the cascade
structure of ring resonator has been used. The reported antenna was assisted by
the 2.5–12 GHz bandwidth, which primarily covers the range of UWB as approved
by FCC. A circular radiating patch was loaded with a λ/4 slot line resonator was
implemented in [11]. In the feed line near the symmetry plane, a pair of spur-lines
was created which produce a notched band around 5.5 GHz. The antenna has a size of
29.38× 28.25 mm2 with varied gain from 3 to 11 dBi. A semi-ellipsoid radiator with
a microwave strip transmission line antenna was developed in [12]. In the developed
prototype, resonance matching was achieved by etching rectangular slot over the
ground plane. However, band-stop property was attained by an E-shaped stub and
two L-shaped open-ended stubs, and a notched band was acquired at 7 GHz. The
open J-shaped frames and asymmetrical T-shaped open main parts hit many bands
stop. The frequency of these stop bands was 5.2 GHz, 5.8 GHz, and 3.5 GHz. Their
varactor diode has been used for tuning purposes. This antenna was offered a gain
of more than 3 dB over the pass band.

AUWBplaner antennawas successfully developed in [13]. In this antenna, a sharp
roll-off band notch has been achieved by fragment-type-etched pattern. The band
rejection can be accomplished by embedding an L-shaped or square ring resonator
with the adjusted ground plane. The antenna has an overall size of 24 × 30 mm2. A
novel structure of the UWB antenna was implemented in [14]. The design consists of
four integrated Fibonacci in the radiating element. Most of the antennas discussed so
far do not cover the 900 MHz bands. Nevertheless, the configuration of the recorded
antenna was beneficial since it includes a lower band of Global Systems for Mobile
(GSM) along with the UWB. The multiple notches were obtained with the desired
performance parameters of the antenna. The gain of the antenna was varied from
−1.42 to 10.2 dBi while gain was reduced in the rejected band. The efficiency of
the GSM band is 98% given by the reported antenna. The possible interference with
3.3–3.6 GHz, 5.15–5.35 GHz, and upper WLAN (6.4 GHz) was eliminated from
the antenna. The CSRR loader circular microstrip antenna was developed with the
LR Tape Engine (CSMA) at [15]. CSRR is performed as a two-part annular valve.
The antenna shows large reduction with greater gain and directivity. The U-slot short
wave antenna was implemented in the form of a short wavelength (USSPA) with
a layer of foam as a substrate in [16]. The antenna operating frequency is changed
with the use of PIN diode. The width plays an crucial role in the antenna’s resonance
frequency.

Using the Computer Simulation Tool (CST), the UWB notch antenna is modeled
and tested in this article. For the operations of the UWB bands, structure of the rect-
angular antenna element and ground plane is modified. The CSRR and U-shaped
structures are etched in the radiating element and feed line for penta-band rejection
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capability. The comparative study of the presented antenna in terms of performance
parameter and size is carried out and shown in Table 1. Moreover, the proposed

Table 1 Comparative study of the proposed antenna with existing antennas

References Size of antenna
in mm2

Notch bands
(GHz)

Gain
(dBi)

Radiation pattern VSWR
(in stop
band)

[5] 13 * 22 * 0.8 WLAN
(5.1–5.9 GHz)

6.1 Symmetrical and
omnidirectional

8.7

[6] 24 * 32 WLAN
(5.1–5.9 GHz)
and X-band
(7–11 GHz)

5.2 Omnidirectional –

[7] 35 * 30 WIMAX
(3.3–3.8 GHz)

9 Omnidirectional and
E-plane-bidirectional

7.5

[8] 30 * 40 * 1.6 WLAN
(5.1–5.9 GHz)

10 H-plane-omnidirectional
and E-plane-bidirectional

–

[9] 24 * 32 WLAN
(5.1–5.9 GHz),
X-band
(7–11.2 GHz)
and C-band
(4.4–5 GHz)

5 Omnidirectional >10

[10] 50 * 50 3.5, 5.8,
7.5 GHz

– Omnidirectional >10

[11] 29.38 * 28.25 WLAN
(5.1–5.9 GHz)

Peak
gain
over
7.5

Omnidirectional –

[12] 25 * 30 WIMAX
(3.3–3.8 GHz)
and WLAN
(5.1–5.9 GHz)

More
than 3

Omnidirectional –

[13] 24 * 30 WIMAX
(3.3–3.8 GHz)
and WLAN
(5.1–5.9 GHz)

4 H-plane-omnidirectional
and E-plane dipole like

–

This work 30 * 35 L-band
(1-2 GHz),
S-band
(2-4 GHz),
WiMAX
(3.3–3.8 GHZ),
WLAN band
(5.1–5.9 GHz),
X-band
(8–12 GHz)

5.2 Directional radiation
pattern

13.8
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antenna is offered more band-stop property and extended passband up to 20 GHz
which is covered several wireless applications. The remainder of the paper is struc-
tured as follows: The antenna architecture procedure is conducted in Sect. 2. Section 3
covers the proposed antenna outcome analysis. Eventually, the work performed is
summarized in the segment on the conclusion.

2 Antenna Design

The proposedUWBantenna is designed using the FR4 substrate. The relative permit-
tivity and the loss tangent are 4.4 and 0.02, respectively. The overall size of the
substrate is 30 × 35 mm2. Figure 1 displays the system configuration and antenna
dimensions. The transmission line has a width of 3.4 mm for 50 � resonance
matching. The ground plane is modified for the antenna’s passband performance and
is 30 * 13 mm2 in size. The following six steps are followed to achieve the desired
stop-band behavior and described below and evolutionary structure modification is
shown in Fig. 2.

The resonating behavior of each step is analyzed using S-parameters and VSWR
represented, respectively, in Figs. 3 and 4. In the first step, a simple rectangular patch
with partial ground is obtained to meet the UWB performance criteria; the antenna of
this step is calledAnt-1. TheAnt-1 has poor in-band reflection for the entire frequency
range 0.5–20 GHz. However, VSWR shows a single band rejection at a frequency of

Fig. 1 Proposed penta-band notch UWB antenna with the dimensions given in mm: L = 35, Lt =
14, Lp = 18, Lu = 4, Lg = 13, L1 = 9, L2 = 10, L3 = 1.7,W = 35,Wt = 3.4,Wu = 2.4,Wp = 18,
W1 = 10.8, W2 = 7, W3 = 2, R1 = 1.5, R2 = 3.5, R3 = 5.5, R4 = 6.5, Rl = 2.3, t = 6.5, Tc = 1
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Fig. 2 Design steps for proposed antenna, a Ant-1; bAnt-2; c Ant-3; d Ant-4; e Ant-5; f Proposed
antenna

Fig. 3 S-parameter comparisons between the evolutionary steps and the proposed antenna
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Fig. 4 VSWR comparisons between evolutionary steps and the proposed antenna

1.5GHz. In order to attain both passband and rejected band characteristics, in the next
stage, more modification in the design is performed and the antenna is called Ant-2.
The Ant-2 ground plane top corner edges are chopped off in the rounded form to
provide a smooth transition fromone resonantmode to another. From the results of the
S-parameter of Ant-2, it is clearly indicated that the in-band reflection is improved at
the frequency of 12.5–20 GHz, whereas, VSWR for Ant-2 is represented single band
rejection at 1.5 GHz frequency. Furthermore, in Ant-3, the M-shaped rectangular
slots are suspended over the ground plane which produced 12.5–20 GHz similar to
Ant-2 in-band reflection. Nevertheless, an additional stopband with a frequency of
2.1 GHz is provided in the M-shaped ground slot. In the next step, Ant-4 modified
with circular slots cut at the edges of the radiating patch which helps in stabilization
of the gain. A CSRR structure is developed in step-5 and antenna is named as Ant-5.
In theAnt-5, we introduced three rings of CSRR at equal spacing is bywhich the two-
notch band is achieved in a frequency range of 2.009–2.43GHz and 4.198–5.15GHz.
In the final step, Ant-6 is updated with U-shaped slots is inserted and carved at the
junction of the transmission line and the radiation patch of the proposed antenna by
which another rejected band is obtained within the 9.9–11.3 GHz range.
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3 Result Analysis

The proposed effects of the antenna are tracked and evaluated with respect to S-
parameters, VSWR, surface current intensity, directivity, gain and radiation patterns
and their detailed discussion is conducted as follows:

The effects of the proposed antenna’s voltage standing wave rate are given in
Fig. 5. VSWR is indicated that the proposed antenna offered five-stop band at the
frequency of 1.4 GHz, 2.1 GHz, 3.3 GHz, 4.7 GHz, and 10.3 GHz.

Furthermore, validation of the proposed antenna’s notch bands is authenticated
with the density of the surface current. The surface current density is analyzed at the
obtained stopband frequency and shown inFig. 6. The current is fed through the trans-
mission line and is concentrated at the transmission line below the U-shaped slot at a
frequency range of 2.1 GHz, 3.3 GHz, and 10.3 GHz; the maximum current density
appears in the patch around the CSRR, M-shaped in the ground plane, and U-shaped
slot, respectively, as shown in the corresponding figure. The radiating element is
coupledwith and the remaining portion of theminimum surface current at the desired
stop band frequency. Therefore, the proposed antenna band-stop characteristic is
verified accordingly.

The result of the antenna is shown in Fig. 7. The antenna achieved a gain of more
than 5 dBi in the frequency of the bandwidth and fell significantly below 0 dBi in
the notch frequencies.

The presented antenna’s radiation pattern is characterized by the 2 axes, i.e., E-
plane and H-plane which correspond, respectively, to phi= 0° and 90°. The radiation
patterns are observed at the frequency of 3.7 GHz, 6 GHz, and 7.24 GHz. The results

Fig. 5 Simulated VSWR of the proposed antenna
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Fig. 6 Current density distribution at frequencies, a 1.4, b 2.1 GHz, c 3.3 GHz, d 10.3 GHz

Fig. 7 Variation in the gain of the antenna with frequencies
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Fig. 8 Radiation pattern of the proposed antenna in aE-plane and bH-plane at frequencies 3.7GHz,
6 GHz, and 7.24 GHz

are shown in Fig. 8. The presented UWB antenna has been found to have spatial
radiation patterns with good stability within the frequency range of the passband.

The antenna directivity is defined in Fig. 9. The presented antenna is offered poor
directivity in the stopbands region while in the passband frequency the directivity is
more stable with a peak value of 6.9 dBi.

4 Conclusion

In this article, a compact ultra-wideband antenna with multiband notch capabilities
has been successfully simulated and analyzed for next-generation wireless applica-
tions. The design has a rectangular radiating patchwith concave cut edges andCSRR,
U-shaped slot cut, respectively, in the radiating rectangular patch and the junction
of the transmission line. By increasing the order of the concentric circular ring of
the CSRR structure, multiple notch bands have been accomplished in the presented
antenna design. The antenna built has a wide functioning range from 0.5 GHz to
20 GHz. The band rejection capabilities are obtained in the L-band, S-band, WLAN,
Wi-Max band, and X-band. In the passband, the antenna achieved a peak gain of
5.2 dBi whereas the minimum value of the gain in the notch band is −7.2 dBi. The
stable and directional radiation characteristics have been achieved in the propounded
antenna. The comparative research of the proposed work is also carried out with
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Fig. 9 Variation in the directivity of the antenna over frequencies

existing literature. In addition, the presented antenna is out-performed as compared
to the current literature. In the future, the UWB-MIMO antenna configuration can
be implemented using the proposed radiating element.
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Gray-Version Invariant Reversible Data
Hiding Scheme Based on 2D Histogram
Modification for Color Images

Aruna Malik, Samayveer Singh, Shashank Awasthi, and Piyush Yadav

Abstract In this paper, a new color image-based reversible data hiding scheme for
gray-version invariance using two-dimensional histogram modification is proposed.
The proposed scheme first decomposes the color images into its components, i.e., R,
G, and B and then secret data is embedded into its two components, namely G and
B using proposed embedding strategy. The proposed embedding strategy basically
uses prediction error expansions and pairwise embedding for secret data hiding. To
maintain the same grayscale version as of actual colored cover image, the pixel
intensity values of R component are adjusted according to the modification done in
the G and B channels. Therefore, the proposed scheme embeds an impressive amount
of data and also result in better image qualitywhile retaining the gray pixel intensities.
The experimental results also prove that the proposed technique has shown greater
embedding enactment than the existing interrelated arrangements in terms of visual
quality at different embedding capacities.
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1 Introduction

Due to increase in the transmission of digital content over Internet, there is a need
to address the challenges related to information security. In information sensitive
domains, security compromises are not tolerated, thereby giving rise to the advent
of various security mechanisms. The proliferated transmission of information over
insecure channels has gathered attention of various attackers who attempt to harm
the valuable data of users. Cryptography and steganography are the two important
mechanisms that provide protection to valuable information [1, 2].

Cryptography refers to conversion of the intelligible information into some unin-
telligible form so that an adversary cannot understand the actual meaning of original
data. The encrypted information looks meaningless; therefore, granting protection to
the actual data. Thus, the encrypted data is communicated over the insecure media.
At receiver side, decryption is performed to get the original data. Cryptography may
be either symmetric or asymmetric key cryptography depending on the possession of
secret keys. Amajor shortcoming of cryptography is that the conversion of data to its
encrypted form conveys that some security mechanism has been applied on that data,
and it attracts the malicious intruders to attempt security attacks on the encrypted
data. Cryptography does not hide the presence of information, but its actual meaning
is protected.

Steganography, on the other side, refers to concealing the secret data within cover
medium. The cover medium can be anything like images, audios, or videos. In
steganography, the presence of secret data hidden in the cover medium is not visible.
The cover medium looks like an ordinary piece of digital content. So, steganography
achieves information hiding in such a way so that no one could detect its existence.
A prominent research work is proposed in the direction of hiding secret data into
the cover medium. These methods can be either reversible or irreversible informa-
tion hiding methods. In irreversible data hiding, permanent damage to the cover
medium may be there after the secret data retrieval. The user is only concerned with
the restoration of the secret data, and the cover medium just use as transportation
channel. Such methods can be used in applications where the cover medium is just
used as a channel to hide the secret content, such as secret communication. Although
these data hiding methods do some alterations to the cover image pixels which are
visually imperceptible to human eyes, in some information sensitive domains such
as medical imagery, satellite imagery, biometrics, etc., both the cover medium as
well as the secret data are important [3]. For such sensitive images, even a slight
modification to the pixel values is not tolerable. In such domains, the conventional
data hiding methods are not suitable because they cause permanent distortions to
the cover medium. So, we need reversible data hiding methods in these application
areas to make sure that a sensitive cover image is successfully restored after data
extraction [4]. Reversible data hiding (RDH) methods allow complete restoration
of cover medium after freeing it from the hidden secret data [5]. As these methods
yield the original cover medium as well as the secret data as output, they are also
called lossless data hiding methods. In the previous years, there has been tremendous
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investigation in RDH field including spatial domain [3, 4, 6, 7], compression domain
[8–12], transform domain [13] schemes. The compression domain-based reversible
hiding approach have been used extensively for real-time communication scenarios,
such that the network resources are utilized efficiently. However, the RDH schemes
working in spatial domain have least complexity. These methods directly manip-
ulate the pixel’s intensities of the cover image, hence providing reasonably good
performance both with regard to payload carrying capacity and the marked image’s
quality.

In the past few decades, various reversible data hiding methods have been
presented that guarantee lossless data hiding into cover images. Such methods are
histogram shifting based [14], compression based [4], and expansion based [6, 7]. In
compression-based reversible data hiding, the cover image is losslessly compressed
and the secret data is embedded into it. Difference expansion (DE) along with predic-
tion error expansion (PEE) constitute expansion-based approaches. In difference
expansion, a pixel pair is used to hide single data bit, where the pixels are modi-
fied such that their difference is expanded but their average remains the same. In
prediction error expansion, the pixel value is predicted from its neighborhood and
the prediction errors are used to hide data. In histogram shifting, the cover image
histogram is generated, and the peak bin is used for information hiding.

In this paper, we propose a novel RDH technique taking inspiration fromgrayscale
invariance concept that hides sufficiently large quantities of secret data in color
images. The scheme exploits pairwise embedding andPEE for data hiding by forming
a pair of pixels of two color components, i.e., G and B so that caused distortion can
be limited. Further, the proposed scheme corrects the pixel values of red component
so that invariance of gray-version can be maintained.

The roadmap of the manuscript is given as follows. Section 2 deals with the
literature review. In Sect. 3, proposed method is discussed. Section 4 discusses the
experimental result and their deliberations. Finally, Sect. 5 winds up the paper.

2 Literature Review

In this section, some of the related work and existing reversible data hiding methods
are briefly reviewed. There have been developed several reversible data hiding
schemes which are divided intomany categories like lossless compression [3], differ-
ence expansion [6], histogram shifting [14], prediction error expansion [5, 7], pixel
value ordering [15], and transform-based methods [13].

Expansion-based reversible data hiding has been in use quite extensively due to
different reasons. The first successful version of expansion-based data hidingwas put
forward by Tian [6] known as difference expansion, in which a pixel pair is used as
an embedding element. The difference among two consecutive pixels is expanded to
accommodate secret data. Thodi et al. [7] extended this idea of expansion by replacing
the difference value with prediction errors. They calculated the prediction error using
the neighboring context of the pixel, and then expand the prediction errors for data
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hiding. Prediction error expansion (PEE) is a popular and widely used reversible data
hiding method due to its high potential in aspects of embedding capacity along with
visual quality. Prediction error expansion generates smaller prediction errors thereby
adding to its performance. Sachnev et al. [16] further amalgamated the concept of
prediction error expansion and sorting of pixels. The pixels are sorted according
to their local variance, that ultimately lead to bring correlated pixels closer to each
other to stimulate embeddable prediction errors. They also introduced a newpredictor
known as rhombus predictor for effective utilization of pixel context. In this approach,
the neighboring four pixels of a pixel are regarded as its context, and they represent
the likelihood of generating embeddable prediction errors. Some other sorting-based
methods have also made their ways to bring improvements in this field of RDH.
To further enhance the embedding performance, Ou et al. [17] proposed pairwise
PEE, updating a pair of prediction errors simultaneously to embed secret data. They
proposed a 2D-prediction error histogram (PEH)modification strategy to expand and
shift the prediction error pairs. According to this scheme, the error pair (0, 0) can
embed log23 data bits by expanding itself to (0, 0), (0, 1), and (1, 0). However, the
pair (1, 1) is exploited separately to accommodate 1-bit secret data by expanding to
itself and (2, 2). The distortion level is brought down significantly, hence providing
high-fidelity way of data hiding. The idea of pairwise embedding has been further
incorporatedwith pixel value ordering [15], that is itself a high-fidelitymechanism for
data hiding. Several other improvements such as [9, 10, 18, 19] have been proposed
to enhance the performance achieved by prediction error expansion. These schemes
differ in the pairwise mapping styles while taking inspiration from Ou et al. [17].

The above-discussed RDH approaches are primarily deployed for grayscale cover
images, and they have not accounted the importance of color images in today’s
scenarios. In the advanced digital age, the presence of high-quality colored digital
content is unavoidable, so the reversible data hiding methods that consider colored
cover images also need to be studied and designed. Additionally, there is one more
parameter related to robustness and security. As the presence of noise in the digital
transmission is inevitable, various sensitive domains like military, etc., may pose
challenges in accurate object recognition, or precise data extraction from the stego
images. As most of the image processing is done on grayscale versions of images
due to cost concerns, Hou et al. [20] introduce a new RDH method that do not alter
the grayscale version of the color images. This work, named as grayscale invariant
reversible data hiding, retains the grayscale invariant version while embedding secret
data into colored images. The secret data is concealed intoR andB color components,
adjustingGcomponent accordingly tomaintain grayscale values. This scheme attains
a reasonable EC along with high quality of the stego images. Kumar et al. [19]
prolonged thework ofHou et al. [20] in the compression domain, tomaintain original
gray-version of the cover image. Though this method was proposed under category
of irreversible data hiding, yet it focused on retaining the grayscale equivalent of the
colored image with significant embedding capacity and high visual quality.

In this paper, we suggest extension of [20] by incorporating high-fidelity nature
of pairwise embedding. It conceals the secret data into colored images by forming
a pair of pixels of two-color components, i.e., G and B so the caused distortion is
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minimized. Further, the R component is adjusted so that invariance of gray-version
can bemaintained. Thus, this scheme offers high-quality stego image at some defined
embedding capacities while retaining the original grayscale version of colored cover
image.

3 Proposed Method

This section introduces the proposed gray-version invariant RDH method based on
pairwise PEE realized using 2D mapping for histogram shifting for colored cover
images. First, decomposition of color image into its color components, namely
R, G, and B is performed and then the Green (G) and Blue (B) components are
utilized in the proposed embedding strategy. The intensity values of Red (R) compo-
nents are adjusted to resist the embedding changes of G and B components so that
invariant color image can be generated. The corresponding extraction procedure
follows reverse steps to retrieve data and restore image. The algorithms to present
the embedding phase is provided as follows.

3.1 Embedding Algorithm

Input: I: cover image of size W × H pixels, S: secret information bit stream.

Output: Stego-Image I ′.

Step 1: Decompose cover image into its color components, namely R, G, and B.

Step 2: Scan the G & B components in chessboard like pattern leaving the border
pixels as defined in [18].

Step 3: Calculate the prediction error using rhombus context of each pixel of both
the planes.

Step 4: Form a pair of prediction errors from each component G and B and embed
the secret data using [17].

Step 6: Adjust the pixels of red channel according to the changes done in the green
and blue channels using the same strategy defined in [19].

Step 7: Combine all three channels, i.e., RGB to form the stego-color image.
Thus, after embedding complete secret data, the resultant stego-image I ′ is

achieved.
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3.2 Extraction and Restoration of Image

The extraction and recovery procedure begins at decoder’s side. The colored stego-
image containing secret data is received by the decoder. The decoder first of all
decomposes the image into its R, G, B color components as in the embedding phase.
Here, the decoder can also convert the image into gray-version if he/she needs it. For
secret data retrieval, the receiver will apply the reverse process followed at sender
side on the both the planes, i.e., G and B to retrieve back the hidden secret data and
the original color planes as per [17]. Next, the original pixel intensities values of the
red components are restored using the gray-image and the recovered green and blue
components as in the [19, 20]. Now, the composition of all the obtained/restored
color components will provide the original cover image. Following this, the decoder
would obtain precisely the extracted data along with restored pixel values. Further,
he/she would be able to use the stego-color image for its applications like fingerprint
matching without any additional processing.

4 Experimental Results and Their Discussions

In this section, we discuss experimental outcomes of proposed reversible data hiding
method and their discussions and comparisons with some existing schemes such as
Hou et al. [20] and Kumar et al. [19]. The evaluation and experiment work are done
usingMATLAB environment running on the Intel(R), Core (TM)-i5 processor, 3.20-
GHz with 4-GB RAM hardware specifications. To-be-embedded data is generated
using arbitrary number generators. The experimental results of Hou et al. [20] and
Kumar et al. [19] are occupied from their respective papers. The experiments have
been performed on different colored 512 × 512 cover image, namely Baboon, Lena,
Airplane, Barbara, Peppers, and Boat taken from the USC-SIPI image dataset [21].
Hou et al.’s work [20] is RDHapproach for colored imageswith grayscale invariance,
in the spatial domain category. Their work is recorded to be a pioneer grayscale
invariant reversible data hiding scheme designed specifically for colored images.
Kumar et al.’s scheme [19] is an AMBTC compression-based steganographymethod
for color image providing gray-invariant images. For the assessment of performance,
two parameters, i.e., embedding capacity (in bits) and peak signal to noise ratio
(PSNR) are taken into consideration. PSNR is measured in dB (Fig. 1).

For an extensive evaluation of the presentation of the proposed scheme, the exper-
imental outcomes, their comparison at 50,000 bits, and 100,000 bits embedding
capacity are provided Tables 1 and 2, respectively. It is experimental states from the
tabular results that the proposed scheme demonstrates higher PSNR values for all
cover images. The explanation behind the superior embedding performance is the
employment of rhombus context for prediction error calculation and the pairwise
embedding which limits the caused distortion. Additionally, the proposed scheme
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(a) Lena (b) Baboon

(c) Airplane (d) Peppers

(e) Barbara (f) Boat

Fig. 1 Cover images
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Table 1 PSNR comparison at EC of 50,000 bits

Cover images Kumar et al. [19] Hou et al. [20] Proposed scheme

Lena 38.2 44.9 45.8

Baboon 31.8 38 38.52

Airplane 39.8 50.2 51.87

Peppers 38.21 41.12 43.65

Barbara 35.12 47.35 49.52

Boat 34.21 40.12 42.15

Table 2 PSNR comparison at EC of 100,000 bits

Cover images Kumar et al. [19] Hou et al. [20] Proposed scheme

Lena 38.21 41.12 43.12

Baboon 31.02 32.5 33.56

Airplane 39.78 42.21 44.15

Peppers 37.89 37.56 39.56

Barbara 35.01 44.12 46.23

Boat 33.86 35.87 36.89

also maintains the same grayscale version of the as of the original colored cover
image.

5 Conclusion

In this paper, a novel technique for RDH in color images ensuring grayscale invari-
ance using a 2D-PEH modification is presented. The proposed method is basically
an extended-work of Hou et al.’s scheme [20] that attains invariant grayscale image.
The following points validate the superiority of proposed method: (1) It can maintain
the same gray-version as of the original image, (2) It improves the visual quality of
the stego-image, (3) It can reversibly embed the secret information inside the cover
image. In the future work, an adaptive prediction error expansion-based approach
can be utilized for further improving the image quality. Additionally, the encrypted
domain can also be explored to secure the contents of the original images.
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Resonant Frequency Prediction of Patch
Antenna in the Presence of Inserted
Airgap Using Machine Learning

Mahima Soni, Kanhaiya Sharma, Ganga Prasad Pandey,
and Surendra K Gupta

Abstract This article presents an application of the machine learning approach to
predict the resonant frequency of microstrip antenna in the presence of an inserted
airgap in the band of 1.07-2.6 GHz. At a fixed overall height of 1.6 mm and by the
varying thickness of FR-4material and inserted airgap, a total of 50 data sampleswere
collected through simulation using CST microwave studio 2019. An artificial neural
network (ANN) model is developed from the simulated dataset and was used for the
resonant frequency prediction. The predicted outcome is compared with simulated
data, and it is determined that themodel relying onANNoffers very close results with
the simulated dataset. The proposed method can be applied to predict the resonant
frequency of the patch antenna in the presence of an inserted airgap for regular and
nonregular shapes.

Keywords Microstrip antenna · Airgap · Resonant frequency · ANN

1 Introduction

In the last four decades, the growth of information communication and technol-
ogy (ICT) industries is continuously high as compared to other industries, and they
demand low profile antennas, with dual polarization, multi-band in nature, low cost,
and easy to fabricate for various applications like Internet of things (IoT). The con-
tinuous research shows that microstrip antenna has greater advantages and high
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prospects over other types of antenna to fulfill the demands of industries and became
a good choice. While having distinct advantages, microstrip antenna has copious
disadvantages like high cross-polarization, low power handling ability, high conduc-
tion, and dielectric losses, radiated from feed structures. From the last four decades,
researchers are trying to compensate these disadvantages by engineering design of
microstrip antenna [1], gain improvement [2, 7, 12], bandwidth improvement [2],
efficiency improvement [3], reduce cross-polarization [6, 9]. Airgap introduced to
improve the bandwidth, gain, efficiency, and other parameters of patch antenna with
the high dielectric substrate and its theoretical and experimental study investigated
in the literature [5]. To calculate various parameters of the antenna, different ana-
lytical methods like cavity model, method of moment (MoM), and finite-difference
time-domain (FDTD)models are existing and recommended by researchers, but they
need antenna expertise. There is a necessity to develop a method to quickly and accu-
rately predict various parameters of the antenna. ML is one of the solutions for it.
Researches have effectively used the machine learning approach to design antenna
[10], and ANN is predicting various parameters of antenna [8, 11].

2 Antenna Design and Simulation

To design patch antenna, Fr-4(εr = 4.4) substrate material and inserted airgap is used
and simulated using CSTTM Microwave Studio 2019 software. To improve various
performance parameters of antenna like bandwidth and gain without changing the
overall thickness of the 1.6mm with Fr-4(εr = 4.4) material, the airgap is inserted in
between substrate and ground plane; hence, airgap also acts as a substrate. By insert-
ing airgap in between FR-4 and ground plane, the overall performance of antenna is
improved due to change in the value of effective εr . The copper material of 0.035mm
is used for patch and ground plane. To design antenna, 41.32× 49.38× 1.6mm3

dimensions are taken and inset feed is used to match 50Ω impedance value. The size
of the ground plane 50.92× 58.98mm2 taken. The design structure of RMSA with
the front and back view is shown in Fig. 1.

3 Machine Learning

ANN is a subset of machine learning (ML), and ML is a part of artificial intelli-
gence(AI). The learning machine is a key concept behind ML. Based on learning, it
will develop a model, and that model is used to predict new data. To train machine
learning-based algorithms, we need enough data and then divide data into three parts
called training, validation and testing; most preferred divisions of data are for train-
ing 70%, validation 15% and for testing 15%. Still, this combination may change
according to a problem. Some optimized methods on how to divide data for ANN
are investigated in [4]. In this investigation, a sufficient amount of data is collected
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Fig. 1 Front and side view
of rectangular microstrip
antenna

through simulation for predicting the resonant frequency of patch antenna in the
presence of inserted airgap.

3.1 Data Generation and Training Process of the ANNModel

A1.6mm constant thickness of the substrate, by varying airgap and FR-4 material
thickness, a total of 50 data samples is simulated using CSTTM. The details of sim-
ulated data samples are given in Table 2. For building the ANN model to predict the
resonant frequency of RMSA, out of 50 data samples, 40 data samples have used
to train the ANN-based LevenbergâŁ“Marquardt algorithm and build a model for
prediction for the new dataset. In the training process of model again, 40 data sam-
ples are internally divided into 70%, 15%,15% for training, validation, and testing,
respectively. The architecture of the proposed ANN model is shown in Fig. 2 and
detail parameter list is given in Table 1.

3.2 Testing Process of the ANN Model

To test the proposedmodel, randomly 10 data samples were selected from the dataset
and kept to check the authenticity and reliability of the proposed ANN model. Test
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Fig. 2 Proposed model

Table 1 ANN model parameters

Parameter Value Parameter Value

Input parameter h, Airgap, Gain and
S11

Validation check 6

Target parameter Resonant frequency Hidden layer 1

Training function Levenberg-Marquardt Neurons 10

Adaptive Learning
function

Gradient decent Training time 1.24 s

With momentum
weight and bias

MSE (training) 4.20696e-7

Transfer function PURELIN MSE (validation) 4.33737e-6

Epoch 16 MSE (testing) 6.07236e-6

Performance 2.57e-07 R (training) 9.9991e-1

Gradient 7.06e-02 R (validation) 9.99939e-1

Mu 1.00e-03 R (training) 9.99919e-1

Validation check 6 Overall Network
performance

Hidden layer 1 MSE 1.95163e-6

Neurons 10 R 9.999960e-1
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Table 2 Dataset of 50 simulated RMSAs

RMSA fr(GHz) Air Gap(mm) FR-4 height
h(mm)

Gain(dBi) S11(dB)

1 1.705 0.1 1.5 5.7738 −13.2

2 1.995 0.2 1.4 5.9522 −27.333

3 2.115 0.3 1.3 5.761 −28.637

4 2.06 0.256 1.344 6.2713 −30.343

5 2.23 0.4 1.2 6.265 −21.566

6 1.99 0.5 1.1 5.3936 −23.721

7 2.056 0.25 1.35 6.3564 −33.38

8 2.28 0.45 1.15 6.7053 −18.35

9 2.228 0.4 1.2 6.4696 −20.775

10 2.055 0.255 1.345 6.1926 −32.815

11 2.312 0.48 1.12 6.9141 −17.414

12 1.956 0.175 1.425 5.7907 −28.223

13 2.055 0.255 1.345 6.1926 −32.815

14 1.989 0.2 1.4 6.038 −30.8632

15 2.049 0.25 1.35 6.2932 −34.004

16 2.079 0.275 1.325 5.9926 −29.594

17 2.223 0.4 1.2 6.2285 −18.974

18 2.274 0.45 1.15 6.3166 −17.091

19 2.384 0.55 1.05 6.4453 −15.34

20 2.049 0.25 1.35 6.2932 −34.005

21 2.274 0.45 1.15 6.497 −17.091

22 2.328 0.5 1.1 7.027 −15.666

23 2.286 0.46 1.14 6.5454 −16.96

24 2.316 0.49 1.11 7.0396 −15.94

25 2.38 0.54 1.06 6.3404 −15.97

26 2.388 0.56 1.04 6.2933 −14.106

27 1.96 0.176 1.424 6.2657 −26.107

28 2.19 0.37 1.23 5.2469 −20.465

29 2.244 0.42 1.18 6.1227 −18.31

30 2.312 0.48 1.12 6.9141 −17.414

31 2.376 0.54 1.06 6.4775 −15.503

32 2.136 0.32 1.28 6.5944 −25.906

33 2.228 0.4 1.2 6.4696 −20.775

34 2.312 0.478 1.122 6.9496 −17.447

35 2.312 0.48 1.12 6.9141 −17.413

36 2.396 0.56 1.04 6.4046 −14.997

37 2.604 0.78 0.82 6.5743 −11.408

(continued)
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Table 2 (continued)

RMSA fr(GHz) Air Gap(mm) FR-4 height
h(mm)

Gain(dBi) S11(dB)

38 2.049 0.25 1.35 6.2932 −30.005

39 2.196 0.375 1.225 6.6305 −20.276

40 2.055 0.255 1.345 6.1926 −32.816

41 2.332 0.5 1.1 6.7187 −16.707

42 2.073 0.27 1.33 6.0129 −30.261

43 2.392 0.559 1.041 6.4075 −15.044

44 2.244 0.42 1.18 6.1227 −18.316

45 2.18 0.35 1.25 6.2815 −23.49

46 2.148 0.329 1.271 6.5082 −25.968

47 2.148 0.329 1.271 6.5082 −25.968

48 2.064 0.261 1.339 6.1271 −33.863

49 2.13 0.316 1.284 6.1145 −24.053

50 2.19 0.37 1.23 6.7275 −20.465

Table 3 Test dataset of RMSA’s

fr (GHz) Air Gap (mm) h (mm) Gain (dBi) S11 (dB)

2.073 0.27 1.33 6.0129 −30.261

2.312 0.48 1.12 6.9141 −17.413

2.19 0.37 1.23 5.2469 −20.465

2.384 0.55 1.05 6.4453 −15.34

2.286 0.46 1.14 6.5454 −16.96

2.055 0.255 1.345 6.1926 −32.815

2.06 0.256 1.344 6.2713 −30.343

2.055 0.255 1.345 6.1926 −32.815

2.079 0.275 1.325 5.9926 −29.594

2.148 0.329 1.271 6.5082 −25.968

datasets were used to predict the resonant frequency in the presence of airgap of
RMSA. The details of test data samples are given in Table 3.

4 Resonant Frequency Calculation

In this paper, the authors have proposed amachine learning-basedmodel to predict the
resonant frequency of RMSA with the inserted airgap. The comparison of simulated
and predicted resonant frequency by the proposed modes has been compared and the
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Table 4 Comparison of simulated and predicted resonant frequency

RMSA Simulated Predicted (ANN) Percentage error (%)

1 2.073 2.0921 0.921369995

2 2.312 2.3131 0.047577855

3 2.19 2.1867 −0.150684932

4 2.384 2.3862 0.092281879

5 2.286 2.2874 0.061242345

6 2.055 2.0549 −0.00486618

7 2.06 2.0572 −0.13592233

8 2.055 2.0549 −0.00486618

9 2.079 2.0999 1.005291005

10 2.148 2.1464 −0.074487896

|least % error | 0.1506849

|Most % error | 1.005291005

| Average % error | 0.1756936
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Fig. 3 Simulated and predicted resonant frequency comparison

details of comparison are given in Table 4 and its graphical representation is shown
in Fig. 3.

4.1 Result and Discussion

In the present investigations, the authors proposed the ANN-based model to predict
the resonant frequency of RMSA in the presence of air gap. It is clear from Table 4
that the predicted and simulated resonant frequencies are very close to each other.
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The absolute least % error is 0.1506849, absolute most % is 1.005291005, and
absolute average % error is 0.1756936. By observing minimum, maximum, and
average absolute error is clear that the model performance of predicting resonant
frequency is approximately 99% accurately.

4.2 Conclusion

For nonregular shapes, the existing analytical methods are tedious, time-consuming,
and need a lot of expertise. Machine learning-based methods for calculating the reso-
nant frequency of the patch antenna are fast and highly accurate. In this investigation,
the authors proposed an ANN-based model to predicted the resonant frequency of
RMSA with the inserted airgap. The predicted and simulated resonant frequencies
are compared and found that simulated and predicted resonant frequencies are very
closed to each other. The proposed model can be used to predict the resonant fre-
quency of regular and nonregular shapes of the microstrip antenna in the presence
of inserted airgap.
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Impact of K-Nearest Neighbour
on Classification Accuracy in KNN
Algorithm Using Machine Learning

Abhishek Srivastava

Abstract Classification accuracy of the KNN algorithm is affected by the number
of nearest neighbour for predicting points. The idea behind nearest neighbour clas-
sification consists in finding a number, i.e. the ‘k’—of training data point nearest in
distance to a predicting data, which has to be labelled. The label of the new predicting
data will be defined from these neighbours. Using a machine learning approach, the
value of k will be fixed for model creation. In this paper, I analyse different numbers
of neighbour so that classification accuracy can be maximized. Different distance
metrics (Euclidean, Manhattan and Minkowski) can be used to measure the distance
from the nearest data point.

Keywords Supervised machine learning · K-nearest neighbour

1 Introduction

Similarity measures play an important role while making classification using super-
vised machine learning. Similarity measures also create an important role while
analysing some pattern of any class in the data set. KNN algorithms work on these
patterns and check the new predicting data point match with which similarity based
on its neighbour. Number of neighbours also plays an important role while clas-
sifying new data neighbour points. Majority of closely located neighbours help to
classify new data points.

K-nearest neighbour uses different kind of distancemetric to finddistance between
new data point with previously classified data point. These distance metrics are
different in nature. Some of distance metric are used to calculate distance between
coordinate points for example Euclidean some of distance metric uses distance been
labelled data like yes and no like Hamming distance.
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Decision of number of nearest neighbour also plays an important role because
by changing the nearest neighbour may invert the classification. With the help of
supervised machine learning model can be train with the data set. With exploratory
data analysis, we can also find some insight of data which can be further analysis.

2 Related Work

Thirunavukkarasu et al. [1] proposed a method based on KNN algorithm and finding
its classification accuracy. He also found the training accuracy and testing accuracy.
He also divided the data set into training and testing data in a ratio of 60% and 40%. In
paper, misclassification rate is 0, while classification is shown with 100%. Kulkarni
et al. [2] done image-based work on iris flower, he used grey level co-occurrence
matrix to find region of interest, then classification is done based on KNN on fuzzy
KNN algorithm. This is a new approach where images are used rather than textual
data.

Tan [3] proposed a method for text categorization. He also proposed that each
neighbour which has small class should have assigned a higher weight in comparison
with each neighbour which has big class should have assigned a little weight. By
using that approach, balancing is done between training samples, and this approach
is named as neighbour weighted K-nearest neighbour (NWKNN).

Hastie and Tibshirani [4] proposed a K-nearest neighbour-based method which
used discriminant adaptive nearest neighbour. Using training data set, he created a
centroid and then find the decision line to classify the object after centroid. Forma-
tion object can be classified based on neighbourhood. Weinberger and Saul [5]
proposed a new distance metric Mahalanobis distance for KNN classification. They
also proposed that Euclidean distance does not play an important role in face recog-
nition as for gender identification, that is why here Mahalanobis distance plays an
important role in classification.

3 Proposed Model

KNN algorithm calculates distance between new data point and its neighbour of
training data point. It arranges the distance in increasing order. Once the distances
are arranged in increasing order, then predecided k-nearest neighbour can be found.
Out of theseK, themajority of votes are considered of different classes. The dominant
class is labelled assigned to new data points.

Step 1: Select any value of nearest neighbour for classification.
Step 2: Calculate distance between the new point and its K neighbour.
Step 3: Sort the calculated distance.
Step 4: Count the data point with category wise among k neighbours.
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Fig. 1 Showing training data with different K values

Step 5: Newdata pointswill belong to the class that has themost neighbours (Fig. 1).

As shown in Figure, there are two classes blue square and red triangle, and we
have to classify the green circle, lets first take k = 1 then green circle classify as blue
circle while if we decide the k = 3 in that case one blue square and two red triangle.
So, one conclusion we draw is that in the case of an odd number of neighbours there
will never be a tie [1, 2].

4 Different Distance Metric Used in KNN

4.1 Minkowski Distance

Minkowski distance is used to calculate the distance between two points. Minkowski
formula can be converted inManhattan and Euclidean distance by changing the value
of p, if p = 1, then this formula is considered as Manhattan distance, if p = 2, this
formula is considered as Euclidean distance [6].

Distance =
(

n∑
i=1

|xi − yi |p
)1/p

(1)

4.2 Manhattan Distance

Manhattan distance can be calculated by putting p = 1 in Minkowski distance.
Manhattandistance is basically usualwhen agrid-like structure is given and adistance
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to be calculated between two points [6].

Distance =
n∑

i=1

|xi − yi | (2)

4.3 Euclidean Distance

Euclidean distance formula can be obtained by putting p = 2 in Minkowski
distance formula. Euclidean distance is a very popular distance metric to calculate
displacement (displacement).

Distance =
√√√√ n∑

i=1

(xi − yi )
2 (3)

5 KNN Model Using Machine Learning Approach

To build a model using KNN algorithm using machine learning approach, anaconda
navigator and Jupyter notebook are used. Different Python libraries are also used to
build the model whose description is given below [7].

• Pandas: To read the data set, Python panda’s library is used.
• Matplotlib: This Python library is used for creating different kinds of visualization

like bar charts, line charts, etc.
• Seaborn: This Python library is used for creating different kinds of visualization

with statistical approach.
• Scikit-Learn: This Python library is used for creating different models. This

library has a very efficientmodel based on classification, regression and clustering.

Implementation of any model in machine learning required seven basic steps:

1. Collection of data set
2. Data preprocessing
3. Data visualization
4. Model creation
5. Prediction
6. Model validation.
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5.1 Collection of Data Set

Here, iris data set is used for KNN classification download for UCI machine learning
repository. Download URL is https://archive.ics.uci.edu/ml/datasets/iris. Total 150
observations are given in the data set with four features (sepal length, sepal width,
petal length, petal width) and one target variable that is iris species. Classification
of iris flowers is done on the basis of its sepal and petal. By measuring its sepal
length, sepal width, petal length and petal width, iris flower is classified into its three
species: 1. Iris Setosa, 2. Iris Versicolour, 3. Iris Virginica (Figs. 2 and 3).

Fig. 2 Iris flower

Fig. 3 Different species of iris flower

https://archive.ics.uci.edu/ml/datasets/iris
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5.2 Data Preprocessing

Data preprocessing is the first step while adopting machine learning approaches. In
data preprocessing, all relevant columns (features) can be considered. Each feature is
further analysis for null value. If any null value is there, it should be removed [8]. Data
set may not contain all columns in numeric form, there may be categorical variables,
for example, male, female, but machine is not accepting these kinds of categorical
variables. So, these categorical variables will be changed in numeric form [8–11].

Data normalization is another step in data preprocessing. Data is normalized
around the mean value with standard deviation 1. This data normalization is also
known as standard scalar.

5.3 Data Visualization

As shown in Fig. 4, we can see that each iris species is clearly separable based
upon petal length, with just a bit of potential overlap in the Iris-versicolor and Iris
virginica, while Iris-setosa is completely separable from the other two. It had been
observed that statistically Iris-setosa is different from others too, while checking its
parameters on mean median and mode value.

As shown in Fig. 5, we can see that each iris species is not clearly separable
based upon sepal width, with huge overlap in the Iris-versicolor, Iris virginica and
Iris-setosa. It had been observed that statistically iris species are very similar too,
while checking its parameters on mean median and mode value.

Fig. 4 Box plot between iris classes and petal length
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Fig. 5 Box plot between iris classes and sepal width

As shown in Fig. 6, we can see that each iris species is not clearly separable
based upon sepal length, with just overlap in the Iris-versicolor, Iris virginica and
Iris-setosa. It had been observed that statistically iris species are very similar too,
while checking its parameters on mean median and mode value.

As shown in Fig. 7,we can see that each iris species is clearly separable based upon
sepal length, with just overlap in the Iris-versicolor, Iris virginica and Iris-setosa,
while Iris-setosa is completely separable from the other two.

Fig. 6 Box plot between iris classes and sepal length
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Fig. 7 Box plot between iris classes and petal width

Count plot in Fig. 8 is used to showing the total instance associated with each iris
species Iris-versicolor, Iris virginica and Iris-setosa. In our data set, 50 data samples
belong to each class.

Fig. 8 Count plot between iris classes and total count of each species
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Table 1 K-value and classification accuracy

k-value Classification accuracy in %

1 95.0

2 95.0

3 95.0

4 98.3

5 96.6

6 98.3

7 98.3

8 98.3

9 98.3

10 98.3

11 98.3

12 98.3

13 95.0

14 96.0

5.4 Model Creation

For creating KNN model, Scikit-learn library is used. Data shuffling is an important
step, so before fitting data to our algorithm, data is shuffled so that training on
important features is distributed equally. With the help of training shuffled data, it
is fit to the KNN model using fit() method. Once data gets fitted or the model gets
trained, this will start prediction. The KNNmodel will predict the label for new data
[12].

5.5 Prediction

Prediction is obtained from the KNNmodel by taking a different number of k values
with distance metric as Euclidean. It is observed that initially classification accuracy
is constant (k = 1 to 3) but after increasing the value of k it increases and maximizes
(k = 4 to 12) after that classification accuracy is decreased [3–5] (Table 1; Fig. 9).

5.6 Model Validation

When performing model validation using training and testing accuracy, a fact is
found out regarding number of neighbours that is accuracy is stable at k = 10 to 12
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Fig. 9 Classification accuracy versus number of neighbour

in both cases training and testing. So for iris data set when performing K-nearest
neighbour algorithm using machine learning approach, 10–12 number of neighbour
give best/stable accuracy.

6 Conclusion

Iris data set is tested on K-nearest neighbour algorithm to find different number of
neighbour value. Different number of K-nearest neighbour had been passed to model
to check impact on classification accuracy. Besides this, ideally there must be an odd
value of k in the range which gives maximized classification accuracy. In our result,
set k value be 11 (get an odd number of neighbours). These values are odd and
give maximized classification accuracy for our iris data set. These K value may be
different from data set to data set, but in each data set case, iteration of K-value must
be performed to find model accuracy.
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Low-Energy-Based Multi-hop Cluster
Head Selection for IoT Applications
Using Super Nodes

Hardika Raman and B. Mohapatra

Abstract Energy utilization is brought about by three exercises: detecting, informa-
tion handling, and interchanges. Correspondence energy establishes the significant
piece of the devoured energy in the wireless gadget, though energy enhancement
centers around the radiomodule workingmodes. The correspondence energy is char-
acterized as the whole of the information transmission energy (i.e., handset energy)
and the information preparing energy. Internet of things (IoT) ought to work with
ideal energy to build the lifetime of the sensor hubs, at the same time guaranteeing
network availability and accessibility. Due to the shortage of energy in IoT, energy
streamlining is expected to limit the energy devoured by the sensor hubs to drag out
network lifetime. In this way, energy proficiency must be considered in each part
of network structure and activity, for the two tasks of the individual sensor hubs
and correspondence of the general network. In this work, a novel method has been
proposed to improve the network lifetime of the currently existing IoT nodes based
onLEACHprotocol forwireless sensor network (WSN) by incorporating the concept
of super nodes and advanced nodes in a multi-hop framework. In the proposed algo-
rithm, the first dead node round number is significantly increased by approximately
52% which improves the network lifetime of the IoT-based wireless sensor network.

Keywords LEACH · IoT ·WSN ·Multi-hop ·MATLAB

1 Introduction

Internet of things (IoT) have been generally viewed as one of the most significant
advancements of the twenty-first century. These sensors can impart either among one
another or straightforwardly to the sink. In any case, gadgets have constrained energy
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assets that speak to the greatest test for IoT. The energy productivity, hearty self-
association, clustering, and steering conventions are significant parts of moderating
energy and drawing out network lifetime, while guaranteeing appropriate activities
of the network. Besides, IoT present a few shortcomings in view of their constrained
buffering highlights and computational assets. The fundamental issue in WSNs is
controlling energy utilization over the entire network.

Wireless sensor nodes have a wide scope of utilizations in different fields. One
of the latest developing applications is in the realm of IoT domains, which allows
between association of various articles or gadgets through the Internet. Be that as it
may, restricted battery power is the significant worry of WSNs when contrasted with
portable specially appointed network, which influences the life span of the network.
Henceforth, a ton of research has been centered around to limit the energy utilization
of the WSNs. Planning of a progressive clustering calculation is one of the various
ways to deal with limit the energy of the WSNs. In this current investigation, the
current low-energy adaptive clustering hierarchy (LEACH) clustering convention is
altered by presenting an edge limit for group head choice at the same time exchanging
the force level between the hubs.

2 Literature Review

In a WSN, the scientist mostly centers around two significant perspectives which
incorporate decrease of energy utilization and dragging out the network lifetime.
Considering LEACH convention [1] as an essential calculation, numerous adjust-
ments have been done based on different applications. An overview of LEACH
protocol and its derived protocols are appeared in [2]. Traditionally, four signifi-
cant parameters are considered to evaluate the performance, for example, clustering
strategy, information accumulation, versatility type, and adaptability. In LEACH
protocol convention, haphazardly chooses cluster head (CH), and no information
about the leftover energy of the network is recorded at the base stations (BS). So
as to address this issue, LEACH-C [3, 4] convention was proposed. Filter C is an
incorporated LEACH convention where all the choice forces are given to the BS.
Every hub is outfitted with a GPS to send its position and leftover energy data to
the BS for each round. The fundamental restriction of this convention is the utiliza-
tion of GPS which depletes the colossal measure of energy just as is not practical.
In LEACH deterministic cluster head selection [5] and improved-LEACH [6], the
creators proposed another limit by altering the crude edge equation. An inclusion
safeguarding CH determination calculation (CPCHSA) for the LEACH convention
is proposed in [7], to expand the network detecting inclusion. One of the confine-
ments of these conventions is that the quantity of CHs picked is not sure in each
round. In LEACH-H [8, 9], the CHs are chosen through an iterative procedure and
are consistent in each round and means to improve the network lifetime. The conven-
tion cannot be executed in huge scale networks and furthermore experiences huge
overhead. In [10], the creators have broadened theCH choice calculation by adjusting
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the likelihood of sensor hub to become CH dependent on the rest of the energy of the
network. In Fig. 1, basic WSN framework and Internet model is shown with refer-
ence to Internet of things is shown. The figure shows the traditional data flow from
sensor node to the end user through Internet. Figure 2 shows the LEACH protocol
working phases. Here, in round 1, cluster head selection is done, and then, the cluster

WiFi/ GPRS

INTERNET 

Sensor Node CH End User Sink i Node/ BTS

Sensor Network

Fig. 1 Basic WSN framework and internet model [1]
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CH 
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Time 
Slot 1

Time 
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_ _ _ _ Time 
Slot N

FRAME FRAME

Round-1 Round-2 Round-N

Fig. 2 LEACH protocol working phase in WSN [1]
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formed. Other routing and cluster formation algorithms can be found in [11] and [12]
for wireless sensor networks.

3 Implementation

Brief proposed algorithmmodifications in existing IoT LEACH are described below:
In initial step, random node position is derived in x- and y-axis direction. In second
step, percentage of normal, super, and advanced nodes is assigned. Third step
comprises setting up the transmitter and receiver parameters, assigning different
initial energy levels to normal nodes, super nodes, and advanced nodes for IoT
devices. In fourth step, election of cluster heads from intermediate nodes or super
nodes of IoT devices and broadcast messages to find its neighbor nods. Cluster
formation is done by selecting a random value of threshold energy. In fifth step,
communication link is established from normal nodes to cluster head.

Distance between cluster head and base station and also from advanced node to
base station is calculated. Then, routing path is calculated based on shortest path or
minimum hop distance to send data to the base station. Multi-hop communication
is established accordingly, and the energy consumed in communication process is
subtracted from the initial energy. The above process is repeated until the complete
rounds. Figure 3 shows the flowchart of the proposed algorithm and its process.

4 Results

In this section, the results of MATLAB-based implementation in modified LEACH
protocol IoT-based framework forwireless sensor network are shown.Advance nodes
(AN) and super nodes concept are added in the traditional LEACH protocol. This
is being done by calculating the threshold energy and subsequently elects from the
advanced nodes and super nodes as cluster heads. The results are shown below: In
Figs. 4, 5, 6, 7, 8, 9, 10, 11 and 12, the results for the same for various instances are
shown.

Figure 4 shows the average energy consumption and transmissions. Figure 5 shows
the energy consumption per transmissions of single bit.

In Fig. 6, the operational IoT nodes show that the transmissions are upto 13,000
bits which is much higher than that of the existing results.

In Fig. 6, operating nodes in round number are shown up to 30,000 rounds which
is much better than the existing work.

Following results show the random nodes deployment scenario of proposed
algorithm.

Now in proposed system,multi-hop (MH) communication is implemented in order
to improve the network efficiency and lifetime. The results for the same are shown
below. Figures 9, 10 and 11 show the results of proposed algorithm.
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Fig. 3 Flowchart of the proposed algorithm

Figure 9 shows the average energy consumption versus transmission graph, and
Fig. 10 shows energy consumed in the transmissions.

In Fig. 11, operation of IoT nodes shows that about 6500 transmissions take place.
In Fig. 12, the operational nodes are active till about 12,000 round number. In

Fig. 13, random node arrangement is shown for proposed algorithm.
In Table 1, the result comparison for outputs is shown. The better techniques are

the proposed IoT LEACH with AN and MH.
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Fig. 4 Average energy consumption versus transmission for proposed systemwith advanced nodes

Fig. 5 Energy consumption versus transmission for proposed system with advanced nodes
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Fig. 6 Operational IoT nodes versus transmission for proposed system with advanced nodes

Fig. 7 Operational IoT nodes versus rounds for proposed system with advanced nodes
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Fig. 8 IoT device final random nodes scenario for proposed system with advanced nodes

Fig. 9 Average energy consumption versus transmission for proposed systemwith advanced nodes
and multi-hop communication

The results are compared in the Figs. 14 and 15. The lowest average energy
consumption is in proposed IoT LEACH with AN MH.

The highest round number in first dead node is for proposed IoT LEACH with
AN and MH.



Low-Energy-Based Multi-hop Cluster Head Selection … 383

Fig. 10 Energy consumption versus transmission for proposed system with advanced nodes and
multi-hop communication

Fig. 11 Operational IoT nodes versus transmission for proposed system with advanced nodes and
multi-hop communication
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Fig. 12 Operational versus transmission for proposed system with advanced nodes and multi-hop
communication

Fig. 13 IoT device final random nodes scenario proposed system with advanced nodes and multi-
hop communication
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Table 1 Result comparison for existing and proposed work

Network parameters IoT LEACH Proposed IoT LEACH
with AN

Proposed IoT LEACH
with AN MH

Average energy
consumption

2.29E−04 3.55E−04 2.20E−04

First dead node round
number

1857 2225 3902
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Fig. 14 Average energy consumption comparison for proposed IoT LEACH
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Fig. 15 First dead node comparison for proposed IoT LEACH

5 Conclusions

Improvement in the network lifetime of the currently existing Internet of things-based
LEACH protocol for wireless sensor network by adding concept of super nodes and
advanced nodes in multi-hop algorithm for LEACH protocol. In the proposed algo-
rithm, the first dead node round number is significantly increased by approximately
52% which improves the network lifetime of the IoT-based wireless sensor network.
The average energy consumption is minimum in the proposed system. The proposed
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system network lifetime is increased to about 12,000–16,000 round numbers. In this
paper, the proposed work is implemented using MATLAB and successfully simu-
lated. In future, soft computing skills like optimization techniques can be applied like
genetic algorithm, particle swarm optimization, ant colony optimization, or ANFIS
in IoT based applications.
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Dynamic Wireless Charging
for Electrical Vehicles

Harsh Agarwal, Vikrant Vashistha, Shohrab Alam, Pallavi Choudekar,
and Ruchira

Abstract The limited supply of fuels has driven us towards the development of
electrical vehicles across the globe. As of now the plugging in type of charging
system is being used to charge the batteries of EVs. For such system, user has to
carry cables and needs to keepwaiting to get the batteries charged.Also, the operation
is not effective in snow and during rains. So, in this paper, we have implemented the
method of inductive power transfer to charge the batteries of EV even when they are
moving which can completely reduce the range anxiety problems with the help of
road/track electrification for dynamic charging of electrical vehicles.

Keywords Inductive and resonant power transfer · Road electrification · Electrical
vehicles ·Wireless charging

1 Introduction

Wireless power transmission is not a new technological trend, and it was already
introduced in 1914 by N. Tesla and the research are still being done on the wireless
power transmission system in order to improve its efficiency, power level, maximum
charging distance and charging tolerance [1]. As we all know, world of engineering
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is going through huge transformation in automobile sector. We have all experienced
the internal combustion engines (ICE) vehicles. Now it is time to switch to the
electrical vehicles where they can be charged wirelessly, and even at the time, they
are moving on the road, which is only possible through electrification of road by
using the inductive or resonant power transfer for dynamic charging.

1.1 Literature Review

At present, charging used for EVs is plug-in connection type where the user or driver
has to connect a plug into a receptacle on the electrical vehicle in order to charge
the battery of their vehicle. Although, there are some pros and cons. Firstly, the
cable and the connector are able to deliver 2–3 times more power than the normal
plug-in systems used at home, but this increases hazard of electrocution particularly
in showery and hostile situations [2]. Second, the length wire system possesses
a tripping hazard and gives rise to poor aesthetics for these systems. Thirdly, in
harsh weathers that frequently have snowing and icing, the plug-in charge point may
develop freezing layers onto the vehicle charger. Hence, we need some alternative
method like dynamic wireless charging and hence eliminating the disadvantages
inherent to plug-in vehicles.

1.2 System Classification

Based on the application, wireless charging systems for EV can be classified into the
two major categories,

• Static(rest) wireless charging
• Dynamic wireless charging.

1.2.1 Static Wireless Charging System

As the name specifies, the vehicle is charged when it is in rest. So here, we just park
or place our electrical vehicle on charging station or our personal garage which is
already modified for wireless transfer. For that, we fix the transmitter in the ground,
while the receiver is present on the lowest point of the electrical vehicle. For proper
charging, proper orientation of the transmitter and the receiver coil is necessary. The
time taken to charge the electrical vehicle depends upon the AC power supplied, the
coil size in transmitter and the receiver coil as well as the air gap distance between
them [3, 4].

This type of system is suitable when the electrical vehicle is parked at some place
for some time.
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1.2.2 Dynamic Wireless Charging System

As the name suggests, here electrical vehicle is charged when it is in motion. The
transfer of power occurs through air asmedium.Here, our transmitter pad is stationary
(laid out on roads), while the receiving pad which is fitted in electrical vehicle is
moving (fitted in the vehicle). By using dynamic charging method for electrical
vehicle, the rangeproblemcanbe significantly improved, and the battery size required
for the electrical vehicle can also be reduced. So, large amount of energy storage is
no more needed with this method [3, 4].

1.3 Advantages and Disadvantages

Dynamic chargingof electrical vehicles offers several advantages. Just consider about
a situation in future where the self-driving cars are out there and they are taking us
to the destinations without a need to stop to charge their batteries. Additionally, the
power generated from nearby solar or wind sources is directly used to charge the
vehicles. So, it offers innumerable advantages and vanishes the problem of range
anxiety for the driver.

But this system faces certain challenges also like issue with electromagnetic
compatibility, limited range of power transferring capacity, efficiency reduction and
bulky and expensive equipment.

2 Dynamic Charging

2.1 Techniques Used in Wireless Transfer

2.1.1 Inductive Wireless Charging System

The basic principle used in inductive transfer is Faraday’s law of induction. In this
technique, power is transferred wirelessly by mutual induction due to the magnetic
field which is developed between transmitting and receiving coil pads [5]. When the
transmitter coil is applied with AC mains, an AC magnetic field is generated which
passes through the receiving coil pads, this AC field is responsible for the movement
of electrons and development of AC power across the receiving pads across the
connected load (battery). Before feeding this generated output to the load (battery)
it has to be rectified as well as filtered as per the load requirements of the charging
system. In this system, the amount of power transferred depends on the choice of
frequency, the coil parameters (self and mutual inductance) and the air gap present
between the two coil pads. Operating frequency is 19–50 kHz.
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2.1.2 Resonant Inductive Wireless Charging System

Resonators are used to obtain a higher quality factor. So, with the better Q-factor
even if the generated magnetic fields are not that strong, the same amount of power
can be transferred as that in inductive power transfer. So, this technique is preferred
over normal inductive charging system [6]. Here, the air gap maintained for wireless
transfer provides flexibility, and power can be transferred for wider air gaps. So, for
this technique, the transmitter as well as the receiver coils must be tuned at resonant
frequency for the transfer of maximum power through the medium.

To get the desired resonating frequencies, we need to use additional compensation
networks in series and parallel the coil pads. Operating frequency is 10–150 kHz.
There are other techniques used in wireless power transfer like capacitive coupling,
microwave transfer, light wave transfer and magneto dynamic coupling transfer. But
due to range, directivity, frequency and application in electrical vehicles, resonant
and inductive coupling is used.

2.2 The Proposed System

We can understand the proposed system with the help of this diagram.
Figure 1 illustrates amethodwhere an electrical vehicle is chargedwith transmitter

Fig. 1 Representation for the dynamic wireless charging system of an electrical vehicle
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Fig. 2 Control schemewith addition of sensors and relays for switching and sensingvehicle position

and receiver coil pads installed. Firstly, the input supply will develop high frequency
current in the transmitter (primary) coil-pad that transfers power through air to the
receiver coil-pad [7]. When power at high frequency is received at the receiver end,
the power is then converted to the DC as per the requirements of the battery needed
to be charged.

Till now, we only discussed how the power is wirelessly transferred to the receiver
pad in static case. The updated scheme is shown in Fig. 2

Above system depicts upgraded system,we have used additional relays and sensor
devices with the proposed network. Sensors are added to the system to sense the
location of the electrical vehicle over the transmitter coil, and relays control the
switching of the circuitry. So, the power is transmitted only when electrical vehicle
is aligned with the transmitter coil for very less time and is switched off when
receiving coil changes its position.

2.3 Performance Parameters

• Power Level—It determines that how much power can be transmitted. So, it
indirectly defines the time taken to charge the battery [8].

• Maximum Charging Distance—Tells us about the air gap between transmitter
and receiver coil [8].

• Efficiency—It is the overall efficiency from ACmains to the battery terminal [8].
• ChargingTolerance—It is defined as the error in alignment between transmitting

and the receiving coils [8].

2.4 Coil Sizing and Formula Used

The optimal coil size as per the load requirement and air gap maintained is designed
using the finite element analysis Maxwell software. The coil parameters (L, C, R and
Q-factor) can be calculated using Eqs. (1) to (4) [9–11].
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L(H) = N 2(Do − N (w + p))
2

16Do + 28N (w + p)
× 39.37

106
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√

f πμo

σ
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w
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Q = 1

R

√
L

C
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where

Do outer diameter,
N number of turns N,
p spacing between each turn p,
w wire diameter w of the coil,
f frequency used (tuned frequency).

2.5 Circuit Implementation

Above work is implemented to design a prototype of dynamic wireless charging
system for electrical vehicle.

In the prototype, total eight transmitting coils (fixed in the road) and one receiver
coil (fitted in vehicle) were designed. With the help of IR sensors and relays, coils
were switched ON when the receiving coil of the electrical vehicle was aligned
with the transmitter coil. A coil size of 60 mm (outer diameter) with 20 turns each
in transmitting coil and 30 turns in receiver coil. A 24 kHz tuned frequency was
used for charging the battery of electrical system. The detailed circuitry used in the
prototype is depicted in Figs. 3 and 4. Further works are being done to study the
effect of the air gap between the two coil pads and how to increase the power level
that be transferred within lowest possible frequency range.

Parameters are given in Table 1.
Figure 4 depicts the overall scheme of the project. IR sensors are used to sense

and detect the position of the electrical vehicle on the road. The relays are connected
through a programming platformwhichworkswith sensor output and allows the relay
for switching. It handles whether the relay should allow the power transmission or
not. So, the power is flown only in case when primary coils are aligned with the
secondary coils fixed in the electrified road. Further, the relays are connected to the
coils, and the wireless transmission is done which we have already discussed earlier.
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Fig. 3 Circuit diagram implemented for wireless transmission for the vehicle

Fig. 4 Switching control through sensors and relays and detection of vehicle position

3 Conclusion

Thework includes implementation of simple formulae for the calculation of different
parameters and is just a upgrade of static charging system which is a wider concept
these days in field of wireless transfer. Here, we developed a prototype as per the
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Table 1 Working parameters Parameters Value

Source voltage 12 V

Working frequency 24 kHZ

Turns (primary) 20

Turns (secondary) 30

Transmission distance 10 cm

Inductance (primary coil) 74.4 µH

Capacitance (primary coil) 0.59 µF

design developed, and after this project, further studies are needed to be done in order
to increase the air gap between the primary and the secondary coil without reduction
in efficiency and how the higher power ranges can be transferred using the minimum
possible frequency range.
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Economic Benefits of Implementing
Demand Response in Congested Network
of Deregulated Power Market

Anjali Agrawal, Ragini Malviya, Seema N. Pandey, and Laxmi Srivastava

Abstract Congestion management has become a vital issue within power systems
and can hurdle to trade of electricity if not properly implemented. In market-driven
environment, suppliers are more concerned for maximizing their profit and mini-
mizing the financial risk. Strategies involved by market players may lead to cancel
the scheduled transactions or create financial disputes among the participants. In this
competitive environment, only technical aspects are incapable of managing conges-
tion. By reducing or shifting the demand from peak hours to off peak hours, end
user consumer can take part in market operations for reducing the congestion more
effectively and efficiently. This paper proposes demand response program (DRP) for
congestion management. DRP is the financial tool for congestion management, and
the effectiveness of this method is tested on IEEE-14 bus system.

Keywords Deregulated power market · Congestion management · Demand
response (DR)

1 Introduction

Restructuring in the electric powermarket has created competition among themarket
participants. The problem of congestion is more frequent and crucial in competitive
environment of deregulated power market. The transmission congestion cannot be
permitted due to various reasons like thermal limit of transmission lines, operating
parameter limits, cascade outage of loss of load, noncompliance of power transac-
tions, increment in market price and possibility of creation of monopoly like market
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power [1, 2]. Due to congestion system, operator is unable to dispatch economic
generators from specific locations. Management of congestion can permit the use of
full capacity of network system. System operator will have the flexibility to accom-
modate all the available transaction and ensures the efficient, economic and safe
operation of power system. A number of congestion management methods have
been developed and are being currently used around the word [3–5]. These methods
can be classified in two categories non-market-based andmarket-based. Several non-
market-based congestion management methods are available in the literature. The
which methods can reduce the congestion in a limited manner because this based
on physical availability of transmission path are market based CM methods. These
methods may be first come first serve, prorate rationing curtailment methods [6, 7].
Flexible alternating current transmission systems (FACTS) devices by controlling
the power flows in the network can help to reduce the over flow in transmission lines.
Different types of FACTS devices are available for improving congestion from trans-
mission path by reducing losses [8]. Generation and distribution companies are not
involved in thesemethods. Congestion is not only a simple problem of physical trans-
mission path, but also it has become a market management issue. Market-based CM
methods can eliminate it very effectively. Optimal nodal pricing approach for conges-
tion management has been recommended by many researchers including Federal
Energy Regulatory Commission (FERC) as it provides crucial market signals in case
of congested transmission corridors, and hence, their continuous monitoring and
accurate estimation are very useful for congestion management [9, 10]. Locational
marginal price (LMP) contains three components energy price, cost of congestion
and loss cost component. In competitive environment, market players submit their
strategic bids into the pool in such a manner of getting maximum profit or optimally
self-schedule in response to prices [11]. To survive in this environment, seller has to
operate not only safely but also competitively. In case of congestion or bottleneck
at a particular location of transmission network, only particular generators or sellers
can supply the electric energy. They create a monopoly and control the total output
to raise the energy prices up to a maximum level for maximizing their profit, exercise
market power [12]. Different strategic bidding optimization techniques for reducing
congestion from transmission corridors effectively are presented [13, 14]. Strategic
behavior andmarket power-based different CM schemes are compared and presented
using an agent base simulation models [15]. Under the new era of rapidly changing
demands, traditional congestion management methods or rescheduling the genera-
tors are not efficient to avoid overloading of transmission system. DGs provide the
electric energy at the specified location near the load point that reduces the over-
loading of transmission network [16, 17]. The size and location of DGs strongly
affect the congested network system operation. A number of methods for siting and
sizing of DGs are proposed [18–20]. Renewable energy sources wind and solar are
also implemented at the optimal location for CM but create new technical issues and
penetration. To resolve the problem of congestion more effectively, involvement of
demand side participants has become necessary. In DR program system, operator
provides information about transmission congestion, price fluctuations and incen-
tives for end user consumers to take part in CM program. To take the advantage of
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this opportunity, load with elastic demand reduces or shifts their demand from peak
hours to off peak hours. This paper proposes demand response-based financial tool
for congestion management.

1.1 Demand Response-Based Congestion Management

In early deregulated power market, consumers were isolated from the market oper-
ations they do not have knowledge about the fluctuations of energy prices and risks.
Only generators, independent power producers and regulatory bodies were involved
in market operations. Due to lack of information, consumers were not motivated
to shift or reduce their demands at the peak hours. This can led to higher energy
prices and more congested network [21, 22]. System operator having information
about the transmission network and retail energy providers (REP) provides the bridge
of proper information gap between system operator and with end user consumers.
Because REP has direct contacts with end use consumers [23]. Loads with elastic
demand provide more effective and efficient market solutions for secure system
operation and CM [24]. Demand response-based CM methods can provide more
economic solutions than rescheduling of generators for CM [25]. Some challenges
for implementation of DR and potential solutions for congestion management are
addressed [16]. Involvement of costumer response results in smaller price spikes and
can lead to lower LMPs [26]. A pool-based DR exchanges were proposed [27] in
which DR exchange operator collects the bid from buyers and sellers and clears the
market for economic benefit for all players under network security consideration.
When price-based load reduction method fails at the time of peak hours, transfer
agent can handle the problem by maintaining the household load under a prescribed
limit [28]. DRs manage energy consumption from load side directly and therefore
canmitigate congestion without any fuel cost and finally reduce the system operation
cost.

2 Problem Formulation

The main object of the proposed method is to eliminate the congestion of trans-
mission system with DR. Objective function having following three sections. First
part is minimization of generation cost of thermal power generators, second part
is incentive given to end user consumers for adjusting their loads, and third one is
the minimum transmission congestion cost. The objective function is given by the
following equation

minimize(
n∑

Gi=1

aGi

(
PGi

)2 + bGi

(
PGi

) + cGi +
NDR∑

m=1

INCm +
TL∑

ki=1

TCCki ). (1)
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2.1 Minimum Generation Cost

Cost of thermal generators can be represented by the following equation. Where abc
are the generator coefficients, n is the number of generators and PGi is the power
generated by the respective generators.

CGi

(
PGi

) = aGi (PGi )
2 + bGi

(
PGi

) + cGi . (2)

2.2 Minimum DR Cost

End user consumers reduce energy consumption under the DR in two cases. First
when electric energy prices are changing at the consumer level, second satisfactory
incentives are provided to consumers. In both cases, consumerwants to getmaximum
profit for adjusting or reducing their demands. For CM, set of loads are selected for
implementing DR on the basis of transmission network configuration. Penalty and
incentive-based elastic load model is proposed for CM. The demand adjustment at
mth response bus can be shown by the following equation.

�Dm = D0m − Dm . (3)

The total incentives given to the consumers at mth response bus can be shown by
Eq. (3). Incentive coefficient is considered from 0.1 to 10 times of electricity prices.

INCm = INC[D0m − Dm]. (4)

Once consumers are participating in DR, they have to reduce their load at the
required minimum demand, if they do not response, they have to pay a penalty for
that. Penalty function can be shown by the equation.

PENm = PEN[LRm − �Dm]. (5)

Minimum load reduction requested by the system operator is shown by LR. Linear
responsive load modal is proposed in this paper is shown by the equation.

Dm = D0m[1+ ∈ σ − σ 0 + INC − PEN

σ 0
]. (6)

where ∈ is the load elasticity σ and, σ 0 are the electricity prices after and before.
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2.3 Equality Constraints

The system network has equality constraints in terms of active and reactive power
available at all nodes. Sum of active and reactive power at each will be zero,
respectively. Power balance equations at each node:

Pi − PGi + PDi + PDG = 0, i = 1, 2 . . . .Ni . (7)

Qi − QGi + QDi = 0, i = 1, 2 . . . . . . Ni . (8)

2.4 Inequality Constraints

Generator and transmission line constraints.
Generator having voltage, active and reactive power limitations, transmission lines

having power flow limitations and DR having incentives limitations

VMin
i ≤ Vi ≤ VMax

i , i = 1, 2 . . . Ni . (9)

PMin
Gi

≤ PGi ≤ PMax
Gi

. (10)

QMin
Gi

≤ QGi ≤ QPMax
Gi

. (11)

Tki ≤ TMax
ki , k = 1, 2 . . . TL. (12)

INCm
min ≤ INCm ≤ INCm

max. (13)

3 Result and Analysis

Optimal power flow is simulated on IEEE-14 [18] bus system under MATLAB soft-
ware environment. Bus system having five generators, nine load buses and 20 trans-
mission lines is simulated in two cases. First is base case simulation, andDR program
is simulated for CM in second case. In both the cases, generation dispatch, genera-
tion cost, DR cost and congestion costs are compared in Table 1, and power flow on
transmission lines is shown in Fig. 1.
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1. Base case simulation
2. DR program-based simulation.

3.1 Base Case Simulation

Base case optimal power flow is simulated that results in the generator dispatch,
generation cost, congestion cost and power losses which are shown in Table 1. Active
power flows on 20 transmission lines are shown in Fig. 1. It is clear from the figure
that line no. 1 connected between bus no. 1 and 2 line no. 3 connected between bus

Table 1 Generator dispatch, generation cost, congestion cost and power losses

Gen/cost/losses Base case DR-based

PG1 (MW) 88.774 79.3089

PG2 (MW) 43.5863 42.36

PG3 (MW) 47.2047 50.4716

PG4 (MW) 92.0895 86.3295

PG5 (MW) 58.4617 57.8194

DR4 (MW) 56.05 50.4659

DR11 (MW) 39.68 35.712

DR14 (MW) 33.91 30.519

TPD (MW) 323.5 310.5569

TPG (MW) 330.1162 316.604

DR cost (Rs) 00 38.00

Total cost (Rs) 11,513 11,119

Congestion cost (Rs) 213 00

Power losses (MW) 6.6161 5.7327

Fig. 1 Transmission line power flow in both cases
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no. 2 and 3 having power flow just equal to their ratings. This situation leads to
overloading of transmission system and insecure operation of power system.

3.2 DR Program-Based Simulation

For reducing congestion of transmission line, bus system is simulated with DR
program. Simulation is carried out, and load bus no. 4, 11 and 14 participate in
DR program for reducing the elastic load. Consumers can reduce load up to 10%.
In this case, load elasticity is considered −0.1 and incentive 10% of energy price,
respectively.Generator dispatch, generator cost,DRcost loads after demand response
at load buses 4, 11 and 14 are shown in Table 1. Now, it is clear from Table 1 that the
addition of generation cost and demand response cost is lesser than total generation
cost in base case. And power flows in this case are shown in Fig. 1. It is clear from
the figure that now power flow on line no. 1 and 3 is within range as well as power
flows on other transmission lines are also reduced. With DR program, congestion on
power system is eliminated, and system operation cost is reduced. DR program is
market-based tool for CM. This method of CM saves fuel cost also.

4 Conclusions

In competitive environment of deregulated powermarket inmost of the CMmethods,
only generator side entities take part. End user consumers were not aware about
congested network that was the main cause congestion. Under DR program, end user
consumer gets the opportunity to take part in market operation for CM. Consumers
are motivated by incentives for reducing or shifting their elastic demands from peak
hours to off peak hours. This paper proposes a GA-based DR for congestion manage-
mentwhich is implemented on IEEE-14 bus system.After implementation,DR trans-
mission system becomes congestion free, and it reduces the system operating cost
also. Hence, under market-oriented competition environment of deregulated power
system, DR provides a financial tool of CM for the system operator.
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An Overview of the Intelligent
Control-Based Optimization Methods
for Integrated Renewable Energy Sources

Akanksha Sharma, H. P. Singh, R. K. Viral, and Naqui Anwer

Abstract In developing countries like India, the demand of energy has been
increasing remarkably due to the generalization of the agricultural, industrial as well
as domestic activities. The rising global warming phenomena and an increase in the
depletion of fossil fuels have been the most vital driving force towards the attention
to exploitation of renewable energy sources. Along with various advantages of these
sources, there comes a lot of complexities attached to them due to their intermittent
and variable nature. Therefore, to avoid these uncertainties, it is necessary to provide
these resources with proper planning and optimization methods. This paper deals
with a detailed study of many optimization techniques which can be applied to the
renewable energy sources including the classical as well as the Artificial Intelligence
and hybrid techniques which can offer a clear vision for the researchers in this field.
The main focus has been laid on the fuzzy logic-based and adaptive intelligent-based
techniques for renewable energy sources. Certain recommendations considering the
challenges in renewable energy development are also been provided.
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1 Introduction

As we know that the natural capacity of earth for supplying fossil energy is not
ever lasting. So, in addition to the increasing energy demands, several factors like:
The vast increase in oil pricing, reduction of conventional sources of energy, and
most importantly global warming have been redirecting the awareness for the proper
utilization as well as of renewable energy sources (RESs) [1]. For satisfying the basic
needs such as cooking, lighting, heating, etc., all the societies need energy services.
For a secured sustainable development of the country, these energy services need to
be safe with low environmental impacts. Such social development requires energy
security and an easy access to the energy resources which are very crucial for the
promotion of sustainable environment [2]. The main step towards this sustainable
environment is the use of RESs for both large scale energy production and standalone
systems [3].

RESs are the most important solution for the increasing global warning and
because of the fact that these sources are abundant and clean, various researches are
being carried out for the optimization of these systems. Apart from several advan-
tages, there are many problems caused due to the variable nature of these sources.
Fortunately, the problems which are caused by the variable nature of these resources
can be overcome to a certain extent by integrating the two resources in proper combi-
nation by using the strengths of one of the sources to overcome the weakness of the
other [4]. The hybrid systems that combines solar and wind generating units with
battery backup is able to attenuate their individual fluctuations and reduce energy
storage requirements significantly. However, some problems stem from the increased
complexity of the system in comparison with single energy systems especially when
it is backed by and efficient storage system [5]. This complexity, brought about by
the use of two different resources combined, makes an analysis of hybrid systems
more difficult.

Several authors have evaluated the main renewable energy technologies taking
into account sustainability indicators, such as Evans et al. [6] who compared wind
power, hydropower, photovoltaic, and geothermal energy taking into account the
price of generated electricity, greenhouse gas emissions during the full life cycle of
the technology, availability of renewable sources, efficiency of energy conversion,
land requirements, water consumption, and social impacts. Evans et al. concluded
that wind power has the lowest relative greenhouse gas emissions, the least water
consumptiondemands and themost favorable social impacts, but it requiresmore land
and has high relative capital costs [6]. Lund [7] analyzed strategies for a sustainable
development of renewable energy taking into account three major technological
changes: energy savings on the demand side, efficiency improvements in energy
production, and the replacement of fossil fuels with various sources of renewable
energy.

The improvement of renewable energy technologies (RETs) will assist sustain-
able development and provide a solution to several energy related environmental
problems. In this sense, optimization techniques constitute a suitable tool for solving
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complex problems in the field of renewable energy systems. In this paper, various
optimization techniques suitable for renewable energy sources integration have been
discussed along with their merits and demerits.

1.1 Various Integration Structures

Different RESs have different operating characteristics; therefore, it is much needed
to provide themwith a standard integrating procedure. For the integration of different
RES, there are basically three possible structures [8–10]:

1. DC Coupled Structure
2. AC Coupled Structure
3. Hybrid Structure.

DC Coupled Structure

A DC configuration consists of a single DC bus upon which all the RESs are being
connected by the related power electronics circuits. This type of structure is able
to supply power to a DC load as well as AC load by the use of an inverter. It is a
very simple structure as no synchronization is required [10]. The basic DC coupled
structure for a solar–wind integrated system is shown in Fig. 1 [10].

DC/DC
Converter

AC/DC
Converter

Bidirectional
Converter

DC/AC
Converter

Storage
Systems

DC Loads

AC Loads

DC Bus

 

Fig. 1 DC coupled structure of solar–wind integrated system
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Fig. 2 AC coupled structure of solar–wind integrated system

AC Coupled Structure

In an AC coupled structure, various RESs are connected with the help of a power
frequency AC bus using appropriate power electronics circuits. The AC loads can
be directly connected to the bus but the DC loads can be only connected via an
AC/DC converter. This type of structure is basically used for high frequency loads
[11]. The basic AC coupled structure for a solar–wind integrated energy system has
been shown in Fig. 2 [10].

Hybrid Structure

A hybrid structure consists of both AC and DC bus. In this particular structure, the
DC sources like the solar energy source are coupled via DC bus and the DC loads
are directly connected to the DC bus with the use of proper interfacing circuits. The
AC sources are being connected directly without the use of any interfacing circuit.
The hybrid type DC–AC structure is of comparatively high efficiency and lower cost
[10]. The basic hybrid DC–AC coupled structure for a solar–wind—small hydro
integrated system is shown in Fig. 3 [10].

2 Need for Optimization

There is still a huge percentage of population in the country residing in the rural
areas and not getting the benefits of suitable developments through electrification.
In India, there are a number of villages which cannot be connected to the electricity
grid due to their remote location. So, there is a need to provide electrification to
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Fig. 3 Hybrid DC–AC coupled structure for a solar–wind—small hydro integrated system

such areas through the RESs. Using these sources in isolated mode will not be
an effective solution due to various factors like the cost, reliability, and efficiency.
Therefore, the best possible method is to use these sources as HRES or IRES. In
order to make an efficient and economical solution of such system, their strategic
planning becomes an important task. An inappropriate planning of these sources
can lead to create diverse challenges, thereby degrading the system performance and
need to overcome. The basic planning focuses on the performance of the components
of the system. However, through the optimal modeling of such system, an optimal
performance can be achieved in least cost [12, 13].

3 Modeling and Optimization Techniques Used for RESs

The research area of RESs planning is vast and consequently, the available reforms
in this area are also extensive. Keeping this fact in mind; this section aims to provide
a state of art on various aspects of RES planning such as resource load estimation,
sizing and siting, socio- economic planning, etc.

Aforementioned, aspects of RESs can be achieved by optimal planning.
Researchers have applied various approaches and optimization techniques for solving
RES planning problems. A detailed review of various types of methodologies, which
are incorporated in RESs, has been carried out. The different approaches and tech-
nologies are well described in Fig. 4. These methodologies have been grouped under
following categories:
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Optimization Techniques For an Integrated RE System

Classical Techniques Artificial Techniques Hybrid Techniques
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Fig. 4 Various optimization techniques for integrated renewable energy system

1. Classical Techniques
2. Artificial Intelligence-Based Techniques
3. Hybrid and other approaches.

3.1 Classical Techniques

To facilitate an ideal solution for a continuous and differential function, the opti-
mization based on the classical techniques is generally used. These techniques use
the differential calculus techniques for the construction of optimum energy models.
The basic classical techniques used for the RES-based systems are the dynamic
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programming (DP), linear programming (LP) model, sequential linear program-
ming (SLP), non-linear programming (NLP), multi-objective evolutionary algo-
rithms (MOEA), analytical approaches, multi-objective programming (MOP),multi-
input linear programming (MILP), various graphical user interface (GUI) software,
and optimization tools [14]. Some of the notable studies are discussed here.

Ramakumar et al. [15] designed an IRES model using a LP method for meeting
up the energy-based requirements for the developing nations. The objective function,
which is related to the annual cost of the system, has been worked out, resulting into
energy sets and constraints of power. Devadas [16] designed a LP-based model for
the maximization of production of energy as well as the crop revenue with various
constraints of the system. The revenue which is generated by the rural energy system
proposed is used for reducing commercial energy cost, fertilizer, labor wages and
animal feed. Hennet and Samarakou [17] minimized the total life-cycle cost (LCC)
of wind conversion system and the optimal capacity of the battery storage system.
Fang [18] developed a LP-based optimization model using several equations for the
variation in the rural energy system and supply demands. Nagabhushana et al. [19]
developed a cost function-based model for minimization of the equipment cost of
HRES. Ashok [20] designed a hybrid model based on the numeric iterative algorithm
for the rural electrification in some areas of Kerala. For optimization of sizing of
solar, wind, micro-hydro hybrid system, an objective function was designed. Ho
et al. [21] designed a model for minimizing the cost components of the HES like the
biogas, biomass, battery storage, solar photovoltaic, etc. TheMILP-based techniques
have been proposed to estimate the availability of resources and the operation of an
inverter with binary constraints. Joshi et al. [22] developed a model incorporating
a technology mix for lighting, irrigation, and cooking need using RESs which are
available locally. Iqbal et al. [23] developed few linear as well as non-linear equation
based for the electricity need of small units. Vaccari et al. [24] used SLP method
to develop an optimization tool which can generate an operating plan over specified
time horizon of the given set points for meeting up the basic requirements with the
minimum operating costs.Wang et al. [25] developed amulti-objective model for the
optimization of the size of a stand-alone HRES. The model also considers economy,
reliability, and the environment aspect and also optimizing the number as well as
the type of RES used along with their height and installation angle. Diemuodeke
et al. [26] presented an optimal mapping of the HES considering the energy storage
and a backup diesel generator for the households in Nigeria. This system is able to
meet 7.23 kWh/day of a household’s energy demand. Jafari et al. [27] developed a
magnetically coupled HRES for the residential applications.

3.2 Artificial Intelligence-Based Techniques

Artificial intelligence (AI)-based approach is implementation of science along with
engineering for making an intelligent computer program. They do not require the
availability of the weather data for the sizing of the integrated energy system in
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the remote areas. These techniques provide better optimization results due to fast
convergence rate and ease of implementation [28, 29]. There are many AI tech-
niques which are being reported in the literature for the problems of size and cost
optimization of the HES such as genetic algorithms (GA), particle swarm optimiza-
tion (PSO), ant colony optimization (ACO), harmony search (HS), fuzzy logic (FL),
evolutionary particle swarm optimization (EPSO), artificial neural network (ANN),
and also the hybridization of such techniques. These AI techniques can also deal
with the non-linear variation of RESs.

Hakimi and Moghaddas-Tafreshi [30] developed a hybrid system configuration
using a PSO-based approach with wind units, anaerobic reactor, fuel cells, elec-
trolyzer, reformer, and hydrogen tank for the sizing problem in the hybrid system for
meeting residential area demand. Amer et al. [31] used the PSO technique to develop
a hybrid system for the satisfaction of the load demand. The technique was used for
reduction in the cost of energy and consideration of losses between the production
and demand side. Fetanat and Ehsan [32] developed a PV-wind HES for the opti-
mization of size using the ACO technique. The objective function minimizes the sum
of maintenance and capital cost. Koutroulis et al. [33] used the GA technique with an
objective function to minimize the total system cost for the investigation of system
components type and an optimal number. Arabali et al. [34] used the GA technique
for cost minimization and increase of efficiency of a solar PV-wind system along
with a battery storage device. Maximum storage capacity and the energy excess of
the storage system for the percentage of load shifting was calculated. Paliwal et al.
[35] developed the relation between size of the storage units, number of cycles,
and the replacement over the life time of the project by optimizing the PV-wind-
diesel system for the fulfilment of the techno-socio-economic criterion. Abdelkader
et al. [36] used a multi-objective GA (MOGA) approach for the sizing of the system
considering the storage dynamics. Different economic analysis was considered for
the optimal system configuration. Li et al. [37] designed a sustainable HRESwith RO
desalination system using recurrent neural networks (RNN).Multi-area optimization
was also conducted using an extended mathematical programming (EMP) to mini-
mize total annual costs and greenhouse gas emission. Murugaperumal and Raj [38]
validated an optimal design of HRES for a remote village in Pondicherry, India using
artificial neural network (ANN-BP) feedback propagation and Levenberg-Marguardt
(LM) data training technique. The work shows that HRES in a remote location is a
cost-effective solution for the sustainable development of the rural areas. Ghiasi [39]
developed a system for providing an extensive analysis about the new AC and DC
structures, determining the capacity as well as the capital designing using HRES for
increasing the availability and reducing costs of the network with the use of PSO.
Magdy et al. [40] used model predictive control (MPC) technique for the frequency
stabilization of RES with inherent nonlinearities. An Egyptian power system (EPS)
was used to prove the effectiveness of the proposed system, and the performance
is compared with the PSO algorithm under varying load profiles and uncertainties.
Singh and Fernandez [41] used a new algorithm named Cuckoo search algorithm
(CSA) for the problem of hardware failure in PV panels during modeling. A concept
based on random number generation has been adopted to calculate the actual hourly
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available PV power.Mohammed et al. [42] designed a system to satisfy a stand-alone
area in Brittany, France, as an example of load demand using PSO for minimization
of energy cost. Wagh and Kulkarni [43] presented certain combinations RES for
satisfying the thermal demand of a region. AMicrosoft excel optimizer software and
PSO algorithm were used is used to solve the constraint optimization problem.

3.2.1 Fuzzy Logic Based Techniques

Fuzzy logic controller (FLC) is an intelligent controller, the concept of which was
conceived by Lotfi Zadeh, professor at the University of California at Berkey. Fuzzy
logic (FL) is basically a problem solving control system methodology which can be
implemented into systems ranging from small, embedded micro controllers to large,
networked or workstation-based data acquisition systems [a]. FL provides simple
way for a conclusion based upon ambiguous, imprecise and noisy or any missing
output information. It can be implemented both in hardware as well as software.
The main approach behind FL is based upon a person’s behavior while making any
decision and that too much faster. It considers some numerical parameters to operate
the significant error and the rate of change of error.

3.3 Hybrid Techniques

The combination of two or more optimization techniques is known as hybrid tech-
niques which are used to overcome the problems and limitations of the single algo-
rithm. There are various such techniques including artificial neural fuzzy interface
system (ANFIS), artificial neural network/GA/monte carlo simulation, hybrid iter-
ative/GA, monte carlo simulation (MCS)—PSO, simulation optimization—MCS.
Khatib et al. [44] developed a hybrid optimization technique for creating the set of
possible configurations for the desired system using the GA. Rajkumar et al. [45]
developed a technique based on ANFIS to benefit with the ANN learning abilities by
the performance of an intelligent system. This technique allows the fuzzy inference
system to track the input/output data. Bashir and Sadeh [46] used the PSO/MCS
hybrid technique for the system capacity determination for the wind, PV cell and
battery for the supply of specific load. PSO is used for the optimal sizing of the
system and the MCS for the assessment of uncertainties in wind and PV power.
Maleki and Pourfayaz [47] used the evolutionary algorithms (EA) for the optimum
sizing of the HES with a reliability index in terms of LPSP. Fadaee and Radzi [48]
used the multi-objective approach using the EA for the overview of the optimiza-
tion methods. Shilaja and Ravi [49] presented a hybrid metaheuristic optimization
method including Dragonfly algorithm (DA) with aging particle swarm optimization
(APSO) for handling the optimal power flow problem. The main objective of this
work is fuel cost minimization, voltage profile deviation, and power loss minimiza-
tion. Murugaperumal and Raj [50] proposed a hybrid technique using ANFIS and
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modified dragonfly algorithm (MDA), termed as ANFMDA for the modeling and
optimal energy management of the micro grid with a low cost. Kaabeche and Bakelli
[51] used four algorithms namely-ant lion optimizer algorithm (ALO), grey wolf
optimizer algorithm (GWO), krill herd algorithm (KH), and JAYA algorithm for the
establishment of rules and the tools for energymanagement optimization and also the
sizing of awind and solar production system using an electrochemical storage device.
Sawle et al. [52] presented an optimal planning of PV-wind-biomass hybrid energy
system including the backup power sources like battery bank and diesel generator.
GA and PSO are uses for the cost of energy minimization.

The comparison of these various optimization techniques for RESs is described
in Table 1.

4 Recommendations

In countries like India, which are rich in renewable resources, the power generation
usingRESwill be on high demand because of the declining fossil fuels and it becomes
important to pay attention to various challenges attached to these resources and
depending on these challenges there are certain recommendations which can be kept
in mind:

1. Technical constraints like—power quality, stability, voltage, and power fluctua-
tions should be considered properly due to the complexity of the system.

2. Various optimization techniques like—ANFIS, ANN, GA, FL should be used to
find an optimal solution to the complexity involved with the process.

3. For maintaining the stability of IRES, the transient analysis of system should be
carried out in a proper manner by step changes in the variable parameters like
solar radiation, wind speed, load demand, etc.

4. For the improvement of system components in IRES, nanotechnology is a very
important and crucial subject.

5 Conclusion

The paper provides a comprehensive study of the latest research developments
in the field of optimization of renewable energy sources. The overview provides
about various optimization techniques involved and used in the planning, design,
and control of renewable energy. Different optimization techniques are discussed
including the classical techniques like: dynamic programming (DP), linear program-
ming (LP) model, sequential linear programming (SLP), non-linear programming
(NLP), multi-objective evolutionary algorithms (MOEA), multi-objective program-
ming (MOP), etc., the artificial intelligence techniques like: algorithms (GA),
particle swarm optimization (PSO), ant colony optimization (ACO), harmony search
(HS), fuzzy logic (FL), evolutionary particle swarm optimization (EPSO), artificial
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neural network (ANN), etc., and also the hybrid techniques like: artificial neural
fuzzy interface system (ANFIS), artificial neural network/GA/MCS, hybrid itera-
tive/GA, MCS—PSO, simulation optimization—MCS, etc. The study shows that
some researchers have used heuristic optimization methods and others have solved
multi-objective problems using Pareto optimization methods. Therefore, it can be
concluded thatmulti-objective optimizationmethods using various hybrid techniques
is a promising field in renewable energy development.
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Bit Error Rate Analysis for Indoor
Optical Wireless Communication System

Mansi Gupta, Gagan Agrawal, Namrata Kumari, and Rekha Rani

Abstract For this paper, we use visible light spectrum (380–740 nm wavelength)
for indoor optical wireless communication which is an emerging technology and
new way for indoor communications. It uses the already built-in LED infrastructure
which is being used for illumination, to transmit signals and photodiode for receiving
signals. This paper contains BER analysis for indoor visible light communication
for indoor communication. The system model consists of one LED and one photo-
diodewhich form a classic point-to-point indoor visible light communication system.
The Lambertian emission-based channel model is used along with On–Off Keying
modulation. The effect of various parameters on BER is studied and plotted.

Keywords VLC · BER · Lambertian emission-based channel model · Detection
threshold

1 Introduction

Visible light communication is gaining popularity in the past few years. The data
traffic in the RF spectrum is increasing and so is the demand for data; hence, the RF
spectrum is saturating [1]. InVLC, LEDs are used for transmittingwhile photodiodes
for receiving signals. An LED transmitter used for illumination can also be used for
communication.
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Implementation of VLC can be done for both indoor and outdoor scenarios, but
most of the research is focused on indoor scenarios. Visible light communication has
many advantages over other methods of communication, like an unlicensed spectrum
that is free to use, exempt fromRF interference, and a better rate of data transmission.
Hence, VLC will be a favourable method for indoor wireless communications in the
upcoming 5G era [2].

A fundamental scenario of indoor VLC is explored by research. A comparison
between the Lambertian model and the results of empirical data is done in [3].
However, received optical power is measured only up to 10 m.

Various modulation techniques like pulse amplitude modulation [4], colour shift
keying (CSK) [5], phase shift keying (PSK) [6], orthogonal frequency divisionmulti-
plexing (OFDM) [7, 8] have been explored. In this paper, only Gaussian noise (both
noise dependent on input and noise not dependent on input) is considered.

For this paper,

• Channel gain is plotted for various orders of the Lambertian emission (m)
• The power emitted by the LED varies with m.

2 System and Channel Models

For this paper, an indoor VLC system (single input single output) is considered as
shown in Fig. 2. The LED used for transmitter converts electrical signals to VLC
signals. (x, y, z) are the coordinates of the LED. At the receiving end, PIN photodiode
is used to convert VLC signals back to electrical signals. The coordinates of the
photodetector are (p, q, r). The LED is fixed, while the photodetector can move on
the receiving plane and can be tilted at an angle. The size of the room is fixed (Fig. 1).

The major sources of noise in this paper Gaussian noise dependent on input and
Gaussian noise not dependent on the input.

2.1 Transmitter

White light LED is used as a transmitter. Let X be the transmitted signal. Since On–
Off Keying (OOK) modulation is used, X is either 0 or 2P. P is the average power
emitted by the LED and λ is the irradiance angle. At the transmitting end, the radiant

Transmitter
White LED

OOK

Receiver
PD

Lambertian 
Emission-based 

Channel

Y=signal +noiseX ε{0,2Pe}

Fig. 1 Flow diagram for VLC system
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Fig. 2 System model for
indoor VLC

intensity of LED can be written as in [9],

R(λ) =
[
(m + 1)

2π

]
cosm(λ) (1)

Here m equals,

m = −loge2

loge
(
cos

(
�1/2

)) (2)

�1/2 is the semi-angle at the half-power emitted by theLED.Thepower transmitted
(Pt) can be given as,

Pt = P ∗ R(λ) (3)

2.2 Channel Model

Lambertian emission-based channel model h can be defined as [10],

h = R0(λ) ∗ A

d2
cos(ϕ) (4)

ϕ is the incidence angle of the photodiode, d is the scalar distance between the
transmitter (LED) and the receiver (PD), A is the physical area of photodiode.
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cos(λ) and cos(ϕ) are given below,

cos(ϕ) = z − r

d
(5)

cos(λ) = 〈V nor, Vrs〉
||Vnor||.||Vrs|| (6)

where V rs is the vector from the PD to the LED and V nor is the unit normal vector of
the receiver plane,

Therefore,

Vnor = [x, y, z] − [p, q, r ] = [ x − p, y − q, z−r ] and

Vrs = [cosα sin θ, sin α sin θ, cos θ]

where θ is the angle of inclination that is calculated by the coordinates of the PD and
the projection angle of LED on the XY-plane. The azimuth angle (α) equals to

α = tan−1

∣∣∣∣ y − q

x − q

∣∣∣∣ (7)

For the first quadrant of the XY-plane.
Furthermore, (6) can be written as

cosϕ = [(x − p) cosα sin θ + (y − q) sin α sin θ + (z − r) cos θ ]/d (8)

Hence after substituting Eqs. (1), (5) and (8) in Eq. (4), the channel gain (h)
becomes

h = (m + 1)A

2πd2
[(x − p)cosα sin θ + (y − q)sin α sin θ + (z − r)cos θ] (9)

2.3 Receiver

Photodiodes are used for receiving the electrical signal propagated by the transmitter
and the noise added by the channel. Various noises added to the signal are shot noise,
thermal noise, etc. They are modelled by Gaussian distributions [11]. Y represents
the received signal.

Y = ohX + Z0 + √
ohX Z1 (10)
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In Eq. (10), Z1 ∼ N(0, ς2σ 2) is the Gaussian noise dependent on input and
Z0 ∼ N(0, σ 2) is the Gaussian noise independent of the input. σ is the standard
noise variance of input independent Gaussian noise, and ς2 ≥ 0 is the ratio of the
variance of Z1 to the variance of Z0 assuming both to be independent. o denotes the
optoelectronic conversion factor of the photodiode.

3 BER Performance Analysis

The bit error rate for the indoor VLC communications system with OOK can be
calculated as,

BER = Pr(off)Pr(off|on) + Pr(on)Pr(on|off) (11)

where Pr(on) is the probability of transmitting bit 1 and Pr(off) is the probability
of transmitting bit 0, and both are equal to 1/2 and Pr(off|on) and Pr(on|off) are the
conditional bit error probabilities for transmitted bit equals 0 and 1, respectively.

The conditional PDF (f Y |X (y|x)) is,

fY |X (y|x) = 1√
2π

(
1 + rhxς2

)
σ

e
(y−rhx)2

2(1+rhxς2)σ2 (12)

According to (12), Pr(0|1) and P(1|0) can be derived as

Pr(0|1) =
η∫

−∞

1√
2π(1 + χς2)σ

e
−(y−x)2

2(1+χς2)x2 dy

= Q

(
χ − η√
1 + χς2σ

)
(13)

Pr(1|0) =
∞∫

η

1√
2πσ

e
−y2

2σ2 dy

= Q
( η

σ

) (14)

Therefore, (11) can be written as,

BERς2>0 = 1

2

[
Q

(
χ − η√
1 + χς2σ

)
+ Q

η

σ

]
(15)
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η is the threshold value for detection of signal at the receiver’s end and is presumed
to be a random number.

4 Results and Discussion

Figure 3 shows channel gain versus �1/2 and it can be observed that the maximum
channel gain is observed when �1/2 is 54°. Figure 4 shows channel gain versus order
of the Lambertian emission where ς = 2. It is observed that the channel gain reaches
it maximum value when the value of m = 5. Since BER is inversely proportional to
the channel gain, it is observed that BER will be least at these values (Table 1).

Figure 5 shows BER versus channel gain where P = 55 dBm. Figure 5 shows
an initial decrease in BER as the channel gain increases, but BER stabilizes with a
further increase in channel gain.

For h = 8 × 10–6.
Considering the values in Table 2, it can be noted that for a constant channel gain

(h), BER is directly proportional to ς.
Table 3 shows the values of BER for ς for η = 2. It is noted that BER is directly

proportional to ς just as the observation in Table 2. Figure 6 shows BER versus
η, where the coordinates if the photodiode (p, q, r) are (2 m, 2 m, 1.5 m), and the
coordinates of LED (x, y, z) are (2.5 m, 2.5 m, 3 m). It can be observed that BER
reaches a valley value for a particular η. This is known as the optimum detection
threshold (η*).

Fig. 3 Channel gain versus �1/2
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Fig. 4 Channel gain versus m

Table 1 Parameters used

Parameters Symbol Value

Room size J × K × L 5 × 5 × 3 m

Physical area of PD A 0.1 cm2

Standard noise variance σ 1

Opto-electronic conversion factor o 0.9

Fig. 5 BER versus channel gain (h)
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Table 2 BER values for various ς

σ BER

0.5 0.0010

1 0.0444

2 0.1177

4 0.1821

Table 3 BER values for various ς keeping η = 2

ς BER

0.5 0.0313

1 0.0789

2 0.1502

4 0.2033

Fig. 6 BER versus η

5 Conclusion

In this paper, it is observed that the value of the Lambertian emission between 0 and
5 gives the highest channel gain and hence the minimum BER. Thus, the value of
the semi-angle at half power of the LED (�1/2) is found to be 54°.
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An Automatic Self-sufficient Irrigation
System Using Microcontrollers

Varun Singh Chauhan, Ruchira Singla, and Pallavi Choudekar

Abstract Irrigation systemhas a big contribution in the development of horticultural
yields, landscape development, and revegetate dismayed soils in dry zones or during
poor rainfall.Water system likewise has different uses in crop creation, including frost
protection, stiflingweed development in grain fields and preventing soil erosion. This
paper proposes an automatic irrigation system which senses the content of moisture
in the soil and accordingly turns the pumpmotorON/OFF for a certain period of time.
The proposed system reduces the water wastage and reduces the human intervention.
To develop the prototype, the 8051 microcontrollers have been programmed, and it
receives input signal from the sensor of varying moisture conditioning of the soil.
The system uses a electrical energy generated by the photovoltaic panel to energize
the devices. After receiving the signal, the microcontroller gives an output that drives
a relay which is used for operating the water pump for a fixed period. This is linked
directly to the timer section of microcontroller. The status of the soil and water pump
is displayed on the LCD which is interfaced to the microcontroller

Keywords Renewable energy sources · Solar panel ·Microcontrollers · Resource
optimization ·Moisture sensor · Arduino
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1 Introduction

The farming sector of Indian economy provides roughly 70% of all employment
in the Indian economy while only accounting for less than 30% of GDP of the
whole country, compared to the farming employment rates in developed countries,
the employment provided is very less for roughly the same percentage of GDP.
Also, all developed countries have higher produce per person than Indian farmers.
They achieve it by a combination of both biotechnology and automation. They use
harvesters to harvest the crops and bio-engineered crops resistant to pests while
providing higher produce. Such automation may not be possible in India currently
due to lack of capital, but some sectors where automation is feasible must be pursued
so as to ease every bit of strain on the farmers as possible. In this paper, simplistic
automation of irrigation of crops by using a automatic irrigation system is done that
is cheap and self-sufficient by means of a solar tracking solar panel that is used to
power the electronics and batteries for the pump.

The automatic irrigation system is designed and accomplished by using amoisture
sensor that tests the level of moisture of soil and relays the info to the Arduino board.
This Arduino board compares it to a pre-set threshold value and accordingly decides
to turn pump or solenoid valve in case of sprinklers ON. The entire setup is very
cheap and very flexible; the pre-set value can be changed according to the crop to be
irrigated.

The system is made self-sufficient by use of a solar tracking solar panel that
reduced the heavy cost of a larger solar panel by increasing the efficiency of a
cheaper smaller solar panel by orienting it according to the direction of sun.

The main goals of this project are to:

• Propose, design and construct a system that automates the tedious and continuous
task of irrigation.

• Make the system cost effective and flexible to accommodate needs of various
crops and farmers.

• Make it feasible in the rural areaswhere the supply of powermaynot be guaranteed
at all times.

• Make the system self-sufficient and not too tacky such that an average farmer
might be intimidated by it.

• To be able to make use of systems already in place for irrigation.

2 Literature Review

In [1], the authors havedesigned a solar trackingdevicewhich canharvestmore power
and provides better efficiency by keeping the panel at a right angle to the sun rays.
The work presented in [2] defines the method used in traditional irrigation system.
The proposed system not only provides a low-cost solution but is very effective in the
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sense that it saves water up to 80% as compared to the traditional irrigation practices
applied in the agriculture.

The design in [3] presents an automated irrigation system by using different
controlling parameters such as temperature, soil moisture and air humidity. These
are the important parameters which need to be controlled especially in case of preci-
sion agriculture. A simple four-electrode conductivity sensor is used in [4] for the
automatic logging of soil water.

In [5], the work is done on automatic irrigation system in which the sensor senses
the soil moisture content, and there is an automated mechanism to turn ON or
OFF the pumping motor. Arduino board ATmega328 microcontroller collects the
input signal of changeable moisture circumstances of the soil via moisture detecting
system. In [6], an automatic plant irrigation system using ATMEGAmicrocontroller
is discussed.

3 System Operation

The automatic irrigation system comprises mainly of a moisture sensor that is buried
deep in soil which is the target area of irrigation. This soil sensor’s output is connected
to the analog in pin (A0) of the programmed Arduino board that compares it to the
pre-set value for desiredmoisture provided. If the received input for moisture content
is lower than the threshold pre-set, it turns the pumpmotor ON, or in case of sprinkler
system, solenoid valve operates that begins the watering process until the moisture
level is of desired quantity. Schematic is shown in Fig. 1.

The Arduino board is powered by a 5 V solar tracking solar panel to ensure self-
sufficiency of electronics, but if the motor needs to be operated too, a bigger solar
panel may be used or a different panel may be utilized for charging battery of motor
or solenoid valve.

The solar tracking solar panel (supply unit for AIM) utilizes two LDR sensors that
are placed such that they have very little overlap area where they both receive equal
amount of light. When both the LDR receive same amount of light, their resistance
becomes same. Based on this concept, this voltage through each LDR is sent to the
L293D IC that compares them and acts it by sending signal to the 555IC on the side
of LDR receiving less light to actuate the motor to rotate in the direction that it gets
just enough light to maintain the balance between the two LDR, and this is used to
orient the solar panel towards the sun. Solar tracking schematic is shown in Fig. 2.

4 Components

1. Light-Dependent Resistor
These are variable resistors whose resistance can range from Mega ohms to just
several ohms depending on the amount of light they receive and in different
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Fig. 1 Schematics of irrigation module

cases the wavelength of the light they receive. When light falls on the LDRs,
the electrons from the outermost shell get enough energy to cross the energy
gap and go from valence bond to conduction bond, thus becoming available
for conduction; this forms holes and electrons in the medium, thereby lowering
resistance. It can be said as a sub-type of photocell. Some examples include
cadmium sulphide cells, etc.

2. Moisture Sensor
These sensors aremoisture sensors typically employed tomeasure the volumetric
content of water in soil without the lengthy process of physical tests on soil
sample. They measure it live and using properties of soil like soil resistivity, etc.
More complex soil sensors can utilize microwaves to measure moisture content
or using soil water as an electrolyte in a galvanic cell-type phenomenon.

3. IC L293D
L293D is a typical motor driver or motor driver IC which allows DC motor to
drive on either directions. L293D is a 16-pin IC which can control a set of two
DC motors simultaneously in any direction.

4. 555 timer IC
The 555 timer IC is an integrated circuit chip used in a variety of timer, pulse
generation and oscillator applications. The 555 can be used to provide time
delays, as an oscillator, and as a flip-flop element.

5. Arduino Microcontroller
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Fig. 2 Solar tracking schematics

It is an open-source, relatively cheap and very versatile atmega382p
microcontroller-based chip system that can be programmed within the pre-
installed boot loader using Arduino IDE software. The programming language
being a derivative of C and C++ is easy to learn for beginners and makes the
Arduino to become very versatile. It can accept both digital and analog inputs
and can interface with a wider range of electronics that can further add to its
versatility. The Arduino accepts the inputs from the soil moisture sensor and
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Fig. 3 Operation of pump

compares it the present interval of moisture levels and then accordingly turns
water supply ON or OFF via motor pump or solenoid valve.

5 Results

The solar panel tracks the sun and powers the automatic irrigation system that senses
the moisture and soil and operates the pump if the moisture content is below the
threshold value (Fig. 3).

Its main advantages over the traditional watering systems are as given below

• It can prevent over watering that can cause plants to die
• It increases efficiency of irrigation per volume of water used
• It can check soil erosion caused by extreme over watering
• It can ensure uniformity in irrigation by use of multiple moisture sensors or

distributed moisture sensors spread evenly across a field
• It can monitor rate of drying of soil and be used in DAQ systems
• It can reduce labour costs and labour requirement for irrigation.

6 Conclusion

This research paper proposes designs and constructs an automatic irrigation system
powered by a solar tracking solar panel that can reduce the wastage of water and is
self-sufficient to be installed in rural areas. Its threshold value can be set according
to irrigation requirements of various plants.

While the common fixed solar panel has an efficiency of about 39%, the use of
solar tracker can increase the amount of power collected by the solar panel to about
70% and more than that in case of solar panels that track the sun in more than one
axis. Therefore, this project utilizes this clean source such that the smaller size of
panel thus required can be used to power the automatic irrigation system sufficiently
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while also reducing the heavy cost of a larger panel that is fixed for same amount of
energy. Solar tracking was made possible with use of PIC16F84A microcontroller.
The PIC based on the information received about the area of maximum illumination
in form of increased power flow through light-dependent resistor moves the panel to
face that direction completing the process of solar tracking by using components and
gear DC motors, which allow for a dependable and accurate movement to face the
sun. Thismethodology for solar trackingwas adopted because of the bell curve nature
of solar energy which was unsuitable and weak compared to requirement of pump.
The energy that would be required to run pump based on solar panel directly would
require a larger solar panel; hence, a rechargeable battery is used as an intermediate
to run pump motor.

The Arduino upon being powered up receives the information from soil moisture
sensor about the amount of moisture in soil and compares it to the threshold value;
if it is less than the said value, it activates the pump motor to water the plant until
it exceeds threshold value set by the user as required by needs of various crops.
The entire system is self-sufficient and optimizes the irrigation of plants which is
considered a labour-intensive andmeticulous task and accomplishes it a low costwith
enough flexibility to accommodate a wide range of irrigation situations. Solar power
is used as it does not need to operate at night when there is no photosynthesis and
during rainy days when irrigation is not required, besides its availability in remote
areas.
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Performance Analysis of Smart PMSM
Drive Using SVM Based 3-Level Neutral
Point Clamped Inverter

Ratan Raju Ravela, Dharmendra Kumar Singh, and Jay Singh

Abstract In this paper, a different switching sequences using Space Vector Pulse
Width Modulation (SVPWM)-based 3-level Neutral Point Clamped Inverter (NPCI)
for permanent magnet synchronous motor (PMSM) drive is proposed. The proposed
technique decreases the switching sequences number of converter compared to
existing strategy. This method provides less THD and good dynamic response when
it is put in to PMSM drive. Nowadays, 3-L NPCI has renowned influence in area
of medium voltage high-power requirement. The various waveforms are compared
with SPWM. The analysis of speed and torque for PMSM drive are simulated in
MATLAB simulink.

Keywords Neutral point clamped inverter · Permanent magnet synchronous
motor · SVPWM · Sinusoidal pulse width modulation · THD

1 Introduction

Multi-level inverters emerged as an interesting choice for high power and medium
voltage applications [1]. Figure 1 shows inverter classification based on different
topologies. For recent years, multi-level inverter is widely used because of better
harmonic spectrumandhigh attainable voltage [2]. It reduces high voltage and current
change rate due to peak voltages and other short comings in conventional inverter.
The structure of 3-L NPCI topologies gives desirable characteristics such as lower

R. R. Ravela · D. K. Singh (B)
Department of Electrical and Electronics Engineering, Noida Institute of Engineering &
Technology, Greater Noida, UP, India
e-mail: er.dksingh1994@gmail.com

R. R. Ravela
e-mail: ratnamwait@gmail.com

J. Singh
Department of Electrical and Electronics Engineering, GL Bajaj Institute of Technology &
Management, Greater Noida, UP, India
e-mail: jaysinghism@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
R. Agrawal et al. (eds.), Advances in Smart Communication and Imaging Systems,
Lecture Notes in Electrical Engineering 721,
https://doi.org/10.1007/978-981-15-9938-5_42

441

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9938-5_42&domain=pdf
mailto:er.dksingh1994@gmail.com
mailto:ratnamwait@gmail.com
mailto:jaysinghism@gmail.com
https://doi.org/10.1007/978-981-15-9938-5_42


442 R. R. Ravela et al.

Fig. 1 High power converter classification

switching losses, higher efficiency, and negligible electromagnetic interference [3].
Therefore, it is widely used in industry and become hot spot of power electronic
drives [4].

For variable speed drives, SVPWM is the most popular among other pulse with
modulation (PWM) techniques. SVPWM leads in digital realization and stronger
utilization of dc bus [5]. This implementation involves identification of sector, time
of switching calculation, and optimum switching sequence of voltage vectors for
inverter [5, 6]. This can be achieved by coordinate transformation and look up table.

The main aspect of variable frequency drive (VFD) used in industrial applica-
tion is PMSM, which run by 3-L NPCI due to its high reliability and productivity
[7]. Because of the advancement in power electronic technology, high performance
smart digital processor enhances new application to PMSM. internet of things (IOT)-
based PMSM are getting popular nowadays. Smart PMSM is used in exhaust gas
recirculation, electric throttle control, and variable nozzle turbine. Nowadays smart
PMSM used in motion control are designed with SVPWM, field orientation control
methods [8]. In this paper SVPWM-based 3-L NPCI PMSM drive analyzed over
SPWM scheme of 3-L NPCI.

1.1 Neutral Point Clamped Inverter

In high-power application, 3-LNPCvoltage source inverter has significant advantage
over 2-L voltage source inverter in two ways [7]. One is it double the power rating,
second improves the quality of output by reducing harmonics [9]. The conventional
3-L NPCI topology structure is shown in Fig. 2 [4]. It has two capacitors C1, C2

which provide two identical DC voltages and diodes will provide clamp level. The
three level output of each bridge arm is+V dc/2, 0,−V dc/2, whereV dc/2 is DC voltage
[10, 11]. The three types of potentials on DC side, respectively, are P, O, and N. In
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Fig. 2 3-L NPC inverter circuit diagram

2-level conventional inverter has eight (n3 = 23 where n is number of level) switching
states where as 3-L inverter has twenty-seven (33 = 27 where n is number of level)
switching states with 19 voltage vectors which decides their output is shown in Fig. 3
[12].

Voltage vectors are partitioned into four groups per their magnitude. Figure 3
shows three zero voltage vector, twelve small voltage vectors, six medium voltage
vectors, and six long voltage vectors. The long voltage vectors with V dc magnitude
responds to vertices of outer hexagon, the medium voltage vector with 2 V dc/

√
3

locates an angle bisector of each 60° sector. The short vectors with V dc/2 magnitude

Fig. 3 Space vector diagram of three levels inverter
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Fig. 4 Classification of multilevel inverter modulation techniques

are in inner vertices of inner hexagon. Neutral point current does not affect by both
long and zero vectors. Symmetry of space vectors compensate the voltage imbalance
created by medium vectors [12].

1.2 PWM Techniques

The PWM technique is the most superior to control the inverter voltage. From fixed
DC voltage, we can obtain controlled output voltage by proper switching periods
of 3-L NPC inverter. Energy delivered to motor by PWM inverter is achieved by
controlling the train of PWM control circuitry [12]. Figure 4 shows classification of
modulation techniques used in multilevel inverter. The quality of PWM techniques
depends on many parameters such as harmonic content in inverter output and ampli-
tude of fundamental components [13]. To control output voltage, reduce harmonic
content most useful methods are SPWM and SVPWM.

1.3 Sinusoidal Pulse Width Modulation

For 3-FPWMinverter, switchingpulses are created after comparingbalanced3-phase
sinusoidal reference voltages having high frequency common triangular with carrier
voltage signal in SPWM [14]. Turn on and turn off times are decided by intersection
of reference voltage signals with triangular carrier signals. A better sinusoidal output
can be obtained by either varying amplitude, frequency of reference voltage, or by
high switching frequency [15, 16]. SPWM scheme is more flexible and simple to
implement, however, it has fundamental component maximum peak is restricted to
50% of DC link voltage. Further extension of the SPWM method is difficult due to
over modulation range.
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1.4 Space Vector Pulse Width Modulation (SVPWM)

The SVPWMprovidesmore fundamental voltage and reduces harmonic over SPWM
method. This method is most suitable for adjustable speed drives. The output of
SVPWM is 27.3% greater than SPWM in terms of its fundamental values [17]. It uses
a rotating synchronous reference frame. In order to implement SVPWM reference
frames from abc to αβ transformation to be done [18]. Nowadays research work
is directing towards simplification of modulation methods, reduction of capacitor
voltage of dc link.

3-L NPCI PMSM with SPWM scheme is discussed first in the second section of
this paper, section-III dealt with SVM technique. Three levels NPCI PMSM drive
with SVM has better dynamic performance with change in load conditions over
SPWM employed drive due its robustness [19].

2 Working Principle of SVMMethod

SVM method uses volt-time balance to calculate duty cycles for different switching
state vectors. Primary task is to determine the reference voltage vector V ref which
lies in small triangles of a big sector. As mentioned earlier, switching state for three
levels has 27 (n3 = 33 where n is number of level), which generates 19 different
voltage vectors [20]. Figure 5 shows the closet vector from where reference vector is
generated as below.

Fig. 5 Space vector
modulator for 3-L inverter
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v∗ = −→v = 1

Ts
[V1t1 + V7t7 + V13t13] (1)

Ts = t1 + t7 + t13 (2)

where v∗ (or) −→v is mean value of load voltage, Ts is the modulation period,
V1, V7 and V13 are application vectors with time t1, t7 and t13, respectively. By
calculating these times with the help of volt-time balance we will get below equation
[21]

−→
V = 1

Ts

[
VaN + aVbN + a2VcN

]
(3)

where a = e j2π/3, VxN = Phase voltage.
These vectors generate pulses for 3-L inverter. Some have redundant switching

states so can generate more than a single switching state [22]. Switching timing of
each vector in sector-1 are shown in Table 1. Figure 6 shows sequence of switching
patterns in each sub sector based on arrow head direction.

Table 1 States of switching of 3-L inverter

Switching symbols Switching states Output voltage

S11 S12 S13 S14

P ON ON OFF OFF +Vdc/2

O OFF ON ON OFF 0

N OFF OFF ON ON −Vdc/2

Fig. 6 Switching patterns of 3-L inverter
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3 Simulation Results

PMSM is used in industrial drives widely because of its high efficiency, high relia-
bility, and dynamic performance. 3-L NPCI is very effective for medium voltage and
high-power applications. So, in this paper, dynamic behavior of PMSM for SPWM
and SVPWM with load variations are discussed (Fig. 7).

The simulation results of NPC inverter controlled PMSM drive for both SVPWM
and SPWMare presented that results in good dynamic response for SVPWMmethod
when load and speed variations applied. Figure 8 showsMATLABSimulink diagram
of PMSM with SVM algorithm.

3.1 Sinusoidal PWM

For 3-L NPC inverter permanent magnet synchronous motor phase as well as line
voltages are shown in Figs. 9 and 10, when load torque is changed from 2 N-m to
22 N-m at 0.6 s in SPWM method was applied. With more distortions at starting
and the THD values for line to line and phase voltage of PMSM drive are 36.61%
and 55.44%, respectively. For same load torques changes, Fig. 11 shows rotor speed,
rotor angle and electromagnetic torque variations.

Fig. 7 Block diagram of PMSM controlled by 3-L NPC inverter

Fig. 8 Simulation diagram of proposed work
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Fig. 9 Line to line voltage of 3-L NPC PMSM drive

Fig. 10 Phase voltage of 3-L NPC PMSM drive

Fig. 11 Load torque, rotor speed, rotor angle, and electromagnetic torque of PMSM

Fig. 12 Line voltage waveform of PMSM drive for SVM scheme
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Fig. 13 Phase voltage waveform of PMSM drive for SVM scheme

Fig. 14 Load torque, rotor speed, rotor angle, and electromagnetic torque of PMSM with SVM
scheme

3.2 Space Vector PWM

Line to line as well as phase voltages of 3-L NPCI PMSM are shown in Figs. 12
and 13, when load torque varied from 2 N-m to 22 N-m at 0.6 s in SVM method
was applied. The THD values for line to line, phase voltage of PMSM drive are
31.56% and 52.45%, respectively. It has fewer distortions at starting over SPWM
method. For same load torques changes, Fig. 11 shows rotor speed, rotor angle, and
electromagnetic torque variations (Fig. 14).

4 Conclusion

This paper provides control strategy and mathematical model of smart PMSM drive
with SVPWM-based 3-level neutral point clamped inverter. The dynamic response
corresponding to speed and torque are very important for any industrial and automa-
tion applications. The PMSM is the best suitable for automation because of its good
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speed control feature even at variable load, therefore the speed and torque variations
are relatively less corresponding to load change. From MATLAB Simulink results,
we observed that SVPWM method shows better performance compared to PWM
both dynamically as well as steady state conditions. This topology result in a good
dynamic response and less THD with less number of converter switching sequences
applied to 3-L NPC inverter PMSM drive.
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Performance Analysis of Indoor Visible
Light Communication System Using
NRZ-OOKModulation Technique

Mohd Faheem, Indra Kumar Verma, Prakhar Nag, Shivam Goswami,
and Vinay Singh

Abstract Visible light communication (VLC) is one of the key areas in wireless
communication. It has recently been acknowledged as an alternate to RF communi-
cation due to increased bandwidth and avoiding health-related impact of RF waves.
In the paper, performance of Indoor visible light communication system is analyzed
using NRZ-OOK as modulation technique on optisystem 16.1.0. The performance
of indoor VLC system is improved using NRZ-OOKmodulation in comparison with
RZOOKmodulation. Simulation results depict that NRZ-OOKmodulation provides
optimized data rate of 1 Gb/s up to 6 m distance. BER is also reduced on applying
the technique to 1.64851 e-015 bits per sequence.

Keywords Bit error rate (BER) · On–off-keying non-return to zero (OOK-NRZ) ·
Line of sight (LOS) · Visible light communication (VLC)

1 Introduction

Visible light communication system utilizes the wavelength spectrum from 380 to
780 nm, i.e., VLC spectrum. It is able to utilize for indoor wireless data transmission
system with very high data rates. Indoor VLC system can be used for both illumina-
tion and communication [1]. VLC system uses LED as a transmitter, air as a transmis-
sion medium and photodiode uses as receiver. The main key benefit of visible light
communication is that it does not interfere with radio frequency signals. This made
visible light communication to be used at hospitals, airplanes, underwater communi-
cation vehicular-to-vehicular communication and space stations. The main features
that increase the usage of visible-light communication for different applications are
security, simple implementation procedures, and license free band characteristics
[2].
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Fig. 1 LOS propagation model

The paper consists of the following segments. A brief introduction to VLC system
is mentioned in Sect. 1. Indoor system model is mentioned in Sect. 2. Block diagram
of the proposed system is mentioned in Sect. 3. The proposed simulation setup of
the system along with results and discussion is included in Sect. 4.

2 Indoor VLC System Model

The specific room model with dimension of 10 × 10 × 6 m3 is shown in Fig. 1
where single LED transmitter and photodetector are shown below. LOS signal is
transmitted from LED source and received by the photodetector. Path d is for LOS
channel [3].

3 Block Diagram of the Proposed System

The proposed system includes three blocks like transmitter block, LOS channel, and
receiver block as shown in Fig. 2.
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Fig. 2 Block diagram of the proposed indoor VLC system with optical back ground noise

3.1 VLC Transmitter

VLC transmitter utilizes white LED for the data transmission. The key advantages
of white LEDs are consume less power, more brighter, low cost, less complexity,
and long life duration over 50,000 h [4]. Mainly, two types of white LEDs are
available in market, RGB LEDs and yellowish phosphor [5]. In this proposed work,
phosphor-based white LED is used, which emits more light per watt.

3.2 Channel Modeling

The transmitter LED transmits the data in the form of light. The light transmitted over
LOS channel model and the photodetector is used to receive the light from the LOS
channel. The LOS channel model is used to achieve the higher data rate, lowest path
loss, and dispersion. The total power of received optical signal from the transmitting
LED source is shown by the equation below [3].

Pr = [HLOS(0)]Pt+ σ 2
noise (1)

where the direct gain (DC) is represented by HLOS(0) of LOS channels, the total
power of receiver noise is represented by σ 2

noise, which involves thermal noise, and
shot noise is shown by the following equation below [3].

σ 2
noise = σ 2

shot + σ 2
thermal (2)
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The shot noise variance induced by the fluorescent light source and signal, which
is described in [6], is shown by the following equation below.

σ 2
shot = 2qR(Pr+Pn)B (3)

where the charge on electron is represented by q, the responsivity of photodetector
is represented by R, the power of received noise is represented by Pn, the total power
of received optical signal is represented by Pr, and bandwidth of the receiver is
represented by B.

σ 2
thermal = 4KT/BRf (4)

where Boltzmann’s constant is denoted by K, absolute temperature is denoted by
T, and feedback resistance is represented by Rf [7]. LOS channel components have
been used to design the FSO propagation model of indoor communication system.
On the basis of half-angle of transmitter (source), the following equation is used to
calculate the Lambertian order [3].

m = − log2
log

[
cos

(
∅1/2

)] (5)

where the half power semi-angle of LED is represented by
(
∅1/2

)
. The LOS channel

DC gain is shown by the following equation below [8]

HLOS(0) = Ar(m + 1)

2πd2
cosm(∅) cos(ϕ)g(ϕ) (6)

where active area of the receiver is represented by Ar and irradiance angle of LOS
channel is represented by the angle ∅. The incidence angle of LOS channel at the
receiver is represented by the angles ϕ, and the receiver’s optical gain is represented
by the g(ϕ) which is shown by the following equation below [3].

g(ϕ) = n2

sin2(ϕFOV)
(7)

where refractive index of concentrator is represented by n.

3.3 VLC Receiver

At receiver side, signal is received by the photodetector. Generally, two types of
photodiodes are used to receive optical signal such as PIN photodiode and avalanche
photodiode. It converts detected light signal into electrical signal [5]. VLC receiver
consists of electrical amplifier, low-pass filter, and data recovery. The received signal
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is very weak. To amplify the received signal, an electrical amplifier is utilized; to
eliminate undesired frequency components, low-pass filter is used, and to recover
back the transmitted signal, data recovery is used [9].

4 Simulation Setup

The proposed VLC system simulation is done on optisystem 16.1.0 software. The
optisystem is a tool which is used to simulate the system of optical communication
and analyze the practical modeling of the optical components [10].

The transmitter consists of pseudo-random bit sequence generator operating at
1Gbit/sec, NRZI sequence encoder converts data one format to another format, and
NRZ-OOKmodulation is a simplest on–off-keyingmodulation. The operating wave-
length of LED is 500 nm, and the bandwidth of modulation is 0.4 THz. The proposed
system includes optical back ground noise. Thus, optical signal from transmitting
LED source and optical back ground noise from fluorescent light source are received
by the photodetector. To calculate the bit errors, BER analyzer is utilized. To define
the interferences and signal distortion, eye diagram analyzer is utilized. Thus, the
performance of indoor VLC system results obtained by simulation are analyzed.

Table 1 includes list of the parameter of components with values used for the
optisystem simulation of the proposed indoor VLC systems using NRZ-OOKmodu-
lation. It contains the major parameters such as bitrate, size of the room, line of sight
channel (channel distance, detection surface area, irradiance angle and incidence
angle), LEDwavelength, photodiode (responsivity, wavelength and bandwidth), gain
of the electrical amplifier and cutoff frequency of the low-pass Bessel filter. The oper-
ating power of optical background light noise source is 22 W, and the frequency is
450THz. Thermal noise and shot noise are induced by transmitted optical signal and
optical background light. The operating wavelength of LED is 500 nm, and band-
width of the LED is 400 GHz. In this model to receive optical signal, silicon PIN
photodiode is used havingwavelength of 500 nm, bandwidth of 400GHz, and respon-
sivity of 0.2A/W. Fluorescent lamp is used to generate optical background light noise
having frequency of 450 nm, and power is 22 W. The simulated indoor visible light
communication systemusingOOK-NRZmodulation technique is proposed as shown
in Fig. 3.

4.1 Results and Discussion

We have designed and simulated the indoor VLC system with and without optical
background light noise source by using the parameter values listed in Table 1. We
have analyzed the output results by using different types of analyzer such as BER
analyzer, eye diagram analyzer, optical spectrum analyzer, and oscilloscope visual-
izer. The optical power of transmitting LED is 1.215Wwhich added with the optical
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Table 1 List of the parameter of components with values used for the optisystem simulation of the
proposed indoor VLC systems

Parameters Value

Room size 10 × 10 × 6 m3

Bit rate 1 Gbit/s

Modulation OOK-NRZ

Encoder NRZI sequence encoder

Optical source (LED) Wavelength—500 nm
Bandwidth—400 GHz
Electron life time—0.01 ns
RC time constant—0.01 ns

LOS channel Distance—6 m
Transmitted half-angle—45°
Irradiance angle—6°
Incidence angle—6°
Detection surface area—10 cm2

Silicon PIN photodiode Wavelength—500 nm
Bandwidth—400 GHz
Responsivity—0.2 A/W

Electrical amplifier Gain—102 dB

Low-pass Bessel filter Cutoff frequency—0.75 * Bit rate

Optical light noise source (fluorescent lamp) Power—22 W
Frequency—450 THz

Fig. 3 An optisystem simulation of the proposed system with optical background noise

background light noise source power of 56.315 E12 W; when the transmitted light
signal propagates through the LOS channel, then the received optical signal power is
826.522 E6 W which is obtained for the distance of 6 m, and the achieved electrical
power at the photodetector is 87.754 E−12 W (Figs. 4, 5, 6, 7 and 8).

From Figs. 6 and 9, it has been observed that the waveform of received signal at
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Fig. 4 Binary sequence visualizer output of PRBS generator

Fig. 5 Binary sequence visualizer_1 output of NRZI encoded signal
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Fig. 6 Output of oscilloscope visualizer for 1 Gb/s OOK-NRZ signal

Fig. 7 Output of optical time domain visualizer for signal modulated by LED
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Fig. 8 Output of oscilloscope visualizer_1 at the PIN photodiode with optical background noise

the photodetector is same as the transmitted signal and the bit sequences both of the
signals are same.

From Figs. 4 and 10, it has been observed that the decoded signal and the
information signal are same, and the bit sequence of both of the signals is same.

From Fig. 11, it has been observed that the minimum BER of 1.64851 e−015 is
obtained for the distance of 6 m between transmitter and receiver.

FromFig. 12, it is noticed that the output of eye diagram analyzer for 1Gb/s OOK-
NRZ signal having minimum BER of 1.64851 e−015, maxQ factor of 7.87816, and
the eye height of 0.553761 au is achieved for 6 m distance between transmitter and
receiver.
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Fig. 9 Output of oscilloscope visualizer_3 at low-pass Bessel filter

The electrical power on the photodetector linearly reduces for different distances
between the transmitting LED and the photodetector, which is shown by the graph
given in Fig. 13.

From Fig. 14, it has been seen that the eye height reduces linearly for different
distances between transmitter and receiver.

It is noticed that theminimumBER of 1.64851 e−015 is achieved for 6m distance
between transmitter and receiver, and the BER also increases as distance increases,
which is shown by Fig. 15.

5 Conclusion

In this paper, the indoor VLC system using OOK-NRZ modulation and NRZI
sequence encoding and decoding technique with optical background noise is
analyzed. The performance analysis of key parameters like bit error rate, eye height,
optical to electrical power conversion, etc., is presented which conclude that an
improved performance regarding BER and data rate up to 6 m. A low-pass Bessel
filter is employed to furtherminimize thermal noise and shot noise. It is also observed
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Fig. 10 Output of binary sequence visualizer_2 for recovered information signal by using NRZI
decoder

that the BER performance of the NRZ-OOKmodulation is enhanced under the influ-
ence of optical background noise. Thus, the VLC in indoor application is set up for
the data rate of 1Gbps and the distance up to 6 m which will provide additional
supplements to extant RF communication.



464 M. Faheem et al.

Fig. 11 Output of BER analyzer for 1 Gb/s OOK-NRZ signal

Fig. 12 Output of eye diagram analyzer for 1 Gb/s OOK-NRZ signal



Performance Analysis of Indoor Visible Light Communication … 465

Fig. 13 Distance versus electrical power on the photodiode for 1 Gb/s signal

Fig. 14 Distance versus eye height for 1 Gb/s signal

Fig. 15 Distance versus min BER for 1 Gb/s data signal
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A 73% PAE, Highly Gain Inverse Class-F
Power Amplifier for S-Band Applications
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and Hanjung Song

Abstract This paper proposes a continuous-mode inverse Class F power amplifier
(PA) achieving wide bandwidth, high output power, and high efficiency. This work
includes transmission line-based output/input matching networks and single-ended
topology. The main focus of the work is to achieve a high gain with wide bandwidth.
The proposed structure incorporates a termination of even and odd harmonics to
deliver voltage and currentwaveform isolationwithminimalmatching network (MN)
design complexities. The analyses simulated in Keysight Technologies Advanced
Design System (ADS), which results in a wideband PA design. The results are quan-
tified by using high power-added efficiency (PAE) and output power. PAE of 72.6%
and output power more than 41 dBm obtained over wide bandwidth 2–4.2 GHz at −
3 dBgain compression. The proposedPAcould overcome the traditional performance
and utilize for green communication.
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1 Introduction

The growing consequences of environmental awareness and global warming of
information and Communications Technology (ICT), researchers have continued
exploring ideas to drop energy dissipation.Mobile networks play a significant impact
on energy dissipation, which drawn considerable attention to academia, researchers,
and industry. Due to rapid changes in climate with counting the economic interests of
network operators, green communication has become an attractive research area. The
energy can be saved by making use of renewable energy resources or modifying the
hardware design, which makes the design more efficient and cost-effective. More-
over, a new component installation, heavy manpower, disturbances to basic opera-
tions, and heavy transportation are prohibited. The design approaches are compared
with differentworks that operate on systemprotocols, and a newnetwork architecture
implementation is demanded to achieve economical and simpler construction [1, 2].
The modern wireless communications system demands high efficiency, large band-
width in addition to optimum linearity for a power amplifier (PA), which remains
a critical ingredient inside the architecture of radio frequency (RF) transmitter. To
realize the broadband applications, the PA design strategies transferred from the
tuning load to harmonic tuning designs [3]. In the harmonic tuning PAs, the overlap-
ping of drain voltage and current is minimized by tuning the load harmonic compo-
nents, which in turn reduces the power dissipation of the device [4–6]. In general,
this is achieved by canceling the harmonics at either open or short (e.g., Class F-1,
Class F). Although the harmonic tuning strategies result in highly complex matching
networks, they assure a highPAefficiencyperformance [7].Nonetheless, these design
strategies primarily focus on individual frequency applications due to the restraint
on particular harmonic terminations. To realize wideband operation and to overcome
this, the recommended design technique is continuous-mode PA. With the growing
demand in industries, especially for S-band (i.e., 2–4 GHz), power amplifiers (PAs)
achieve optimum gain and efficiency. Gallium nitride (GaN) device is found to be
suitable for satellite commutations and radar applications. Classes F, E, and F-1
PAs employ switch-mode techniques on model voltage and current waveforms. The
ability to produce excellent linearity and high output power of Class F-1 and Class-
F PAs enables them to operate at high input power levels. Class F-1 topology can
be obtained using a harmonic control model, giving the drain current a rectangular
waveformwith high efficiency. In these PAs, a half-sine voltage waveform and a rect-
angular current waveform are produced odd harmonics by a short circuit and even
harmonics by an open circuit. The work is organizes as follows: Sect. 2 describes the
analytical modeling of inverse class F PA. The circuit implementation is described
in Sect. 3. Section 4 presents the discussion and results of the stated Inverse class F
PA. Finally, the conclusion does follow during Sect. 5.
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Fig. 1 Ideal inverse Class-F
voltage and current
waveforms

2 Analytical Model of Inverse Class F PA

Figure 1 illustrates the typical time-domain current and voltage characteristics of the
inverse Class F PA, where the fundamental output power is equal when the drain
voltage is the same. Class F-1 amplifiers have square current wave and half sinu-
soidal voltage wave signals. The DC power dissipation, output power, fundamental
impedance of load examined with the help of the Fourier series expansion.

A Class-F−1 amplifier parameters are estimated by applying the subsequent
equations from (1) to (4) equations.

Pdc = Idc ∗ Vdc = Idp
2

∗ Vdc (1)

Pfo = Idp
2

∗ (
Vdc − Ron ∗ Idp

)
(2)

Ri, f 0 = −Vfo

I f 0
= π2 ∗ (

Vdc − Ron − Idp
)

4 ∗ Idp
(3)

Ron = Vk

Idp

Efficiency(η) =
(
Vdc − Ron ∗ Idp

)

Vdc
∗ 100 (4)

3 Circuit Implementation

Figure 2 presents the schematic of proposed continuous-mode Class F−1 PA, which
is designed in S-band to work at 3.5 GHz employing a Nitronex GaN HEMT
NPTB00004 design technology. GaN device is biased within Class AB and Class
B to exhibit excellent performance. The termination of even harmonics at the drain
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Fig. 2 Schematic of
proposed Class F−1 PA

retains the shape of the output current. Drain voltage waveform is shaped by control-
ling the odd harmonics to diminish overlap with the current waveform. Thematching
network of the circuit is a combination of stubs and microstrip lines to maintain a
flat gain over the desired frequency band. The impedance matching strip lines are
modeled using TLY5 with a substrate thickness of 0.7 mm at permittivity ε = 2.2.

The parasitic capacitances of the transistor influence impedance of the ampli-
fiers at the input, thus restricting the load network modulator at the bandwidth. The
only possible way to overcome this effect is to consider the transistor with parasitic
capacitances into the impedance network by diminishing the length of the trans-
mission line. To determine the optimum load impedance, a load-pull test set up is
incorporated at the drain of the transistor. By tuning the load matching network,
the optimum impedance at the source will vary slightly, enabling the necessity to
control the matching impedance to obtain the feasible result. To limit the band-
width, the power splitter impedance matching network should be matched for large
Cgs to the impedance of the transistors. The phase alignment network and input
power splitter bandwidth are diminished because of the gate-source capacitance Cgs.
The Cgs nonlinearity, especially for the Class-C biased peaking transistor, leads to
dependency. Table 1 shows the lengths and widths of microstrip lines and stubs.

4 Results and Discussions

The simulation experiments are carried to analyze the representation of inverse Class
F−1 PA by odd and even tuneful conclusions at the drain. The comparison of output
matching networks with power efficiency and the simulation experiments were made
to generate odd harmonics as well as even harmonics in the voltage waveform. The
conclusions were obtained by simulating in the Keysight Technologies Advanced
Design System (ADS). The simulated S-parameters of the proposed continuous-
mode Class F−1 are shown in Fig. 3 with a maximum forward gain (S21) of 15 dB
at 3.5 GHz frequency and a functional return loss (S11) over the S-band frequency.

Figure 4 presents the power gain analysis simultaneously, including the simulated
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Table 1 Components value of transmission line used in PA

Dimensions W (mm) L (mm)

TL1 2 8.3

TL2 5 12.8

TL3 0.6 10

TL4 2.4 5.6

TL5 0.2 3

TL6 3 4.3

TL7 5 1.3

TL8 5.1 1.6

TL9 1.5 3

TL10 1.5 1.5

TL11 1.2 2.8

Fig. 3 S-parameter of proposed Class F−1 PA

outcomes. The ideal value deviates insignificantly, and the total appearance of the
gain development employing gate adaptation is established, as Fig. 4 intimates.

Figure 5 shows the simulated output power variation with input power. Initially,
output power modified linearly, including input power saturated to 36.2 dBm. Class
F−1 amplifier outwardly, a shaping process, remits an output power of 40.1 dBm.
Input power as a function of Simulation of power-added efficiency is conferred in
Fig. 6, and a % PAE of 72.3 is observed at 16 dBm input power. The realization of
load power with respect to input power is also conferred in Fig. 7. The layout of
the proposed PA is shown in Fig. 8. The layout is done using nano-manufacturing
Modelithics exemplar library.
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Fig. 4 Power gain versus input power

Fig. 5 S-parameter simulation of proposed Class F−1 PA

5 Conclusion

This paper discusses a detailed analysis of GaN HEMT continuous-mode Class F−1

PA for S-band frequency. Table 2 performs the estimate of suggested Class F−1 PA
with state-of-artwork andpresentwork results a highPAE (%)of 72.6 andhigh output
power of 41.1 dBm with acceptable performance of other parameters. Analytical
analysis shows second and third harmonics at source and drain reduces the gain by
−3 dB for Continuous-modeClass F−1 PAby examining data nonlinearity. Thiswork
presents an even and odd harmonics cancellation for broadband PA operation. Hence,
the proposed Class F−1 PA design minimizes matching network design complexities
for wideband operation.
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Fig. 6 Power added efficiency as a function of input power

Fig. 7 Simulated load power versus average power

Fig. 8 Layout of proposed PA
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Table 2 Performance comparison of proposed PA with other reported papers

References Frequency (GHz) Device technology PAE (%) Output power (dBm)

[8] 2.29 GaN HEMT 63 42

[9] 1.6 GaN HEMT 60 37.7

[10] 2.14 GaN HEMT 40 39.3

[11] 2.4 GaN HEMT 54 42.3

This work 2–4.2 GaN HEMT 72.6 41.1

Acknowledgements This research was supported by the “Modelithics models utilized under the
University License Program from Modelithics, Inc., Tampa, FL.” 2019–2020.
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Performance Analysis of Stationary
and Moving V2V Communications Using
NS3

Divyanshu Gupta, Aditi Uppal, Ayushi Walani, Devanshi Singh,
and Amanpreet Singh Saini

Abstract Vehicle-to-vehicle communication is prime focus of major studies
concerning road safety as it can ensue an efficient traffic flow with fewer accidents.
It is expected to exhibit a flexible routing method as vehicles enter and leave rapidly.
Both proactive and reactive modes are used in hybrid wireless mesh protocol; thus,
it is expected to give optimum results. To analyse that, in this paper, we have used
IEEE 802.11p and IEEE 802.11s for static and moving vehicles working under mesh
topology. The performance evaluation is accomplished by simulation on network
simulator 3 (NS-3) followed by visualizing the model on NetAnim and measuring
the performance of network protocols in FlowMonitor. Throughput, packet delivery
function (PDF) and packet sizes are parameters that have been evaluated.

Keywords V2V ·Mesh · 802.11p · 802.11s · ITS · NS3

1 Introduction

The recent advancements in intelligent transport system (ITS) provide a way towards
more efficient, safe and comfortable driving. For this purpose, it has been seen over
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the past few years, V2V communication systems have come into limelight which is
a vital part of the ITS [1].

The amendment of IEEE 802.11 which deals with the mesh topology is IEEE
802.11s. Also, the routing capabilities at the MAC layer has been introduced which
has been described by the wireless mesh network (WMN) concept in 802.11s [2].
The dedicated short-range communication (DSRC) spectrum has a bandwidth of
75 MHz in 5.9-GHz band which was projected and licensed to support the vehicle-
to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications. It is being
standardized as IEEE 802.11p. Vehicular safety communication through wireless
networks can be provided by 802.11p which proves to be an emerging standard in
V2V communication. It is an extended version of the standard IEEE 802.11 for high-
speed vehicular environment. Throughput, packet loss and end-to-end delay metrics
are some of the important performance metrics for vehicular safety communication.
The key is to determine the effects of varying vehicle’s speed and different packet
sizes on the performance metrics. The vehicles act as the nodes when their perfor-
mances are to be considered in the highway scenario. They are fully managed with
the short-rangewireless communication technology, in general dedicated short-range
communications (DSRC) [3, 4].

IEEE 802.11s enables a pairwise master key (PMK) within two mesh stations
which can be used to encrypt each other’s frame, whereas in IEEE 802.11p, with the
help of wireless networks vehicular safety communication can be optimized and the
main concern of IEEE 802.11p is to broadcast messages reception performance [5].

The data packets to be sent of those of non-safety applications can be successfully
directed by wireless access for vehicular network (WAVE) which operates in the
range of dedicated short-range communication (DSRC). Various ITS applications are
supported by WAVE technology which aims to support car-to-car communications
[6].

A typical routing protocol enhances the performance of the network in a great
way. A hybrid routing protocol can be formed by combining reactive and proactive
routing protocols [7].

The NS-3 is being greatly used for the simulation purpose and optimization of
certain values and graphs. Hence, NS-3 is a type of networking simulator which
is used to implement network protocols [8]. The study and evaluation of network
protocols can be effectively done with the help of network simulators.

The rest of the paper is described as follows: Sect. 2 presents the system model
which analyses the performance of HWMP with standards IEEE 802.11p and IEEE
802.11s and presents the parameters considered for the same. Section 3 and 4 provide
the result and conclusion, respectively.

2 System Description

This section illustrates the traffic scenario and intervehicle communication, respec-
tively, and indicates the specific metrics and assumptions of the proposed VANET



Performance Analysis of Stationary and Moving V2V … 477

model. The paper discusses the performance being analysed using simulation
performed onNS3.As vehicular communications are based on safetymessage broad-
casting between neighbouring vehicles, performance is measured in terms of broad-
cast message reception rate. IEEE 802.11p as well as IEEE 802.11s is the standards
used for message delivery. The performance in terms of following metrics is being
measured and compared:

1. Packet delivery function (PDF)
2. Throughput

where PDF is calculated as percentage quantity of packets received at the final desti-
nation with respect to the number of packets originated for the duration of simulation
time and throughput is calculated as the rate at which data frame bytes are received
in comparison with the total information conveyed in the network.

As per IEEE 802.11p standard, the vehicle first checks for the transmission
medium. For a precise duration of time if the channel is observed to be free, the
vehicle begins to transfer the packet. Else, if further the channel is not observed to
be idle, it arbitrarily selects a value from a given set of numbers also known as the
Contention Window. A backoff counter is then set taking any random value from
the Contention Window and is decremented with every idle slot detected. Channel’s
access is given to the nodewhen the counter drops to zero [9]. The vehicles within the
broadcasting range establish a multi-hop communication with other vehicles which
improves data transmission reliability [10].

Thus, proceeding with model development—two scenarios are considered for
respective simulations. For the rest of the paper, each node represents each vehicle.
Nodes are set to broadcasting mode. Receivers never acknowledge broadcast frames.
The distributed technique of cluster formation is used as per which the nodes form the
cluster themselves. This technique offers reliability and consumes less time [11]. In
the first scenario, all the nodes are static; i.e. the vehicles remain stationary. In static,
the cluster formation is firm and it lasts for the duration. In the second scenario, all the
nodes are in motion; i.e. all the vehicles move freely in either direction within their
specified range of speed. In dynamic, clusters are formed time after time, sporadically.
The nodes in the cluster as modelled offer an efficient communication for study.
The setup of both the scenarios are the same; i.e. a V2V communication system is
modelled in a grid area of 300 × 300 m2. Initial positions of the nodes are set as
per the position allocator model, and the distance between each vehicle is 50 m. The
scenario is then represented as shown in Figs. 1 and 2.

The position of static nodes is allocated through simulation code using Grid
PositionAllocatorwhich allocates position to nodes in a rectangular 2Dgrid,whereas
the position of the moving vehicles is allocated using Random Rectangle Position
Allocator which is used to allocate random positions within a rectangle according to
a pair of random variables [12, 13]. To deploy the changes in node position during
simulation,Constant VelocityMobilityModel is used according towhich nodesmove
with a constant speed, set at the start, in a straight line [14]. The nodes have a variable
speed within the range of 60–80 km/h, and a backoff interval of 0.1 s is provided to
restrain simultaneous transmission from multiple devices.
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Fig. 1 System scenario for static 16 nodes

Fig. 2 System scenario for moving 16 nodes
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Table 1 Simulation parameters

Parameters Value

Total simulation time 60 s

Packet frequency 10 Hz

Data rate 6 Mbps

Packet size 64–2048 Bytes

Transmitter power 21.5

Transmitter gain 2

Receiver gain 2

Energy detection threshold −83.0

propagation loss model Nakagami propagation loss model

Mac address of mesh point “ff:ff:ff:ff:ff:ff”

In order to study the impact of the increase in information required to be delivered,
the packet size is varied from 64 to 2048 bytes/s in increasing power of 2. For the
propagation modelling, we have utilized Nakagami Fading Channel model. The
parameters used in NS3 VANET simulations are mentioned in Table 1.

The wireless connectivity is established usingWMN.Mesh networks allow prop-
erties to be installed into IEEE 802.11 standard. In wireless mesh networks, nodes
share their topological and routing information. And the paper [15] suggests, we
can use a protocol with different network routing algorithms to grant for multipoint-
to-multipoint network implementation. Thus, we make use of a mesh networking
algorithm with IEEE 802.11s as well as IEEE 802.11p protocols as it characterizes
the increase in range of the network till the radio range of the node which is farthest
connected. The category of mesh networking used is hybrid wireless mesh protocol
(HWMP). HWMP is implemented using two classes: HwmpProtocol and Hwmp-
ProtocolMac. HWMP, here, is also responsible for filtering broadcast data frames
and adding/parsing mesh control header apart from routing. HwmpProtocol and are
managed as defined by standard [16]. For HWMP, the dependency of throughput and
packet delivery ratio with respect to varying speed is done in [17] but so far, no work
has been done to check the dependency of these parameters with respect to varying
packet sizes.

NS-3 simulator provides a realistic environment, and its source code is well orga-
nized. Tracing facilities for output and small units of information are attached to each
packet [18].
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3 Results and Discussion

After thorough simulations on NS-3 simulator along with NetAnim—to animate
the simulations and flowmonitor—to measure the performance of network proto-
cols, a total of four comparison graphs are obtained where the comparison is done
between IEEE 802.11s and IEEE 802.11p for static and moving vehicles, separately.
To compare, we havemonitored each scenario for their overall throughput and packet
delivery function (PDF) with respect to varying packet sizes.

Figures 3 and 4 contain plots for static scenario having a total of 16 nodes, respec-
tively, whereas Figs. 5, 6 contain plots for moving scenario having 16 nodes. Each
figure has two plot lines in it: dotted line represents performance of IEEE 802.11p
and straight line represents the performance of IEEE802.11s. Comparison done in
plots are packet size vs throughput and packet size versus PDF with packet size in
their x-axis. It can be observed that in all cases a directly proportional relationship

Fig. 3 Throughput versus packet size for static 16 nodes

Fig. 4 PDF versus packet size for static 16 nodes



Performance Analysis of Stationary and Moving V2V … 481

Fig. 5 Throughput versus packet size for moving 16 nodes

Fig. 6 PDF versus packet size for moving 16 nodes

is obtained between packet size and throughput, whereas in case of packet size and
PDF all the scenarios show an inversely proportional relationship.

Performance of IEEE 802.11p and IEEE 802.11s when compared with respect to
throughput is nearly same in every scenario. IEEE 802.11p starts to perform slightly
better when the packet size is increased the difference observed here also increases;
i.e. the difference is 180 kb/s at 512 Bytes to 1833.8 kb/s at 2048 Bytes.

When performance of both protocols is compared with respect to PDF, a dissimi-
larity can be observed.When the nodes are in static condition; i.e. with zero mobility,
802.11s performsmarginally better but when the nodes are inmobility, IEEE 802.11p
surpasses IEEE 802.11s in performance and gives much better result.
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4 Conclusion and Future Scope

In this paper, we have examined the performance of IEEE 802.11p and IEEE 802.11s
for stationary as well as moving vehicles. Parameters evaluated were throughput and
PDF. It can be observed from the plots obtained from simulations that IEEE 802.11s
performs better when the vehicles are stationary, whereas IEEE 802.11p performs
better when the vehicles are in motion.

In future, we plan to design and inspect the performance of hybrid model which
uses IEEE 802.11p when the vehicles are in motion and IEEE 802.11s when vehicles
are stationary.
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COVID-19 Pandemic
and Post-pandemic: Impact
and Technical Threats in India
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Abstract World Health Organization declared Coronavirus as a pandemic. More
than 6 million confirmed cases of COVID-19 have been found leading to more than
367166 deaths till May 31, 2020. With every passing day, the number of cases and
deaths is expanding. The widespread of this epidemic has not only threatened human
health but also production, economy, social functioning, education, etc. In this crit-
ical pandemic situation, a large number of the population are fighting for their lives
and economic challenges for survival. Although digital health would not be the main
contributor in combating COVID-19, it could play a very important supporting role
in control and prevention work. During this isolation period, various digital applica-
tions are needed to ensure a normal life for most of the people. Artificial intelligence,
machine learning, data analytics, big data, cloud computing, Internet of things (IoT)
and other digital technologies are playing a vital role in managing routine activities
through work from home, online education, remote patient treatment, citizen protec-
tion, risk communication, and medical supplies. On the downside, various technical
threats like online fraud and cyber-attacks are rising and increasing challenges in the
COVID-19 pandemic. The objective of this paper is to explore the available COVID-
19 statistics and understand the impacts with technical threats to relief measures in
India caused in the current pandemic. To realize social responsibility and compre-
hend response capacity in foreseeing COVID-19 extortions and foster the commu-
nity awareness toward population and public health allocation where upholding local
health with technical risk prevention is alarming. In the winding up, post-pandemic
open challenges are also discussed.
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1 Introduction

In the month of December 2019, in China Wuhan City, a mysterious pneumonia
killed many people and also infected more than seventy thousand individuals. As
per World Health Organization (WHO), the virus that causes this disease “Severe
Acute Respiratory Syndrome Coronavirus-2 (SARS-Cov-2)”, disease was named as
novel Coronavirus or COVID-19. It belongs to the family of Coronaviridae. The
disease COVID-19 was named by the combination of two words (Corona + Virus)
where Corona means a part of body resembled to be a crown-like spike found on
the outer surface of the virus. The virus is contagious and rapidly spreading through
human-to-human transmission. Initially, it was reported in the people who had travel
history being transmitting. As the year 2020 starts, the virus spread worldwide and
COVID-19 was announced and from the January 2020 to till now virus infection
transmission continues and has huge impact on the worldwide society. On March
11, 2020, World Health Organization (WHO) classified this virus as pandemic [1].
Around 8098 individuals were infected around the world by SRAS-CoV (2003) [2],
on the other hand, COVID-19 infected 6 M individuals leading to 367 K deaths
around the world, till date of this writing.

2 Related Work

Some researchers have been made considering threats and relief measures from
COVID-19 so far. Different authors have suggested different measures to control
and prevent people. In [1], Mouton and Coning, talk about various areas which
create a larger impact from cyber security perspective on COVID-19 like misinfor-
mation, fear mongering (panic buying), fake URLs and malicious Web site. It talks
about only two measures, i.e., node VPN and cyber measure. According to Interna-
tional Criminal Police Organization (INTERPOL) [3], in order to take advantages
of online behavior and trends (COVID-19 outbreak), cyber threats are constantly
evolving. It talks about the three types of cyber-attacks in COVID-19 like malicious
domain, malware, ransomware. It also provides some recommendation and tips to
prevent from these threats as by keeping information safe, securing email gateways,
performing regular scans on computer and mobile devices.

Analysis of malware that supersedes the system master boot record was done
by Trend Micro in [4], analyzed (April 24) about a malware based on coronavirus
theme, making it unbootable. It also mentioned about some other type of threats
using COVID-19 such as spam, mobile ransomware (CovidLock) an android appli-
cation that helps to track COVID-19 cases but actually locks the phone of victims.
A cloud app security by Trend Micro provides solution to defense against these
threats in which it finds unknown malware using machine learning. As per the recent
Technical Analysis report by VMware [5], COVID-19 has generated a “substantial
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uptick” in cyber security attacks, leading to “high-level risk for both personal secu-
rity as well as corporate security”. According to this report, phishing emails are the
primary source of attack where unauthorized users use techniques like fake links
in emails and attachments to deliver malicious software to recipients. In [6], Matt J
Keeling discussed the ability to produce intended result through contact tracing. It
mentioned about the main advantage of contact tracing as it is an effective and robust
technology, which can identify the person before severe symptoms emerge and can
prevent onward transmission.

3 COVID-19 Epidemic

Since December 2019, Coronavirus has spread rapidly nationwide in China and now
by the month of January 2020 it reached worldwide. Everyday number of positive
cases are being confirmed and deaths being reported of less immune and aged people.
As per available sources, in India, on January 30, 2020, first Corona positive case
was reported in Kerala in a student who came for vacation from China. The student
was studying in Wuhan University, China, returned to India and was found Corona
positive. Although in the month of February 2020, the virus transmission was very
slow, as by the end of February only three Corona positive cases were confirmed.
Figure 1 shows confirmed cases in India from January 30, 2020–February 29, 2020.

But due to certain events like Tablighi Jamaat event, panic buying, escaping of
suspected people, misinformation and discrimination, there is a sudden increase in
the number of individuals affected by it. In March, these cases rise from few to 1 K
as shown in Fig. 2.

By April 29, 2020, the Ministry of Health and Family Welfare has confirmed
31,332 cases, leading to 1007 deaths and 7797 recoveries (1 migration), in India [2]
which increased as shown in Fig. 3.

On May 18, 2020, some zones were being unlocked. On May 19, 2020, the cases
reached to 100K.As onMay31, 2020, therewere 182,143 active cases being reported
as shown in Fig. 4. In the coming month, there will be the hype in these cases.
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Fig. 1 Corona positive cases confirmed in India, January 30–February 29, 2020 [7]
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Fig. 2 Sudden increase of confirmed cases in India (March report) [7]
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Fig. 3 Worse situation due to the increased number of cases (April report) [7]
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Fig. 4 Cases in India have crossed 1,00,000 (May report) [7]

Since January 31 (when the first case was identified in India) till May 31, the cases
are being increased leading to 5164 deaths. Figure 5 shows the confirmed cases from
January–February to May 2020 with the linear increase.
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4 COVID-19 Rise and Outbreak in India

4.1 Top Seven Indian States Where Rising Corona Cases

In India, the cases of COVID-19 are going to reach 200 K leading to more than
5 K deaths [7]. Table 1 shows seven states of India where the cases are increasing
gradually.

When the first case was detected in India, since then lots of actions are being
taken by Indian government to control the increase in the cases. To maintain social
distancing, lockdown has been imposed in the whole country. Various applications
are being launched to fight against COVID-19. Following is the chronological list
of COVID-19 rise and what India has gone through the period when first case was
detected on January 30, 2020 to March 31, 2020.

Table 1 List of top seven states of India where Corona cases increased rapidly [8]

S. No. Indian state Number of Corona confirmed cases (in Thousands—K)

1 Maharashtra 70 K

2 Tami Nadu 23 K

3 Delhi 20 K

4 Gujarat 17 K

5 Rajasthan 8980

6 Madhya Pradesh 8283

7 Uttar Pradesh 8075



490 A. Tyagi and M. S. Gaur

Table 2 Chronological list of rising COVID-19 outbreak in India

Year Date Event

2019 ? Mysterious phenomenon in Wuhan, Hubei, China

December First confirmed case in Wuhan

2020 January 30 First case in India (Kerala)

March 5 Sudden increase in the number of confirmed cases (29 confirmed case) in
India

March 25 21 days lockdown(25 March 2020–14 April 2020)

March 30 More than 1000+ confirmed cases identified in India

April 2 Launching of AarogyaSetu (application to fight against COVID-19) app in
India

April 14 The confirmed increases from 1 to 10 k leading to 339 deaths
Lockdown 2.0 till May 3, 2020

April 28 First update of AarogyaSetu

April 30 33,050 (confirmed cases), 1074 (deaths) in India

May 18 Lockdown 4.0

May 19 101,139 (confirmed cases), 3163(deaths)in India

May 30 Lockdown 5.0 in containment zone till June 30, 2020
173,763 (confirmed cases), 4971 (deaths) in India

4.2 Events in COVID-19 Outbreak

See Table 2.

5 Threats Caused Due to COVID-19 and Relief Measure
Taken

5.1 Technical Threats

Due to the shift of remotework (work from home), organizations aremore vulnerable
to rising cyber-attacks. In the mid of the month of March, rapidly number of Corona
cases being rising and by the Govt. complete lockdown was declared in India on
March 24. On the same time, many Indian companies noticed a massive number of
attacks too. There are many types of technical threats using COVID-19 [1, 4, 6, 9].

Cyber Threats during COVID-19 lockdown: During lockdown work from home,
online business, online study increasing cyber threats and other technical challenges.

As India was facing spike in COVID-19 cases, there is also an increase of COVID-19
information emails. Some emails are related to charity, researches or some claims to
provide essentials to the one in need.Due to this situation, there is a threat of becoming
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cybercrime target is rising by opening those emails. Many offices have provided
their own laptop to their workers which are on the target of being attacked and hence
leading to attacking the online meeting being organized. [10]. Some common attacks
are as follows:

Phishing: It is one of the easiest forms of cyber-attack for an attacker to carry out;
through it, they can invade every important thing of their target’s lives. Most of the
time, phishing has been witnessed in the wild in emails. More than 900 k threats
are there across email, URL and file according to data collected by smart protection
network. Certain phishing Web sites were being remarked and are now blocked:

• adaminpomes[.]com/em/COVID-19/index-2[.]php
• bookdocument[.]in/Covid-19/COVID-19/index[.]php
• glofinance[.].com/continue-saved-app/COVID-19/index[.]php
• laciewinking[.]com/Vivek/COVID-19/

MaliciousWeb Site: It is aWeb site created when a scammer links a user to aWeb site
that looks exactly like a familiar site but is actually the scammer’s site. Increase impact
ofCOVID-19 results in the threat caused by twoWeb sites; “antivirus-covid19[.]php”
and “corona-antivirus[.]com” which is now inaccessible. According to Trend Micro,
there were more domains that were also found malicious as given below:

• Accorona[.]com
• beatingcoronavirus[.]com
• bestcorona[.]com
• coronadatabase[.]com
• corona-crisis[.]com and many more.

Fake Maps: This was developed to silently steal passwords, crypto wallets and other
sensitive information. The cyber-attackersmade a “fake” version of themap provided
by Johns Hopkins University named as deadly Coronavirus map.

Mobile Threats: CovidLock(mobile ransomware) tracks COVID-19 cases. Actually,
this malicious android application locks the phone of victims and demand for some
ransom from the victim to gain access to their phone.Otherwise, theymight delete the
victim’s important data or might leak social media account details. As per VMware
Carbon Black, the fake android Coronavirus app was discovered as follows:

• COVI (com.droobihealth.corona)
• Corona Virus Status (com.arumcomm.coronavirusstatus)
• Coronavirus (coronavirus.tracker.news)
• COVID-19 Alert (corona.report).

Sextortion Scam: Sextortion is an attempt to extort money or get victims do some-
thing against their will by threatening the victim to release their personal images
and videos. The images may be fake imagery such as sextortion scams. According
to certain sources, in this scam the victim gets email with respect to danger that
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Table 3 List of data breaches, ransomware, malicious insiders andmiscellaneous incidents (March
2020)

Entity Records Method Ref

Tesco 600,000 Credential stuffing attack [11]

Boots Advantage Card 150,000 Hacking [12]

Hammersmith Medicines Research
(attack on COVID-19, former patients
record)

Unknown Maze ransomware attack [13]

Vijay Sales (India) Unknown Data breaching [14]

Henry Mayo Newhall hospital 1 Snooping medical record [15]

scammer knows every one of their mysteries, their passwords, their whereabouts and
different subtleties identified with individual exercise (Table 3).

5.2 COVID-19 Frauds in India

EMI moratorium fraud: Reserve Bank of India (RBI) first declared the morato-
rium on loan EMI for next 3 months (fromMarch 1 to May 31, 2020) and now it has
been further extended to 3 month (June 1 to August 31, 2020) [16]. It means in this
duration, the borrowers will not have to pay EMIs and other loan. Due to this, cyber-
criminals get the chance to trick people. In EMI moratorium fraud, attacker calls the
borrower as their bank representative and asks for OTPs or passwords to gain access
to the bank detail of the customer by offering them extend their EMI payment. The
borrower loses money when they share their details with the fraudsters.

Fraud in PMCARESFUND: In the PrimeMinister’s Citizen Assistance and Relief
in Emergency Situation Fund, the national fund is raised for endangering situation
like COVID-19 pandemic. Main objective of this PM CARES FUND is to provide
relief and render financial assistance to enhance the critical healthcare facilities, etc.
[17]. Basically in PM CARES Fund fraud, fake Unified Payment Interfaces (UPIs)
are being used. The correct UPI ID is “pmcares@sbi”. Generally, the fake UPI IDs
are omitting the letter “s” from PM CARES. The fake UPIs mentioned by CERT-
in (Indian Computer Emergency Response Team) are pmcare@sbi, pmcares@pnb,
pmcare@yesbank and pmcare@icici [18].

Fake E-commerce Web site: During this pandemic, the customer usually prefers to
purchase product online by keeping them safe, and it is also easy to use. Therefore,
cybercriminals take a huge advantage of it by developing fake e-commerce Web site
selling essentials. The site is similar to the original site in which you can select item,
provide your address details and make payment. After that the site is shut and your
item never gets delivered [19].
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Malware installation: According to some resources, many domains with name
containing Corona, COVID, virus and manymore were being registered for phishing
attacks. The most well-known video conferencing application during nowadays is
Zoom, and there is an abrupt increment in the new area enlistment with names
including Zoom. These domains contain malware, once the user clicks on it, which
leads to malware attack on their device [20].

5.3 Technical Relief Measures

Contact Tracing: It is the process of identification of undiscovered individual who
may have come into contact with a tainted individual. This helps to reduce infection
in the population. The purposes of contact tracing are as follows:

• To reduce spread of the infection by interrupting this transmission.
• To aware, alert and prevent people from contacting to the possibility of infection.
• To offer diagnosis to those who are infected.

Certain mobile applications are designed for preventing 2019–20 Coronavirus
pandemic to aid contact tracing like:

• AarogyaSetu (launched by Government of India): This app uses GPS location and
Bluetooth to track users. It also guides for self-isolation and is also aware about
COVID-19 symptoms and precautions [21].

• BeAware Bahrain (developed by iGA (The information of eGovernment
authority)): This app went through BETA testing, and it is compulsory for all
the quarantine cases to register in it, whereas other can register by their valid IDs
or passport number [22].

• CoronaApp (developed by the Colombian Government): It helps to detect nearby
areas and individuals infected by COVID-19. It also contain technologies devel-
oped by Government of Singapore, Government of South Korea and Apple
[23].

• eRouška application (launched in Czech Republic): It is based on Bluetooth tech-
nology. If the permission is granted by user, then the phone with active Bluetooth
will help to know about both infected and non-infected person as they meet [24].

India takes action against the prevention ofCOVID-19 by launchingmanymobile
applications. These applications are as in Table 4.
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Table 4 Action against the prevention of COVID-19

Application name Launched by developed by Different features

AarogyaSetu Government of India • This app tells about the low,
moderate or high risk when a
non-infected person meets an
infected person

• Works on Bluetooth proximity
• Available in 11 languages

COVA Punjab Government of Punjab (India) • Works on real-time dashboard for
Punjab stats

• Traveler and shop registration
feature(updated on April 29)

CG COVID-19 ePass Government of Chhattisgarh • Issue state wise and intra-district
wise e-pass for vehicular
movement to transport essential
commodities

• e-pass generated by photograph,
valid ID proof and business proof

Test Yourself Government of Goa/Innovanccer
Inc.

• Self-evaluation assessment for
risk identification

Quarantine Watch Revenue Department, Government
Of Karnataka

• Self-reporting by home
quarantine persons

Certain features to be added in an application for combating against COVID-19

1. Travel history of the person should also be recorded if he travels from hotspot
area to green area. (Hotspot areas are those areas where more than six people
have been tested positive of Coronavirus)

2. Alert message while entering in the red zone, i.e., hotspot zone.
3. Map of area with zone highlighted (low, moderate, high risk zone) nearby the

individual location.
4. COVID-19 prevention-related games for children which should be aware of them

and also productively passes theirquarantine time.
5. Some healthy tasks and videos should be available on the app so that individual

can utilize their time.
6. Aware every individual about cyber-attacks which is also creating a huge impact

on lives.

Things to keep in mind:

• Not to reveal your information to strangers whether they claim they are from your
bank, company or any government organization.

• Do not open attachments from unknown sources.
• Avoid using unauthorized applications or software.
• Check the details correctly while transferring money digitally.
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• There are many known and well-established Web sites, therefore buy items from
them only otherwise prefer buying items locally.

• Better to verify the identity of the receiver before helping them.

5.4 Impact of COVID-19

On Information Technology: These days major problem faced by the IT industry
is because of the economic fall, due to the public health concern companies tell
their employees to work from home (remotely). Therefore, there is a huge loss.
For example: Due to the unpredictability caused by the outspread of Coronavirus,
Apple’s stock rises and falls widely. In the mid of February, Apple stock hits a high
closing price and by the end of February it dropped. Furthermore, in March, it has
also fallen [25]. The Indian IT sector depends upon international clients like Europe
and USA, where there is a worse impact of this pandemic. Due to which there may
be a worse impact on the Indian IT sector leading to huge losses [26].

On Education: As everything has moved online from education to teaching, this
creates an immense revelation on student’s social life and learning also [27]. Due
to network failure and many uncertainties, many assessments and exams are being
canceled or postponed. This is not only an issue for school-going children but it is
also affecting many universities as there is a slowdown in student placements and
internships.

Internet of Things (IoT): The interest of IoT gadgets has been diminished as clients
are staying at home, increased unemployment and lack of income, there is a decrease
in the acquisition of IoT gadgets. In India in complete lockdown, due to the decline
in budgets of technology, many ongoing projects are being paused. Not only the
ongoing projects are being paused as well as the new projects are also declined.
Many companies freeze their hiring in IoT firms [28, 29].

Drones: The doctors, the policemen, the security guards, the sanitary workers all are
playing a major role in combating COVID-19 similarly technologies like artificial
intelligence, big data, GIS and location technology are also playing a vital role
in combating COVID-19. The drones also play a key role in helping people and
authorities through:

• Surveillance
• Broadcast
• Disinfectant spraying
• Monitoring traffic and lockdown violators.

In many parts of India, drones are being used like in New Delhi, and it is used to
enforce social distancing on roads, to keep watch on places where there is a crowd
like grocery shops, banks and religious places. In some part of India, it is being
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Fig. 6 Total tests per thousand have done in India by May 31, 2020

used for creating awareness among people about the restrictions implemented by
administration [30].

Machine learning: Major problem in this pandemic is the lack of testing done.
Testing is important to know how many people are infected with this virus. In many
countries including India, the limit with regard to COVID-19 testing is still low.
Figure 6 shows the total tests done per thousand in India. Machine learning is a
significant tool in fighting the current pandemic. In this time, if we take the oppor-
tunity to gather information, pool our insight and combine our abilities, we can then
save much information—both now and later on.

Through machine learning, we can categorize the population based on gender,
age, symptoms and their travel history which can be used further for processing and
combating COVID-19 [31].

Blooming opportunities: To fight with this virus, we require three things to coop-
erate which is primarily focused on better understanding of pandemic challenges and
public health risks prevention for population awareness and to get learning from this
pandemic and give a social call for preparedness for such future outbreaks. Tech-
nology enabled services to contribute in promoting public advisory and guidelines.
Here are some opportunities for people during this pandemic:

• Although the information technology is suffering a lot with this outbreak, there
are some opportunities opened in IT industry like 5G technology, ecommerce,
epayments, Telehealth, etc.

• Students should explore digital learning platforms on their own.
• Lot of internship programs and research projects are available online.
• Support communities should be made for teachers and students for queries.

5.5 Post-pandemic Challenges

The future is never an exact replica of the past, and the universe will see further
tragedies, but they are not going to grow just as COVID-19 did. It is necessary to
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think beyond this current virus to develop a system that can provide an effective solu-
tion to the wider range of future threats, and post-pandemic sustainability imposed
many open challenges like reinventing remote health monitoring, telemedicine and
teleconsultation, public health and elderly care.

Technological shift and assessing the emerging technical risks with new strategies
will be another major challenge for technology leaders working in different domains.
Recognizing new world of work with upgrading skills and learning will be the basic
course of action remote access, virtual laboratories, virtual business with virtual
collaborative space secure accessibility, online education and community events with
security and privacy will be a big concern, whether it is a cyber-attack, climate
change-fueled disasters or some other possibilities.

Furthermore, the world’s battle with the coronavirus is highlighting how risk will
spread and intensify one another. Scenarios for the post COVID-19 can be defined
as the economic powers may lead to panic and conflicts, exacerbate economic harm
(economic reconstruction had to deal with massive debts, broken global trading and
investment system), increase in cyber-attacks/cyber threats (cyber-attackers will use
this pandemic situation and may cause more harm in future), technology shift in the
domain (as everything is moving online people who are facing problem in business,
education, online shopping) and decimate the hope of growing out of this crisis.

6 Conclusion

COVID-19 pandemic is increasing day by day. There are many steps taken by the
Govt., administrative and healthcare warriors but we can delay the increasing number
in India rather than fully control the social, economic and general life-threatening
problems. There are social and technical threats have been explored and presented
in this paper. A social call is still open to protect our lives from this virus, and on the
other sidemany opportunistic witheringmindswho are involved in creating technical
threats. By being aware of the cybercrimes and growing threats in this pandemic as
well as post pandemic can contribute in the race of fighting against COVID-19 with
new normal opportunities. Self-care awareness, healthcare best practices and strictly
following advisories with better realization of technological threats and opportuni-
ties are the best tools to overcome from this pandemic crisis. In every sector, a proper
planning and leadership qualities are to be taken to prevent various attacks. As the
government is taking action to prevent the people of their countries from pandemic
impacts and consequences. Being a socially sensitive community contributor it is also
every one’s responsibility to keep them safe and beware to challenges and oppor-
tunities with countersign impact of open and connected technological inferences to
countersign impact and open and connected technological inferences.
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IoT-Based Automation Irrigation System

Rahul Thakur and Jay Singh

Abstract In the development of agricultural country like Asian nation, agriculture
plays a crucial role. Numerous ancient strategies that were used for irrigation, like
Moat, Chain pump, Dhekli, Rahat, drip system and overhead mechanical device, is
not that abundant economical. They finish in loads of wastage of water and should
conjointly promote diseases like flora formation, and the only resolution to the current
downside is smart agriculture by modernizing present ancient strategies of agricul-
ture. Thence, the projected ancient strategies of agriculture aim at creating agriculture
sensible victimization automation and IoT techniques. In this paper an IoT platform
supported ThingSpeak and Arduino has been developed and tested as well where the
goal is that the farmer can control the irrigation by employing a PC or smartphone
from anywhere within the world, can monitor the flow of pump and soil moisture
level and reduce his efforts to optimize the utilization of water.

Keywords IoT platform · ThingSpeak · Irrigation · Arduino · Centrifugal pump ·
Soil moisture sensor

1 Introduction

The water dearth in major cities of India, mainly Chennai, brought some public
attention again to the problem of water dearth in India. Though consultants, ecologist
and other committees had been crying aloud as they are concerned with India’s water
crisis for an extended time, until and unless the taps went dry in major cities they
did not garner public attention. In fact, the govt. discharged a report, in this, it
acknowledged in history the country was full of the worst water crisis and regarding
six hundred million folks or about forty fifth of the India’s population suffer from
water crisis [1].
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Technology development has played an important role in the agricultural field
and especially in the irrigation where it contributed to solving the problem of water
shortage and the development of various irrigation system. In this context, many
works are realized, a Web application is developed and connected to Arduino via
Wi-Fi shield for monitoring the greenhouse and controlling the temperature and the
soil moisture, and an automatic irrigation system based on IoT is realized which
allows the optimal remote control of the water consumption. An interesting control
and monitoring result has been achieved has allowed the preservation of water in
agriculture using a low-cost system. Many others works based on IoT and phone are
created to help in an automated irrigation system [2].

Mainly, it focuses on attaining a technological answer supported IoT and Arduino
to facilitate the task of monitoring plant, control the irrigation process, to help the
farmer and reduce its efforts. Here, we used C++ programming language for automa-
tion. A ThingSpeak channel is created and connected to Arduino by using ESP8266
Wi-Fi module to sending and receiving data using the cloud, where the user can
access the channel via username and password to remotely monitor and control. The
test result shows the efficacy of the system.

2 Proposed System

A fully automated irrigation system supported cloud and Arduino is planned to
optimize the employment of water for farmland and assist the farmer to monitor his
field. The structure of the projected system is illustrated in Fig. 1, this system includes
a soil wet detector that measures the soil moisture level and sends to the ThingSpeak
cloud via the Wi-Fi module ESP8266 to monitor the soil condition. An algorithm

Fig. 1 Proposed system diagram
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has been developed with soil moisture intervals that have been programmed into an
Arduino to make a decision to irrigate or not, the latter is done provided that the
tank is not empty. For this, we have a tendency to use a water level detector that is
employed to observe the water level within the tank [3]. This system also offers the
ability to detect the outside temperature imported from a weather Web site as (this
is an advantage, where we do not need to use a sensor to measure the temperature,
we retrieve the information directly via the Web site). If the humidity level is at
well-defined intervals, you can know the state of the soil if it is dry or wet, which
opens the solenoid valve and thus provides water to irrigate the soil.

To build this system, we used the following hardware and software components:

• Arduino uno: It acts as the microcontroller board for the project. Arduino is an
open-source electronics platformbased on easy-to-use hardware and software. It is
combination of microcontroller-based Arduino board, Arduino program language
and Arduino software for development and compilation. Arduino has evolved
from just being an embedded environment to helping build advanced products for
IoT applications, wearables, 3D printing, etc. Also being an open-source platform,
the hardware design schematics, PCB files and the code for the software are freely
available. This gives user the flexibility to adapt and develop the design for their
own projects (Fig. 2).

• ThingSpeak platform: Is an IoT analytics platform service that can you view and
analyze live data in the cloud and also give you the ability to execute MATLAB
code.

• Wi-Fimodule ESP8266: Is a leading low-cost platform for IoT. The prominence of
ESP8266 is primarily due to its dual functionality. It can be used as a self-contained
Wi-Fi networking solution that can carry and drive the entire application. It can be
used as a Wi-Fi adapter to control other microcontroller units that can host more
complex applications than supported by ESP8266. It acts as the Wi-Fi adapter for
the IoT projects. It has multiple general purpose input output pins which can be
used to interface sensors directly to the MCU.

Fig. 2 Arduino Uno
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• Soil Moisture Sensor: The soil wet sensor is employed to live the wet level of soil.
The YL-69 probes are used to measure the resistance of current in soil. As the
moisture level increases the resistance to the flow of current will decrease [4–9].

• Centrifugal Pump: Is a mechanical device designed to maneuver a fluid from
cistern to the individual field space wherever water is needed by means that of
the transfer of motion energy from driven rotors, known as impellers (Figs. 3, 4,
5 and 6).

Fig. 3 ESP8266

Fig. 4 ThingSpeak platform
[2]
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Fig. 5 Soil moisture sensor

Fig. 6 Centrifugal pump

3 Implementation

The realization of this work is illustrated below. First aMathWorks account is created
that allows us to create a ThingSpeak account (Fig. 7). Then, a channel named smart
irrigation system using IoT associated with an ID and a password is also created. For
the exchange of data, we must first connect to our Wi-Fi and then connect the Wi-Fi
module to the channel that was created through its API key (Fig. 8).

4 Test Results

The setup of an automatic irrigation system is completed. If soil wet level goes below
a definite threshold price (i.e., moisture level below 50), then the water pump will
“TURN ON”. If the soil is wet (i.e., moisture level above 50), then the water pump
will automatically “TURN OFF”. All the information will be sent to the Arduino
through the server via Wi-Fi. The visualization in the system is performed at the
field level to display the soil moisture values in diagrams, or the values are taken
at well-defined times in order to monitor the soil condition like illustrate in Fig. 9
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Fig. 7 System prototype

Fig. 8 ThingSpeak channels
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Fig. 9 Soil moisture and water pump display in different times

(Table 1).
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Table 1 Soil moisture content

Moisture content Time (s) Pump status

100 1 ON

85 3 ON

65 2 ON

50 3 ON

30 4 OFF

20 1 OFF

11 3 OFF

8 2 OFF

0 4 OFF

5 Conclusion

In this paper, an associate intelligent irrigation system primarily based within the
cloud is enforced successfully. A channel is made in an associate ASCII text file IoT
platform that is created to save lots of and show the soil wetness data and conjointly
to manage the irrigation by the net.

This systemoptions a customdetector style for power potency, value effectiveness,
low-cost elements, further as measurability finish simple use. In the future, there are
some tasks that need to be done like creating this technique work on renewable
sources corresponding to solar power which might facilitate in low consumption of
fossil fuels.
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Leaky Wave Antenna for Wide Angle
Beam Scanning and High Directivity

Ruchi Agarwal, Prakhar Pratap Singh, Suresh Kumar, Umang Singh,
and Vipul Agarwal

Abstract A periodic leaky wave antenna having series fed 7-unit cell structure is
proposed here. The design of the proposed antenna is mirrored E-shaped antenna.
In this work, directivity and efficiency of the antenna are improved by etching
rectangular-shaped patch added with small triangular patch and loading of balanced
sorting pins. Antenna is working efficiently in range 21.1 GHz to 26 GHz having
center frequency of 24 GHz. It is having a high scanning range 70° (from −30°
to 40°) and improved directivity. Efficiency is the ratio of conversion of power of
accepted RF signals into radiated signals, and efficiency of the designed antenna is
90%. Gain of the proposed antenna is 15.1 dBi. Circular polarization is also obtained
at different frequencies, i.e., 21.1 GHz and 24.5 GHz. The working of proposed
antenna is effective as well as efficient, and radiation is circularly polarized.

Keywords LWA (leaky wave antenna) · Periodic LWA (PLWA) · RF signal · SIW
circular polarization

1 Introduction

Leaky wave antenna or LWA is a traveling wave antenna, in this, waves generally
propagate along the structure of the antenna [1–4]. Substrate integrated waveguide
(SIW) structures are used in industries due to its several advantages including cost-
efficient, simple construction, and ease of fabrication with other circuits [5].

Leaky wave antennas or LWAs are classified based on their behavior as uniform
and periodic LWAs [6]. In uniform LWAs, they generally have structures which
is wave guiding which helps in supporting fast waves in the fundamental mode. In
fundamentalmode, uniformLWAs help to obtain better scanning range in the forward
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direction region [7, 8]. Periodic LWAs can be formed by periodically addition of unit
cells along with the length of the non-radiating structure. PLWAs are used for beams
steering or scanning frequency in both forward and backward directions, and they
are used for obtaining narrow beams having high directivity [9]. Leaky waves are
generally called as fastwaves as they travelwith faster speed and surfacewave as slow
waves as they travel slower comparatively [4]. Properties of the LWA like different
radiation pattern can be modified bymerely changing structure of the antenna. LWAs
have received high development due to its important properties like high gain and ease
of integration with other devices and circuits [10–12]. LWAs have been developed
for various transmission lines and have received high interest throughout the decade.
LWAs can be categorized as uniform, quasi-uniform, or periodic depending upon the
radiation characteristics. To increase the directivity of the antenna at the cross-plane,
an array is formed by a combination of unit antennas in a particular order. LWAs are
now used extensively in various fields like wireless communication systems, radar
systems, etc., they are in heavy demand because of low profile structure, scanning
beams, and high directivity [13].

A uniform LWA has a uniform guiding shape along the length or a periodic
structure with a period much less than a wavelength, which commonly works at the
fundamental mode of a fast-wave guiding structure (like metallic waveguide and
substrate integrated waveguide [14, 15]). Various methods for enhancement of the
performance of leaky wave antennas have already been done in past few decades,
a few of them are (i) impedance match optimization in microstrip patch antenna by
using plates, shorting pins [16], (ii) polarization of microstrip antenna and tuning
the operating frequency by using shorting pins [17], (iii) huge amount of bandwidth
are required for the operation of conventional LWAs which is having low scanning
rate and low directivity [18]. For the suppression of unwanted frequency modes and
enhancement of the excitation efficiency of other modes, the stopband in unwanted
frequency mode was exploited [19].

Themain challenge faced during the antenna designingwas tomodify the structure
to allow proper scanning of the proposed antenna through broadside, and different
strategies have been applied to obtain radiation through broadside. In this paper, LWA
has been designed by removing a rectangular patch and adding a small triangular
patch and on combinationwith suitable balance shorting pins, scanning range, aswell
as directivity of the antenna, is increased. To reduce the cross-polarization effect and
to improve the band performance, the rectangular patch is truncated, and a small
triangular patch at both the wings of the antenna is added. Suppression of open
stopband at broadside is achieved by choosing the suitable dimensions as well as by
proper positioning of the shorting pins. The antenna proposed here is having higher
directivity, and scanning range of the antenna is large.
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Fig. 1 Antenna dimensions are L = 105, W = 60, p = 15, a = 16.8,b = 8, h = 1.575 (mm)

2 Antenna Structure

The structure of the antenna is amirrored E-shaped antenna having rectangular patch,
added with a small triangular patch at the wings which is overall integrated with
balanced sorting pins as shown in Fig. 1. In unit cell structure, leaky mode leakage
rate is varied by usingmetallic vias.Also, by clearly defining the position of vias, SLL
(side lobe level) has been reduced effectively. The antenna array is a combination
of seven unit cells interconnected by 50 � series line. These unit cells are added
uniformly to get high directivity. Two waveguide ports are added at the extreme ends
of the antenna. Substrate used in the antenna is Rogers RT5880 (lossy) having epsilon
2.2 and height 1.575 mm. Rogers RT5880 has a low dielectric constant (Dk), low
dielectric loss and can be easily cut, sheared, and easily machined to shapes, making
them suitable for broadband and various communication purposes. The designed
antenna is microstrip periodic LWA having forward to backward scanning capability
which is enabled by perturbations. CST versus 16 is used for the simulation of the
proposed antenna. CST studio suite is a simulation software which can solve all
electromagnetic problems from low frequency to microwave.

3 Unit Cell Characteristics and Dispersion Diagram

The unit cell structure of antenna is shown in Fig. 2. Two small rectangular shapes
are etched, and two small triangular patches are added to form the required antenna
design. There are two balanced shorting pins near wings of the radiating corners
of the antenna. These etched portions are symmetrical with central feed line which
means upper and lower portion of the antenna are similar to each other. The diameter
of shorting pin is taken as 0.8 mm (or radius 0.4 mm). These shorting pins are used
for integration of ground, substrate and patch and helpful in enhancing the radiation
capability of antenna. The unit cell dispersion diagram of the antenna is calculated
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Fig. 2 Unit cell structure of antenna: p = 15, w = 2.8, lt = 1.98, ls = 4, u = 4.8, v = 3.20, x = 2
(mm)

and is depicted in Fig. 3. We can observe from the diagram that the parameter phase
constant varies from forward direction to backward direction as frequency increases.

Fig. 3 Dispersion diagram of proposed antenna (center frequency at 24 GHz)
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It is clearly depicted in the figure that the center frequency of the proposed antenna
is obtained at 24 GHz as CRLH line is decreasing to 0 at the same frequency. The
etching of rectangular patches and addition of triangular patches at the end position
resulted in wide band performance and reduces cross-polarization. Further, open
stopband is removed by using suitable dimensions of the rectangular patch. The
material for ground and patch used in proposed antenna designing is perfect electric
conductor (PEC). PEC is used to improve aperture efficiency and hence higher gain.
The dimensions of the wings can be adjusted to obtain the suitable results.

βeff = 1

p
Re

[
cos−1

(
1 − S11S22 + S21S12

2S21

)]
(1)

airline =
(
2p × freq

C0

)
(2)

where

βeff is the effective phase constant
p is unit cell length.

4 Result and Discussion

The S parameters are used to describe the relationship between different ports of the
antenna (currently two ports in antenna are applied). The S parameters of proposed
work are depicted Fig. 4. The result of S11 parameter shows it is matched to central
feed line between the frequency range (21.1 GHz and 26 GHz). It tells how radio
waves travel in a multi-port network. S11 result shows the bandwidth of the antenna
and can be observed that the antenna is working efficiently between frequency range
21.1 GHz and 26 GHz.

Far-field pattern or beam steering of the antenna is shown in Figs. 5, 6, 7, 8 and
9. The radiation patterns are continuously varying with the change in the frequency
of the antenna. In two-dimensional antenna, reciprocity is used to find the far-field
radiation patterns in periodic leaky wave antennas [16, 17]. It shows how the main
lobe changes its direction from backward to forward and hence beam steering is
obtained with the variation in the frequency.

Beam steering is observed at various continuous frequencies and can be noted that
the normalized pattern of the radiation of far-field directivity at 21 GHz, 22 GHz,
24 GHz, 24.5 GHz, 25 GHz is sequential and hence antenna is radiating backward
to forward. The broadside is observed at 24 GHz frequency. Main lobe direction can
be calculated by using the below formula.

θ = arccos
(
β−1

/
k0

)
(3)
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Fig. 4 S parameter of the antenna

Fig. 5 Far-field directivity at frequency (21 GHz)

The relationship HPBW and the main beam scan angle can be obtained by using
the formula (θmax) [3]

�θ ≈ (α/k0)/0.183 cos θmax (4)
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Fig. 6 Far-field directivity
at frequency (22 GHz)

Fig. 7 Far-field directivity
at frequency (24 GHz)

It is observed that the antenna shows broad beam patterns at lower frequencies.
Half power beam width or HPBW increases when main beam starts scanning toward
the direction of end fire.

Efficiency is the ratio of conversion of power of accepted radio frequency signals
into radiated signals. At higher frequencies, high radiation efficiency is observed, and
as the frequency decreases, radiation capability decreases. Efficiency of the antenna is
observed to be 90%. The simulated total efficiency present in the antenna is depicted
in Fig. 10. The maximum gain over frequency of the antenna is shown in Fig. 11. It
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Fig. 8 Far-field directivity
at frequency (24.5 GHz)

Fig. 9 Far-field directivity
at frequency (25 GHz)

can be observed from the figure that maximum gain is 15.1 dBi in the antenna and
the maximum gain is obtained at 24 GHz.

Thedesigned antenna is circularly polarized at different frequencies, i.e., 21.1GHz
and 24.1 GHz. The antenna is multi-functional, circularly polarized antenna which
could be used at various base station or at communication system of radio detection
and ranging (RADAR). These circular polarization patterns are of great importance,
and presently, they are used at various antenna stations in various parts of the world.
Circular polarization of the simulated antenna is shown in Figs. 12 and 13.
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Fig. 10 Total efficiency of the antenna

Fig. 11 Max. gain over frequency of the antenna

We have focused on LWA system to achieve effective as well as efficient antenna.
Major problem was associated with broadside beam, which was achieved by trunca-
tion of rectangular patch and proper positioning of balanced sorting pins. Although
there are papers which has broadside radiation pattern but efficiency of antennas in
those papers are low comparatively. Also, in this paper we have used 7 unit cell struc-
tures hence the size of the antenna is not large. A complete comparison of proposed
antenna and other antennas is made in Table 1. It is seen that proposed antenna here
when compared with these reference LWAs is superior as well as overall effective
in various parameters mentioned. The antenna is smaller in size, having circular
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Fig. 12 Circular polarization at frequency 21.1 GHz

Fig. 13 Circular polarization at frequency 24.5 GHz
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Table 1 Proposed antenna and recent reported works on LWAs comparison table

Property Ref. [1] Ref. [7] Ref. [17] Proposed antenna

Number of unit cell
structure

8 9 5 7

Bandwidth range
(GHz)

10–18 57–64 9–14 21.1–26

Circular
polarization

Not reported Circularly polarized
radiation

Not reported Circularly polarized
radiation

Efficiency (%) 91 85 Not reported 90

polarization at various frequencies and is highly efficient when compared with other
antennas.

5 Conclusion

Leaky wave antenna has been designed which is having a wider beam scanning
capability of 70°. The designing of the antenna is very simple and compact resulting
in reducing cost of manufacturing. The efficiency of antenna is found to be 90%, i.e.,
it is highly efficient and shows circular polarization at various frequencies and has
total gain of 15.1 dBi. It is simple in designing and is easy to manufacture. Rogers RT
5880 (lossy) is used as a substrate, and PEC is used for designing of ground and patch.
Various methods are proposed for the elimination of open stopband, and attenuation
loss in the antenna resulting in design having less attenuation loss and eliminated
open stopband. The antenna is radiating at various frequencies sequentially from
forward to backward including broadside radiation.
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Modelling and Simulation of Advance
Charging for Electric and Solar Assisted
Vehicles

Pushpendra Kumar Singh, M. A. Ansari, Nidhi Singh Pal, Jay Singh,
and Nivedita Singh

Abstract The need for quick charging of an EV becomes a major issue that is
projecting to mitigate the range uneasiness hazardous of EV drivers and under-
stand the restricted activity. This paper introduced a charging methodology for
an EV battery which is dependable and strong for a lithium-ion battery, here we
have designed a bidirectional charger in MATLAB (Simulink). Changes in ready
converters applied to electric vehicles for better charging, and furthermore for finding
the better method to charge a lithium battery ion, an onboard circuit is intended for
charging station for EV’s and sunlight-based electric vehicle so that there is just need
of simply plug into an AC power source as utilized in the different application the
thought process behind structuring the charger is make charging in a simpler manner
with the goal that it gives a positive effect on the headway of electric vehicle in future.

Keywords Charging · Electric vehicle · Controller · Battery

1 Introduction

Electric vehicle is a rising idea in the field of transportation part. Due to such a
large number of advantages for example useful for the condition because of less
ecological contamination, less expensive method of transportation, utilization of
less oil, EV turns out to be a lot of famous nowadays [1]. There are essentially
three classifications of the electric vehicle offered in overall plug-in hybrid electric
vehicle (PHEV). These vehicles are using electric machine, the motor to run these
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vehicles with the electrical power provided by the batteries. The EV has various
advantages over the standard internal combustion electric vehicle (ICEV), because
of no surges of gases, high efficiency, self-governance from oil, and tranquil and
smooth movement. hybrid electric vehicle (HEV) and battery electric vehicle (BEV)
[2]. EV concept establishes a good market attention over time due to the degradation
of petroleum leads to rise the EV market greatly. EV also gives a positive impact on
the society due to clean energy operated vehicle. Secondly, mostly various grid is
powered by digging materials, i.e. the fossil fuels like coal. Most obvious advantage
is of any electric vehicle over combustion engine is the zero emission, no noise
pollution and simple in use, electric vehicles replaces many of manual transmission
units of an internal combustion engine such as clutch and consists of just very few
moving parts.

2 Power Electronics in Field of Electric Vehicle

Nowadays, power electronics play a energetic role in new findings of EVs. The
evolution of power electronic converter made devices to accomplish high efficiency,
high power density and robust converters like DC chopper (DC-DC converters), and
inverters (DC-AC converter) are designed for different operations of motors. Power
converters also provide high-speed switching, where resonant DC-link inverters is
a kind of battery fed applications [3]. Several resonant inverters connected in series
or in parallel by which they provide zero-current-switching (ZCS) or zero-voltage-
switching (ZVS). Due to low heat dissipation, zero switching losses, high power
density, very small acoustic noise, they are very advantageous. And hence they are
used in propulsion of EV.

3 Methods for Charging

3.1 Unidirectional Battery Charger

To quickly charge an EV battery, there is a fast EV charging method which is
most preferable nowadays; i.e. a constant current voltage/constant current (CV/CC)
charging is a good approach for the fast charging facility of the EV battery. For
Initially, high current is supplied to the battery so that it gets charged rapidly as the
battery electrical pressure (voltage) reaches to its extreme value than to avoid the
risk of damage and due to overvoltage charger shifts to constant voltage mode, a
normal CVmode, it typically takes three times longer to complete charging than CC.
Unidirectional charger works on two stages in which firstly conversion of provided
AC to DC by a converter and then a DC-DC converter with high frequency and also
do the job of power factor correction [4]. Also, there is need of high electric power
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chargers for electric vehicles batteries for the separation of wellbeing reasons. The
detachment is given to the high-frequency transformer since it operates at some kHz
frequencies. The inverter changes DC voltage to high-frequency AC so that trans-
former behaves well and not be destroyed due to DC input as it is being converted
intoAC via inverter. Further, a voltage level is made perfect with the use of step-down
transformer, which is suitable for the good life of the battery. This movement isn’t
performed by the chopper since it is less capable. Voltage of secondary side trans-
former is adjusted by the diode rectifier circuits [5]. Furthermore, finally corrected
DC voltage is supplied to the electric vehicles battery for charging of the battery
as well, the DC chopper works in current control mode; as soon as the ostensible
estimation of the battery is reached, the chopper movements to voltage control mode
and finishes the charging of the battery [6].

3.2 Bidirectional Battery Charger

Demand of market needed to be fulfilled by the V2G leads to the need of researchers
to give their responses over this topic than needed to research a bidirectional EV
chargers are main element in the V2G network, which is the result of grid connected
EVs [7], i.e. charging and discharging. A bidirectional EV charger has two switches
DC/DC buck–boost converter, and charging and discharging currents are handle by
this switch.

Thus, the whole game-plan is known as bidirectional. In the primary stage, a
totally controlled rectifier is utilized as it can works as a bidirectional stream to
cure the rectifying power factor as required. Another side, in optional way a full
controlled converter is utilized as conflicting to the diode circuit, the essential scaf-
fold converter in the adjustable/flexible side has full control on power factor and
DC voltage furthermore improved power stream. The other two extension converters
related to the high-frequency transformers play out the primary parts of such kind
of charger. Both the converters run with the output producing square wave voltage
and frequency in the range of kHz [8]. An inductor is used for soft switching and the
energy storage for a small-time exchange and furthermore for impermanent vitality
stockpiling. An improved structure of converters and segments can prompt less
exchanging misfortunes and productive since there are two controlled converters
[9].

4 Integrated Chargers

Due to charging and traction are different except in case of regenerative braking, there
is need of thing known as integrated charger. Integrated chargers have the capabil-
ities of minimizing the various issues such as voltage fluctuation and harmonics
reduction. They utilize the electric drive framework segments likewise at the hour of
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charging. This prompts an important abatement in volume, weight and cost [10]. This
coordination likewise has galvanic isolation because of which info power circuit is
segregated from the output power circuit; however for the reconfiguration of electric
drive frameworks both force gadgets and control circuit are to be planned [11].

Charging voltage, reduction in harmonics, unwanted magnetomotive force devel-
oped during charging, hardware/software complexity needed to be further improved.
Modelling of the integrated charger is to design a model that can understand relation-
ships and linkages between the components that form the system. Here, an approach
is taken to design the charger which has two inputs either by an AC power source
or by DC power source, it is essential to understand that a system. In modelLing
complex systems, the general methodology is the following: First, the system is
divided into smaller subsystems according to their function [12]. These are described
by independent models [6].

5 Electric Vehicle and Solar

Due to zero emission of CO2 the use of electric vehicle charging facility become
more advantageous when the charging infrastructure is derived from the renewable
energy sources. Now a days charging of an EV from a grid connected charger is
a reliable option because of no weather disturbances continuous power supply, but
the petroleum or other fuels of power plants is decaying with time so there is need
of a power source like solar PV and a charging facility which works as better as
grid connected chargers do, so an on board chargers are employed [12]. Basically,
EV charging based on DC both PV and EV are fundamentally DC in nature, so
there is need of conversion between AC and DC which leads to additional losses. To
overcome these integrated multiport converters are used.

6 Mathematical Modelling

i = 1

l

t∫

0

V dt + i0 (1)

�i = (Vout − Vin + VD)Toff
L

(2)

where, V out = output voltage, V in = input voltage, VD = voltage drop across diode,
D = duty cycle.
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Peak inductor current ipk

Min inductor current io

Ripple current �i = (
i pk − i0

)
Ripple current ratio to average current r = �i

/
iave

Off duty cycle 1− D = Tof f
/
T

Switch off time Toff = (1− D)
/
f

Average and load current iave = �i
/
2 = iload

RMS current for a r Wave
irms =

√
i00 + (�i)2/12

See Figs. 1 and 2.

Fig. 1 Diagrammatic representation of designed model working
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Fig. 2 Simulink model designed

7 Challenges and Solution

The main challenge is to improve charging time by use of different ways to achieve
a goal of best charging made some limitation on the EV’s.

• Build models of multilevel converters programs statically from base components.
• Use configurable subsystem to switch between different converter architectures.
• Analyze harmonic signature to verify the correctness of model authors and

affiliations.

8 Simulation Results and Discussion

See Figs. 3, 4, 5, 6, 7 and 8.
Simulation to verify that the model designed to provide charging facility for a

electric vehicle is accomplish from a AC power source so that it is more convenient
for the person to charge with a AC power source just by plugging in to the AC port, in
this a projection of actual model is made to define the charger the project is designed
in three parts in one part a AC to DC converter is designed and in another one boost

Fig. 3 State of charge when battery is charging by the designed model, initially battery SOC taken
is 50 percent increasing graph shows charging
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Fig. 4 Graph showing the current at the time of charging

Fig. 5 Graph showing the voltage at the time of charging

Fig. 6 Graph showing the current at the time of discharging

Fig. 7 Simulation result of Boost converter designed
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Fig. 8 Graph showing the discharging of battery SOC is decreasing with time

Fig. 9 Graph showing voltage at the time of discharging

converter is designed [13], than a lithium-ion battery is charged by designed model,
various tables [Tables 1 and 2] of readings are also incorporated for the precise
results so the state of charge, voltage and current are demonstrated battery used
for this project is lithium ion. There are several graphs which are obtained by this
project, i.e. charging versus time, voltage versus time, current versus time, which
is showing how the Simulink model works on the given parameters. As in Fig. 3,
state of charge goes on increasing with time this shows that the model is working
perfectly for charging a lithium-ion battery taken, Fig. 8 shows discharging graph,
Figs. 5 and 9 show the voltage at the time of charging and discharging, Figs. 4 and 6
show current at the time of charging and discharging. So we can say that the results
are as per desired values this model is working smoothly for charging of lithium-ion
battery which is fastly growing need for electric vehicles; in this project, we take a
survey of various charging methods and models for making it better and developed
a new model which consists of various converters like boost converter, AC to DC
converter and a direct DC supply is also a means of power charge battery so this
working model designed on Simulink has the ability to take both AC and DC supply
for charging purpose. When firstly an AC supply is provided than the AC to DC
converter converts into DC which consists of thyristors of appropriate quantities and
than a boost converter is incorporated to increase the output so that it can further used
to charge the lithium-ion battery, the readings of boost converter is shown in [Table
3] and charging by the designed model; initially, battery SOC taken is 50 percent
increasing graph shows charging.

9 Conclusion

We have discussed the use of various charging methods and designed a charger that
convert AC power into a charge an electric vehicle the designed model of a charger
is also shown which consists of different converter as per the need as boost converter
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Table 1 Battery parameters taken or charging

S. No. Lithium-ion battery

Parameter Reading

1 Nominal voltage (V) 24 V

2 Rated capacity 10 Ah

3 State of charge 50%

4 Cut-off voltage (V) 18

5 Nominal discharge current (A) 4.24

6 Full charge voltage (V) 27.93

Table 2 Boost converter parameters

S. No. I/p o/p voltages

Input Output

1 20 850

2 30 1000

3 50 1300

4 60 3520

Table 3 Power flow in various methods

S. No. Power flow

Unidirectional Bidirectional

1 Exclusively provide EV charging Provide EV charging

2 Less complicated structure Complex structure

3 Unidirectional power flow only Allow bidirectional power flow

4 Less initial investment Require high initial investment

and rectifier and a bidirectional converter so a design of on board charger for an
electric vehicle is made, and all the results are shown state of charge (SOC), voltage,
current with respect to time.
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Design and Performance Analysis
of the Ghost-Shaped Antenna
for Extremely High-Frequency
Applications

Madan Kumar Sharma, Nitin Kumar Gautam, Gagan Walia, Ankit Sharma,
Nikhil Sachan, and Deepak Kumar

Abstract In this paper, a ghost-shaped antenna is presented for extremely high-
frequency applications. The structure is implemented with ghost-shaped radiating
element and staircase partial ground plane. The antenna has overall size of 15 ×
20 × 1.5 mm3 and designed on the RO 5880 substrate with relative permittivity
of 2, permeability µ = 1, and 0.0009 loss tangent. The thickness of the antenna
substrate is 1.5 mm. The extended impedance bandwidth 163.63% (30–300 GHz)
of resulted antenna (magnitude of S11 < −10 dB) is accomplished by stepping the
size of the feed line and placed inverted C-shaped slot etched near to feed line.
The gain of the resulted antenna is 15 dBi. Omnidirectional radiation pattern is
observed in the entire frequency range. However, all these properties of the proposed
antenna are suitable for remote sensing (57–59.3GHz), automotiveRADARsystems,
IEEE802.16 (10–66 GHz) and Imaging security and other wireless communication
applications.

Keywords EHF · Antenna efficiency · Return loss · Gain · Ghost-shape
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1 Introduction

The demand of the wireless communication has high-data rate networks, high spec-
tral efficiencies, and stronger mitigation over extremely wide band increased sharply
from last fewdecades. By theEdholm’s law,wireless data levels continue to be double
in each 18months [1]. All these demands are fulfilled easily with the implementation
of terahertz communication system for which EM spectrum lies between microwave
and mid-infrared region. Extremely high frequency in this range supports higher
data rate [2] and good penetration strength in the human body in case of biomed-
ical sensing applications [3–5]. International Telecommunication Union (ITU) has
designated the extremely high-frequency (EHF) band of 30–300GHz frequency. This
frequency band has advantages of high data rate up to 10 Gbits/s, high frequency
range, lower interference with other existing wireless bands. This wide spectrum
has many applications in scientific research, telecommunications, weapons system,
security screening, thickness gauging, medicine, police speed radar, etc.

Thin triangular and circular antennas on graphene were analyzed and compared
[6]. The combined geometrical structure of circular patch and triangular substrate at
7.32 THz gives the best possible results to return loss S11 of −50.78 dB, 7.899dBi
directivity, 6.338 dB gain, and very high bandwidth. A graphene-based hexagonal-
shaped dual-band antenna fed by microstrip feed line was implemented in [7]. The
plus-shaped slot is used in hexagonal patch, and the antenna has fed by themicrostrip
feed line which results to returns loss less than −10 dB at frequencies 2.14 THz
and 5.41 THz. The obtained gains at the resonating frequency were 4.71 dB and
5.61 dB for the 2.14 THz and 5.41 THz frequency, respectively. However, antenna
has narrow bandwidth of 658 GHz (10.97%) and 1.023 THz (17.05%). In [8], a
novel linear-scaling technique was used for development of the THz antenna from
a GHz antenna. This technique works as a bridge between micro-strip-slot antennas
in GHz frequency and THz antennas. The reported antenna was operated from 4.9
THz to 5.9 THz range. All the dimensions of the antenna have been linearly scaled
to produce a THz range. Thus, novel idea of dimension reduction was novel, and
the antenna of THz bandwidth was produced from a GHz bandwidth antenna. A
novel high-efficiency micro-strip patch antenna was introduced in [9]. Due to fractal
structure of the antenna, all the results are suitable for THz frequency applications
such as reflection parameters, 118% bandwidth (0.434–1.684 THz), efficiency, and
gain (maximum 5.72 dBi), the Size 15 × 150 × 9.6 µm3, and very low cost. In [10],
developed antenna was used for biomedical sensing application which was operated
in the THz range. The wave THz characteristic of absorption and propagation in
metallic meshes built for terahertz sensing and used in biomedicine linked samples.
In [11], ultra-wide-band THz application-based antenna has been presented with
elliptical patch and microstrip feed line. The rectangular ground plane has been
converted into partial ground plane which results to enhance impedance bandwidth
of the antenna. Although, existing literature have been reported several antennas in
the frequency range of THz, still is a scope to develop a novel antenna which has
small size, fabricated on the low cost substrate and has THz operating range.
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Table 1 Comparison of the proposed work with existing literature

Reference Size Operating
bandwidth

Gain Radiation pattern Substrate
material used

[6] 11.2 × 11.2
× 2 µm3

371 GHz 6.338 dB Bi-directional RO 4003C

[7] 25.8 × 34
× 40 µm3

658 GHz for
2.14 THz
1.023 THz for
5.41 THz

4.71 dB for
2.14 THz
5.61 dB for
5.41 THz

– Novel
substrate

[8] 25 × 30 ×
16 mm3

1 THz
(4.9–5.9 THz)

3 dB Bi-directional FR4-epoxy

[9] 150 × 150
× 9.6 µm3

0.434–1.684
THz

5.72 dBi – FR4

[10] 600 × 800
× 7 µm3

0.46–5.46 THz 12 dB Omnidirectional Polyamide

In this work 15 × 20 ×
15 mm3

30–300 GHz 15 dBi Omnidirectional RO 5880

In this paper, stair-case micro-strip-fed multiple circular slot cut circular antenna
is presented with partial ground. The resulted antenna has a size of 15 × 20 × 1.5
mm3 and fabricated onRO5880 substratewith loss tangent of 0.0009. The impedance
bandwidth is 163.3% (30–300 GHz) of proposed antenna (magnitude of reflection
coefficient S11 ≤ −10 dB). The proposed antenna is simulated on microwave studio
CST software. Moreover, proposed antenna is small in size and developed on the
low-cost RO 5880 substrate. Comparisons of the proposed antenna in terms of size,
substrate material used, achieved gain and pattern stability are carried out, and data
is shown in Table 1.

The presented antenna is designed and simulated on the RO5880 substrate, and
optimized structure of the antenna has overall size 15 × 20 × 1.5 mm3. The geomet-
rical structure of the resulted antenna is shown in Fig. 1. It is constructed with
ghost-shaped radiating element which is fed by a stepped size feed line. The evolu-
tion steps of the proposed antenna are initiated with the modification of the geometry
of the reference antenna developed in [12].

The evolution procedure of the resulted antenna is shown in Fig. 2. The reference
antenna has ultra-wideband width 2–12 GHz.

Initially, the reference antenna is simulated for in-band reflection, and the reflec-
tion coefficient of each step is shown in Fig. 3. It is covered only 2–12 GHz band
as quoted by authors. In the first modification step, the ground plane is etched with
multiple stair-case structure to alter current path and to improve the antenna reso-
nance. In this step, reflection coefficient is above −10 dB for whole range of the
frequency 30–300 GHz. In second step, radiating element is modified from circular
shape to ghost-shaped radiating element; now design is simulated for reflection coef-
ficient analysis. In this step, the in-band reflection (S11 ≤ −10 dB) is also poor and
resulting for zero impedance bandwidth. Further, feed line is converted into stepped
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Fig. 1 Front and bottom views of the resulted antenna

 Proposed   
Antenna Step-3

Reference
Antenna

Step-1 Step-2

Fig. 2 Evaluation steps of the resulted antenna

size structure for impedance bandwidth improvement. In this case, antenna offered
poor impedancebandwidth and reflection coefficient above−10dB for entire rangeof
frequency. However, good resonance match is accomplished with inverted C-shaped
slot etched near to feed line which acts as impedance transformer and resulting for
in-band reflection (S11 ≤ −10 dB) for entire frequency 30–300 GHz. The antenna
developed in this stage is known as proposed antenna.
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Fig. 3 Simulated reflection parameters of the reference antenna, step-1, step-2, step-3, and proposed
antenna

1.1 Parametric Study of the Proposed Antenna

To obtain the desired performance results, the proposed antenna components are
studied. Therefore, antenna is modeled using different kind of substrate. The return
loss comparison of proposed antenna with different substrate materials (plexiglass,
polyimide, RO 5880, teflon, quartz and FR4) is shown in Fig. 4. By changing the
substrate material, different frequency bands are observed with or without in-band
reflection. It is observed that the reflection coefficient for substrate with (plexiglass,
polyimide, RO 5880, teflon, quartz) material is less than −10 dB for the bandwidth
range 30–180 GHz. However, FR4 has well in band reflection, and S11 is less than
−10 dB for entire interested frequency range of 30–300 GHz.

Another parametric analysis is carried out with the variation of the thickness of the
RO 5880, teflon and FR4 substrate-based antenna. Results of reflection parameters
for thickness of 0.5 mm, 1.0 mm and 1.5 mm for all three type of substrate are
shown in Figs. 5, 6, and 7 respectively. At the substrate thickness 0.5 mm results of
the reflection coefficient is below −10 dB except some peaks above −10 dB at the
frequencies 60 GHz, 75 GHz, 190 GHz, 210, and 225 for RO5880, Teflon and FR4
substrate as depicted from Figs. 5 and 6. However, at the thickness of 1.5 mm for all
three types of the substrate antenna is simulated, and reflection coefficient is depicted
in Fig. 7. The reflection coefficient for all three substrate has in-band reflection (S11
≤ −10 dB) for interested frequency range 30–300 GHz. However, FR4 has better
results of in -band reflection than RO 5880 and teflon, but FR4 is exhibited high
dielectric loss comparatively.
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Fig. 4 Simulated return loss comparison of the antenna with different substrate (plexiglass,
polyamide, RO 5880, teflon, quartz, and FR4)

Fig. 5 Simulated reflection parameters for thickness of 0.5 mm of the antenna with different
substrate (FR4, RO5880, and teflon)
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Fig. 6 Simulated reflection parameters for thickness of 1.0 mm of the antenna with different
substrate (FR4, RO5880, and teflon)

Fig. 7 Simulated reflection parameters for thickness of 1.5 mm of the antenna with different
substrate (FR4, RO5880, and Teflon)
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Fig. 8 Simulated gain of the antenna with different substrate (FR4, teflon and RO5880)

Therefore, gain analysis of RO 5880, teflon, and FR4-based antenna is also carried
out. Results of the gain with all different substrate are shown in Fig. 8. These results
are shows that FR4 substrate-based antenna has very poor gain due to more dielectric
loss occurred in that substrate. However, Roger 5880 and teflon substrate-based
antenna have closely matched results with the constant value of 15 dBi for frequency
of 100–300 GHz. However, teflon-based antenna has poor and unstable gain for
40–90 GHz frequency. Finally, Roger 5880 substrate with thickness of 1.5 mm is
selected for development of the proposed antenna which has more stable gain with
an average value of 15 dBi.

2 Results and Discussion

The proposed antenna performance results are simulated and analyzed in terms of
impedance bandwidth, gain, surface current, and radiation patterns. The impedance
bandwidth is shown in Fig. 9. Result is indicated that antenna covered the extremely
high frequency range 30–300 GHz. Simulated gain of the antenna is depicted in
Fig. 10 which is almost constant with a value 15 dBi over the entire frequency range.
Surface current analysis of the antenna is carried out to measure distributed current
density across the radiating element. The current density is observed at 30 GHz,
50 GHz, 70 GHz, and 85 GHz.



Design and Performance Analysis of the Ghost-Shaped … 541

Fig. 9 Simulated return loss of the antenna

Fig. 10 Simulated gain of the antenna
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The surface current distribution at the given frequency is shown in Fig. 11. The
radiating element has accumulated maximum charge at this frequency, and results
exhibited low dielectric loss across the substrate.

The radiation patterns are also evaluated using CST to determine the orientation
of the radiated energy from the antenna. The results are evaluated at the frequency
50GHz, 150GHz, 250GHz, and 280GHz frequency forØ= 0 andØ= 90 and shown
in Fig. 12a, b respectively. Obtained radiation patterns are stable and omnidirectional
at the operating frequency of the antenna.

Fig. 11 Surface current distribution of the antenna at a 30GHz, b 50GHz, c 70GHz, and d 85GHz
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Fig. 12 a Simulated radiation patterns of the antenna at (a) 50 GHz, (b) 150 GHz, (c) 250 GHz, and
(d) 280 GHz for Ø = 0. b Simulated radiation patterns of the antenna at (a) 50 GHz, (b) 150 GHz,
(c) 250 GHz, and (d) 280 GHz for Ø = 90

3 Conclusion

A ghost-shaped antenna with staircase etched ground plane and stepped size feed
line is successfully implemented in this study. The substrate-based analysis is carried
out for improved results. The proposed antenna has wide impedance bandwidth 30–
300 GHz which covers various extremely high-frequency applications, constant gain
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of 15 dBi, and stable omnidirectional patterns. The proposed antenna is compared
with existing literature and offered better results than existing one.
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Design and Comparative Analysis
of Photovoltaic Battery Charge Control
Techniques in Simulink Environment

Santosh Kumar Yadav, Nidhi Singh, M. A. Ansari, and Rohit Kumar

Abstract In this paper, the methods for battery charging controller are structured
as consistent current (CC) charging, steady voltage (CV) and two-phase consistent
current steady voltage (CC-CV) charging procedure. We can accomplish a high-
yield voltage and high increase by controlling the obligation pattern of switches by
utilizing a controller. Interface the battery with DC-DC converter and controller,
which improves the proficiency, decreases misfortunes and improves execution. In
this paper, the procedures for battery charging controller are structured as steady
current (CC) charging, consistent voltage (CV) and two-phase steady current steady
voltage (CC-CV) charging strategy.

Keywords Lithium-ion battery · Controller · Battery energy storage · State of
charge · DC/DC converter

1 Introduction

Nowadays, technology is progressing at breakneck pace, and our traditional energy
sources are reduced and depleting day by day due to deforestation, small reserves
of fossil fuels, global warming, etc. Even if they are used constantly, there will be
no traditional energy sources in the future. The reason for thinking about generating
power on site is the economic and environmental problems. The customary vitality
emergency and the developing occurrence of ecological unsettling influence, for
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example, air contamination and an Earth-wide temperature boost; bring about a
consistently rising rate of use of non-traditional or sustainable power sources since
they are perfect and liberated from numerous hurtful impacts. Sun-powered vitality is
one of themost encouraging of sustainable power sources [3]. This paper is structured
according to the following; Sect. 1 includes paper presentation. Section 2 includes
battery made from lithium-ion. Section 3 comes with DC-DC converter. Section 4
contains schematic diagrams and MATLAB/Simulink models, Sect. 5 consists of a
comparative study using simulation results of all techniques, Sect. 6 contains the
paper conclusion, and the paper references are included at the end.

2 Lithium-Ion Battery

It got obvious throughout the most recent couple of years that not all mercury, silver
or solublemanganese dioxide frameworks could gracefully a higher vitality thickness
gadget from hermitically fixed cells at a sensible expense, henceforth the requirement
for the presentation of lithium battery framework. Lithium batteries contain natural
electrolyte lithium and can offer up to 330 Wh/kg of gravimetric vitality thickness,
right aroundmultiple times that ofmercury and silver batteries andmultiple times that
of antacid manganese batteries, among different points of interest. Lithium particle
(Li-particle) batteries are the most well-known kind of lithium batteries while the
further developed sorts incorporate lithium polymer (Li-Po), lithium-molybdenum
disulfide and lithium (aluminum) iron monosulfide batteries [10].

3 DC-DC Converter

The DC converters are also used as regulators for switching mode to convert a
normally uncontrolled DC voltage to a controlled DC output voltage. PWM usually
achieves control at a static frequency, and the switching driver is typically BJT,
MOSFET or IGBT as well. The power regulator is often based on an inductor, a
charging pump single condenser, switch-mode power converter or a linear regulator.
What regulator has its own advantages and disadvantages, but it is the requirements
of operation that decide which type of power regulator is best suited. Bidirectional
DC-DC converters allow power flow, in either direction, between two DC sources.
They can switch the heading of current stream and subsequently power while holding
the voltage extremity at the two finishes unaltered and are accordingly progressively
being utilized in applications, for example, DC persistent force supplies, battery
charger circuits, circuits with battery chargers, power supplies for telecoms, and
electronic control systems [1]. Here bidirectional converter is utilized as an interface
in this exposition to charge and release the battery. The generic circuit structure of
the directional converter is illustrated in Fig. 1.
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Fig. 1 Illustration of
bidirectional power flow

3.1 Simulink Model for Isolated Bidirectional DC-DC
Converter

Attributable to the changing natural circumstance, yield varies in the force creation by
windmills and sun based force frameworks. As a result of the huge varieties in yield
such vitality frameworks are not adequate to take care of the force as an independent
framework, and along these lines these vitality frameworks are regularly associated
with vitality stockpiling gadgets, for example, batteries and super capacitors. These
vitality stockpiling gadgets store the overflow vitality during low burden request and
give reinforcement when a framework disappointment happens and when the vitality
framework yield changes because of climate.

This converter is well designed for uninterruptible power supply (UPS) battery
charging and discharge circuits in DC. The basic circuit of isolated bidirectional
DC-DC converter is shown in Fig. 2.

The Simulink model for bidirectional DC-DC converter is shown in Fig. 3.
Thebridge consists of four switches;MOSFET is used for high-power applications

here. The first H-bridge supplies AC voltage in square wave to the transformer’smain

Fig. 2 Basic circuit diagram of isolated bidirectional DC-DC converter
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Fig. 3 Simulink model of bidirectional DC-DC converter

winding. The second H-bridge provides DC voltage output for many applications,
such as charging the PV batteries.

3.2 Simulink Model for Battery Charging with Half-Bridge
Converter

One of the main features of a PV system is that power is only produced when
the sunlight is available. In the system which the photovoltaic is the sole source
of generation, the supply of power all the time is not possible. Utilizing legiti-
mate battery charging/releasing control procedures which accomplish high battery
charging (SOC) can diminish generally speaking framework cost (Fig. 4).

System description

Input DC voltage-48 V.

Lithium-ion battery rating

Nominal voltage-24 V.
Full-charge voltage-27.93 V.
Internal resistance-0.024 �.
Battery output- SOC (50.37%), current (13.09 A),
Voltage (26.59 V).
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Fig. 4 Simulink model for battery charging with half-bridge converter

4 Simulink Models of the Three Charge Control
Techniques

4.1 Constant Current Charging Technique

In steady current charging method, the converter gives the battery a consistent
charging current which implies whatever variety of the current the PV board supplies
as indicated by various degrees of sun-oriented insolation, is taken care of to the
converter and the charging controller at that point gives the converter the required
PWM sign to gracefully the battery with consistent current all through the charging
procedure. Consistent current is a basic sort of battery charging, with the present level
set at about 10% of the most extreme battery esteem. Charge times are genuinely
long with the disadvantage that whenever over-burden, the battery can overheat,
prompting untimely substitution of the battery. Hence, this approach will prevent the
issue of intermittent charging current [5]. The schematic of this charging topology
is given in Fig. 5.

The Simulink model for constant current charging technique is shown in Fig. 6.
In Fig. 6 the battery is accused of a steady present until a specific limit estimation

of VOC is reached at the battery terminal voltage. The PI controller sensed the voltage
of the battery terminal (VBattery) and gave the output to PWM which gave the switch
converter signal. When the battery voltage arrives at the limit estimation of VOC,
the charging cycle is terminated and the reference charging current is shown in the
control logic at zero.
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Fig. 5 Diagram for constant current (CC) charging

Fig. 6 Simulink model for constant current charging

4.2 Constant Voltage Charging Technique

Steady voltage lets the charger’s full current stream into the battery until the force
flexibly arrives at its pre-set voltage. At the point when the voltage point is reached,
the presentwill at that point tighten to a baseworth. The batterywill remain connected
to the charger until it is prepared for use and will remain at the “coast level,” stream
charging to make up for standard self-release of the battery. The customary steady
voltage charging strategy (CC-CV) is utilized to get away from the consistent current
charging method impediments as depicted previously. Here the entire charging cycle
is part into two stages, one being consistent present mode and the other being steady
voltage mode. In predictable current mode, before the preset over-voltage limit is
shown up at the battery is given a high charge current called mass current. The
mode changes to consistent voltage mode when reached after this edge estimation
of voltage, where the upper limit voltage is held in the battery until the present
abatements to a preset, little worth called coast. On the off chance that the present



Design and Comparative Analysis of Photovoltaic Battery … 551

drops over the level, at that point the charging cycle will be ended. Figure 7 shows
the topology of this charging cycle.

Figure 8 shows the Simulinkmodel for the consistent voltage charging framework.
The control rationale for the calculation for persistent voltage charging is additionally
appeared. In the event that the voltage of the battery is not exactly the limit of over-
voltage, at that point the charging of steady current is empowered. For charging the
battery, a high-charge current (mass current) is provided. The PI controller limits the
mistake between the genuine charging voltage and the ideal charging voltage and
produces the obligation cycle important for setting off the converter. In the event that
the condition is wrong, implying that the voltage of the battery is more prominent
than or equivalent to the VOC then the method of consistent voltage is incapacitated.
By and by, the PI controller delivers the essential obligation cycle for the converter
to screen the ideal consistent charge voltage of 25.98 V for the thought about battery.

Fig. 7 Diagram for constant voltage (CV) charging

Fig. 8 Simulink model for constant voltage charging
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In the event that the condition is genuine that implies the charging is more prominent
than reference current 16 A. At that point, the steady voltage of VOC is kept up by
the converter over the battery terminal. In the event that the condition is inaccurate,
it infers that the charging current falls beneath the 16 A edge. The PI controller
produces zero obligation cycle for the converter and ends battery charging.

4.3 Constant Voltage/Constant Current (CV-CC) Technique

It is a mixture of the two strategies set out above. The charger confines the measure
of current to a pre-set level before a pre-set voltage level is reached. The current then
decreases as the battery is charged to the maximum. The lithium-ion battery employs
the charging process of constant current fixed voltage (CC /CV). A controlled current
increases the terminal voltage before reaching the upper charge voltage limit, so all
in all the present drops because of immersion. The charging procedure for the three-
phase battery is an altered two-phase steady current consistent voltage (CC-CV)
charging framework. It does have three charging stages instead of two charging
stages. The circuit topology used to actualize this charging calculation is like the
two-phase CC-CV charging strategy, as shown in Fig. 9.

The Simulinkmodel of CC-CV charging technique is shown in Fig. 10. At the start
of the charging cycle, the discharged battery terminal voltage is initially compared
with the trickle charge voltage threshold. If the voltage of the battery is less than
the threshold of the stream charge voltage (specified by the battery producer) at that
point, the streamcharge stage is permitted.Here in Fig. 7, the transfer condition called
V < VTrickle decides whether or not to supply the charging current in stream mode.
In the event that this condition is substantial, the capitalized (16 A) is permitted and
on the off chance that this is off base, at that point the following state of the switch
becomes effective. The PI controller is developed so as to limit the blunder between
the genuine and wanted/reference value of the charging current and according to
which the DC-DC buck converter is given the pulse widthmodulation (PWM) signal.
Buck converter then fills the battery with the preset trickle current. If the voltage of
the battery exceeds VTrickle then the charging stage for the bulk is triggered. At this

Fig. 9 Diagram for constant current constant voltage (CC-CV) charging
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Fig. 10 Simulink model of constant current-constant voltage (CC-CV) charging technique

point, a higher-current IBulk charges the battery until the battery voltage is lower than
its VOC edge overvoltage.

5 Results and Discussion

5.1 Simulation Results of Bidirectional DC-DC Converter

See Figs. 11 and 12.

5.2 Simulation Results of Battery Charging with Half-Bridge
Converter for SOC, Current and Voltage

See Fig. 13.
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Fig. 11 Input square wave

Fig. 12 Output DC voltage

5.3 Simulation Results of Constant Current Technique
for SOC, Current and Voltage

See Fig. 14.
System description

Input DC voltage-48 V.
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Fig. 13 Output of the battery in charging process

Constant current-(−5, −10, −15, −20 A).

Lithium-ion battery rating

Nominal voltage-24 V.
Full-charge voltage-27.93 V.
Internal resistance-0.024 �.
Battery output-SOC (80%), current (−19.38A), voltage (26.32).

5.4 Simulation Results of Constant Voltage Technique
for SOC, Current and Voltage

See Fig. 15.
System description

Input DC voltage-48 V.
Constant voltage-25.98.

Lithium-ion battery rating

Nominal voltage-24 V.
Full-charge voltage-27.93 V.
Internal resistance-0.024 �.
Battery output-SOC (45%), current (−16A), voltage (25.98).
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Fig. 14 Simulation results for SOC, current and voltage

5.5 Simulation Results of (CC-CV) Charging Technique
for SOC, Current and Voltage

See Fig. 16.

5.6 Comparative Study of All the Three Charging Techniques

From Figs. 14 and 16, in the proposed CC-CV charge controller, from the outset the
battery is blamed for a current of 16 A however in the consistent current charging



Design and Comparative Analysis of Photovoltaic Battery … 557

Fig. 15 Simulation results for SOC, current and voltage

strategy if the battery is charged by a predictable current of 1 A and the consistent
current is given even in the mass charging stage as depicted in the proposed esti-
mation where the battery is charged by 20 A current. Subsequently, the proposed
CC-CV charging sets aside altogether less exertion to charge the battery in this mass
accusing stage when differentiated of the consistent current charging procedure.
Another essential issue is that the battery encounters lacking charging in consistent
current charging method. From Fig. 15 and Fig. 16, the charging current of consis-
tent voltage charging is high from the start when the battery is charged from totally
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Fig. 16 Simulation results for SOC, current and voltage



Design and Comparative Analysis of Photovoltaic Battery … 559

Table 1 Comparison of three-charging technique

PV battery charging algorithm

Criteria Constant current
charging

Constant voltage
charging

Constant
current-Constant
voltage charging

1. Charging time Depends upon
constant current
charging

Lesser time is
required

Longer

2. Incomplete charging Suffers from
phenomena

Overcomes this
phenomena

Overcomes this
phenomena

3. Battery life Affected Affected Remains unaffected

discharged condition. Henceforth, the battery terminal voltage shows up at the over-
voltage edge V oc a ton sooner than the CC-CV charging methodology as shown in
Fig. 10 where the battery terminal voltage is kept up at V oc until the seeking after
current goes to the IFloat regard. Regardless, in the CC-CV charging estimation, the
battery is from the outset blamed for somewhat present and the battery voltage rises
to a particular cutoff called stream voltage and subsequently a high charging current
of 5 A of the charging current is given to the battery (Table 1).

6 Conclusion

Normally,when the charger is connected to the charger, the chargerwill automatically
charge the battery pack, but it will continue to charge even though the battery is
fully charged. That situation can cause damage to the battery itself. A successful
charging system will improve battery life. The structure, essential parts and working
guideline of the disconnected bidirectional DC-DC converter are portrayed in this
section. Additionally, the Simulink model of IBDC has been proposed to show the
two-sided stream of intensity. The waveforms of the model show the stage move of
180° which permits the most extreme capacity to be moved between the two DC
sources. The stage move between the two DC voltages decides the bearing and the
measure of intensity move between two DC transports. By altering the stage move,
full control on the forcemove is conceivable. In the three charge control techniques of
battery, the PI controller can regulate the output voltage from the charger to satisfy
a desire value by regulating the rise time of the current, over-shooting and error
occurring during charging phase. The proportional (P) action reduces the time of
increase and increases error while the Integral (I) action removes the error. Pulse
width modulation (PWM) is the most effective means of achieving constant voltage
charging of batteries by switching the power devices of the solar system controller.
The current from the solar array tapers according to the condition of the battery
and the recharging requirements when in PWM regulation. The CC-CV charging is
frequently contrasted with the CV charging, and it tends to be surmised that the time
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taken by the CC-CV charging is more than the CV charging yet the CC-CV charging
strategy is better for the security of the battery than the CV charging procedure in
light of the fact that the battery is accused of high beginning current in the CV
charging in the CC-CV charging method, the battery is at first provided with a little
current called stream current up to a specific voltage limit, called stream voltage, and
afterward high charging current is provided in the next stage.
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High Impedance Fault Analysis
of Distributed Power System Network
Using Discrete Wavelet Transform

Abrar Ul Qadir Bhat, Anupama Prakash, Vijay Kumar Tayal,
and Pallavi Choudekar

Abstract When an energetic primary conductor comes into contact with a quasi-
insulating surface, such as a tree, equipment, or structure or it falls to the ground, the
occurrence of the high impedance fault becomes quite high. The importance of these
previously unnoticeable flaws is that they pose a significant threat to public safety as
well as the risk of ignition by arcing fire. The high impedance failure is categorized by
a sufficiently high impedance that traditional safety, such as fuses and current relays,
does not detect it. Unlike short circuits with low impedance, which involves relatively
large fault currents and are easily detectable by conventional over-current protection,
these HIFs constitute a small threat to the power system equipment damage. High
impedance failures generate current rates approximately in the range from 0 to 85
Amperes. Typically, a HIF shows flashing and arcing at the point of contact. In this
paper, high impedance fault is modelled in the MATLAB/Simulink environment and
are classified using discrete wavelet transform to implement proper safety scheme
in the distribution system.
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impedance fault circuit · Discrete wavelet transform
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1 Introduction

Power system engineers need to carefully design and calibrate the protective devices
as safety and reliability of power systems is of utmost importance. Some of the
anomalies that exist in distributed power system networks are line failures, high
impedance failures, condenser switching, and unexpected charging rejection. Amid
these disruptions, the most complicated phenomena faced by utilities is the determi-
nation of HIF fault in distributed power system network [1]. The standard protection
schemes designed to identify the fault in the network over the years are based on
over-current principle and are therefore suited only for low impedance faults, where
the fault currents are extremely higher than load current. In case of HIF fault, the
magnitude of fault current is comparable to that of load current and is therefore
undetected by the over-current relays. The HIF, if not detected and taken care off
by the protection system leads to the flash and arc at the point of contact and can
be dangerous to the living beings in the vicinity [1, 2]. In order to mitigate such a
crisis, traditional schemes such as system current and voltage trends, minimal reac-
tion approach, and the transients linked to these waves were used to identify system
failures [3–6].

It is difficult to determine high impedance fault present in medium voltage distri-
bution networks using various ground fault and over-current relays [7]. This form
of failure is difficult to detect by monitoring equipment since its existence results in
just a small increase in phase to ground voltage, so it may be confused with regular
increases in load [8]. HIF is characterized as unwanted electrical contact with a high
impedance surface like sand, asphalt road, tree or grass [9]. The HIF fault has a low
magnitude of current (few mA) or tens of amperes [10]. Failure to detect HIFs leads
to serious danger to human beings in electric shock and possible fire hazards [11].
HIF is a very dynamic phenomenon and is strongly nonlinear [12]. Detecting high
impedance faults is definitely challenging [13]. There are various ways to detect and
treat high impedance earth faults such as direct measurement of the power system’s
electrical quantities, randomness and energy algorithms, harmonic analysis, neural
networks, chaotic pattern and discrete wavelet analysis [14].

2 System Modelling

The distribution network which is shown in Fig. 1 has been used for the analysis of
different types of faults which occur in the power system distributed network. The
system has been modelled in MATLAB/Simulink environment. High impedance
fault is introduced such as symmetrical (HLLLG) and unsymmetrical (HLG, HLL
andHLLG). It has grid source (100MVA/11 kV), two transformers each of 100MVA,
transformer 1 and transformer 2 of 11 kV/33 kV and 33 kV/400 V, respectively, three
distribution line 1, 2 and 3 of 30 km, 30 km and 40 km, respectively, with integration
of load facility.
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Fig. 1 Block diagram of distribution network

Fig. 2 High impedance fault model

The high impedance fault model proposed in this paper as shown in Fig. 2
comprises of two DC sources (DC1 and DC2) with voltages (Vp and Vn) repre-
senting arcing voltage values of 5500 V and 2750 V, respectively; two resistances
(Rp and Rn) between the diodes representing resistance having values of 300 � and
1000 �, respectively.

3 Discrete Wavelet Transform

Discrete wavelet transform has been an effective application in numerous fields, for
example, acoustics, sign and picture preparing, power system analysis, discourse
separation and optics. Its application in power system analysis has been widely
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accepted by the researchers worldwide. Typical implementations include power
device protection [15], power system transient analysis [16], control condition iden-
tification and classification [17], etc. Unlike conventional Fourier transform, the
transition of the wavelet is capable of supplying period and frequency details at the
same period, it then provides different frequency and time resolutions which may be
of benefit to the study of transient signals comprising both low- and high-frequency
components together. Discrete wavelet transform (DWT) analysis is a tool of signal
processing in which the signal is interpreted at various frequency levels following a
sequence of decompositions.

Protection experts and scholars have been searching for approaches to this long-
standing issue for several years. This search culminated in the creation of many
HIF detection techniques. In addition, as being defined as low current fault, these
fault classes continue to show erratic actions with unpredictable and large variations
in current rates. These are often distinguished by the inclusion of high-frequency
elements and harmonics. Much of the high impedance fault work cantered on
designing flexible detectors to identify these faults reliably. Some of the methods
include Fourier transform, neural networking, fuzzy logic [18, 19], relay logic,
Kalman filtering, wavelets and others.

The effective method for processing information about the time–frequency signal
is discrete wavelet transform. This produces non-redundant signal restoration and
allows sampling of the signal with localized transients. This also provides improved
spatial and spectral signal localisation. Such sophisticated, efficient tool has beenused
in recent decades to develop protective relays. In discrete wavelet transform analysis,
fault current x(t) is broken down into twofrequency components, i.e. high and low
such as accurate coefficients (D) and approximation (A) as shown in Eqs. (1)–(4)
[20–23].

x(t) =
∑

k

cA0∅ j,k(t)

=
∑

k

cA1∅ j−1,k(t) +
∑

k

cD1∅ j−1,k(t)

x(t) = A1(t) + D1(t) (1)

To derive the correct details from the lower part of frequency,

x(t) = A2(t) + D2(t) + D1(t) (2)

x(t) = A3(t) + D3(t) + D2(t) + D1(t) (3)

Therefore, signal can be shown as,

x(t) = AN (t) + DN (t) + DN−1(t) + · · · + D1(t) (4)
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Fig. 3 Three-phase fault model

The SD values calculated for each phase with different condition of fault and it
is obtained using Eq. (5) as given below,

SD =
√

1

n − 1

[
n∑

i=1

(xi − x)2
]

(5)

x = 1

n

n∑

i=1

xi

4 Results and Discussion

4.1 MATLAB Simulation

The distributed power systemmodel of 11 kVwith high impedance fault as shown in
Fig. 3 is modelled in MATLAB/Simulink environment. The HIF current and voltage
waveform of all the phases have been taken for the time period from 0.00 s to 0.5 s
to determine the type of the fault.

4.2 DWT Analysis

The current signal analysis of DWT is carried out under different cases of fault
(normal, HLG, HLLG and HLLLG). The HIF current and voltage waveform of all
phases under normal (No Fault) as well as under faulty conditions of different faults
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Fig. 4 Current and voltage waveform under normal case/no fault

and their respective DWTwaveform are shown in Figs. 4, 5, 6, 7, 8, 9, 10 and 11. It is
found that themagnitude of current in case of normal remains same for all the phases.
But in case of HLG, HLLG and HLLLG fault, the magnitude of faulted current is of
having little difference. For example, in case of HLG fault of phase-A, the magnitude
of fault current of phase-A is 487.78 A which is almost high as compared to other
two phases i.e. phase-B (473.48 A) and phase-C (474.20 A). While in case of DWT
analysis, the magnitude of noise present in levels d1 to d3 is seen to be high and d4
to d5 levels are full of transients. Standard deviation values are found using Eq. (5)
shown in Sect. 3 and is listed in Table 1.

Figure 4 shows current and voltage waveform under normal case. Here the current
and voltage remain the same throughout the time period for all the phases.

The high impedance A-G fault was simulated from 0.15 to 0.2 s. The current and
voltage waveforms captured at bus1 for this fault are as shown in Fig. 5. Since this is
HAG fault, the current in phase-A has increased slightly as compared to the rest of
the phases, and voltage for the same phase has decreased slightly from 0.15 to 0.2 s.
The change in current and voltage is not only significant enough to be detected by
conventional protection schemes but similar changes in current and voltage can be
seen during the increase in load.

The high impedance AB-G fault was simulated from 0.15 to 0.2 s. The current
and voltage waveforms captured at bus1 for this fault are as shown in Fig. 6. Since
this is HABG fault, the current in phase-A and phase-B has increased slightly, and
voltage for phase-A and phase-B has decreased slightly during the fault period. The
change in current and voltage is not significant enough to be detected by conventional
protection schemes.
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Fig. 6 HIF current and voltage waveform for LLG fault (HABG)

Figure 7 shows the HIF current and voltage waveform for LLLG fault (which is
also represented as HABCG Fault). The current and voltage waveforms captured at
bus1, for this fault are as shown in Fig. 7 Since this is HABCG fault, the current in
all the phases has increased, and voltage for all the phases has decreased from 0.15
to 0.2 s.

Figure 8 shows the DWT waveform of HIF for Normal case/No Fault.
Figure 9 shows the DWTwaveform of HIF for LG fault (which is also represented

as HAG Fault).
Figure 10 shows the DWT waveform of HIF for LLG fault (which is also

represented as HABG Fault).
Figure 11 shows the DWT waveform of HIF for LLLG fault (which is also

represented as HABCG Fault).
Table 1 shows the values of standard deviation values of different types of fault

listed above. The variation in standard deviation will help in identifying the HIF
which was not detected by conventional protection schemes as the fault current
levels are comparable to load currents.
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Fig. 7 HIF current and voltage waveform for LLLG fault (HABCG)

5 Conclusion

In this paper, 11 kV medium voltage distribution network has been designed in
MATLAB/Simulink environment by applying different types of the fault in the
power system distributed network. The main aim of this paper was to create a
model that detects and classifies the high impedance fault. High impedance fault
model consisting of both active and passive components (outlet voltages, resistors
and diodes) provides a very satisfactory description of the arc characteristics and has
been used in this work. The current waveform obtained in each case of HIF fault has
been analysed using the discrete wavelet transform (DWT). The DWT could detect
the HIF fault in the distribution network.
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Fig. 8 DWT analysis under normal case
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Fig. 9 DWT waveform of HIF for HLG fault (HAG)
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Fig. 10 DWT waveform of HIF for HLLG fault (HABG)
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Fig. 11 DWT waveform of HIF for HLLLG fault (HABCG)
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Implementation of Secured Wired
and WLAN Network Using eNSP

Amanpreet Singh Saini, Pallavi Gupta, and Harshita Gupta

Abstract WLAN is a key component of computer networking courses. For a better
understanding of the WLAN concept, this paper plans the implementation of a
secured wired and wireless LAN network on the eNSP modeling platform where
an experimental environment is created, network connections are implemented
through AC and AP configurations, and cellular users can also travel in wireless
network coverage. At the same moment, we configure firewall for security purposes,
configure, and analyze principles of networking protocols (LACP, MSTP, DHCP,
VRRP, BFD, OSPF, IS-IS, CAPWAP, and WLAN802.11b), use Wireshark to inter-
cept protocols, and check the wireless terminal roaming. This implementation also
enhances the basic principle and data analysis capabilities of WLAN technology.

Keywords Computer networking · Firewall · Network connectivity ·WLAN

1 Introduction

Amidst that accelerated growth of wireless technologies, the usage of WLAN is
increasing.WLAN extends the network to end-users.Wireless LAN is a popular way
to offer network connectivity without having to distribute fixed cables to the work-
place [1]. WLAN toward our quotidian times commits to the restricted interpretation
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of WLAN. The standards of 802.11 series have enhanced WLAN’s leading tech-
nological standards because of its comparatively manageable implementation tech-
nology, secure connection, tremendous adaptability, and comparably cheap imple-
mentation price. Besides this, these standards become interchangeable with wireless
LAN technological standards [2]. To ensure the enhancement of data capabilities,
WLAN 802.11b is used. Since WLAN 802.11b, transmission speed can be 0 to 11
Mbps. This makes it faster than the original IEEE standard 802.11 (transmit data at
2 Mbps) [3].

The campus network is often part of a network infrastructure that provides access
to telecommunications services as well as the capabilities of users and devices that
span the entire area. The connected campuses are much more than just a series
of connected devices. The most difficult and important part of this is the planning
and design method, where it is necessary to take into account the various rules of
technology and technology products, which can affect the products choice and its
design. Besides this, IP addressing is also one of the challenging tasks in networking.
In this paper, the unique arrangement of IP addresses is done according to ASN to
decrease the number of IP addresses to be compared [4].

As good design is quintessential for network performance measurement. Here,
we solve complex network design problems and design a smaller, more manageable
model with the help of eNSP.

A simulation platform, eNSP, is used by network designers for experimenting
simulations and configurations. It is very much similar to the package stressors of
cisco devices. It has a collection of devices like routers, switches, wireless LAN, fire-
wall, cloud, and connection links. It has features like GUI, used to analyze processes
within complicated networking and help users to inspect equipment designs. A high
simulation degree along with distributed deployment makes it convenient for deploy-
ment on various servers building a complex network and allow flexible networking
by implementing connections among real devices and simulated devices [5].

The main contribution of this paper is as follows:

• Wedesigned a securedwired andWLANwith the help of eNSP simulatorwhich is
based on a large-sized network, interconnects two campuses and provides Internet
connection and security to the staff members and students.

• We analyzed the performance of every existing protocol in the designed network
with the help of “Wireshark.”

• From the simulation results, we observed that all the devices established their
connections within the network successfully and a wireless coverage area can be
seen within the network where mobile users can roam easily.

• Finally, this secured wired and WLAN topology can be connected to the real
network adapter of the physical computers, switches, routers, access controller,
access point and firewall.

Despite some interesting and challenging research problems in the design of these
networking protocols, we restrict our focus in this paper to the design of intercon-
necting two campuses by configuring networking protocols (LACP, MSTP, DHCP,
VRRP, BFD, OSPF, IS-IS, CAPWAP, andWLAN802.11b). This means that we have
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Table 1 Summary of
acronyms

Acronym Full-form

WLAN Wireless Local Area Network

LAN Local Area Network

IP Internet Protocol

ASN Autonomous System Number

eNSP Enterprise Network Simulation Platform

GUI Graphical User Interface

LACP Link Aggregation Control Protocol

MSTP Multiple Spanning Tree Protocol

DHCP Dynamic Host Configuration Protocol

VRRP Virtual Router Redundancy Protocol

BFD Bidirectional Forwarding Detection

OSPF Open Shortest Path First

IS-IS Intermediate System to Intermediate System

CAPWAP Control and Provisioning of Wireless Access Points

done our entire implementation with the help of these networking protocols and have
created a successful network. A summary of acronyms used in this paper is outlined
in Table 1.

2 Network Implementation

2.1 Objectives

The design objectives of secured wired and WLAN include the following:

• To interconnect two campuses, as well as the communication between the
campuses and the Internet.

• The whole setup needs to deploy a firewall and a wired andWLAN at the campus
to ensure network security and provides a mobile office for staff members as well
as students.

The purpose is also to understand the basics of wired and wireless LAN, the
architecture of the network and the process of creating GRE tunnel session, using
themethod of distribution, and understand the configuration process of AC, switches,
routers, and firewall in manageable secured wired and wireless LAN, and follow the
roaming status of cellular users.
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Fig. 1 Secured wired and WLAN topology

2.2 IP Module

The following section describes the devices that are used in the test environment:
There is one USG6530 firewall, four AR2200E routers, four S5720-36C-PWR-

E1 switches, one AC6005 wireless controller, one AP4030DNwireless access point,
four wired clients, and one wireless client. These devices are referred to as FW1,
AR1-4, LSW1-4, AC, AP, PC1-PC4, and laptop, respectively. The secured wired and
WLAN network topology is shown in Fig. 1, and the devices’ addresses are shown
in Table 2 [6].

3 Implementing Simulation Procedures

3.1 Configuring Networking Protocols

LACP: In switch 1, Loopback 0 IP address configured which applied as the local
loopback interface. Configured the IP address of VLANIF 10, 20, 30, and 1 to
implement Inter-VLAN Communication. Similarly, to switch 1, the Loopback 0
IP address configured which applied as the local loopback interface in Switch 2.
Configured the IP address of VLANIF 10, 20, and 1 to implement Inter-VLAN
Communication.

To implement IEEE 802.3ad, i.e., LACP, bundled the interfaces connecting LSW1
and LSW2 into a Layer 2 logical interface. To increase throughput and to provide
redundancy, bundled the multiple physical interfaces into a logic one named Eth-
Trunk, which also implements load balancing and higher reliability [7].
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Table 2 IP address planning

Device Name Interface/VLAN/VLANIF IP Address

AR1 Loopback 0
Tunnel 0/0/0
GE 0/0/0
Eth 0/0/1
GE 0/0/2
GE 0/0/3

1.1.1.1 32
10.1.13.1 30
10.1.1.1 30
200.1.1.1 30
10.1.11.1 30
10.1.12.1 30

AR2 GE 0/0/0
GE 0/0/1

200.1.1.2 30
200.1.2.2 30

AR3 GE 0/0/0
Tunnel 0/0/0
GE 0/0/1

200.1.2.1 30
10.1.13.2 30
10.2.1.1 30

AR4 Loopback 0
GE 0/0/0
GE 0/0/1

100.100.100.1 32
100.1.1.2 30
100.1.2.2 30

LSW1 Loopback 0
VLANIF 10
VLANIF 20
VLANIF 30
VLANIF 1

4.4.4.4 32
192.168.10.253 24
192.168.20.253 24
192.168.30.254 24
10.1.11.2 30

LSW2 Loopback 0
VLANIF 10
VLANIF 20
VLANIF 1

5.5.5.5 32
192.168.10.252 24
192.168.20.252 24
10.1.12.2 30

LSW4 VLANIF 40
VLANIF 50
VLANIF 1

192.168.40.254 24
192.168.50.254 24
10.2.1.2 30

AC1 VLANIF 30 192.168.31.254 24

FW1 Loopback 0
GE 0/0/4
GE 0/0/1
GE 0/0/2
GE 0/0/3

7.7.7.7 32
10.1.1.2 30
192.168.100.1 24
100.1.1.1 30
100.1.2.1 30

Configured LSW1 as the actor by setting the priority of 100, and configured
GE0/0/22 and GE0/0/23 as active interfaces with a priority of 100. Therefore, inter-
faces with higher priority will become active upon link failure [7]. To enable the
functioning of the interface having the highest LACP priority as an active interface.
Enabled the LACP preemption function. Set the preemption delay to 10 s which is
the period when an inactive interface switches to active.

MSTP: As AC S-Series switches keep up all STP versions of the IEEE standard,
including IEEE 802.1W RSTP, IEEE 802.1S MSTP, and IEEE 802.1D STP [8].
Configured STP to prevent Layer 2 loops between LSW1, LSW2, and LSW3.

Firstly, configured the switch interfaces as trunk and then added the allowed
VLAN on this trunk interfaces.
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Secondly, set theSTPmode toMSTPand theMSTPdomain name toGALGOTIA.
Thirdly, added VLAN 10 and VLAN 30 to MSTI 1, and added VLAN

20 to MSTI 2. Then, activated the MST region configuration with an “active
region-configuration” command.

Lastly, in MSTI 1, configured LSW1 as the primary root bridge and LSW2 as the
secondary root bridge. In MSTI 2, configured LSW2 as the primary root bridge and
LSW1 as the secondary root bridge.

VRRP: Configured VRRP on LSW1 and LSW2 to ensure the continuity and reli-
ability of service network segments and communication services. Thus, VRRP
prevents network interruptions in case of any of the link failure [9].

To both the switches, LSW1 and LSW2, assigned VRRP group 1 to VLAN 10,
and set a virtual IP address for VRRP group 1 to 192.168.10.254. In VRRP group 1,
configured LSW1 as the master device, and set its priority to 120 and the preemption
delay to 20 s; configured LSW2 as the backup device and retained the default priority
for LSW2.

AssignedVRRP group 2 toVLAN20, and set a virtual IP address for VRRP group
2 to 192.168.20.254. In VRRP group 2, configured LSW2 as the master device, and
set its priority to 120 and the preemption delay to 20 s; configured LSW1 as the
backup device and retained the default priority for LSW1.

BFD: The Hello Packets Detection on Layer 3 network will not detect errors for all
routes, such as static routes. That means that it is difficult to track any fault between
interconnected networking system. Configured BFD for VRRP to implement fast
switchover in the event of a VRRP link failure [10].

Firstly, enabled BFD globally on LSW1 and LSW2.
Secondly, configured a single-hop BFD session by setting the local discriminator

of the BFD session on LSW1 to 1 and that on LSW2 to 2.
Lastly, set the interval for sending or receiving BFD packets to 100.

DHCP: Enabled DHCP service based on the global IP address pool on LSW1 and
LSW2 to facilitate unified management and reduce manual configuration costs [11].

Configured an IP address pool named VLAN10 on LSW1, and set a gateway
address to 192.168.10.254 and a DNS server address to 8.8.8.8. PC1 needs to dynam-
ically acquire the IP address of the IP address pool VLAN10 through the DHCP
server.

Configured an IP address pool named VLAN20 on LSW2, and set a gateway
address to 192.168.20.254 and a DNS server address to 8.8.8.8. PC2 needs to dynam-
ically acquire the IP address of the IP address pool VLAN20 through the DHCP
server.

OSPF: Configured OSPF to implement Layer 3 interconnection within campus1
network.

Enabled OSPF between LSW1 (VLANIF 1 and Loopback 0), LSW2 (VLANIF
1 and Loopback 0), AR1 (GE 0/0/0, eth 0/0/1, GE 0/0/2, GE 0/0/3 and Loopback
0), and FW1 (GE 0/0/4, GE 0/0/1 and Loopback 0), created an OSPF process with
the ID 1, and created an OSPF area with the ID 0. The network command needed to
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be used for accurate advertisement of routes to ensure that all 32 bits of interface IP
addresses are exactly matched [12].

Enabled OSPF on LSW1 (VLANIF 10, VLANIF 20, and VLANIF 30) and LSW2
(VLANIF 10 AND VLANIF 20) created an OSPF process with the ID 1 and created
an OSPF area with ID 1. The network command needed to be used for accurate
advertisement of routes.

Implemented security within the whole network, configured area authentication
for all OSPF devices, set the authentication mode to md5 authentication, and set the
cipher text password type to cipher and the password to GALGOTIA@2020.

IS-IS: Configured IS-IS to implement Layer 3 interconnection with Campus2 [13].
Created an IS-IS process with the ID 1, and set the area ID to 49.0001. Set the

system IDs of AR3 and LSW4 to 0000.0000.0003 and 0000.0000.0004. Configured
AR3 and LSW4 as Level-2 routers.

Enabled IS-IS on GE0/0/1 and Loopback 0 of AR3 and VLANIF 1, VLANIF 40,
and VLANIF 50 of LSW4.

To ensure the security of the campus-2 network, configured domain authentication
on all IS-IS devices, and set the authentication mode to md5 authentication and
password to GALGOTIA@2020.

GRE: Deployed GRE VPN (Virtual Private Network) to allow interconnection
between campus1 and campus2. The campus1 and campus2 are connected through
an ISP (Internet Service Provider) network.

Established a GRE tunnel between Tunnel 0 interfaces of AR1 and AR3. Estab-
lished an OSPF neighbour relationship between AR1 and AR3 over the GRE tunnel.
Set the OSPF process ID to 1, and advertised the IP addresses of Tunnel0 interfaces
on AR1 and AR3 into OSPF area 0 using the network command.

To implement security within the enterprise network, configured area authentica-
tion for all OSPF devices, set the authentication mode to md5 authentication, set the
ciphertext password type to cipher and the password to GALGOTIA@2020.

3.2 Configuring Firewall

In order make the network secure, firewall is configured. Security zones are
implemented. On FW1, added GE0/0/4 to the trusted zone, GE0/0/1 to the DMZ
(Demilitarized Zone), add GE 0/0/2 as well as GE 0/0/3 to the trusted zone.

FW1 is connected to the Internet through two links. Configured two default routes
on FW1 for Internet access ensured that the links where GE 0/0/2 and GE 0/0/3
reside are the active and standby links, respectively, and set priority of default route
for standby link to 100.
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3.3 Configuring ACL (Access Control List)

Managed the Campus2 network, the Campus1 core router LSW1 can remotely
manage the Campus2 core switch LSW4 through Telnet. Configured an ACL to
allow only Loopback 0 of LSW1 to access LSW4 [14].

Set authentication mode to a authentication, and set user name to GALGOTIA
and the password to GALGOTIA@123.

3.4 Configuring WLAN

Enabled Layer 2 communication between AP and AC. Configured the AC as DHCP
server and allocate IP addresses to wireless device and AP.

Added GE0/0/1 that connects the AC to LSW1 to vlan 4000. Configured AC so
that AP and AC can transmit CAPWAP packets [15].

Configured WLAN service parameters. Created security profile as Secu-
rity_GALGOTIA and set the security policy in the profile. Created SSID profile
SSID_GALGOTIAand set the SSIDname toGALGOTIA_HW.CreatedVAPprofile
VAP_GALGOTIA, set the service VLAN, and applied the security profile and SSID
to the VAP profile. Bounded VAP profile VAP_GALGOTIA to the AP group and
applied the profile to radio 0 and radio 1 of the AP group.

4 Results and Discussion

To find out the establishment of protocols successfully, we start capturing the packets
on “Wireshark” and find out the results which are as follows-

4.1 LACP

LACP was performed between LSW1 and LSW2, i.e., Switch1 and Switch2, respec-
tively. We had captured packets on the connection between LSW1 and LSW2. Then,
we filtered out the packets in the state of “LACP.” We can examine the information
of LACP protocol and get the outcomes which are as follows

• LACP packets are enabling the switch to assign an automated package to the
match.

• These packages offer a successful configuration of the connection aggregation
between LSW1 and LSW2 on the same actor port (Fig. 2).



Implementation of Secured Wired and WLAN Network Using eNSP 585

Fig. 2 Data flow process for LACP

Fig. 3 Data flow process for MSTP

4.2 MSTP

MSTP was performed between LSW1, LSW2, and LSW3 which are Switch1,
Switch2, and Switch3, respectively. We capture packets on LSW3 (interface
GE0/0/20). Then, we start filtering the packets in the condition of “STP.” The results
from the messages of STP protocol are as follows-

• One or more further VLANs can be assigned to an individual MSTI.
• Bit 4 to 7 conveys the learning flag, forwarding flag, and agreement flag for this

MSTI.
• The captured messages show that we are successful in preventing the loop path

between LSW1, LSW2, and LSW3 (Fig. 3).

4.3 VRRP

VRRP was conducted on LSW1 and LSW2, i.e., Switch1 and Switch2. To capture
messages that show theperformanceof the protocol successfully,we started capturing
packets on the interface GE0/0/22 of LSW1. The captured messages indicate the
following results
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Fig. 4 Data flow process for VRRP

• Messages start sending announcements. As we can see, the advertisements
come from 192.168.10.252 and 192.168.20.252, which are LSW1 and LSW2,
respectively. This means that as soon as the current assistant has lost multiple
announcements, another router starts advertising and receives the highest priority
(Fig. 4).

4.4 OSPF

OSPFwas implemented within Campus1.We capture packets on LSW1 (GE0/0/22).
Then, we filtered out the packets in the state of “OSPF” and get the results as follows

• We can recognize “Hello Packet” messages among several source addresses.
• Detect other OSPF routers in the shared subnet.
• It checks the bidirectional clarity among the routers (Fig. 5).

4.5 IS-IS

IS-IS was implemented within Campus2. We capture packets on LSW4 (interface
GE0/0/1). Then, we filtered out the packets in the state of “ISIS” and the results are
as follows-

• These “Hello” packets discover their neighbors by reference.
• Because there are three types of channels indicating the type of router. The

secondary router involves 10 channels.
• The originator of the Hello packet is 0000.0000.0003.
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Fig. 5 Data flow process for OSPF

Fig. 6 Data flow process for IS-IS

• Figure 6 shows 30 ms, which is the time a neighbor must wait for a Hello packet
before declaring the neighbor dead.

4.6 DHCP

We captured the DHCP packets on AC, and the results are as follows

• DHCP discover message (lease request traffic) indicates that the AP receives an
IP address and default gateway via DHCP and receives AC’s IP address (Fig. 7).

4.7 CAPWAP

We started capturing CAPWAP on AC, and the results are as follows
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Fig. 7 Data flow process for DHCP

Fig. 8 Data flow process for CAPWAP

• These messages show a discovery request sent by the AP to the AC and an AC
discovery response. In its answer, it will inform AP the number of APs online.

• Messages 54–55 are a join request and a response to join.
• Messages 55–56 are modifications of status messages and responses (Fig. 8).

4.8 WLAN 802.11b

We captured the wireless packets on AP, and the results are as follows

• Messages 8–9 show the 802.11 beacon frames sent systematically by the AP
(Fig. 9).

For security aspects, we had configured the network coverage area with a pass-
word. Therefore, we must enter the password we have configured earlier. Until the
password is correctly configured, we can immediately connect laptop within the
range of the network movement. In Fig. 1, we can see the relevant data network,
such as channels, radiofrequency, and radio signal range to the right.

We have configured so many networking protocols in our single model. And it is
also connecting one device to another device successfully, as we saw by capturing
the protocols from with the help of Wireshark. Even if a link fails, then in that case
our second device is ready to auto-connect. In this way, with the help of a simulator,
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Fig. 9 Data flow process for WLAN802.11b

we have set up a secured network that is on a large scale. Finally, our network is
ready to connect to the real network adapter.

5 Conclusion

This paper considers WLAN architecture as well as network security. As we know
that campus networking is an important lifestyle for campuses, network security
is important for campuses. Therefore, we monitor the hierarchical design of our
network. The network is scalable, performance and security are improved, and
network maintenance is easier. This work proposed a compact, economical and
secure campus network design based on the working environment and the required
adaptability, security and other aspects. This prevents devices from being left alone
because all devices are properly connected via network protocols. By analyzing the
packets of the networking protocols with Wireshark, we can conclude that the goal
has been achieved and is now fully functional.
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Abstract This paper presents a CMOS low noise amplifier (LNA) for X-band
range of communication for 5G wireless networks. The proposed LNA consists of
three stages of casade–cascode CS topology. A Chebyshev filter T-network stage is
employed for broadband input impedance matching while cascode–cascade stage is
followed for a higher gain. The currentmirror topology is used to provide bias current
and active load to the LNA. The LNA is designed and simulated using 180 nm UMC
Taiwan process in cadence platform. The proposed schematic simulation achieved a
gain higher than 15 dB for the range of 8 GHz to 12 GHz (X-Band) and a minimum
noise figure (NF) of 4.2 dB at 12 GHz. The proposed differential LNA operates under
2 V power supply and layout using metal–insulator–metal layers. The design and
layout are verified using DRC and LVS rules.
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Table 1 5G features for different spectrum

Frequency band C X Ku Ka

Weatherproof Yes Yes No No

High-throughput No Yes Yes Yes

On-chip antennas, low cost (extreme high MHz-Mbps efficiency) No Yes No No

High link availability Yes Yes No No

Low probability of interference/fewer users No Yes No No

Military and government purpose No Yes No No

1 Introduction

There is a rapidly rising demand for the improvement of the wireless communication
systems with the arrival of 5G. Many challenges such as low data rate, limited
cover areas, and high-power consumptions are encountered by themm-wavewireless
systems. Table 1 is shown 5G features of different spectrums. LNA has considerable
effect on performance of the system as a whole in specific the receiver’s sensitivity
and signal noise ratio [1, 2].

An LNA is an active block after the antenna and the filter of RF receiver system.
LNA has a primary objective is to achieve high-power gain and low noise for an over
a desired frequency range simultaneously. There are many fundamental LNA topolo-
gies for narrowband design such as common source resistive termination, common
gate, common source shunt series feedback, common source inductive degeneration,
source degeneration of cascode inductors [3–6]. A cascode configuration involving
feedback for matching of noise and input impedance simultaneously to the inductive
degenerated common source amplifier bases the design [7]. This paper describes the
operation of the LNA for X-band range of frequencies and simulation of gain and
noise figure using UMC 180 nm CMOS process. The organization of work is as
follows: Sect. 2 describes importance of LNA and X-band for 5G communication
while Sect. 3 explain design and consideration of X-band LNA. Section 4 includes
results and discussion, and finally, Sect. 5 is followed by conclusion.

2 Importance of X-band LNA for 5G

A high gain and low noise of amplifier is necessary to amplify this signal before it is
sent to other parts of the communication system. Since it amplifies the input signal
and yields a better noise performance, it is named as low noise amplifier (LNA).
A LNA is essential component in any RF integrated circuit. The first step in the
receiver setup configuration is the low-noise amplifier stage. Since LNA operates at
radio frequencies, the circuit has to be very much simpler in order to achieve low
noise. For additional precautions, if the circuit is complex, the amplified received
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signalmay beworthless by the parasitic effects caused by the circuit. Hence, there are
various LNA topologies to overcome the parasitic. There would always be a trade-off
between system integration, cost and performance in all these designs. Gain measure
in cascade amplifiers is large but the stability is smaller, and also, it occupies a lot
of space. Low noise and high gain are achieved using inductive source degeneration
design fashion but there are stability issues due to the undesirable feedback in the
ground [8, 9]. The X-band is the EM spectrum identity for the frequency band within
the microwave radio region. In radar engineering the frequency range of 8–12 GHz
is defined as X-band by the Institute of Electrical and Electronic Engineers (IEEE).
The benefits of X-band over other frequency ranges are summarized in Table 1.

3 LNA Design and Performance Evaluation

3.1 Narrowband LNA

For LNA topologies, gain can be obtained by using a single transistor which contains
three terminals. One terminal serves as an input while the remaining terminals are
reserved for output and AC RF. A common source stage as a cascode connection
to achieve high gain, whereas CC stage has high impedance at the input and low
impedance in output and hence well suitable as buffers. The topology loads can be
made by using resistor for broadband applications or by using tuned resonators for
applications with narrow band [10]. The input-matching network decision protocol is
similar to the load option procedure. For narrowband applications, tuned resonators
can be used,whereas for broadband applications, a resistor can be used as the loads for
different networks. Due to the resistances in the circuit input, an LNA with resistive
input matching has high noise figures and hence not advisable. Since resistors can
be implemented using inductors, these can be placed at the input side at the cost of
size as inductors are bulky compared to other components. The topology of choice
in this work is “emitter-degenerated cascode” or can be defined as LNA degenerated
by common source inductive and whose schematic is shown in Fig. 1.

Figure 2 shows schematic of common source degeneration LNA in cascode
connection along with current mirror topology. A high gain could provide by the
cascode amplifier in addition to the lownoise and stability. The transistorM1 supplies
the amplifier gain and must be cautiously selected from the hardware catalog. We
are only allowed to change the length of the emitter, thus changing the M1’s effec-
tive emitter region. The length of the emitter specifically changes the capacitance
of the C and the transistor input impedance. The latter one carries greater signifi-
cance because C can be compensated by tuning the Ls value when the transistor’s
emitter length increases, the transistor M1 impedance at the input reduces, becoming
harder to match to the source impedance. Table 2 shows components value used for
narrowband LNA.

Figure 3 depicts S-parameter and noise figure plot of narrowband LNA. The S-
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Fig. 1 Inductive degenerated LNA

Fig. 2 Proposed schematic of narrowband LNA

parameters such as return loss and forward gain are simulated and achieve 10 GHz
operating frequency with maximum gain of 12 dB. While the noise figure of 3.16 dB
is achieved over 9.5 GHz to 10.5 GHz, Table 3 summarizes simulated values of
S-parameter and noise figure.
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Table 2 Components values
of narrowband LNA

Components Value

Lg 10 nH

Ls 0.9 nH

M1 11.9 μm

M2 30 μm

Lr 0.495 nH

Rr 5.5 k�

Rd 350 �

Mcm 5 μm

Fig. 3 S-Parameter and NF Plot of narrowband LNA

Table 3 Values of S11, S21,
and noise figure

Parameters Value (10 GHz)

Gain (S21) 12.7541 dB

Return loss (S11) −11.021 dB

Noise figure 3.162 dB

3.2 Wide Band LNA

The performance parameters such as low-power and high-data rates over a wide
band (WB) frequency range can be achieved usingmulti-stage system.ACMOS tech-
nology is a good option forWBsystems due to scaling high-frequencyCMOSdevices
and also helps the processing of large and low power analog bandwidth signals. The
numbers of topologies have been reported for the wideband of operation. A resis-
tive terminated common source amplifier, common gate amplifier, resistive shunt
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feedback amplifier, inductively degenerated amplifier, cascode degenerated ampli-
fier with corresponding LC ladder network are regularly used topologies. Different
LNAs therefore have different circuit areas and thus trade-off between efficiency and
minimal design. Below are the LNA schemes which yielded the best results. A third
section consists of the series RLC network generated by the transconductance stage
of the filter, whose R is ωT Ls series resistance in the source of transistor. The input
impedance of the inductive degenerating MOS transistor is calculated as:

Z in(s) = 1/
(
s
(
Cgs + Cp

)) + s
(
Ls + Lg

) + ωT Ls (1)

where ωT = gm
/
Cgs + Cp and Cp parasitic capacitance. Figure 4 is shown Cheby-

shev filter network. The input matching is made by adding this network into the
Chebyshev structure. There is parallel resonance between Ls and Cgs . The ampli-
fier’s voltage gain can be found by Rs /W (s), whereW (s) is a transfer function of the
Chebyshev filter. Chebyshev filter transfer function is unity in-band, and out-of-band
tends to zero. So, the impedance that looks into the amplifier is Rs in-band, and very
high in out-of-band, the overall gain is

Vout

Vin
= −gmW (s) . RL(1 + sLL/RL)

/
sCt Rs .

(
1 + sRLCout + s2LLCout

)

(2)

The real part of Z in is considered to be 50 �. The network impedance at the
input is equal to Rs/W(s), where W(s) is the transfer function of the Chebyshev
filter network. The current flowing intoM1 is VinW (s)

/
Rs [1]. AMOSFET acts as a

current amplifier at high frequencieswith the current gain.Hence, the output current is
VinW (s)

/
sCt Rs (Assuming ideal cascodeoperation). Theoverall gain is given above.

Choosing the input network structure is the primary step in designing any LNA. An
input reflection coefficient lesser than 10 dB in-band gives a ripple of 0.46 dB [1]. The
values of several components of the original filter are calculated bydemoralization, by
setting the bandwidth to be between 8 to 12GHz and center frequency approximately
as 10 GHz. Since there is a compromise between component values and size of the
filter, a three-section structure is chosen. Figure 5 shows reported schematic of the
cascode wideband topology. While the proposed schematic of wideband LNA is

Fig. 4 Chebyshev active filter [2]
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Fig. 5 Simplified schematic of wideband LNA [1]

shown in Fig. 6, the width of the cascode device should be very low to yield better
noise performance as it has parasitic effects. Hence, the selected value is 60 μm for
the width of the cascode MOSFETM1 and M2 are chosen to be of minimum length.
Constant gain is configured for the load over the entire bandwidth. A current mirror is
used here for biasing LNA. MOSFETM1 is biased through one AC ground point of
the filter. Noise figuremainly depends on theωT , transistor width (W ), and frequency
of the drain current. Topology for inductive degeneration provides the lowest amount

Fig. 6 Proposed schematic of wideband LNA
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Table 4 Components value of wideband LNA

Components Value Components Value

L1 0.991 nH Lr2 0.733 nH

C1 421.04 fF Lc 100 pH

L2 0.776 nH M1 400/0.018 μm

C2 537 fF M2 72/0.018 μm

R1 5 K Mcm 85/0.018 μm

R2 1 K M3 137/0.018 μm

Lg 0.627 nH Cout 912 fF

Ls 1.304 nH Vbias 1.8 V

Lr1 0.75 nH Vdd 2 V

of noise as inductors are used in place of resistors. Ls inductor is degenerated to the
source of the MOSFET M1 and it offers a negative feedback to the MOSFET and
hence the name inductive degeneration. All the necessary stability requirements to
the circuit will be taken care of by the negative feedback connection.

The noise performance can be better, provided the width of the MOSFET M1
should be anywhere between 250 and 450 μm [1]. In this design, we have chosen
MOSFET width to be W = 400 μm. Note that the quantitative findings apply only
to M1’s contribution to noise. The NF is therefore predicted to be weaker in actual
LNA implementation due to the contribution of the noise by the cascode device,
contribution of noise by the load resistance as well as the output buffer and mostly
because of the losses in the input network [1]. Use of inductive local series feed-
back has many advantages as it enables the synthesis of a specified real part for the
impedance at the input side which is equal to that in a broadband fashion, where
the transistor’s cutoff frequency is ωT . The carrier frequency is resonated at, by the
reactive portion of the input impedance in a narrowband configuration. Better noise
figure can be obtained by this at that frequency [6]. Chebyshev filter network is used
in the proposed wideband design, shown below, to propagate the reactive portion of
the impedance at the input from 8 to 12 GHz over the entire band (Table 4).

Figure 7 shows S-parameters analysis with respect to frequency. The return loss of
LNA achieves wide impedance bandwidth ranging from 8 to 12 GHz with maximum
peak gain of 24 dB. The plot of third intercept point (IIP3) with respect to input
power is shown in Fig. 8. The IIP3 shows −11dBm of output power while input
power is −5 dBm.

Figure 9 shows 1-dB compression point at −12.08 dBm. The layout of the
proposed LNA is plotted in Fig. 10. Table 5 summarizes the analysis of wideband
LNA while comparison performance of LNA with other reported papers is shown in
Table 6.
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Fig. 7 S-Parameter and NF Plot of Wideband LNA

Fig. 8 Plot of IIP3 versus input power
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Fig. 9 Plot of 1 dB compression point

Fig. 10 Layout picture of LNA

Table 5 Summarize the analysis of LNA

Parameters Value Max/Min Value

Gain (S21) 16.7196 dB to 14.569 dB 24.16 dB at 9.22 GHz

Return Loss (S11) −9.99 dB to −10.031 dB −23.9 dB at 9.26 GHz

Noise Figure (NF) 4.288 dB to 6.469 dB 4.288 dB at 8 GHz

IIP3 (Third-Order Intercept Point) – −11.8418 dBm

1 dB Compression Point – −12.1085 dBm
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Table 6 LNA performance comparison with reported ones

[1] [11] [12] This work

Frequency (GHz) 2.4–9.5 2–10 3–10 8–12

S11 (dB) <−9.9 <−10 <−8.28 <−10

S21 (dB) 9.3–6.3 21–17 14.5–15.3 14.57–24.16

NFmin(dB) 4–9 2.5–4.5 3.57–4.27 4.28–6.46

Supply (V) 1.8 3 1.8 2

Technology (nm) 180
CMOS

180
SiGe

180
CMOS

180
CMOS

IIP3 (dBm) −6.7 −5.5 3.43 −11.84

Topology Chebyshev
filter-based(CS)

LC ladder
filter-based(CE)

Butterworth
filter-based(CG)

Chebyshev filter
network-based
CS LNA
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Abstract In this paper, two-element planar inverted F antenna (PIFA) structure-
based pattern reconfigurable MIMO antenna is presented for WiMAX application.
The antenna array is designed on (50 × 70) mm2 ground plane and PIFA layer’s
height is 7 mm from the ground plane. Each element consists of PIFA layer and
monopole layer. Pattern re-configurability is generated by using PIN diodes. The
proposed PIFA-based MIMO antenna is operating from 2.9 to 3.5 GHz. Isolation is
achieved better than 13 dB over various range of frequencies each antenna covers.
The maximum simulated gain is 6.41dBi with the maximum total efficiency of 86%.
Envelope correlation coefficient (ECC) value between two ports is less than 0.05,
and diversity gain (DG) is 9.9 dB. High diversity gain with low ECCmakes proposed
antenna more efficient for wireless handheld devices.
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1 Introduction

Multiple input multiple output plays a very important role in 4G application such
as WLAN/WiMAX. MIMO is used to increase data rate, channel capacity with
improved reliability of systems [1]. Over the past few years, WiMAX technology is
accepted worldwide and its becoming compatible to our wireless communication.
WiMAX is a very popular technology, which is used to deliver high-quality services
to residential and commercial areas. Many existing MIMO systems involve fixed
antennas which have fixed radiation patterns and beam angles but they are not able
to adapt to changing channel spectrum. Therefore, by using pattern reconfigurable
antennas satisfy our goal. Several pattern reconfigurable antennas are proposed in
the literature view. In [2] pattern, reconfigurable antenna was proposed covering
frequency band 5.15–5.35 GHz. In this paper, a compact design was constructed
having single element ground plane size of 50 × 50 mm2 for mobile applications
[3]. PIFA layer was designed at the bottom layer of structure, and monopole layer is
designed at the top of the antenna in free space. To make the antenna more compact,
PIFA structure is used with the two decoupling techniques.

In [2–13], reconfiguration was achieved using PIN diodes as switches, also with
additional changes in integration of switches(in few). In [2, 4, 5, 7, 14, 15], these
antenna were designed for WLAN/WiMax applications. In [4, 5], antenna was used
forWLAN, LTE,GSM (1800, 1900) andUTMS frequency bands, here pattern recon-
figuration was achieved using PIN diodes as switches in the structures. The frequen-
cies of the working antenna’s were in (1.7–2.7 GHz) bandwidth. In [6], antenna used
for wireless systems in shape of a hexagonal ring of size 44× 42mm2 with frequency
range of 1.9–2.4 GHz. 8 pin diodes were located on the hexagonal ring as switches.

In [7], slot antenna of frequency 2.4GHz consisting of slot length half wavelength.
Diodes are used to short circuit the metal patches and controlled circuits are used.
In [8], two rectangular patch antennas with frequency 2.43 GHz, and size (58 ×
100 mm) placed perpendicular to each other fed with a common feed line. In [9], the
size of antenna was (22 × 22 × 95) mm3, and frequency 2.4 and 5.8 GHz. In [10],
antenna of frequency 2.7–6GHz, radiation direction is adjusted onH plane to achieve
switching between −θ to +θ and pattern is changed by 4 groups of rf switches on
each element. In [11], antenna of size 30 × 40 mm2 with frequency 3.4–3.8 GHz
having fork-shaped identical slots feed line and beam scattering in bands. In [12],
antenna is designed for working on 5.15–5.35 GHz frequency range with dipole-loop
shaped structure.

Antenna is designed for 5G wireless technology at operating frequency 5.6
GHz and size 29.15 × 29.15 mm2, a technique derived upon Fabry–Perot cavity
holding two surface, in accordance with antenna structure a switching pattern was
derived by combining frequency selective surfaces [13]. Partially reflective surface
and active selective surfaces are used in addition for pattern reconfiguration. In [16],
the folded inverted L antenna is used so that size can be reduced. Antenna of size
(68 × 130 × 10) mm3 and a return loss of −6 dB can easily be integrated in mobile
devices that cover 700–960 MHz frequencies. In [17], spectral efficiency of the
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MIMO system was improved using considerable numbers of multimode antennas.
A horizontal azimuth pattern reconfigurable antenna is also designed. In [14] with
configurable arrays, microstrip array, four parasitic elements, and conducting plate
are used to achieve this goal.

In [15], frequency and pattern reconfigurable antenna is presented operating at
frequency of 4.5 and 4.8 GHz. In [18], a six-order band reject filter is designed for S
band. This is providing improved reflection loss and insertion loss and designed
for radio space science 19] Multiband microstrip patch antenna (U slot planar
patch) working on diverse frequencies (2.8, 3.1, 3.6, 4.7, and 5.4 GHz) used for
WiMax/WLAN applications, frequency reconfiguration achieved by modification in
each (patch and U slot).

In this paper, a pattern reconfigurable antenna is proposed whose design is based
on PIFA structure. Selection of this structure is done by keeping factor in mind such
as size was reduced by 50% that is adaptable for wide range of applications and
hence provide stability. This proposed structure has a total height of 7 mm from
ground. PIN diodes are used to achieve pattern reconfiguration by switching them in
desiredmanner.Hence by controlling them, the antenna achieves unchanged resonant
frequency of 3.1 GHz and the radiation pattern changed in four modes. Antenna is
designed on FR4 substrate above the ground plane of 50 × 70 mm2.

2 Antenna Structure

The geometry and structure of single unit of proposed antenna are presented in
Fig. 1. The antenna has two layers consisting PIFA structure as shown in Fig. 1b, and
monopole structure is shown in Fig. 1c. The monopole structure consists a square
patch of dimension (L3 x L3) inscribed in a square perimeter/frame of dimension
(W2 x W2). The square patch is connected to the ground plane with a shorting pin,
and the patch is also connected to the square frame/perimeter with P-I-N diodes (used
as Switch 1). Top and lateral view of two element MIMO antenna with PIN diodes
is shown in Figs. 1 and 2. PIN diode is connected as lumped element in CST 2018.

In Fig. 2, PIFA structure has a slot etched out beside the shorting wall, the patch
and the shorting wall are connected with 2 P-I-N diodes (Switch 2) implemented
between them. PIFA structure has a rectangular hole etched in the center of the patch
of dimension (W3 xW4). A via is implemented through this etched rectangular hole
to avoid any direct physical connection between the top layer (monopole structure)
and the PIFA structure. First, the PIFA structure is implemented with dimensions of
the structure (W1 x L1). In PIFA structure, the height of the shorting wall is same to
that of PIFA layer from the ground plane. The diodes in the etched slots are connected
opposite to each other whose combination is termed as (Switch 2).

Two element array antennas are designed on FR 4 substrate having thickness of
0.5 mm and permittivity 3.48. This is applied between the layers and ground plane
for structural stability. The ground plane of dimension (50× 70) mm2 and the other
structural layers is designed from copper metal of thickness 0.03 mm, and then



606 R. Kumari et al.

Fig. 1 a Lateral view of single unit of proposed Antennawith dimensions: h= 7mm, h1= 0.5 mm.
b PIFA structure dimensions: L1 = 16.3 mm, W1 = 19.3 mm, W3 = 4.2 mm, W4 = 3 mm, Df =
5.8 mm. c Monopole structure dimensions: W2 = 5 mm, L3 = 1.6 mm

Fig. 2 Top view of proposed antenna structure. Decoupling slits: ls= 28 mm, gs= 1 mm, distance
between the antennas: ds = 10 mm
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Table 1 Switching modes for proposed antenna

Modes Antenna 1 Antenna 2

Switch S 1 S 2 S1 S2

PIFA-PIFA OFF ON OFF ON

PIFA-Monopole OFF ON ON OFF

Monopole-PIFA ON OFF OFF ON

Monopole-Monopole ON OFF ON OFF

monopole structure is implemented over the PIFA structure with FR 4 in between
them. ON–OFF resistance for P-I-N diodes are 0.45 k� for monopole structure and
10 k� for PIFA structure. PIFA structure, antenna is fed, the current is induced in
PIFA structure the feed is then in turn coupled to the square patch in monopole
structure using capacitive coupling this occurs when Switch 1 is ON and Switch 2
is OFF. When Switch 2 is ON and Switch 1 is OFF, it activates the PIFA structure
as the shorting wall is connected. It is noted that all the four modes have common
frequency range. P-I-N diode plays major role, i.e., switching by making them ON
and OFF different modes can be observed in given Table 1.

The inductance L is kept too short and hence neglected, when we simulate this
antenna in CST Microwave Studio 2018.

2.1 Switching Modes and Antenna Array Setup

In order to form array side-by-side placement, two antennas are preferred in same
orientation. Ground plane is enlarged to 50 x 70 mm for the placement of the array,
where both the antennas are 10mmapart. PIN diode used as switch and switchwill be
ON when resistance is low and switch will be OFF when connecting high resistance
is in k�. S1 (switch 1) and S2 (switch 2) are implemented as lumped element using
in CST 2018 for changing modes, modes are discussed in Table 1.

Fig. 3 Lateral view of proposed antenna structure
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Fig. 4 S parameters of single unit of antenna (simulated)

In Fig. 3, isolation is achieved by using shielding wall and slits. This provides
isolation below−12 dB. The effect of this technique can be seen in the below results
of radiation pattern in different modes.

3 Simulation Results and Radiation Patterns

3.1 S-Parameters

Figure 4 shows simulated result of reflection coefficient S11 (dB) for single unit of
PIFA-based antenna.

S11 (dB) denotes amount of power reflected back from antenna often termed as
reflection coefficient. From reflection coefficient result, it is proven that single unit
structure can achieve −10 dB frequency range from 2.9 to 3.5 GHz helpful to cover
WiMax application. Simulated result S11 (dB) gets −21 dB at 3.11 GHz.

3.2 Combined Results of S11 and S22 Parameters
for PIFA-PIFA Mode and PIFA-Monopole Mode

In PIFA-PIFA mode, center frequency is 3.1 GHz at which antenna is operating
and it is very close to resonant frequency of single element PIFA structure. Here
the isolation loss is also below −13 dB and therefore, −10 dB is the power that is
reflected back from the antenna, if 3 dB power is given to it as shown in Fig. 5 and
Fig. 6

Similarly, in PIFA-Monopole mode center frequency of the antenna does not
change but there is an effect in radiation patterns in same mode. Hence, the purpose
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Fig. 5 Simulated S-parameters in PP mode

Fig. 6 Simulated S-parameters in PM mode

of working in the same frequency by changing the radiation pattern is fulfilled. In
other mode, results are same, so other mode radiation patterns are shown in Table 2.

4 Efficiency

The simulated total and radiated efficiency of proposed antenna are shown in Fig. 7,
and it is ratio of radiated power and supplied power of antenna. The proposed antenna
has radiation efficiency 98%, and total efficiency is 86%, respectively.

5 Radiation Performance

3D view and 2D view of radiation patterns are shown in Table 2.
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Table 2 3D view and 2D view of radiation patterns

S. No. 3D radiation pattern 2D radiation pattern

(a) PP mode

In PIFA-PIFA mode 2D radiation pattern shows, main lobe magnitude is 4.46dBi, and the main
lobe direction is changed to 42º, while having the angular width of 158.3º

(b) PM mode

In PIFA-Monopole mode, 2D radiation pattern shows, main lobe magnitude is 5.26dBi, and
main lobe direction is moving in 128º from 00, while having the angular width of 61º

(c) MP mode

In the Monopole-PIFA, mode 2D radiation pattern shows, main lobe magnitude is 6.41dBi, and
radiation direction is in 27º, while the angular width is 64º

(d) MM mode

(continued)
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Table 2 (continued)

S. No. 3D radiation pattern 2D radiation pattern

Monopole-Monopole mode, 2D radiation pattern shows, main lobe magnitude is observed to be
5.27dBi with the main lobe direction of radiation in 40º, while angular width is 81º

Fig. 7 Simulated radiation and total efficiency

6 MIMO Performance

Envelope correlation coefficient (ECC) and diversity gain (DG) are most important
parameters to evaluate the diversity performance of MIMO system. ECC explain
correlation between two elements. Ideal value of ECC should be 0.5. In Fig. 8,
simulated result shows ECC value at 3.1 GHz is much less than 0.05. The ideal
diversity gain should be 10 dB. Figure 9 shows simulated result of diversity gain
which has 9.9 dB diversity gain at 3.1 GHz.

Fig. 8 Simulated result of envelope correlation coefficient (ECC)
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Fig. 9 Simulated result of diversity gain (DG)

7 Conclusion

A pattern reconfigurable MIMO antenna for WiMax application is proposed. It is
operating at 3.1GHz. Pattern can be changed byPINdiodes (ON/OFF) in fourmodes.
The volume of antenna 50× 70× 7mm3 provides maximum gain 6.41dBi with 86%
total radiating efficiency. MIMO antenna has good diversity performance because
ECC is less than 0.05 and diversity gain is 9.9 dB. Combination of shielding wall
and decoupling slits to provide isolation greater than −12 dB for all four operating
modes. In future, further improvement is required to achieve isolation between in
two elements but radiation patterns are changing from 27° to 128° while resonant
frequency is stable. Finally, simulation results show that the proposed design is
applicable for WiMax application.
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Three-Phase Fault Analysis
of Distributed Power System Using Fuzzy
Logic System (FLS)

Abrar Ul Qadir Bhat, Anupama Prakash, Vijay Kumar Tayal,
and Pallavi Choudekar

Abstract This paper presents the fuzzy logic system (FLS) for the classification and
detection of three-phase fault that occurs in the distributed power system network.
An 11 kV, 50 Hz three-phase three-wire power system distributed network model
is designed in MATLAB/Simulink environment and various faults such as Normal,
Line to Ground (LG), Line to Line (LL) to Ground (LLG), and Line to Line to Line to
Ground (LLLG) have been applied to study the performance of distribution system.
Based on the results of the simulation, it has been analyzed that the proposed fuzzy
logic system correctly classifies and detects the various types of the fault.

Keywords Electric Power Distribution Network (EPDN) · Three-phase fault
circuit · Fuzzy logic system (FLS)

1 Introduction

The key source for the electrical utility is AC transmission, but the transmission
corridors are overstressed due to excessive increase in demand. Because of fluctu-
ating system parameters and uncertain charging conditions, the power flow in these
complex transmission systems is not easy to control [1]. The important component of
a power system is distribution systemwhich is one of the parameters alongwith gener-
ation and transmission system. The electrical power system consists of mainly three
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components or parameters, i.e., generation, transmission and distribution system.
“For over twenty years, the subject of location of fault has been of considerable
interest to electrical utility engineers and researchers” [2]. The occurrence of fault is
due to the failure of distribution system insulation, accidents by bridging of energized
phase conductors, objects, etc. These events have an impact on the current and voltage
value of the distributed power system network that run overhead. It becomes expe-
dient to need an accurate and reliable fault detection system. Recently, researchers
have become more interested in finding solutions to the problem of fault data error,
vagueness, incomplete fault information, and information redundancy [3]. “The fault
detection system can use fuzzy logic to cope with uncertainties that occur while the
fault is located in the electrical distribution networks” [4]. In [5], a fuzzy logic-based
algorithm used the proposed fault detection technique to identify the fault type in a
system.

As a result of advances in various protection schemes based on artificial neural
networks [6, 7], soft computing techniques, support vector machines [8, 9], neuro-
fuzzy [10], and fuzzy logic system [11, 12] have been carried out to protect the three-
phase transmission lines. A fault identification approach based on current signals
using a digital distance protection system fuzzy logic-based algorithm has been
reported in [13]. A fuzzy logic system is presented in [14], using the phase angle
between line currents to identify fault and initiate single-phase auto reclosure.

2 System Modeling

The distributed power system network shown in Fig. 1 has been used for analyzing
different types of the fault. The network is designed in MATLAB/Simulink environ-
mentwith the implementation of different types of fault such as symmetrical (LLLG),
unsymmetrical (LG, LL, and LLG), and high impedance fault (HLG, HLLG, and
HLLLG). It consists of a grid source (100 MVA/11 KV), two transformers each of
100 MVA, Transformer 1 and Transformer 2 of 11 KV/33 KV and 33 KV/400 V,
respectively, three distribution lines 1, 2, and 3 of 30 km, 30 and 40 km, respectively,
connected to the load.

Fig. 1 Block diagram of distribution network
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3 Fuzzy Logic System

In 1965, Lotfi Zadeh gave the concept of fuzzy logic system. This logic is used
in many industry applications because of certain advantages: simple and quicker
methodology, reduction of the design cycle, ease of implementation, reduction
of hardware costs, improvement of control performance, simplification of design
complexity [15].

The fuzzy logic scheme is a kind of multi-assessed logic with a collection of
common-sense rules. This approach is also used to determine the sort of fault inside
the network. The measures to be taken in this FLS training model are shown in Fig. 2
and are also shown below [16].

Rule 1: Define the fuzzy sets with variable name for input and output.
Rule 2: Define each variable of the member function.
Rule 3: Set the rules.
Rule 4: Building and checking the system.
Rule 5: Tune the system and test it.

The fuzzy system has three (Ia, Ib, and Ic) inputs and one (fault) output. Two
triangular membership functions were chosen for each phase (Ia, Ib, and Ic), such
as normal and high. For each membership function, the selected values varies from
400 to 600 for normal and 1000 to 2000 for high. The output membership function
has eleven trapezoidal membership functions named as Normal (No Fault), LG fault
(AG, BG, and CG), LL fault (AB, BC, and AC), LLG fault (ABG, BCG, and ACG),
and LLLG fault (ABCG).

The fuzzy rules for three-phase are framed using Ia, Ib, and Ic as input is shown
in Fig. 3.

Fig. 2 FLS structure
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Fig. 3 Fuzzy rule for three-phase fault

Fig. 4 Three-phase fault model

4 Results and Discussion

4.1 MATLAB/Simulation

The three-phase three-wire power system distribution network model of three-phase
fault of 11 kV, 50 Hz as shown in Fig. 4 is designed in MATLAB/Simulink envi-
ronment. The current and voltage waveform have been captured for the time period
of 0–0.5 s to study the type of the fault in a system [17]. The switching time for all
the cases is from 0.15 to 0.2 s. It has been analyzed that in case of LG, LL, LLG
and LLLG; the magnitude of fault currents is very high, and their respective phase
to ground voltages is very low.

4.2 FLS Analysis

The current signal analysis is carried out under different cases of fault such asNormal,
LG, LL, LLG, and LLLG. The current and voltage waveforms of all phases under
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Fig. 5 Current waveform under normal case/no fault

normal as well as under faulty conditions of different faults are shown in Figs. 5, 6,
7, 8, 9 for better understanding and the detailed list of each three-phase current (Ia,
Ib, and Ic) are listed in Table 1.

Figure 5 shows current waveform under normal case. Here the current and voltage
remain the same throughout the time period for all the phases.

Figure 6 shows the waveform for current for LG of phase-A. The current and
voltage waveforms captured at bus1 for this fault are as shown in Fig. 6. Since this is
AG fault, the current in phase-A has increased as compared to the rest of the phases
and voltage for the same phase has decreased from 0.15 to 0.2 s.

Figure 7 shows the waveform for current and voltage for LL fault of phase-AB.
The current and voltage waveforms captured at bus1 for this fault are as shown in
Fig. 7. Since this is AB fault, the current in phase-A and phase-B has increased and
voltage for the same phases has decreased from 0.15 to 0.2 s.

Figure 8 shows the waveform for current and voltage for LLG fault of phase-AB.
The current and voltage waveforms captured at bus1 for this fault are as shown in
Fig. 8. Since this is ABG fault, the current in phase-A and phase-B has increased,
and voltage for phase-A and phase-B has decreased from 0.15 to 0.2 s.

Figure 9 shows thewaveform for current and voltage for LLG fault of phase-ABC.
The current and voltage waveforms captured at bus1 for this fault are as shown in
Fig. 9. Since this is ABCG fault, the current in all the phases has increased, and
voltage for all the phases has decreased from 0.15 to 0.2 s.
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Fig. 6 Current and voltage waveform of LG fault (AG)

Table 1 shows that by doing analysis of fuzzy logic method the output of each
fault comes out to be same as that of three-phase fault analysis. It has been found
that the magnitude of current in case of normal remains same for all the phases. But
in case of LG, LL and LLG fault, the magnitude of faulted current is too high as
compared to the rest of the phases. For example, in case of LG fault of phase-A, that
is AG Fault, the magnitude of fault current of phase-A is 1152.38 Awhich is too high
as compared to phase-B (430.48 A) and phase-C (520.94 A) and voltage of phase-A
is too low (964 V) as compared to phase-B (19471 V) and phase-C (19359.69 V).
Same is the case for the rest of the faults. In case of LLLG fault, the magnitude of
faulted current is too high in all the phases phase-A (1803.47 A), phase-B (1804.91
A), and phase-C (1807.00 A) voltage of all the phases are zero volt.

5 Conclusion

In this paper, the 11 kV medium voltage distribution network has been simulated
using the MATLAB/Simulink environment by adding different types of faults in
the distributed power system network. The current waveform captured in each case
of normal symmetrical and unsymmetrical fault has been analyzed using the fuzzy
logic method in order to locate the type of the fault in the three-phase three-wire
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Fig. 7 Current and voltage waveform for LL fault (AB)
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Fig. 8 Current and voltage waveform for LLG fault (ABG)
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Fig. 9 Current and voltage waveform for LLLG fault (ABCG)

distribution system. It has been analyzed that the faults can occur in all the possible
combinations in distribution systems; hence, the fuzzy membership function plays a
main important role in capturing the various combinations.
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Design and Analysis of Reconfigurable
MIMO Antenna for Wireless
Applications

Chirag Agrawal, Akshay Pratap Singh, Bisma Ashraf, and Ranjana kumari

Abstract This paper presents pattern reconfigurable antenna for LTE band in
multiple-input multiple-output configurations. In this paper, MIMO antenna is
presented which is efficient to cover frequency within the range of 2.54–2.89 GHz
which cover 4G-LTE band. Two-element MIMO antenna is designed on 120 × 65
× 1.6 mm3 with each antenna hold a neighborhood of 26.5 × 14.5 mm2 on FR-
4 substrate with relative permittivity of 4.35 and loss tangent of 0.02. The pattern
reconfigurability is achieved by the help of PIN diodes by connecting and discon-
necting a 4 × 1 mm2 metal strip. The proposed antenna is pattern reconfigurable
within the frequency range of 2.54–2.89 GHz. The isolation curve shows a value of
−37 dB at center frequency of 2.67 GHz secured by every antenna. The simulated
result shows the maximum gain of 2.57 dBi and maximum efficiency of 85%. The
envelope correlation coefficient does not exceed 0.02 across the complete operating
band.

Keywords Reconfigurable antenna ·Multiple-input multiple-output (MIMO) ·
LTE
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1 Introduction

In late years, the media transmission brought numerous difficulties inside the
arranging of cell phones, particularly inside the antennas area. In current there are
different frequency bands in media transmission frameworks, and multiband tech-
nology is of greatest use.Numerous investigations havepresentedmultiband antennas
for GSM, UMTS, and Wi-Fi during a portable, yet as now LTE standard is reported
and being to be conveyed, new frequency bands should be secured due to the low
frequency utilized by this norm, the structure of a antennawhich can accomplish over
amore extensivewaveband andbe coordinatedduring aversatile structure factor turns
into an attest again [1]. In Ref. [2] proposed configuration direct in two configura-
tion in which one is PIFA and other is loop mode. PIN diodes are used to exchange
between the configuration. The downside of the designed structure is antenna height
that spread over the base by 6mm,which cause the arranging not appropriate for slim
phone. Additionally, since the arranging of antenna shows frequency reconfigura-
bility, it cannot be implemented to acknowledge design reconfigurable ability from
a cell phone.

A design in Ref. [3] has achieved pattern reconfigurability in 700 to 960 MHz
and 1700 to 2700 MHz bands respectively. The pattern reconfigurability of working
band is accomplished utilizingMEMS. In spite of the fact that the arranging proposed
during this work is reduced, in any case, the utilization ofMEMS switches in portable
handsets is not reasonable because MEMS have high insertion loss and high biasing
voltage (50.0–70.0 V) and a luxurious coordinating system. In [4], designed antenna
consists of two stripes and a pairing branch. Stripe one grants to the center frequency
at 2GHz,whereas stripe two grants to the center frequency of 0.98GHz, and therefore
bandwidth is improved by the help of the pairing branch. A PIN diode switch is
utilized to manage the stripe for accomplishing pattern reconfigurability in working.
The antenna is not appropriate for pattern reconfigurable in working band on a
mobile. Antenna showed in Ref. [5] is an example of pattern reconfigurable antenna.
The proposed design has introduced less area, however the coordinating frequency
bandwidth is 5.150–5.350 GHz which is not reasonable for cellphones. Most of
the part of the design antenna are of frequency pattern reconfigurable antennas and
any plans of reconfigurable antennas were likewise examined. This was a powerful
chance to create multiband pattern reconfigurable antenna for accomplishing best
throughput and abundancy from amultifunction handset. In [6], the designed antenna
is a compact U-slot antenna which is pattern reconfigurable. The antenna has a U-
slot patch with 8 sorting posts via PIN diodes. Antenna shows three different pattern
reconfigurability by the help of PIN diodes. The antenna has a center frequency of
5.32 GHz. Any additional DC bias lines are not required to the implemented design
to control PIN diodes. Since the design has simple structure and it is showing pattern
reconfigurability, the performance of a wireless communication system is enhanced
by this design. This paper suggests to improve the gain of antenna in states 2 and 3.

In [7], the paper presents an antenna which is pattern reconfigurable having two
rectangular patches that are placed at 90° to each other. The feed line is connected
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to patches through same point so that they can resonate at same frequency by the
help of diodes. Maximum gain has, when diode 1 is kept on patch 1 of proposed
antenna, it radiates and shows a pattern having maximum gain of 5.69 dBi at 30° to
the right-hand side of the y–z plane and similarly when diode 2 is kept on the patch
2, it radiates and antenna shows a pattern having maximum gain of 5.7 dBi at −30°
to the left hand side of the y–z plane. This design has operating frequency of 2.43
GHz. A compact dual antenna array which is pattern reconfigurable is designed in
Ref. [8] having center frequency of 2.65 GHz. This antenna is an application for
laptops. The proposed antenna composed of two layers, one is monopole layer and
other is PIFA layer. Pattern reconfigurability is achieved by the help of diodes. The
antenna operates in four modes. The λ/11 distance between the antennas makes the
structure compact. The ECC value of this antenna is below 0.05 in free space and
below 0.1 in outdoors and indoors. The efficiency of the antenna is in between 68 and
85%. In [9], the paper presents a design which is novel frequency and shows pattern
reconfigurability. The designed antenna has a rectangular patchwith two longitudinal
slits. PIN diodesmake the slit to connectwith patch. PIN diodemakes antenna pattern
reconfigurable. The antenna works at frequency 4.5 and 4.8 GHz/5.2 and 5.8 GHz,
and the antenna has pattern at −30°, 0°, +30°. The designed antenna is applicable
for General Wireless Communication Service band, Telemetry and WLAN.

In [10] multiband multipolarized antenna is presented with dual bandwidth. The
antenna produces three senses of polarization, and PIN diodes are used in antenna
for polarization reconfigurability. In OFF state, the bandwidth of antenna is 3.99–
4.42 GHz and 5.84–14.20 GHz. In ON state, the bandwidth of antenna is 7.20–
11.04 GHz and 12.66–15.37 GHz. The antenna is suitable for many application like
C-band communication satellite for uplink amateur satellite operations (CP1), traffic
light crossing detector, and terrestrial communication (CP4). In [11], a circularly
polarized capacitive feed microstrip antenna is presented. PIN diodes are used to
provide the dual-band circular polarization. The proposed design give bandwidth
of 66.61% (ON state) range from 4.42 to 8.80 GHz and 68.42% in OFF state in
range from 4.12 to 8.91 GHz. When diode is ON, a single frequency is obtained
and in OFF state dual band is obtained. The application of proposed antenna is
5 GHz WLAN and public safety WLAN at 4.9 GHz. In [12], antenna is designed
for (WLAN) 802.11 a working on 5.15–5.35 GHz frequency range. Dipole loop-
shaped structure is achieving pattern reconfigurablility by two switches that were
employed. In [13] Antenna used for 5G wireless technology of frequency 5.6 GHz
and size 29.15 × 29.15 mm2, a technique derived upon Fabry Perot cavity holding
two surfaces. In accordance with antenna structure, a switching pattern was derived
by combining frequency-selective surfaces. Reconfigurability is achieved by using
partially reflective surface and by adding active selective surfacewith the PIN diodes.
In [14], the folded inverted L antenna is used so that size can be reduced. Antenna of
size (68×130×10)mm3 and a return loss of−6dBcan easily be integrated inmobile
devices that cover 700–960 MHz frequencies. In Ref. [15], a six-order band reject
filter is designed for S band. This is providing improved reflection loss and insertion
loss and designed for radio space science. In Ref. [16] with configurable arrays for
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WLAN application, microstrip array, four parasitic elements, and conducting plate
are used to achieve this goal.

In this paper, two directly polarized multiple-input multiple-output antennas
printed corner to corner on the FR-4 substrate are introduced. Monopoles antennas
are used here that are wandered to possess minimal volm. An extra metal strip is asso-
ciated with each antenna utilizing PIN diode for changing the pattern. The pattern
change is accomplished by adding and removing a 4× 1mm2 metal strip utilizing the
PIN diode. The antennas are showing pattern reconfigurability inside the frequency
scope of 2.54–2.89 GHz. The isolation curve shows that the isolation accomplished
is best than −37 dB at center frequency 2.67 GHz secured by every antennas.

2 Antenna Structure

The proposed antenna is simulated and designed in CST Microwave Studio 2018.
Figure 1 shows the simulatedmodel of the proposed antenna. The size of the substrate
utilized for the structure is 65 × 120 × 1.6 mm3 with every antennas occupying
a neighborhood of 14.5 × 26 mm2. Antenna is designed on FR-4 with relative
permittivity of 4.35 and loss tangent of 0.02. Two metallic pieces of region 4 ×
1 mm2 likewise are etched and associated with the monopoles utilizing PIN diode
add as lumped component in CST 2018. When the PIN diode will be utilized in the
simulated, i.e., in ON state then the resistance of lumped component will be 4.7 �

and in the OFF state the value of resistance will be 2 k�. The value of the capacitance
is 17 pF and has been chosen through PC recreations. The antenna is composed of
a coupled fed meandered monopole antenna with an extended metallic branch for
pattern . The extended metallic branch is connected and disconnected by using the
PIN diode switch which changes the path for current flow thereby achieving pattern
reconfigurability. When the PIN diode is ‘ON’, the metallic branch is activated and
the current start flowing through it and pattern is shifted to the left. When the PIN
diode is in ‘OFF’ state, the metallic branch is disconnected and the pattern is shifted
to the right, i.e., at frequency 2.67 GHz in OFF state the main lobe magnitude of
radiation pattern is 2.67 dB and in ON state the main lobe magnitude is 2.56 dB. So,
the proposed antenna is showing pattern reconfigurability in Fig. 1.

3 Simulation Result

3.1 Return Loss (S11)

The return loss (S11) curve of the pattern reconfigurable multiple-input multiple-
output antennas is appeared in Fig. 2. The return loss is the loss of power in signal
returned by a discontinuity. Return loss (S11) curves show that the proposed antenna
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(a) (b)

(c) (d)

  (e)

Fig. 1 Simulated model of proposed antenna [units: mm]. a Proposed antenna design in ON state
b Proposed antenna design in OFF state c Enlarge view of single element d Enlarge view of metallic
strip used e Back view
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Fig. 2 Return loss of the proposed antennas (ON/OFF State)

shave return loss better then−10 dB in the frequency range of 2.48–3.06 GHz having
bandwidth 580MHz. Each antenna is thus capable to reasonante at 2.67GHz for LTE
band number 7. The return loss is −37.7 dB at 2.67 GHz. According to simulated
result of S11, S11 is changing very slightly when diode is ON/OFF but radiation
pattern is changing [4].

3.2 Isolation (S21)

Isolation curve for proposed antenna is appeared in Fig. 3. The proposed antenna is
showing isolation curve superior to −15 dB over the frequency band where antenna
is working. The S21 parameter has −48.5 dB value at 2.67 GHz. This antenna is
giving very high isolation comparison to other antenna.

3.2.1 2D Radiation Patterns and Result Discussion

Metal strip At frequency 2.52 GHz in OFF state, main lobe direction is −94.0° and
angular width is 252.3°, and in ON state at 2.52 GHz, main lobe direction is −
173.0° and angular width is 277.0°. At frequency 2.67 GHz in OFF state, main lobe
direction is −97.0° and angular width is 192.1° and in ON state at same frequency
main lobe direction is −164.0° and angular width is 87.9°. At frequency 2.83 GHz
in OFF state main lobe direction is −114.0° and angular width is 226.1° and in ON
state at same frequency main lobe direction is −159.0° and angular width is 78.9°.
According to these results shown in 2D, pattern is changing at resonant frequency
when diode (ON/OFF).
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Fig. 3 Isolation curves for the proposed antenna

3.3 MIMO Performance

The simulated efficiencies with ECC and DG (diversity gain) of the proposed
multiple-inputmultiple-output antenna at various frequencies are recorded inTable 1.
Table 2 shows the gain of proposed antenna at various frequencies. The proposed
antenna has the efficiency of 81% in ON state and 85% in OFF state, shown in
Fig. (7). The simulated qualities confirm performance of the MIMO antenna. Enve-
lope correlation coefficient (ECC) and diversity gain are most important parameters
to evaluate the diversity performance of MIMO system. ECC explain correlation
between two elements of antenna and simulated results are shown in Fig. (6). Ideal
value of ECC should be less than 0.5. The ideal value of diversity gain should be
10 dB and simulated results shown in Fig. (5). From Table 1, we observed the ECC
value of 0.007 and diversity gain 9.99 dB at 2.67 GHz. These simulated results prove
good diversity performance of proposed reconfigurable antenna.
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Off State(2.52GHz) On State(2.52GHz)

Off State(2.67GHz) On State(2.67GHz)

Off State(2.83GHz) On State(2.83GHz)

Fig. 4 Proposed antenna radiation patterns in x–z plane (2D)

4 Conclusion

Apattern reconfigurableMIMO antenna for LTE is introduced during this paper. The
proposed antenna has centered frequency of 2.67 GHz. Every antenna is changing
radiation pattern in frequency range of 2480–2830 MHz. The pattern reconfigura-
bility of the antenna is accomplished by adding or subtracting the additional metal
piece of 4 × 1 mm2 utilizing the PIN diode. The antenna is designed on a substrate
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Fig. 5 Diversity gain curve for proposed antenna

Fig. 6 ECC curve for proposed antenna

Table 1 Simulated efficiencies, diversity gain, and ECC of the proposed antennas

Frequency
(GHz)

ON
(Efficiency in %)

OFF
(Efficiency in %)

Diversity
Gain (dB)

ECC

2.48 73 72 9.98 0.002

2.55 78 78 9.99 0.005

2.67 81 85 9.99 0.007

2.71 86 85 9.99 0.007

2.83 88 87 9.99 0.001
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Table 2 Stimulated gain

Frequency Gain (ON) Gain (OFF)

2.21 2.19 1.84

2.43 0.445 0.196

2.52 0.514 1.26

2.67 2.57 2.65

2.83 2.86 2.67

Fig. 7 Radiation efficiency curve for proposed antenna

having volume 120× 65× 1.6 mm3 every antenna having area of 26.5× 14.5 mm2.

The isolation curve shows that isolation is best than −37 dB in the frequency range
where antenna is showing a good performance. The simulated result shows the
maximumgain of 2.57dBi andmaximumefficiencyof 85%.The envelope correlation
coefficient does not exceed 0.02 across the complete operating band and proposed
size of antenna can easily apply to hand held devices.
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Implementation of Cyclic Reed–Muller
Code for Molecular Communication

Ruchi Rai, S. Pratap Singh, M. Lakshmanan, and V. K. Pandey

Abstract Molecular communication (MC) is evolving as an innovative paradigm of
communication, the application which ranges frommilitary to biomedical and infor-
mation theory to industry. Further, forward error correcting (FEC) codes control the
faults in transmitted data over reliable or noisy channels of the MC system. Espe-
cially, FEC is the key method to expand transmission consistency. In our literature,
cyclic Reed–Muller (C-RM) is presented to improve the performance of molec-
ular nanocommunication (MNC). However, the VLSI implementation of C-RM
is missing from the literature. So, this paper fills the gap by presenting the VLSI
implementation of C-RM to improve the performance MC system. In particular, this
paper processes the design and implementation of the encoder and decoder logic
circuit using the CMOS logic circuit. In addition, power consumption and delay
are presented. The performance of the circuit is verified through simulations using
250 nm CMOS technology in the Tanner EDA Tool.
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1 Introduction

Molecular communication (MC) allows nanomachines to communicate over short
distances (tens of micrometers) using molecules as a communication carrier [1].
Molecular communication (MC) is evolving as a novel paradigm of communication,
the application which ranges from military to biomedical and information theory to
industry. In a communication process applying error correction codes (ECCs) are
a rapid method of reducing many errors that are caused due to noise and packet
loss [2]. For enhancing the overall performance of the molecular communication
system, the authors presented the Hamming code [3–5]. The result clearly shows
that the Hamming code improves the performance of the MC, but work additionally
considers energy costs related to the implementation of the encoding and decoding
methods.

In [6], a new coding distance function is introduced for enhancing the reliability
of diffusion-based molecular communication system over Hamming distance named
as molecular coding distance function (MoCo). Self-orthogonal convolutional code
(SOCC) with the majority logic process had been projected in the DMC scheme, and
the performance of the system is compared with the Hamming code [7]. The result
affirmed the novel coding technique has the largest coding gain and as well as the
shortest critical distance over the hamming code.

In [8], authors proposed the Reed–Solomon (RS) code that is used as an error
recovery tool to expand the consistency of transmitted data inside the diffusion-
based communication system. An analytical expression is derived for the BEP of
the DMC system, to count the overall performance improvement due to RS code.
The bit error probability of the projected device with R-S codes can be progressed
by rising the lowest distance of the codeword. ISI-free code in addition to their
bit error rate (BER) approximations had been introduced for the diffusion-based
molecular communication system [9]. The result associated with the uncoded system
and novel ISI-free code offers better performance with judiciously low complexity
for the DMC scheme. In [10], investigation and comparison among all proposed
error-correcting codes based on their complication and error-correcting capability.
C-RM and RS are used to expand BER and coding gain as well as EG-LDPC and
Hamming codes are used for improving energy cost. Except for these codes, a new
code is presented because of the high existence of inter-symbol interference among
dissimilar codewords named ISI-free code. In [11], RS encoder/decoder is designed
as well as its functionality are verified on FPGA. Low-density parity check and Bose,
Chaudhuri, and Hocquenghen (BCH) both are error-correcting code, implemented
on FPGA for finding power and area [12]. Result shows that LDPC code had less
and power low area than BCH.

Reed–Muller codes are simple linear block codes, and RM codes are simply
decoded with majority logic gate. Evaluating channel coding methods for MC
systems, authors introduce how the Reed–Muller (RM) is converted as cyclic code
to demonstrate that the C-RM codes are a subgroup of BCH [13]. C-RM code is
used to increase the reliability of the transmitted data. This code is also compared
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with the Hamming code. C-RM code is simply encoded/decoded with shift register
and ML decoding technique. The key benefit of the above codes is from the view-
point of energy cost, coding gain, and critical distance. In the literature, we found
that C-RM outperforms over the other error-correcting code. However, the VLSI
implementation of C-RM is missing from the literature. So, this paper fills the gap
by presenting the VLSI implementation of C-RM to improve the performance MC
system, which includes the design and implementation of encoder and decoder logic
circuits using CMOS. Specifically, power consumption and delay are presented.
Simulation is performed in the Tanner EDA Tool.

The rest of the paper is systematized as follows:- Section 2 defines the “FEC” for
molecular communication. Section 3 describes the simulated results of C-RM logic
circuits on the Tanner EDA Tool. Section 4 describes the conclusion.

2 Error Correction Code for MC: Cyclic Reed–Muller
(C-RM)

Error correction is the procedure of finding errors from transmitted data in addition to
recreated authentic error-free data. Error correction procedures are both the “Back-
ward Error Correction” and the “Forward Error Correction.” In BEC, once the error
is discovered, receiver appeals to the sender to transmit the whole data unit. On the
other hand, receiver uses error correction codewhich routinelymodifies error in FEC.
In this paper, we use the C-RM code which is part of the forward error-correcting
code.

With several error correction abilities, Reed–Muller codes are part of binary code.
How they are constructed as cyclic code is discussed in [13]. The C-RM code is
denoted as C-RM (j, m) with a block length NR = 2m − 1, besides, the minimum
distance DRmin = 2m− j − 1 [13] exist for any integer m ≥ 2 and 0 ≤ j < m − 1.
The message length KR is calculated as:

KR = 1 +
(
m
1

)
+

(
m
2

)
+ · · · +

(
m
j

)
= NR −

m− j−1∑
z−1

(
m
z

)
(1)

Figure 1a shows the encoder of C-RM code, and non-systematic encoder of C-
RM code can be formed by using shift registers and two-input XOR gates. Shift
register and XOR gate are formed by the CMOS logic circuit. For calculating the
parity bit, two-input XOR gate is used. The two-input XOR gate is reliant on the
generator polynomial of each code. Generator polynomial for C-RM (1, 3) code is
g(1,3) = x3 + x + 1.

Figure 1b shows the decoder of C-RM (1, 3) code which can be simply decoded
with a simple shift registers and two-step ML method. The four-input XOR gate is
used as an input for the majority logic method. In this paper, we formed two-input
MLG by using two two-input NAND gate, as well as for forming six-input MLG
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Fig. 1 a Non-systematic encoder circuit of C-RM (1, 3) [13]. b A Dual-step ML decoder circuit
for C-RM (1, 3) code [13]

we can use 22 NAND gate. In this paper, we consider two-input MLG is used in
C-RM (1, 3) as shown in Fig. 2. The four-input XOR gates are used in the dual-step
majority logic decoding method can be got with the amalgamation of several dual-
input XOR gate and the number of inputs in the XOR gate can be reliant on the check
polynomial. Check polynomial for C-RM is h(C - RM)(1,3) = x4 + x2 + x + 1.

MLG is formed by using two NAND gates. A NAND gate used in this paper
is formed by using CMOS which can be simulated on the Tanner EDA Tool. The
function of the majority logic gate (MLG) includes two cases: when the majority of
the inputs are 1, then the output of the MLG is 1, otherwise 0.

Fig. 2 Two inputs (MLG) circuit
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3 Simulation Result

In this section, we have described the simulation result of the C-RM encoder and
decoder. Figures [3] and [4] show that the schematic diagram and simulation result of
encoder and decoder for C-RM (1, 3) codes are designed and simulated using 250 nm
technology in Tanner EDA Tool first time for finding the power consumption and
delay.We take a 5V power supply for all the circuits which are used in C-RMencoder
and decoder. The schematic layout of the C-RM encoder and decoder is performed
in S-Edit. The simulation of C-RM encoder and decoder is with low power strategies
which are executed at 250 nm technology, in T-Spice. The waveform is done in
W-Edit.

Fig. 3 a Schematic diagram of the non-systematic encoder. b Simulation result of an encoder for
5 V Vdd
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Fig. 4 a Schematic diagram of a decoder. b Simulation result of decoder for 5 V Vdd

C-RM code is simply encoded through a simple shift register. In this work, each
shift register is formed by using Set-Reset flip-flop, and also individually SR flip-flop
is formed by using CMOS logic. XOR gate which is used herein is also formed by
using CMOS logic. XOR gate in C-RM encoder is used for calculating the parity
check bits. Encoder with a shift register and XOR gate is designed and simulated
using 250 nm technology on Tanner EDA. 5 V power supply is used for the C-RM
encoder.

C-RMcodes are simply decodedwith themajority logic decoding technique. Two-
input majority logic gates are formed by two two-input NAND gate, and NAND gate
is formed by using CMOS logic. Decoder with SR flip-flop, XOR gate, and two
input MLG is designed and simulated using 250 nm technology on Tanner EDA. 5 V
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Table 1 Power and delay of encoder and decoder

C-RM Power (W) Delay (S)

Encoder 4.1084e-003 4.8729e-008

Decoder 6.7779e-002 2.9000e-008

power supply is used for the C-RM decoder. Power and delay of C-RM encoder and
decoder with proposed MLG is given in Table 1.

4 Conclusions

In this paper, for first time, C-RM encoder and decoder is designed and simulated
using 250 nm technology in Tanner EDA Tool. All the circuits are simulated using
CMOS logic. In addition, power and delay are presented. It is noticeable that the
C-RM code is proposed in the literature to recover the workability inside molecular
communication system. However, as per our best knowledge no one of the literature
has implemented in any of the VLSI tool. So, this paper fills the gap by presenting
C-RM implementation in Tanner EDA Tool. Application-specific integrated circuit
(ASIC) implementation can be the future scope of this work.
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Design of Cascaded H-Bridge Multilevel
Inverter

Nitin Pawar, Vijay Kumar Tayal, and Pallavi Choudekar

Abstract Multilevel inverters have been widely used in many applications for
improving quality of output voltage and reduce harmonics content in AC output
voltage. This paper presents single-phase CHB multilevel inverter design with sinu-
soidal pulse width modulation (SPWM) technique. This paper represents analysis of
three-, five-, and seven-level cascaded H-bridge multilevel inverter (CHMLI) with
minimum no. of power switching devices. Due to a smaller number of switches,
switching loss is reduced and cost of the inverter is also reduced. Work has been
carried out in MATLAB.

Keywords Multilevel inverter(MLI) · Cascaded H-bridge(CHB) · Sinusoidal pulse
width modulation (SPWM)

1 Introduction

Inverter is a system that is used to generate AC output from a DC input. Multilevel
inverter is an equipment which uses various low DC voltages as input to achieve
optimal alternating voltage at the output. In multilevel inverter, the output voltage is
generated at high frequency and with low switching frequency with low distortions.
Differentmultilevel inverters are: cascadedH-bridge inverter (CHB), flying capacitor
inverter (FC), and diode clamped inverter (DC). Thiswork is related to study different
topologies of CHB inverter and compare their performances [1–4]. In CHB inverter,
only switches are used. This topology needs fewer switches compared with flying
capacitor multilevel inverter. The arrangement of switches together with voltage
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source is termed as H-bridge cell. H-bridge cell supplies three separate voltages,
i.e., zero, positive DC, and negative DC voltages [5–8]. Each H-bridge cell has a
different DC source in the inverter. Inverter is assigned a defined DC input voltage
and by changing the on and off periods of switches we can obtain regulated AC
output voltage. Different pulse width modulation techniques are single, multiple,
and sinusoidal pulse width modulation. In this work, we use the sinusoidal PWM
(SPWM)method to obtain controlledACoutput voltage [9, 10]. In SPWMtechnique,
we compared sinusoidal sample wave with a triangle carrier wave.Modulation signal
used is sinusoidal and modulating signal peak is smaller than peak of carrier signal;
gate signal for switches can be formed by SPWM technique [11, 12]. In previous
years, multilevel inverters have been extensively used in high power applications
and high voltage applications. Voltage waveform obtained at output of cascaded H-
bridge multilevel inverter (CHMLI) is staircase type and it appears as a sinusoidal
waveform. As compared to bipolar inverter, output voltage of multilevel inverter has
less harmonics content [13–15].

Advantages of multilevel inverters are mentioned below [16–18]:

1. It is operated at high voltage.
2. Efficiency is higher than simple bipolar inverter.
3. Low electromagnetic interferences.
4. Less distorted sinusoidal output voltage.

Figure 1 showsvarious types ofmultilevel inverters (MLI). Simulation of cascaded
H-bridge multilevel inverter (CHMLI) had been done in MATLAB and results and
waveforms are presented in the paper [19].

Figure 2 represents the block diagram for the implementation for the multilevel
inverter.

Fig. 1 Types of multilevel inverter (MLI)
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Fig. 2 Multilevel inverter block diagram

2 Modeling of CHB Multilevel Inverter

Multilevel inverters are most important devices in power electronics. Out of all cate-
gories of multilevel inverters discussed in Sect. 1, cascaded H-bridge (CHB) multi-
level inverters are extensively used due to its numerous advantages and simplicity.
Pulse width modulation (PWM) technique has been used for obtaining improved
quality of output voltage and current waveform. Due to some limitations of two-
level inverters, multilevel inverters are designed which can be used for high-power
applications [8].

Forn-levelCHBmultilevel inverter, there arem= (n−1)/2H-bridge cell required.
Every H-bridge cell contains four switching devices and every H-bridge cell requires
a separate DC source. Assume Va, Vb, Vc… is the voltage at the output of every H-
bridge cell, then the total voltage V for n-level cascaded H-bridge is given by V =
Va + Vb + Vc + Vd For n-level CHB inverter, the quantity of switches needed is
4 m where m denotes number of H-bridge cell. Different dc source required in CHB
inverter is m.

2.1 Three-Level CHB Multilevel Inverter

Figure 3 shows schematic of three-level multilevel inverter with four switching
devices.

Figure 4 shows modeling of three-level CHB inverter with RL load.

2.2 Five-Level CHB Multilevel Inverter (CHBMLI)

Figure 5 shows schematic of five-level multilevel inverter with eight switching
devices.

Figure 6 shows modeling of five-level CHB inverter (CHBMLI) with RL load.
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Fig. 3 Schematic of three-level multilevel inverter

Fig. 4 Model of three-level CHB inverter

2.3 Seven-Level CHB Multilevel Inverter (CHBMLI)

Figure 7 shows schematic of seven-level multilevel inverter with 12 switching
devices.

Figure 8 shows modeling of seven-level CHB inverter with RL load.
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Fig. 5 Schematic of five-level multilevel inverter (CHBMLI)

Fig. 6 Model of five-level CHB ML inverter

3 Simulation Results and Discussions

Figures 9, 10, and 11 show simulation results for three-level CHBmultilevel inverter.
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Fig. 7 Schematic of seven-level multilevel inverter (CHBMLI)

Fig. 8 Model of seven-level CHB inverter (CHBMLI)
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Fig. 9 Output current and voltage waveform

Fig. 10 Active power waveform

Fig. 11 Waveform of reactive power

3.1 Single-Phase Three-Level CHB Inverter

In single-phase three-level CHB inverter with inductive load, current lags induc-
tive voltage. RMS value of current and voltage waveform is 16.14 A and 89.89 V,
respectively. Active and reactive power waveform values are 918W and 214.9 VAR,
respectively. The PF of the load is 0.63 and phase angle is 50.74°.

3.2 Single-Phase Five-Level CHB ML Inverter

Figures 12, 13, and 14 show simulation results for five-level CHBmultilevel inverter
(CHBMLI).

In single-phase five-level CHB inverter with inductive load, current lags inductive
voltage. RMS value of current and voltage waveform is 27.05 A and 146.70 V,
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Fig. 12 Waveform of output current and voltage

Fig. 13 Waveform of active power

Fig. 14 Waveform of reactive power

respectively. Active and reactive power waveform values are 3831W and 1008 VAR,
respectively. The PF of the load is 0.965 and phase angle is 15.11°.

3.3 Single-Phase Seven-Level CHB Multilevel Inverter
(CHBMLI)

Figures 15, 16, and 17 show simulation results for seven-level CHB multilevel
inverter.
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Fig. 15 Waveform of output current and voltage

Fig. 16 Waveform of active power

Fig. 17 Waveform of reactive power

In single-phase seven-level CHB inverter with inductive load, current lags induc-
tive voltage. RMS value of current and voltage waveform is 38.11 A and 206.6 V,
respectively. Active and reactive power waveform values are 7519W and 2031 VAR,
respectively. The PF of the load is 5 and phase angle is 17.259°.

From Fig. 18, it is clear that as levels of multilevel inverter increase, power output
also increases.
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3 Level 5 Level 7 Level

Power Output ( watts )

Fig. 18 Power output at various levels

4 Conclusion

Single-phase three-, five-, and seven-level CHBmultilevel inverters aremodeledwith
MATLAB–Simulink. With the rise in level of inverter, the stepped voltage waveform
at output is getting close to sinusoidal voltage waveform pattern. It is observed that
power factor of load improveswith increase of levels of inverter, hence it is concluded
that higher levels of CHB multilevel inverter show better performance as compared
to lower levels of multilevel inverters. It is also observed that noise in the output side
of inverter is decreased with increase in levels of CHB multilevel inverter, hence
it is concluded that for DC to AC conversion higher level CHB inverter should be
preferred to get sinusoidal voltage waveform.
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Reliability and Energy Efficiency of Ring
Frame Machine in Textile Industries:
Secure, Smart, and Reliable Network

Saurabh Kumar Rajput, Sulochana Wadhwani, and Jay Singh

Abstract Improving energy efficiency is a kind of energy generation, so it also raises
the per capita energy consumption. This research study is based on data collection
from textile industry and identifies the scope of energy conservation in ring frame
machine network. Energy savings in a selected textile industry are calculated on
annual basis and a simple approach is developed for energy conservation. This study
focuses to secure a smart, energy efficient, and reliable network for ring frame three-
phase inductionmotorwhich is other than the conventionalmethods of energy savings
used by Indian textile sectors.

Keywords Textile industry · Ring frame machine · Energy efficiency · Smart and
reliable network

1 Introduction

In India, textile sector plays a very important role for employment generation.
Presently, it is providing employment to about 35 million people, which are second
largest after agriculture. Textile sector also has an impact on the economic develop-
ment of country and out of total industrial production, textile industry contributes
about 14% with 4% contribution in GDP and 17% contribution in earnings from
exports. Indian textile sector is second in the world after china in terms of installed
number of spindles (19.6%) [1]. The energy requirements of textile industries are
increasing day by day because of the two main reasons. First reason is the dusty and
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noisy environment of themill, due towhich theworkers donot take interest inworking
with textile mills and the managements are forced to use automated machineries to
compensate the shortage of workers. These modern machines require more energy
for their operation. Second reason is the inefficient operation ofmachineries in textile
industry [2]. Also, the high energy demand is increasing the concentration of green-
house gases, which create an adverse effect on environment. The spinning textile mill
mainly produces thread from cotton, where ring frame machine uses maximum part
(about 37%) of total electricity. Rest of the electricity is used by open end machines,
blow room, carding, drawing, combing roving, and winding [3]. The energymanage-
ment is the requirement of textile industries for reducing the energy wastage and
to save the environment. There are many energy conservation practices which are
commonly used in Indian textile mills; spinning process include the use of automatic
power factor correction capacitor bank, energy efficient motors, and synthetic flat
belts in ring frames machines. Weaving process includes the use of flat belt drive
instead ofV-belt drives, efficient H plant fans and reduction inwastage of compressed
air. Processing in Indian textile industries includes the reutilization of waste water in
dying process [4]. Energy consumption in textile industry is high but the reduction
in wastage of energy is possible through different energy conservation methodolo-
gies [5–9]. Three-phase-type induction principle-based motor is used in ring frame
process of textile mills. The efficiency of this motor can be improved by proper
time-to-time required testing and by providing sophisticated rewinding to the motor
[10–12]. By load management and energy audits, energy should be conserved in
textile mills. This is helpful in finding economic growth as well as energy efficiency
[13, 14]. Figure 1 shows that the spinning process takes the highest amount of energy
so there is a great opportunity of energy saving through improving the network of
ring frame machine.

The present study is based on the data collection from textile industry analyzing
it for improving energy efficiency of ring frame machine. In this study, some other
possibilities of energy savings in ring frame machine of textile industries are inves-
tigated and that are analyzed for the selected spinning mill. These possibilities
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Fig. 2 Methodology for secure, smart, and reliable network of ring frame machine

include—energy saving by optimizing ring frame suction tube size and replace-
ment of the faulty suction tube of autoconer with small diameter caps for energy
conservation. In addition to this, few studies are also performed for improvements in
already applied energy conservation techniques, and electrical energy savings in the
industry is calculated. These studies are replacement of faulty motors by new and
energy efficient motor.

2 Secure, Smart, and Reliable Network for Ring Frame
Machine in Textile Industries

For secure, smart, and reliable network for ring frame machine, a methodology is
developed. As shown in Fig. 2, the first step includes the development of a base
line for energy consumption pattern which is followed by the energy consumption
data collection. Further on site measurement of data is covered. Finally, a report is
generated and submitted for improving energy efficiency.

3 Reliability and Energy Efficiency of Ring Frame
Machine in Textile Industries

An energy audit is performed in an Indian textile industry and possibilities are found
where the energy can be saved other than the conventionalmethods of energy savings.
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3.1 Size Selection of Suction Tube in Ring Frame Machine
for Energy Saving

During study, it has been observed that plant is using different size suction tubes in the
same ring frame machine. Suction tube size affects the power consumption as well
as suction pressure. It is important to ensure proper sized and similar suction tubes
are installed on the machine. A study was conducted to quantify the power saving
by optimizing suction tube size on ring frame machine. Following are the details
of study. The pressure (Pa) and power (kW) on ring frame machine are measured
which have 9 mm suction tube. The pressure on the 2nd, 251th, and 501th spindle
of the machine was 353 Pa, 489 Pa, and 1153 Pa, respectively, and the total power
consumption was 5.10 kW. The study was repeated on the ring frame machine which
has 7 and 8 mm suction tube. In this case, the pressure on the 2nd, 251th, and 501th
spindle of the machine was 421 Pa, 551 Pa, and 1196 Pa, respectively, and the total
power consumption was 5.00 kW. Finally, the test was performed on the ring frame
machinewhich has 5mm suction tube andmeasured the pressure on same 2nd, 251th,
and 501th spindle, now the results was 591 Pa, 781 Pa, and 1351 Pa, respectively, and
the total power consumption was 4.20 kW. So by optimizing the suction tube size,
there is scope of energy saving and in the present study, energy up to 1, 32,475 kWh
can be saved per year in one machine.

3.2 Replacing Faulty Suction Tube of Autoconer and Using
Optimum Size Caps

The mill is using Variable speed drives (VSD) on autoconer suction fan. VSD are
running at more than 50 Hz frequency. Purpose of installing VSD on suction fan is
to save power on part load operation of suction and frequency of 60 Hz. The same
autoconer machine has suction of 41 mbar with power consumption of 3.3 kW at
50 Hz and has suction of 38 mbar with power consumption of 3.1 kW and frequency
48 Hz. It was clear from the above data that due to higher pressure drop across the
machine, pressure of the suction fan is kept high. Subsequently, frequency of the
VSD has been increased, that is leading to higher power consumption. Two major
sources of pressure drop were identified during the study, one was the broken cover
(top) of autoconer suction tubes and another was bigger size of suction tube cover
(diameter). Hence, it is suggested to replace the broken caps of suction tubes and
use smaller diameter suction tube caps to prevent pressure drop across the machine.
Higher counts require bigger diameter of suction tube caps; hence one machine may
be selected for higher counts (≥12’s count) and equipped with bigger diameter caps.
In our audit study, the above practice lead to the saving of 22.90 kW at autoconer
suction fan; which is annual power saving of 1, 89,275 kWh.
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Table 1 Daily working condition of motor in plant

Working condition

Loading (%) 50 75 100

Power (kW) 15 22 30

Operating hours per day 8 14 1

Table 2 Variation of efficiencies of motors with loading

30 kW motor Loading (%) 50 75 100

Old motor Efficiency (%) 85.5 86.7 84.8

Energy efficient motor Efficiency (%) 93.8 94.1 92.9

3.3 Use of Energy Efficient Ring Frame Motors

The plant is using inefficient motors which are consuming more power. The plant
has a 30 kW, 90% efficiency old IE2 (international efficiency 2) motor in ring frame.
This motor can be replaced by an energy efficient IE3 (international efficiency 3)
motors with ratings: 30 kW, 94% efficiency. The motor is four pole, three phase,
400 V, 50 Hz, 30 kW, which is operating for about 23 h per day and 360 days per
year. Motor loading profile is as follows (Table 1).

The efficiencies of faulty motor and new motor are checked at various loading
conditions as per the plant operation profile. The measured efficiencies at different
loading is as follows (Table 2).

By considering the loadprofile anddailyworkinghours, the annual energydemand
of the above mentioned two motors are calculated. The energy demand of old motor
is 191,151.43 kWh/annum, while the energy demand of new energy efficient motor is
175,512.93 kWh/annum so the energy saving is 15,638.49 kWh/annum/motor. So it
is suggested to replace all the old and inefficient motors by new and efficient motors
for energy saving.

4 Results and Conclusion

Increasing demand of energy in textile industries and price hiking are the two main
factors which are responsible for high production cost. To reduce this cost, energy
conservation is essentially required by textile industries. There are many energy
conservation practices which are being implemented by industries. These techniques
are either costly or require technical support. Because most of the textile mills in
India, are small and medium enterprises so they have limited resources to support
these methodologies (Table 3).

During energy audit visits of several textile industries, some simple methodolo-
gies of energy savings are investigated and verified. By applying these techniques,
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Table 3 Electrical energy audit results

Description Potential savings

Size selection of suction tubes in ring frame machine 1,32,480 kWh in one machine

Replacing the faulty suction tube of autoconer and optimizing
diameter

1,89,280 kWh/year

Use of energy efficient ring frame motor 15,638.49 kWh/year/motor

ample amount of energy can be saved with less investments hence these are also cost
effective.

Energy savings by above-said methodologies are not fixed but vary with the size
of plant, its operational practices, and duration of operations per day. Therefore,
in every individual textile industry, the research should continue on the basis of
economic measures and plant’s output product quality.
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Economic Load Dispatch Using
Evolutionary Technique

Rohit Kumar, Nidhi Singh, M. A. Ansari, and Santosh Kumar Yadav

Abstract This paper basically presents the use of evolutionary technique for
economic scheduling problems. Various evolutionary techniques like genetic algo-
rithm (GA), particle swarm optimization (PSO) and ant colony optimization (ACO)
have been implemented to solve problems of economic scheduling in which the
objective function (i.e., fuel cost) is stochastic, non-differentiable and nonlinear. The
effectiveness of the techniques has been performed on a test system consisting of six
generation units considering the losses (i.e., transmission losses) and satisfying all
its constraints. They have been compared individually with respect to each other on
the basis of power allocation and convergence rate.

Keywords Economic load dispatch · Objective of ELD · Transmission losses ·
Genetic algorithm · ACO · PSO · Fitness function · Constraints

1 Introduction

One of the most significant issues that need to be tackled in a power system is its
economic operation and is done by using economic scheduling [1]. Before doing
economic scheduling, one has to do “unit commitment” which gives the scheduled
of generating units that must be kept ON/OFF in the course so that load demand is
satisfied all the time. Then, after that, we proceed for economic scheduling and is
defined as “the sharing of the load (i.e., total load) among various units that are in a
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state of ON position in such a way that the overall cost of the system (i.e., generation
cost) is minimum.” The allocation is done on the basis of constraints (i.e., equality
and inequality) [2]. In order to meet particular demand/load, large interconnections
of the electric networks reduce the fuel consumption [3]. In load flow solutions, we
have to specify all generator buses except one generator bus, i.e., slack bus, but in
economic scheduling, the generations are not fixed. We have to specify the limits of
generations in order to meet the required demand/load with minimal consumption
of fuel [4]. By this, we conclude that the economic scheduling problem is needed
as the solution of a large number of load flow problems and picking one can be the
optimal solution in cost of generation.

In this paper, various evolutionary techniques like GA, ACO, PSO, etc., have
been implemented so as to get the optimal generation from units with the lowest
generation cost consideringpower transmission losses. Transmission loss coefficients
are obtained using power system MATLAB toolbox. These techniques have been
performed with the proposed algorithm and being compared with one another so as
to get minimal fuel cost (optimal cost of generation).

The following algorithm of different techniques has been implemented by
MATLAB R2018a software version. The results obtained are compared so as to
get optimal cost of generation.

2 Operating Cost of Thermal (Coal) Plant

Fuel cost, generators efficiency and transmission losses are the factors that are
responsible for power generation at minimum cost.

It is not mandatory that the most efficient generator in the system guarantees
minimum cost as the location is such that where the fuel cost is high.

The characteristics of generating units are as follows.

2.1 Heat Rate Curve

It is represented as:

Hi (Pi ) =
(

α

Pi
+ β + γ Pi

)
Mcal/MWh (1)

• For the generator’s MW output, the thermal energy required per MW h is referred
to be as the heat rate curve. Thus, it signifies the efficiency of the unit over its
range of operation (Fig. 1).
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Fig. 1 Heat rate curve

2.2 Fuel Cost Curve

It is represented as:

(2)

• When the heat rate curve gets multiplied by fuel cost, then it is referred as a fuel
cost curve.

• This curve tells us that as the power generated increases, correspondingly, the fuel
cost also increases (Fig. 2).

Fig. 2 Fuel cost curve
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2.3 Incremental Fuel Cost Curve

It is represented as:

IC(Pi ) = dCi (Pi )

dPi
(4)

(5)

• The unit is the increment in the cost of the unit corresponding to 1MW increment
in the output of unit which is referred as an incremental cost (Fig. 3).

3 Objective of ELD

The objective of ELD or economic scheduling problem is to find out the optimal
solution of power generation thatminimizes the total generation cost,while satisfying
its constraints (i.e., equality and inequality constraints). Mathematically, the cost
function (fuel cost) or objective funcn to be minimized is given as below:

(6)

where α, β, γ (fuel cost coefficients) of ith generator subjected to the constraints are
given below.

Fig. 3 Incremental fuel cost
curve
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3.1 Equality Constraint (Energy Balance Equation)

The total power generated is equal to the summation of power demand (PD) and
the transmission losses. Energy balance eqn with losses (i.e., transmission losses) is
given in equation below as:

n∑
i=1

Pi − PD − PL

(Loss are considered)

= 0 (7)

The above eqn describes that the total generation is equal to the summation of
power demand and the losses during the transmission.

3.2 Inequality Constraint (Generating Capacity Limit
Constraints)

Each unit should have generating output in b/w its maxm and minm limits. Inequality
constraints (boundary condn) are given below as

Pimin ≤ Pi ≤ Pimax (8)

With the help of Bloss-coefficient or B-coefficientmethod, the transmission losses
can be calculated in order to achieve the economic load dispatch problem.

4 Genetic Algorithm

Genetic algorithm is an evolutionary technique which is used to find an optimal cost
of generation. It was developed by John Holland. Genetic algorithm is stochastic in
nature. It is inspired byDarwin’s theory about evolution [5]. Both types of constrained
as well as unconstrained optimization problems can be solved with the help of this
technique based on natural selection. It is basically calculated using fitness value [6].
It encodes “select the best and discard the rest,” i.e., the fittest individual is selected
for evaluation and rest other are neglected so as to find optimal solution.

The algorithm repeatedly modifies a population by using random numbers in the
form of binary strings. From these populations, the fittest parent is selected and
over repeated generations, the generated population evolves over an optimal desired
solution. It can also be used for nonlinear constraint problems [7]. For this, we require
three very important parameters that are:
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• Selection;
• Crossover;
• Mutation.

4.1 Selection

In this, we have to select individuals from their parent population whose probability
is proportional to their fitness using roulette wheel.

4.2 Crossover

The new individuals are generated combining the characteristics of the fittest parents
which are selected by a fitness value using roulette wheel. This can be done in three
ways:

a. Single point:

P1 = [i j k l m n o p] P2 = [1 2 3 4 5 6 7 8]

Child = [i j k 4 5 6 7 8]

b. Two point:

P1 = [i j k l m n o p] P2 = [1 2 3 4 5 6 7 8]

Child = [i j k 4 5 7 o p]

c. Scattered:

P1 = [i j k l m n o p] P2 = [1 2 3 4 5 6 7 8]

If binary strings = [1 0 0 1 1 0 0 1]

Child = [i 2 3 l m 6 7 p]
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4.3 Mutation

Genetic diversification is provided by mutation operator and is used to search over a
broader space for genetic algorithm. It is generally used in range of 0.01.

5 Genetic Algorithm for ELD

In genetic algorithm optimization technique, the following steps are considered:
Initialization of population, generation using randomnumbers, evolution of fitness

function and creating new offsprings by using GA operator such as selection,
crossover and mutation [8].

For maximization problem, the fitness function is taken as

f (X) = F(X) (9)

and for minimization problem, the fitness function is given

f (X) = 1

F(X)
(10)

where f (X) denotes the fitness function and F(X) describes the objective function
[9].

Step 1: Initialization of population
Specify all the parameters of GA and then initialize the population size using random
number generator in the form of binary strings, time limit and maximum generation
and read the cost coefficients of the generating units.

Step 2: Formulation of problem
The initial population for each generator is formed by

P j
gi = Pmin

gi +
{ (

Pmax
gi − Pmin

gi

)/(
2 j − 1

)} ∗ b j
1 (11)

where gi = number of generator and j = no of generation

Step 3: Fitness function
Calculate maximum and average fitness function of population strings.

Step 4: Reproduce
Select the parent using roulette wheel selection method and perform different
operators like crossover and mutation.

Step 5: Exit
Repeat the above steps until the desired result is obtained (Fig. 4).
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Fig. 4 Flow diagram of GA
Define fitness function, variable and initial 

population

Generate population

Find cost for each individual
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6 Ant Colony Optimization (ACO)

ACO also known as ant colony optimization was developed by Dorigo [10]. It is
also a stochastic searching algorithm. It is based on the real behavior of ants, i.e.,
how they are able to find the shortest path from food source to their nest. By a study,
we came to know that a chemical matter/substance, called as pheromone trail by the
ants on the surface when they do movement [11]. Higher the level of pheromone trail
means, the way/path which ants have chosen is shortest. This is the basic principle
which is used in ACO algorithm for optimization of ELD problem.

Let us take an example which will explain the real behavior of ants, i.e., how they
move in search of food from their nest via shortest path.

In Fig. 5, the real behavior of ants has been shown. Let us suppose that the food
source is referred as A, and on a straight line, nest is taken as E. In Fig. 5b and c,
the path at B is blocked by an obstacle appearing. In Fig. 5a, ants are moving on a
straight line from nest to food source and vice versa. In Fig. 5b, at B position, ants
will decide whether to go from left path (BHD) or right path (BCD). Some of the ants
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Fig. 5 Real behavior of ants

will move from path BHD and some will move from BCD. As we can see the path
BCD is shorter as compared to path BHD. The amount of pheromone trail deposited
on path BCD is more; therefore, all ants will take the right path as its higher level of
pheromone concentration. In this way, all the ants will follow the shortest path.

7 ACO Algorithm

Ant colony optimization (ACO) is based on the real behavior/conduct of ants. In
ACO, ants are being generated which are known as artificial ants which produce
artificial pheromone trails [12]. Artificial ant transits from nodes to nodes. After the
ant has completed its visit from one node to other node and to the last node, the
pheromone level of all the paths is updated. The pheromone level is more if ants
(artificial) completed its visit with a good path. To stop artificial ants from being
stuck in local optima, the pheromone level of the path decreases by evaporation [13].
The following steps are considered in doing ACO algorithm.

Step 1: Initialization
First of all, the ACO parameters have to be specified during initialization process.
To avoid large computational time, we have to limit the range of parameter.

n Number of nodes
m Number of ants
tmax max. reiteration
dmax max. ants visit distance
β A constant; pheromone versus distance (β > 0)
ρ Coefficient based on rules (heuristic) (0 < ρ < 1)
α Pheromone decay constant (0 < α < 1)
q0 Algorithm constant (0 < q0 < 1)
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τ o Pheromone level (initial level).

Step 2: Generation of the first node
By using random no. generator ranging from 1 to n, the node ist (first) is chosen.

Step 3: State Transition rule (S.T.)
Corresponding to every step, we have to apply the state transition rule in order to
decide the next node which the ants have to visit. It is given as:

(a) Exploitation rule: In this, the next node is selected based on the parameters that
are provided.

(b) Exploration rule: In this, the next node is randomly selected from the list nodes
that are left unvisited.

Initial pheromone level is determined by a parameter known as τ which is used
to determine the shortest path with high level of pheromone.

Step 4: Local Updating rule (L.U.)

• By this rule, we can update the quantity of pheromone level to the paths that are
toured/visited by ants while making the soln.

• Ant tours will get shuffled by applying local updating rule so that the early nodes
can be traversed in other ants’ visits later.

• The quantity of chemical substance trail, pheromone level, on toured paths will
be decreased so that the ways/paths that are visited become less significant and
probability of choosing these paths becomes less by the ants that are going to visit
it in the rest of a reiteration process.

• The probabilities of selecting the same nodes become lower, when the new τ value
is minm.

Step 5: Fitness function
The evaluation based on the fitness value takes place after all of the ants finished
their visits. And then, the control variable (t) is analyzed using the below given eqn

as:

t = d

dmax
∗ xmax (12)

where:

d Ants tour distance
xmax Maximum (max) t
dmax Ants tour maxm distance
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The values obtained for variable t are assigned as the fitness values in ACO
algorithm [14].

Step 6: Global Updating rule (G.U.)

• The shortest tour generated by the ant from the beginning of the tour gets updated
by a method called as global updating rule (GU) by changing the quantity of
pheromone level.

• The best fitness which is determined by the quantity of pheromone level is allowed
to update by the one ant only.

Step 7: End condition

• The iterations get stopped by an algorithm when tmax (i.e., maxm iterations) have
been implemented.

• The visit by ants should be evaluated. In case, during this process, if we found a
better path, then it will be saved for the upcoming reference.

• The way which is best chosen b/w all reiterations describes the perfect solution
for economic scheduling problem.

• Ants’ convergence to a common path does not take place. This is experimental
proven in laboratories, and it is an important feature.

• If ants traverse various ways/paths, then there is a higher chance that one of them
will find an optimal and improved solution of ELD problem (Fig. 6).

8 Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) was developed by Eberhart and Kennedy in 1955
[15]. The technique is a population-based optimization algorithm and is inspired by
social conduct of bird flocking or fish schooling. It is very much similar to one of the
evolutionary techniques such asGA. The only difference is that it has no evolutionary
operators like mutation and crossover as they are present in GA. In PSO, every
single answer is a “bird” in the search space. And these potential solutions (birds)
are referred to be as particles [16].

These particles fly through the problem space by following the current optimum
particle. Every particle is assigned by their fitness values which are being accessed
by their fitness function. In PSO, every particle remembers the previous best position
on feasible search space that it has ever visited. This is termed as “pbest” value. And
the best value among pbest is termed as “gbest” value [17]. In order to reach the
optimum value of the problem, one needs to change the velocity and position among
pbest and gbest values.
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Fig. 6 Flow diagram of ACO
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9 PSO Algorithm

The following steps are required while performing PSO algorithm [18]. They are as
follows (Fig. 7):

Initialization of particles

Calculate fitness value for 
each particle

Update velocity of particles

Assign current fitness 
as new PbestKeep previous Pbest

Assign best particles Pbest 
value to gbest

End

Is maximum iteration 
value reached

Is current fitness value 
better than Pbest

Update position of particles

No

Yes

No Yes

Fig. 7 Flow diagram of PSO
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• Initialization: The velocity and position of all the particles are set using random
number generator randomly.

• Fitness Function: Fitness of each and every particle is evaluated.
• Velocity Update: At each iteration, the velocity of all the particles is updated

according to the following equation:

V k+1
i = V k

i + C1 ∗ rand()1 ∗ (
Pbesti − Ski

) + C2 ∗ rand()2 ∗ (
gbesti − Ski

)

• Positioning Update: The position of the particles is updated according to:

Sk+1
i = Ski + V k+

i (14)

• Memory Updating: Update the values of pbest and gbest as:

Pbest = Pi if Pi > Pbest

gbest = Pg if Pg > gbest

• End Condition: Repeat the steps from 2 to 5 until we get our desired optimum
solution.
where,

V k+1
i Velocity of particle i at iteration k + 1

V k
i Velocity of particle i at iteration k

Sk+1
i Position of particle i at iteration k + 1
Ski Position of particle i at iteration k
C1, C2 Constant weighing factors
C1, C2 Constant weighing factors
rand()1 Random number between 0 and 1
rand()2 Random number between 0 and 1
Pbesti Position of particle i
gbesti Position of the swarm i

10 Algorithm Parameters, Generation Data and Loss
Matrix

The parameters involved in the algorithm for obtaining our desired optimum solution
of ELD problem are given as in the form of tables [19]:

The following data for GA algorithm is given in Table 1.
The following data for ACO algorithm is given in Table 2.
The following data for PSO algorithm is given in Table 3.
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Table 1 GA data

Genetic algorithm

SI. No. Parameters Specifications

1. Population size 50

2. Chromosomes length 15

3. Crossover rate 0.75

4. Mutation rate 0.01

5. Maximum iteration 40

Table 2 ACO data

ACO

SI. No. Parameters Specifications

1. Population of ants 50

2. Length of ant junction 15

3. Pheromone coefficients, β 5

4. Heuristic coefficients, ρ 5

5. Decay parameter, 0.5

6. Maximum Iteration 40

Table 3 PSO data

PSO

SI. No. Parameters Specifications

1. Population size (particles) 50

2. Dimension 6

3. C1, C2 (acceleration constant) 2

4. Inertia weight 0.9, 0.4

5. Maximum iteration 40

The following data is of thermal power generator station of six (6) generating
units with α, β, γ as fuel coefficients and Pmin, Pmax as minimum and maximum
limit of output power is shown in Table 4.

The loss coefficient matrix data is given in Table 5.

11 Results

The following results are obtained while doing optimization of economic scheduling
using various evolutionary techniques such as genetic algorithm (GA), ant colony
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Table 4 Generator data of thermal power station

Generating unit α β γ Pmin Pmax

1 0.007 7 240 100 500

2 0.0095 10 200 50 200

3 0.009 8.5 220 80 300

4 0.009 11 200 50 150

5 0.008 10.5 220 50 200

6 0.0075 12 120 50 120

Table 5 Loss coefficient matrix data

Loss coefficient matrix

0.14 0.17 0.15 0.19 0.26 0.22

0.17 0.6 0.13 0.16 0.15 0.2

0.15 0.13 0.65 0.17 0.24 0.19

0.19 0.16 0.17 0.71 0.3 0.25

0.26 0.15 0.24 0.3 0.69 0.32

0.22 0.2 0.19 0.25 0.32 0.85

optimization (ACO) and particle swarm optimization (PSO) by using various param-
eters in order to get our desired optimum solution, i.e., generation with minimum
fuel cost (Tables 6, 7 and 8).

The following results show the allocation of power to six generating units with
their convergence rate using different evolutionary techniques. These are shown in
the form of tables and figures (Figs. 8, 9 and 10, Table 9).

Table 6 Power allocation and fuel cost (GA)

Generator output Genetic algorithm

G1 (MW) 217.5791

G2 (MW) 53.4118

G3 (MW) 82.5258

G4 (MW) 50.6033

G5 (MW) 51.2545

G6 (MW) 50.2333

Power demand (MW) 500

Total power generated (MW) 505.6078

Total power loss 5.6078

Total generation cost 6139 $/h (368,340 |/h)
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Table 7 Power allocation and fuel cost (ACO)

Generator output ACO

G1 (MW) 219.2885

G2 (MW) 52.1536

G3 (MW) 80.4562

G4 (MW) 51.8361

G5 (MW) 50.1232

G6 (MW) 51.7412

Power demand (MW) 500

Total power generated (MW) 505.5988

Total power loss 5.5988

Total generation cost 6135.992 $/h (368,159.52 |/h)

Table 8 Power allocation and fuel cost (PSO)

Generator output PSO

G1 (MW) 221.2620

G2 (MW) 50.0000

G3 (MW) 84.3219

G4 (MW) 50.0000

G5 (MW) 50.0000

G6 (MW) 50.0000

Power demand (MW) 500

Total power generated (MW) 505.5839

Total power loss 5.5839

Total generation cost 6132.3 $/h (367,938 |/h)

12 Conclusion

The following various evolutionary techniques like GA, ACO and PSO have been
implemented on the economic scheduling problems. The proposed algorithm is able
to minimize the generation cost while meeting the demand requirement which was
proposed on six generating units.

The results obtained by GA, ACO and PSO are compared with each other. After
comparing, we came to know that PSO is versatile, robust and efficient and has the
capability to work more accurately than GA and ACO.

Hence, the convergence rate for optimized solution is better in PSO compared to
GA and ACO; i.e., in minimum iteration, it achieves the optimal solution of ELD
problems compared to GA and ACO. This can be seen in the above figures.

The printing area is 122 mm × 193 mm. The text should be justified to occupy
the full line width, so that the right margin is not ragged, with words hyphenated as
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Fig. 8 Convergence rate of GA

Fig. 9 Convergence rate of ACO
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Fig. 10 Convergence rate of PSO

Table 9 Comparison of GA, ACO and PSO and fuel cost

Generator output Genetic algorithm ACO PSO

G1 (MW) 217.5791 219.2885 221.2620

G2 (MW) 53.4118 52.1536 50.0000

G3 (MW) 82.5258 80.4562 84.3219

G4 (MW) 50.6033 51.8361 50.0000

G5 (MW) 51.2545 50.1232 50.0000

G6 (MW) 50.2333 51.7412 50.0000

Power demand (MW) 500 500 500

Total power generated
(MW)

505.6078 505.5988 505.5839

Total power loss 5.6078 5.5988 5.5839

Total generation cost 6139 $/h
(368,340 |/h)

6135.992 $/h
(368,159.52 |/h)

6132.3 $/h
(367,938 |/h)

appropriate. Please fill pages so that the length of the text is no less than 180 mm, if
possible.
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VLSI Implementation of Hamming Code
for Molecular Communication

Ruchi Rai, S. Pratap Singh, M. Lakshmanan, and V. K. Pandey

Abstract Application ofmolecular communication (MC) is claimed almost in every
field of humanity, be it medicine, be it security, or be it industry. However, the
channel is the biggest impairment of any wireless. On the other hand, forward error
correction (FEC) is found as the most worth full technique to improve performance
due to channel degradation. Though various literature has proposed Hamming codes
for MC, none of the literature has presented the implementation of it in any of the
VLSI tools. This paper, however, implements an encoder of Hamming code using
CMOS logic circuits for different values of parity-check bits (m). Specifically, we
have considered m = 3 and m = 5 to implement the Hamming code. Further, power
and delay analysis are presented and verified through simulations in 250 nm CMOS
technology using Tanner EDA Tool.

Keywords FEC · Hamming code · MC · Channel coding · Noise

1 Introduction

Molecular communication (MC) is a unique vicinity of research that extends to
communication technology, nanotechnology, and biotechnology.Molecular commu-
nication permits nanomachines to communicate together usingmolecules as a carrier
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[1]. There are many molecular communication procedures, for example, micro-
tube for minimum-range communication, ion-signaling, and diffusion for minimum-
range to middle-range communication, on the other hand, spore and pollen-based
ideas may be used for extensive-term communications [2, 3]. In a molecular nano-
communication (MNC) system, error-correcting codes (ECC) are applied to decrease
the count of errors caused by interference, packet loss, noise, as well as cross-talk
[4].

For enhancing the reliability of the (DMC) system, a new coding distance func-
tion is introduced named molecular coding distance function (MoCo), and this is
also likened with Hamming distance [5]. Also, self-orthogonal convolutional code
(SOCCs) with ML decoding scheme, Euclidean geometry low-density parity-check
(EG-LDPC), and cyclic Reed–Muller (C-RM) codes are used to enhancing the trans-
mission reliability of molecular communication system [6, 7]. All these codes are
compared with the uncoded system. The result confirmed that the coding method
advances the reliability of the transmitted data of the MC system.

In [8], the author proposed a novel code that is used as an error recovery device to
advance the consistency of the transmission in a diffusion-based molecular commu-
nication system (DMC), name as RS code. An analytical expression is derived for the
BEP of the DMC system, to quantify the performance improvement due to RS code.
They further develop the simulation framework based on the particle for simulating
the proposed scheme using the R-S code to confirm the accurateness of their deriva-
tive analytical results. The BEP of the anticipated scheme with R-S codes is better by
increasing the codewordminimal distance. ISI-free code and their bit error rate (BER)
approximations had introduced for the diffusion-based molecular communication
scheme [9]. The result compared by the uncoded system and proposed ISI-free code
offers better performance for the DMC system through relatively low complexity. In
[10], a simple study and evaluation between all error-correcting codes is presented
based on their error-correcting ability and complication. For expanding BER and
coding gain, extra complex codes like C-RM or R-S code are used. Fewer compli-
cated codes specifically EG-LDPC and Hamming codes are used for improving
energy cost. Except for these codes, a new code is introduced because of the exces-
sive existence of inter-symbol interference between dissimilar codewords named
ISI-free code. Low-Density Parity Check and Bose Chaudhuri and Hocquenghen
(BCH) are error-correcting codes that are implemented on FPGA for finding power
and area [11]. Result shows that LDPC code had less power and low area than BCH.

The earlier papers to offer the use of error correction code (ECC) inside the
molecular communication system were [12–14], which proposed the usage of HC.
Hamming code is a straight linear block code that is capable of modifying one error
and detecting up to dual errors. Turbo, LDPC, and BCH codes are completed in
Verilog HDL and implementen on FPGA in [15] and [16]. This paper presents the
design and implementation of the Hamming code on the Tanner EDA Tool. This
paper also presents the power consumption and delay of the Hamming code.

The remaining paper is structured as follows: Sect. 2 defines error-correction code
in the MC system. Section 3 describes the simulation results of Hamming code logic
circuits in the Tanner EDA Tool. Section 4 describes the conclusion.
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2 Error Correction Code for MC: Hamming Code

Error correction is the method of detecting errors from transmitted information and
restored the original error-free information. Forward error-correcting (FEC) codes
control the errors in transmission of data over unreliable or noisy channels of theMC
system. In turn, FEC is the key procedure used to increase the reliability of trans-
missions. In this paper, the Hamming code is used as the performance enhancement
technique inside themolecular communication scheme.Hamming code is deliberated
below.

Hamming codes are linear block codes that precise single error in each block and
recognize up to dual errors. Hamming codes can be denoted as (n, k), where block
length, n = 2m − 1, and message length, k = n − m, with m(m ≥ 2) parity-check
bits. Linear block codes can accurate ′t ′ errors in individually block:

t = [(
Dmin − 1

)
/2

]
, (1)

where Dmin is the minimum distance and in Hamming codes Dmin is equivalent to
3.

Figure 1 shows the encoder for m = 3 and m = 5 Hamming code which can
be simply encoded by shift-registers as well as two-input XOR gate. In our work,
set-reset flip-flop is used in every shift-register and can be built by CMOS logic.
Dual-input XOR gates are also be formed by CMOS logic. For calculating the parity
bit, dual-input XOR gate is used. The two-input XOR gate depends on the generator
polynomial of individually code. Generator polynomial form= 3,4,5Hamming code
is specified by: f (X) = X3+ X +1, f (X) = X4+ X +1 and f (X) = X5+ X2 +1.

3 Simulation Result

In this section, we have defined the schematic diagram and waveform result of an
encoder for m = 3,5 Hamming code. Figures 2 and 3 present the schematic diagram
and waveform of an encoder. The schematic of an encoder is designed and simulated
using 250 nm technology in the Tanner EDA tool for m = 3 and 5, respectively.
Further, the power consumption and delay are presented. We use a 5V power supply
for all the circuits which are used in the Hamming code encoder. SR flip-flop is
formed by using CMOS. As well as XOR gate is formed by using CMOS logic.
The schematic diagram of the Hamming code is complete at S-Edit. The Hamming
code simulation is performed at 250 nm technology, in T-Spice, with low power
techniques. The waveform is occupied from W-Edit.

Encoder for m = 3 Hamming code with a shift-register and two two-input XOR
gate can be designed and simulated using 250 nm technology on Tanner EDA. 5V
power supply is used. Two-input XOR gate is used in the encoder for calculating the
parity bit of each circuit.
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Fig. 1 a Non-systematic encoder for m = 3 Hamming code [13]. b Non-systematic encoder for
m = 5 Hamming code [14]

Encoder for m = 5 Hamming code with a shift-register and two two-input XOR
gate can be designed and simulated using 250 nm technology on Tanner EDA. 5V
power supply is used. Power and delay of encoder for m = 3 and m = 5 Hamming
code is given in Table 1.

4 Conclusion

In this paper, for the first time, the encoder of Hamming code is designed and simu-
lated using 250nm technology inTannerEDATool for,m=3 andm=5, respectively.
Power and delay are presented and analyzed. CMOS logic is used to design all the
circuits. The proposed VLSI implementation of the Hamming code can be used to
improve themolecular communication system’s performance,which ismissing in our
literature. Further, implementation of Hamming code using an application-specific
integrated circuit (ASIC) can be implemented in the future.
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a

b

Fig. 2 a Schematic diagram of an encoder for m = 3 Hamming code. b Simulation result of an
encoder for m = 3 Hamming code
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b

a

Fig. 3 a Schematic diagram of an encoder for m = 5 Hamming code. b Simulation result of an
encoder for m = 5 Hamming code

Table 1 Power and delay of encoder for m = 3 and m = 5 Hamming code

Hamming code m = 3 encoder m = 5 encoder

Power (W) 4.7573e–004 5.1792e–003

Delay (S) 8.8239e–010 4.9020e–008
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Power Analyses in AMBA AHB Protocol
and Synthesis Over Xilinx ISE

Abhishek Deshwal, Aman Singh, Ashutosh Gupta, P. C. Joshi,
and Chiranjeev Singhal

Abstract The high-performance AHB bus is the advanced microcontroller bus
architecture (AMBA) bus used for the microcontroller. It is widely used as a stan-
dard for chip design (SoC) connection. In this paper, we present the formation of the
AMBA AHB protocol with different functional modes. The AHB protocol architec-
ture is being developed including basic blocks likemaster, slave, decoder, and arbiter.
This high-performance bus has a very high speed of data transfer that uses a huge
amount of power. Power consumption is based on a change in the clock’s behavior.
In this work, a clock net minimization procedure was developed. All of these func-
tions were upgraded to Verilog HDL. Model Sim (simulation software from Mentor
Graphics) is utilized to display the design and afterward XPower analyzer (a graph-
ical power calculator tool from Xilinx) is used to calculate the available power and
performance.

Keywords AMBA AHB · Dynamic power · Gated clock · Negative latch · SoC

1 Introduction

The advanced high-performance bus (AHB) is an efficient bus for the advanced
microcontroller bus architecture (AMBA) family. This bus is used in high-
performance clock modules and also serves as a program bus running in the back-
ground. It takes into consideration simple usage of different large-scale works maybe
working at various frequencies (high recurrence). The AMBA convention is an
autonomous innovation since we apply this standard to any scope of utilizations.
Empowers the early improvement of numerous processor structures with enormous
quantities of controllers and edges. It was worked by ARM Ltd in 1996 and is a
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symbol of it. AMBA is used as an on-chip connection and is utilized to arrange and
oversee various functional modules in SoC design. System-on-chip means incorpo-
rating all components of an electronic system into one coordinated circuit or chip. The
SoChave one ormoremicrocontrollers, amicroprocessor, and aDSP, uniquememory
elements, sensors, digital and analog signal elements, timers, and many more. SoC is
widely used in the design of embedded systems because it has many advantages such
as small size, high reliability, low memory requirements, and low-cost efficiency.

2 AMBA AHB Different Components

The AMBA protocol primarily comprises of three different buses specifically
advanced system bus (ASB), advanced high-performance bus (AHB), and advanced
peripheral bus (APB). All these buses have different functions. Buses that work with
ASB are often used to carry data at high data rates while advanced peripheral buses
are used for low-speed computing devices usually operating at low speeds. Both
buses are separated by a bridge that ensures that there is no communication barrier
between the low levels in the APB unit or the high AHB processor and ensures that
there is no data loss between AHB and APB or APB in the AHB data transmission
[1] (Fig. 1).

TheAMBAAHBcomprises of four fundamental components theAHBmaster, the
AHB slave, the AHB arbiter, and the decoder. At AMBA AHB, there are numerous
slaves and numerous masters that are accessible, but only one slave and one slave
can cooperate at all times. The decoder is utilized to record the information given to
master, and the arbiter provides the bus to the master [2].

1. AHB Master—A master can establish literacy activities by providing address
and information management. There are many masters and slaves present, but
only one master will be able to communicate with or interact with only one slave.

2. AHB Slave—A slave performs the operation after getting information from its
master.Here, the read/write operation is performedwhichwill be given bymaster.

Fig. 1 A typical AMBA based microcontroller
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After completion of the operation, this will give an acknowledge signal back to
the master which tells that the operation has been done successfully or got failed.

3. AHB Arbiter—If master wants to communicate with the slave, it first interacts
with an arbiter which ensures the availability of a bus for communication. If the
bus is free, then arbiter grants the request by ‘hgrant’ signal.

4. Decoder—The decoder is utilized to translate the information and signals given
by the master and related to a particular slave.

3 Designing of AMBA AHB

In AMBAAHB, there are basically different types of operation for data transfer from
master to slave. In simple transfer operation, there is no wait state; hence, ‘hready’
signal is always low (Fig. 2).

In wait state transfer operation, the presence of low ‘hready’ signal bring out the
transfer operation in wait state; hence, whenever when the ‘hready’ is low, it will go
to the wait State (Fig. 3).

Burst mode operation is used in system-level buses like AHB. It can fetch a large
amount of data at a time and then implemented it through the pipelining process.
Burst mode eliminated the high impedance state (tri-state) during the transfer of data
(Fig. 4).

Fig. 2 FSM of simple transfer
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Fig. 3 FSM of transfer with wait state

Fig. 4 FSM of burst transfer type operation

4 High Power Dissipation in AHB Based Microcontroller

AMBAAHB is a high-transmission capacity system bus with high information rates.
The performance of the standard AMBA based protocol is just a sequential circuit
based on a standard clock system. The sequential circuit in the system is the major
source of power dissipation in the digital circuit because one of the inputs which are
fed into this is the clock, and this clock changes all the time. Reducing dynamic func-
tions requires consideration of signal processing opportunities and other techniques
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such as logic optimization, gated clock, and glitches blocking. The total switching
power can be reduced by clock gating or stopping some gaps in idle switches.

4.1 Low-Power Design Principle

The power consumption of any circuit is determined by a number of factors, such
as frequency f , voltage supply V dd, data function capacitor C, leakage, short circuit
current as follows

Pdynamic = αCV2
dd f [3]

Pdynamic is also called the switching power and dynamic power. Dynamic power
dissipation caused if only if there is a switching function at any point in the CMOS
circuitry. The power dissipation is mainly dependent upon the number of times
the capacitor is charged and discharged. Therefore, as the frequency of switches
increases, so also the power dissipation rate increases. This charging and capacitor
output is based on the number of times the clock signal feeds into the circuit.

This switching capacitance can be reduced by clock gating or blocking certain
blocks from useless switches. There are different ways to reduce energy consumption
based on the assessment of energy consumption. As a clock system, it is recognized
as a leading provider of energy conversion algorithms [3].

4.2 Clock Gating Technique

Clock net is responsible for power outages in synchronized digital circuits. In clock
gating mode, this clock net is reduced. Clock gating is the principle that deactivates
a clock that does not require unwanted switching functionality. In this clock gating
method, we use the negative latch support method to reduce power. This negative
latchmethod is used to reduce the switching activity of the clock and hence the power
consumption [4, 5].

The idea of a gating clock aims to generate a clock signal by creating a clock signal
that allows it to propagate only when a specific function is triggered. The control
sign ought to be created based on the structure signal. Present the enabled signal
in the structure stage with a clear understanding of the various blocks operating in
SoC design. The gated clock runs a low-speed, energy-saving functional block [6]
(Fig. 5).

4.3 Applications

Today, AMBA is broadly utilized on a scope of ASIC and SoC parts incorporating
applications processors and operating systems utilized in present-day life on mobile
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Fig. 5 Negative latch-based clock gating technique

devices such as smartphones. SoC-related problem is what parts or blocks are put
on the chip, yet besides how they interconnect. The AMBA AHB is a solution for
blocks to interconnect.

It permits the reuse of IP cores and a few peripherals across IC forms, and urge
measured framework configuration to improve processor freedom but because of its
high bandwidth characteristics, its limitation is that when the transfer data rate is
high it will start heating which allows it to consume more external power (from the
clock).

5 Simulation and Result Analysis

In Fig. 6, the ‘hready’ signal is utilized to control the number of clock cycles required
to finish the transmission. The ‘hwrite’ controls the exchange of information to or
from the signal master.

1. High ‘hwrite’ indicates that proper transmission and transmits the data of master
to the data bus performing write operation. The signal corresponds to this is
‘hwdata’

Fig. 6 Simulation of AMBA AHB without clock gating technique
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Fig. 7 Simulation of AMBA AHB with clock gating technique

2. Low ‘hwrite’ indicates that the read operation is transmitted and the slave
must create information on the data bus performing read operation. The signal
corresponds to this is ‘hrdata’.

In Fig. 7, the simulation shows that when the enable ‘en’ signal is high, only then
the next data is changed to another state until and unless there is no further activity
in the system bus which results in reducing the unnecessary switching in the system
bus.

Figure 8a, b describes the proposed clock gated AMBA AHB bus performance.
The result of the AMBA AHB system bus with conventional clock technology is
compared with the proposed clock gated AMBA AHB system bus at 99 MHz clock
frequency and shows that the power usage in the system diminishes from 0.345
to 0.219 if bus is fed with a negative latch-based clock gating strategy. When the
frequency is increased to 2000 MHz, the power decreases from 0.472 to 0.280.
Power consumption is determined with the assistance of the XPower analyzer of
Xilinx ISE Design Suit (Fig. 9).

6 Conclusion

In this paper, the advanced microcontroller bus architecture commonly known as
AMBA and its bus AHB, an open source bus protocol and its high-performance
buses in designing of low-power devices, has been studied and successfully designed
and simulated. Furthermore, AHB which consumes more power due to its clock net
behavior is shown with and without clock gating, respectively, and it is found that the
power consumption is reduced when we use clock gating instead of a simple clock.

In the present work, we have simulated theAMBAAHB, the result in software has
been shown, and in the future, when it will be implemented on the FPGA platform,
this can show more accurate and precise results.
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Fig. 8 a Power analyses of AMBA AHB without clock gating technique. b Power analyses of
AMBA AHB with clock gating technique

Fig. 9 Power consumption analyses between simple clock and gated clock in the bus
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SPICE Based Design
and Implementation of Digital Circuits
Using GALEOR Technique

Puneet Kumar Mishra, Amrita Rai, Mayank Rai, and Amiya Prakash

Abstract A low-power VLSI design technique is currently needed for a digital
circuit with optimization of a trade-off between power dissipation and delay param-
eters of circuits. This paper explores a low-power VLSI design methodology, gated
leakage transistor (GALEOR) and increases a resistive trail between power supply
node and ground node with reducing the leakage current flowing through the circuit.
In GALEOR leakage power technique, two gated leakage transistors are inserted in
convention CMOS circuit with MOSFET mechanism that utilizes diode by shorting
gate terminal with drain terminal. We show the comparative analysis between
GALEOR technique and conventional CMOS technique that we perform on basic
digital gate circuit with SPICE programming by HSPICE EDA tool.

Keywords CMOS · Delay · GALEOR · Power dissipation · SPICE

1 Introduction

Power dissipation is a significant concern in the design of static CMOSVLSI circuits
made with an array of PMOS as pull up device and NMOS as pull down device.
Increasing in value of power dissipation will lead to heating phenomenon in the case
of digital application ofVLSI circuits. If we go for power dissipation concept inVLSI
circuits, there are two types of dynamic power dissipation in digital circuits, one is

P. K. Mishra (B) · A. Rai · M. Rai · A. Prakash
Department of Electronics and Communication Engineering, GL Bajaj Institute of Technology
and Management, Greater Noida, India
e-mail: puneetmishra1988@gmail.com

A. Rai
e-mail: amritaskrai@gmail.com

M. Rai
e-mail: mayakraiideal@gmail.com

A. Prakash
e-mail: amiyprakash@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
R. Agrawal et al. (eds.), Advances in Smart Communication and Imaging Systems,
Lecture Notes in Electrical Engineering 721,
https://doi.org/10.1007/978-981-15-9938-5_65

703

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9938-5_65&domain=pdf
mailto:puneetmishra1988@gmail.com
mailto:amritaskrai@gmail.com
mailto:mayakraiideal@gmail.com
mailto:amiyprakash@gmail.com
https://doi.org/10.1007/978-981-15-9938-5_65


704 P. K. Mishra et al.

unwanted switching activity of load capacitance which generate by generally race
around condition of clock application to circuits. Second one is short-circuit power
dissipation which occurs due to a current flow between power supply (VDD) and
ground (GND) because of finite rise and fall time of clock signal applied at input side
of circuits [1, 2]. Other prospective of power dissipation is static power dissipation
which will find by MOSFET mechanism/working its self, and there are about six
components of leakage current in calculating of static power dissipation for CMOS
VLSI circuits with dominant component of sun-threshold leakage current [3]. With
technology processes growing toward the deep-submicron system, the feature sizes
of the transistors are becoming smaller [4]. The reduction in feature size also forces
a reduction in channel length which also decreases the threshold voltage of circuits
by leading the cost of leakage current or increasing the value of power dissipation in
reference of static power dissipation [4]. Decreasing of threshold voltage will also
affect the noise margin and fan-out of switching circuits. In case of dynamic power
dissipation,wemajor concern about short-circuit power dissipation andminimizedby
increasing a resistive path between power supply and ground [4, 5]. Ourmotive in this
paper is to utilize a power reduction technique in conventional static CMOS circuits
and try to increase threshold voltage of circuits and also to increase a resistive path
between VDD and GND with optimization of delay and power dissipation product
by using 90 nm technology SPICE based simulation of comparative analysis of
conventional CMOS and GALEOR based basic digital circuits [5].

1.1 GALEOR Technique

GALEOR technique is basically concentrated on two mechanism, one to increase
overall value of threshold voltage of circuits, and second one is increasing a resis-
tive path between VDD and GND [4]. In this technique, the maximum reduction
in leakage power is achieved by introducing high threshold voltage transistors, with
diode configuration ofMOSFET [6] by introducing twogated leakage transistorswith
high threshold voltage value are inserted below PMOS and above NMOS circuitry
of the existing circuit such that gates of the extra inserted transistors are connected
to their respective drain regions [4]. The block diagram of GALEOR technique is
shown in Fig. 1 [2, 7].

From Fig. 1, GALEOR technique assemble with two transistors: M1, PMOS
and M2, NMOS by connecting gate of transistors M1 and M2 with drain terminal
of inserting transistors [8]. GALEOR is efficient for both sleep and active state
of the circuit with efficient reduction of leakage current. GALEOR reduces leakage
power without increasing switching power. It does not require additional circuitry for
monitoring the states of the overall circuit. This minimized the short-circuit power
dissipation of the additional circuitry which has to be active even when overall
circuit is sleep mode. Either one of the two transistors M1 andM2 is always “near its
cutoff voltage” for any changes in input combination, without controlling of inserting
MOSFETs [8–10].
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Fig. 1 GALEOR technique [4]

2 Analysis and Results

The GALEOR technique was implemented on the three basic circuits, i.e., NAND,
NOR, andNOT (inverter) gates, and the results of conventional CMOSNAND,NOR,
and NOT gate circuits were compared and analyzed with GALEOR-implemented
NAND, NOR, and NOT gate circuits, respectively.

We conducted the following analysis on the CMOS circuits under study:

• Transient analysis—for calculation of power and delay.
• DC analysis—for calculation of threshold voltage.

2.1 NOT Gate (Inverter) Using CMOS Technique: Transient
Response

See Fig. 2.
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Fig. 2 NOT gate (inverter) using CMOS technique: transient response

2.2 NOT Gate (Inverter) Using CMOS Technique: Leakage
Current and Average Power

See Fig. 3.

2.3 NOT Gate (Inverter) Using CMOS Technique: DC
Analysis (Transfer Curve) for CMOS Inverter

See Fig. 4.

2.4 NOT Gate (Inverter) Using GALEOR Technique:
Transient Response

See Fig. 5.
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Fig. 3 NOT gate (inverter) using CMOS technique: leakage current and average power

Fig. 4 NOTgate (Inverter) usingCMOS technique: DC analysis (transfer curve) for CMOS inverter
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Fig. 5 NOT gate (inverter) using GALEOR technique: transient response

2.5 NOT Gate (Inverter) Using GALEOR Technique: Output
Current and Average Power

See Fig. 6.

2.6 NOT Gate (Inverter) Using GALEOR Technique: DC
Analysis (Transfer Curve)

See Fig. 7 (Table 1).

3 Conclusion

From paper study, GALEOR technique effectively enhances the threshold voltage
of the basic digital circuits and also minimized the power dissipation of circuits by
leading the cost of delay on performance of NOT, NAND, and NOR gate with imple-
mented by using static CMOS and GALEOR technique. Through a comparatively
study between two techniques, we found where high threshold value is needed, and
we utilized GALEOR technique-based logic circuits as compared to conventional
CMOS logic circuits.
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Fig. 6 NOT gate (inverter) using GALEOR technique: output current and average power

Fig. 7 NOT gate (inverter) using GALEOR technique: DC analysis (transfer curve)
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Efficient Energy Allocation Strategies
for Various Cooperative Communication
Schemes

Vivek K. Dethe, Om Prakash, and C. V. Ghule

Abstract The issue of ideal vitality allotment and utilize excellent resources for
several cooperative transmission protocols is taking attention in existing and advance
mobile Ad-hoc constellation. The objective is to accomplish a delay within control
and maintaining the average transmit energy limitation with minimum blackout like-
lihood. To achieve this, we compare the performance of the compress-and-forward
(CF), estimate-and-forward (EF), and non-orthogonal amplify-and-forward (NAF)
protocols specifically and map these results with the ODF performance. We also
proposed a hybrid opportunistic model that selects the best resources to achieve the
target rate with the least transmit energy. For conventions utilizing the resources
efficiently with vitality imperatives, the instant pace of EF is nearing to NAF for
the available link state. The outcome shows that the combination of schemes and
protocols can offer postponement constrained limits near the cut-set upper bound.

Keywords Cooperative communication · Amplify-and-forward relaying
technique · Transmit diversity · Ad-hoc networks · Orthogonal AF relaying ·
Channel state information at transmitter/receiver (CSIT/R)
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1 Introduction

In the absence of channel conditions at the sender node, limited efficiency for resource
sharing is achieved [5, 11]. However, for instantaneous CSIT, significant gains can
be achieved by adapting the channel state under assumptions for analysis. In [3],
the ergodic limit of an agreeable framework has investigated under both present
moment, and long haul normal all-out transmit vitality limitations. Host-Madsen
and Zhang [8] additionally investigate the blackout limit with a transient absolute
transmit vitality requirement for both coordinated and offbeat transfers. In [2, 9],
resource assignment is considered to advance the ergodic limit under isolated vitality
limitations at the source and the transfer node. In [1, 12], blackout execution with
a drawn-out normal absolute transmit vitality requirement is researched where full-
duplex transfers collaborate independent of the link state; in this manner, no link
asset allotment required. In [9], it is presented a sharp ideal vitality allotment plot
for the two-source enhance and-forward convention.

Notwithstanding asset designation, when the source and the handoff approach
the immediate channel amplitudes, they likewise have a chance to choose a helpful
transmission convention [8]. In [7, 10, 13], the possibility of collaboration utilizing
decode-and-forward (DF) handing-off has been proposed. In this, the node chooses to
decode-and-forward (DF), or direct transmission (DT) contingent and convention are
more beneficial in the present link state. This hybrid convention is called orthogonal
decode and forward (ODF). The outcomes in [6, 14] show that the opportunity of
picking among numerous transmission plans improves both the deferral restricted
limit and the base blackout likelihood fundamentally. Separately, the ODF seemed
to match the delay limit, while DF and DT only have minimal deferral confined
cutoff points. Such plans can be utilized in multiuser disclosure in satellite versatile
correspondence structure [15].

2 Proposed Model

A simple cooperative communication system is formed with a one-transmitter node
(S), one-receiver (D), and an intermediate node (R), as shown in Fig. 1.

The links between S, D, and R assumed as:

1. An independent link
2. Quasi-static Rayleigh fading

Fig. 1 One-transmitter,
one-mid node, one-receiver
model
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Fig. 2 Two-transmitters
one-receiver cooperative
transmission system model

Fig. 3 Half-duplex
cooperative conventions

3. Path loss with a zero-mean additive white Gaussian noise
4. Unit variance.
5. Channel coefficients are constant over a block of N symbols.
6. Channel amplitudes a = |h1|2, b = |h2|2, c = |h3|2 as in Fig. 2, are exponentially

dispersed irregular factors with implies λa, λb, and λc, separately (Fig. 3).

The link sufficiency vector ‘s’ is known at every hub S, R, and atD, while the stage
data is accessible just on the beneficiary. The absence of data on the transmitters in
the channel stage suggests that the source and the relay cannot be build up. To start
with, we attempt to amplify the deferral restricted limit of the framework under a
drawn-out normal all-out transmit vitality limitation. The momentary limit with this
asset distribution work E(s) at channel state S. With this definition of the condition
mentioned above, our objective of limiting blackout likelihood under a drawn-out
standard complete transmits vitality requirement, can be composed as

Pout
E(s)∈�

= Probability [C(E(s), s)<R] (1)
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3 Hybrid Optimum Energy Allocation with Full CSIT

3.1 Delay-Restricted Limit Investigation

Deferral restricted limit characterizes the most extreme transmission rate free from
link condition [4, 7]. This arrangement is valuable for lagging zones, for example,
continuous real-time interchanges in communications and live telecasts. However,
the link condition parameters are required to guarantee a nonzero transmission rate
with invalid blackout likelihood.

Presently, we think about various conventions and dynamically designate the
transmit time and vitality among the terminals, given the divert states to boost the
restricted postponement limit.

Let E(s) be the asset allotment capacity, and C(E, s) be the quick limit of the
fundamental participation convention at channel state S. The deferral constrained
limit boost issue defined as “maximumE(s)∈� R, such that C(E((s), s)) greater than
or equal to R for free states.”

We present specific collaboration conventions for deferral restricted limit as
follows:

3.1.1 Non-symmetrical Enhance and Transmit

In this convention [8, 14], the link separated into two equivalent parts, that is T (S)
= 1/2 for all states. In T 1, first timeslot, the S transmits a sign to the handoff, and
the receiver remains silent during the transfer mode. In T 2, the second timeslot, the
handoff occurs from the first timeslot and retransmits, and the source at the same time
transmits new images. The maximum value of coefficients is useful for getting the
maximum value of mutual information. Efficiency is achieved in this constellation,
only one at a time, i.e., transmitter relay the information or share the time slot for
maximization of use of available resources.

3.1.2 Compress and Forward Relaying

The compress-and-forward handing-off presented in paper [9] by which handoff in
the first timeslot quantized and packs the received signal and afterward in the second
timeslot transmits the compacted signal towards destinations. The source keeps on
transmitting dedicated data packets [10]. In this convention, it is not vital to have t(s)
= 1/2, bringing about greater adaptability contrasted with OAF and NAF.

The limit with regards to CF utilizing resource allotment function E(s) is defined:

C(CF)(E, s) = t(s) log

(
A + bE1

1 + σ 2w

)
+ (D) log(C) (2)
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where A is an additive factor, and D is a delay. The deferred capacity is obtained
by solving the Eq. (2). It improves the performance, but the complexity of the
constellation increased at the middle and end parts of the system.

3.1.3 Estimate and Forward Relaying

In this constellation, the transfer signal disregarding the sideband at the receiver and
called estimate-and-forward (EF). The momentary limit of EF with vitality portion
E(s) at state S is

C(EF)(E(s), s) = t(s) log

(
A + bE1

1 + σ̂ 2w

)
+ (D) log(1 + a ∗ E2) (3)

At the point, whenwe give delay-constrained limit correlations of various conven-
tions, we will likewise think about a more straightforward adaptation with fixed and
equivalent time portion. The final equations derived by setting T = 1/2 in condi-
tions (2) and (3). Both the conventions under particular condition; consequently are
adaptive.

3.2 Hybrid Opportunistic Optimum Energy Allocation

In the hybrid opportunistic mode, various conventions are utilized at each channel
to diminish the delay and target rate achieved at each channel. We remember CF
for collaboration conventions. The postponement constrained limit of the hybrid
convention and defined as

maximum
R

E(s) ∈ �

, such that maximum{CCF (E, s),CDF(E, s)}higher than or equal to R,

for all states. (4)

3.3 Upper Bound to the Delay-Limited Capacity

We now derive an upper bound (SCB) to the delay-limited capacity by using the
usual cut-set bounds for the half-duplex relay. The instantaneous limit at a particular
time can be limited above by
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Fig. 4 Simulation model

maximum
E(s)∈�

R such that CCSB(E, s)more significant than equal to R, for all states.

(5)

The articulation (5) gives an upper bound to the postponement constrained
limit since CCSB is an upper bound to the momentary limit at each channel
acknowledgment.

3.4 Numerical and Simulation Results

Delay-Limited Capacity Results
The position of R in communication link S and R affected the performance of the
link and experimented by using a model in Fig. 4.

We standardize the separation between the S and D and accept that the node
situated among S andD. The assumptionsmade are enumerated above in the proposed
model. The numerical and simulation carried out by using Matlab.

Figure 5 shows the deferral restricted limit as a component of the drawn-out
normal all-out transmits vitality imperative for various handing-off conventions for
a handoff area of d = 0.5. The results demonstrate that EF with ideal time allotment
can accomplish a restricted postponement limit than CF with the assignment when
the handoff is hugely near the receiver or transmitter. When the handoff is near the
destination, EFbenefits less from the ideal time portion.At the pointwhen the transfer
is near the transmitter, NAF performs nearly just as EF with a fixed time assignment.
Additionally, the hole among NAF and CF with the ideal time portion is practically
free from the handoff area. The outcomes in Fig. 6 affirms that time designation is
progressively necessary for CF when the R is near the S or D. It shows that even
a basic collaboration technique can improve the exhibition of deferral constrained
frameworks. In the low force district, NAF still can be a feasible arrangement as the
additions are low for higher complex conventions.

From Fig. 7, when the distance crosses 0.83, the performance of the compress-
and-forward scheme is better than the orthogonal decode and forward scheme. In
this way, by adaptively picking one of the constellations, the half breed convention
is better than both CF and ODF. The pattern is the equivalent in Fig. 8. Without
an ideal time assignment, the presentation holes between the CSB and different
conventions become bigger compared with the case with the ideal time portion.
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Fig. 5 Capacity versus total average transmit energy Eaverage when d = 0.5

Fig. 6 Capacity versus distance. CF, EF, andNAFprotocolwith andwithout optimal time allocation
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Fig. 7 Capacity versus distance. Hybrid protocol and CSB

Fig. 8 Capacity versus distance. ODF, CF, Hybrid protocol, and CSB
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In all the conventions, ODF is influenced most by the nonattendance of ideal time
distribution.We note that CF starts better performing thanODFwhen distance equals
half marks in Fig. 8. For this situation, the benefit of the CF and ODF is significantly
progressively self-evident.

4 Conclusion

In this paper, we dissect and think about the postponement restricted limit and
blackout likelihood of various cooperative conventions such as compress-and-
forward (CF), estimate-and-forward (EF), opportunistic decode-and-forward (ODF),
and non-orthogonal amplify-and-forward (NAF) under power constraint and avail-
ability of channel amplitudes at source and the relay node. Our results show that,
under the condition of optimum resources and energy constraints, EF performance
matching with that of NAF. The cross convention offers the unaffected postpone
restricted capacity execution, close by blackout likelihood execution since it perpet-
ually chooses the convention with the base all-out transmit power in each channel
state. The numerical outcomes show that the mixed convention, in general, is flex-
ible. The postponement constrained capacity of NAF is not close to as high as any of
the other helpful conventions. Hence, NAF should have useful in existing as well as
futuristic sensible cooperative transmission systems. The Rician, Nakagami channel
models could be used for extension of the present study.
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Steganography Using Block Pattern
Detection in AMBTC Image

Neeraj Kumar and Dinesh Kumar Singh

Abstract In general, AMBTC-based steganography techniques effectively utilize
smooth blocks for secret data embedding but keeps complex blocks as it is. It is
considered that any modification in the complex blocks may cause a substantiate
distortion in an original image. Therefore, conventional techniques do not make
any modification in complex blocks. In proposed paper, a technique is disclosed for
secret data embedding in complex blocks in addition to smooth blocks. It shows
that a cluster of bit-map blocks corresponding to complex blocks of multiple images
are formed, and then most frequent 256 bit-map blocks are determined based on
histogram analysis.Multiple images can be drawn from any standard image database.
The most frequent 256 bit-map are block patterns which are indexed using 8 bits.
Now, for secret data embedding, bit-map of each complex block is scanned one-by-
one and is compared with the 256 bit-map block patterns. If the bit-map of scanned
complex block is matched with any of the 256 block patterns, then first 8 bits of bit-
map of scanned complex block is replaced with 8-bit index of matched block pattern
and remaining 8 bits of bit-map of scanned complex block are replaced with secret
data. Thus, this technique shows a way of embedding secret data in complex blocks
using block patterns. Further, for the smooth blocks, present technique utilizes Ou
et al. techniquewhich is efficient for secret data embedding in smooth blocks. Results
of the proposed scheme show increase in embedding capacitywhile preserving image
quality.
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1 Introduction

Internet platform is best medium for communicating any information from one
end to another end. Using the internet platform, person sitting at any geographic
location can transmit or receive the information from the person sitting at different
geographic location. However, one of the drawback of the internet platform is that
it is a public platform network [1], so security of information cannot be guaran-
teed. Information can be easily intercepted by any intrusion system in the network.
Sometimes information is very sensitive, and it cannot be sent without guaranteeing a
secure transmission. Therefore, non-leakage of information should be assured before
transmitting the information. Conventional systems provide two ways of secure
data transmission. One of the ways is an encryption technique [2] and other is a
steganography technique [3]. Steganography is an efficient technique to covertly
sending data in the public network. In any steganographic techniques, an image is a
best media to be utilize as a cover image. There are two types of steganographic
techniques; i.e., reversible steganographic technique and non-reversible stegano-
graphic technique are disclosed in literature. Reversible steganographic techniques
[4–8] are histogram-expansion (HE) technique, difference-expansion (DE) tech-
nique, predication-error-expansion (PEE) technique, and pixel-value-order (PVO).
Irreversible steganographic techniques [9–12] are least-significant bit (LSB)updation
technique, pixel-value-difference (PVD) technique, and the exploiting modification
direction method (EMD) technique. LSB updation-based steganographic technique
is primary used by image compression-based steganographic techniques such as
block-truncation-coding-based steganographic technique. Block-truncation-coding,
in short BTC, is one of the simplest techniques for image compression [18]. In 1979,
BTC technique has been introduced by Delp and Mitchell. Because of its simplicity,
it is utilized in many compression techniques. Further, in year 1984, AMBTC tech-
nique is an improvement over BTC technique is proposed [19]. AMBTC is simpler
thanBTC technique and preserves image quality. Combination of image compression
techniques and steganography techniques has become a new dimension of research
[20–29]. In next section, we will discuss related works corresponding to BTC (or
AMBTC) compression techniques with secret data embedding.

In rest of the paper, Sects. 2 and 3 show the conventional works corresponding to
image compression with steganography techniques. Section 4 shows a set of block
patterns. Section 5 shows the proposed technique, and Sect. 6 discloses experimental
results. Section 7 discloses the conclusion of the proposed technique.

2 Related Works

There are various BTC or AMBTC-based steganography techniques have been
proposed. In our knowledge, in 2006, a first data hiding method on BTC coded
data is discussed by Chuang and Chang [20]. After this, in 2008, Hong et al. [21]
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suggests a secret data hiding method by selectively exchanging high and low quanti-
zation levels, and flipping bit-map corresponding to high and low quantization levels
based on secret data bit zero or one. Though it is a good scheme, it has very less
embedding capacity. Further, this scheme has a problemwhen the quantization levels
are equal. Chen et al. [22] solves this problem by proposing an enhanced data embed-
ding scheme. It suggests that when quantization levels are equal for a block, then
its bit-map is utilized for secret data embedding. This method increases embedding
capacity than Hong et al. [21]. Chang et al. in [23] suggests reversible data hiding
technique for color images. Raj in [24] introduces an interpolation-based data hiding
scheme.All these techniques [20–24] has very less embedding capacity. It is desirable
to further increase embedding capacity while also increasing (or at least preserving)
image quality. In [25], Ou et al. discloses another improved secret data embedding
method, thereby secret data hiding capacity along with image quality improves. The
embedding capacity increased by additional secret data hiding by changing the order
of quantization levels in addition to the replacing bit-map of smooth blocks by secret
data. This scheme is mainly focused on smooth blocks, but it does not utilize bit-map
of complex blocks for data embedding. It only discloses one-bit data hiding data in
complex block by altering the order of low and high quantization levels. Though,
Ou et al. discloses an improved method of secret data embedding in smooth blocks,
exploitation of the bit-map of the complex blocks is still needed. Proposed scheme
discloses a method of secret data embedding (or hiding) in bit-map of the both
smooth and complex blocks. It embeds the data in bit-map of the smooth block by a
simple bit replacement strategy in accordance to the Ou et al. For the complex block,
proposed technique matches bit-map of the complex block with the one of the 256
block patterns. If any block pattern is matched with the bit-map of complex block,
then first 8 bits of bit-map is replaced with 8-bit index of matched block pattern and
remaining 8 bits are updated with secret data bits. In this way, complex blocks and
smooth blocks both are utilized form secret data hiding in proposed scheme.

3 Ou et al.’s Technique

The Ou et al. discussed a way of secret data embedding based on AMBTC coding.
AMBTC trio ai , bi , Bi for each ith block is obtained and then difference di = ai −bi
between calculated. If di is less than a predetermined threshold, then ith block should
be considered as a smooth block, else it should be considered as a complex block. If
ith block is smooth block, then 16 bits secret data are embedded into bit-map Bi by
simple bit replacement strategy and updated bit-map is nowknown as Ḃi .Then, image
block xi is formed from the Ḃi , by replacing zero in Ḃi from ai and by replacing one
in Ḃi from bi . Based on the Ḃi , new ȧi and ḃi are calculated.

ȧi = 1

q

∑

xi≥x

xi
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ḃi = 1

p

∑

xi≤x

xi

Now, ḋi = ȧi − ḃi is calculated. If ḋi ≤ di , then updated AMBTC trio is ȧi , ḃi ,
and Ḃi and if ḋi > di , then updated AMBTC trio is ai , bi , and Ḃi .

4 A Cluster of Block Patterns

In Fig. 1, a set of most frequent block patterns are shown. These block patterns
are selected based on histogram analysis of bit-maps of complex blocks of multiple
images. These multiple images can be from one or more image database. A unique
8-bit index is assigned to each block pattern of the set of block patterns (most frequent
256 block patterns in which 128 block patterns are shown in Fig. 1 and remaining
128 block patterns can be obtaining by flipping the block patterns).

5 Proposed Scheme

Our proposed scheme has two parts, one of the part is encoding and other part is
decoding part. The encoding part is executed at transmitter side, and decoding part is
executed at receiver side. Encoding part is performed by an encoder which encoded
the input cover image using AMBTC technique and further secret data bits are hided
into the AMBTC coded cover image. Decoding part is performed by a decoder which
decodes the AMBTC encoded image and extracts secret data bits from it.

Encoding and secret data embedding process: Initially, the input cover image
is broken into number of image blocks, preferably in 4 * 4 sized blocks. Each of
the blocks is classified into complex blocks and smooth blocks depending upon
difference between high and low mean quantization levels of the block. If difference
is lower than a predetermined limit (or threshold), then that block is considered to
be as a smooth block else it is considered to be as a complex block. If the block is
smooth, then its corresponding bit-map is simply replaced by the secret data. For the
smooth block, data embedding technique is utilized as per disclosed in Ou et al.’s
technique. For the complex block, its corresponding bit-map is tried to match with
one of the 256 block patterns. If any block pattern is matched, then 8-bit block pattern
index is inserted in to first 8 bits of bit-map and remaining 8 bits are replaced by
8-bits secret data. Further, order of high and low quantization levels are changed
to ascending order. However, if no block pattern is matched, then bit-map is not
changed but order of high and quantization levels is changed to descending order.

Phase 1: Compression and Data Embedding Method
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      1       3   5 7 9 11 13    15  

 1    19    21 23 25 27 29    31  

 3    35    37 39 41 43 45       47 

 4    51    53 55 57 59 61    63  

 6    67    69 71 73 75 77      79 

 8    83    85 87 89 91 93    95  

 9    99    101 103  105  107  109    111 

 113   115    117 119  121 123 125    127  

 129   131    133  135  137  139  141      143 

 145   147   149 151 153 155 157   159 

 161   163   165 167 169 171 173   175 

 177    179   181 183 185 187 189   191 

   193   195   197 199 201 203 205   207 

 209   211   213 215 217 219 221   223 

 225   227   229 231 233 235 237   239 

 241   243   245 247 249 251 253   255 

Fig. 1 A set of standard block patterns
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Input—I: Original cover image ofM×M pixel size, thr1: Noise Level Threshold,
thr2: Block pattern Matching Threshold, S: a stream of secret data bits.
Output—Marked Stego Image I ′.
Begin
Step 1: Input the cover image I of size M × M .
Step 2: Break the cover image I into J image blocks of m × m pixels, where m =
4.
Step 3: Estimate the mean gray-level for each of the image blocks as follows:

Mean j =
∑m×m

i=1 pi
m × m

(1)

where pi representing the ith pixel value of jth block in the image.
Step 4: Estimate high/low quantization levels for each of the image blocks as
follows:

High j = 1

K j

m∑

pi>Mean j

pi (2)

Low j = 1

16 − K j

m∑

pi≤Mean j

pi (3)

here, Kj represent the number of pixels whose gray-level is higher than Mean j .
Step 5: Construct bit-map Bj for jth block as follows:

• If the pixel value xi is not less than its respective mean value, mean j , then the
respective bit in the bit-map Bj of the jth block is represented by ‘1.’

• Else, the pixel is represented by ‘0.’

Step 6: Estimate difference Diff j = High j − Low j .
Step 7: Categorize jth block as a smooth block if Diff j < thr1, else jth block is
considered as a complex block.
Step 8: If jth block is smooth block, then updates the bit-map Bj with the stream
of secret data S, and the modified bit-map is marked as B ′

j .

• Substep 8.1: Marked High j ,Low j and Diff j as
Old High j ,Old Low j and Old Diff j .

• Substep 8.2: Repeat step 3 to step 6 to calculate new High j and Low j as
New High j and New Low j .

• Substep 8.3: Calculate New Diff j = New High j − New Low j .
• Substep 8.4: If Old Diff j ≤ New Diff j , then use High′

j =
Old High j and Low′

j = Old Low j .
Else use High′

j = New High j and Low′
j = New Low j .

Step 9: If jth block is complex block, then scan all the block patterns EBk of a set
of block patterns, where k = 1, 2, 3, …, 0.256.
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• Substep 9.1: For each block pattern EBk , calculate
• Substep 9.2: Identify minimum value, i.e., Valmin

k from the array of Valk .
• Substep 9.3: If Valmin

k < thr2, then replace initial 8 bits of bit-map Bj by
block pattern index of EBk corresponding to Valmin

k and remaining bits of
bit-map Bj are replaced by next bit sequence of secret data S and updated
bit-map is marked as B ′

j and then keep quantization levels in ascending order
as High′

j = Low j and Low′
j = High j .

Else keep quantization levels in descending order as High′
j =

High j and Low′
j = Low j .

Step 10: Thus, the compressed image block in the form of trios
High′

j ,Low
′
j and B ′

j is achieved.
Step 11: Repeat step 3 to step 10 for each jth block of all J image blocks.
End

6 Discussion of Proposed Scheme’s Results

Now, experimental results of the proposed scheme are discussed with respect to the
conventional techniques. Further, a comparative analysis is drawn based on results.
The conventional existing techniques which are considered for comparison are such
as Chang et al. [23], Raj [24], Keissarian [29], Feng and Lu [30], Dhara and Chanda
[31]. For performance comparison, results are taken ondifferent greyscale test images
of 512 × 512 pixel size, namely, Lena, Baboon, Plane, Peppers, Boats, Barb shown
in Fig. 2. The performance parameters for comparison secret data hiding capacity
and image quality that is defined by PSNR.

6.1 Results of Proposed Technique

Proposed technique is executed on test images which are shown in Fig. 2. In this
section, we will discuss performance of the proposed technique with respect to
existing techniques Chang et al. [23], Raj [24], Keissarian [29], Feng and Lu [30],
Dhara and Chanda [31].

In Table 1, it is shown that techniques utilize type of secret data hiding approach
using quantization values and bit-map of image blocks. From the way of showing
secret data techniques shown in tabular form—Table 1, it can be deduced that Feng
and Lu [30], Dhara and Chanda [31] techniques, embeds data by changing the quan-
tization values but other techniques including proposed technique do not embedded
data by changing the quantization values. Further, all the techniques except Chang
et al. [23] embedded one-bit secret data by altering the order of quantization values.
Further, all the techniques except Raj [24] embedded the secret data bits in bit-map
of smooth block. At last, only proposed technique utilizes bit-map of complex blocks
for secret data hiding and other techniques do not utilize it. This is the advantage of
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 (a) Lena  (b) Baboon  (c) Plane 

 (d) Peppers  (e) Boats  (f) Barb 

Fig. 2 Cover images

Table 1 Comparison between proposed technique and existing techniqueswith respect to employed
secret data hiding approach

Technique Quantization
values a, b

Order of
quantization
values

Bitmap of smooth
block

Bitmap of complex
block

Chang et al. [23] No No Yes No

Raj [24] No Yes No No

Keissarian [29] No Yes Yes No

Feng and Lu
[30]

Yes Yes Yes No

Dhara and
Chanda [31]

Yes Yes Yes No

Proposed
technique

No Yes Yes Yes

proposed technique and same can be seen in performance comparison graphs shown
in Fig. 3a–f. Figure 3a–f shows embedding capacity versus PSNR graphs obtained
by existing techniques Chang et al. [23], Raj [24], Keissarian [29], Feng and Lu [30],
Dhara and Chanda [31] and proposed technique performed on test images.

From the Fig. 3a–f, it is visible that Raj [24] has least embedding capacity but
has highest PSNR value. This is because Raj [24] does not change the AMBTC
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Fig. 3 a–f Comparison PSNR versus embedding capacity results of test images by existing
techniques and proposed scheme

coded image while data embedding in AMBTC coded image. It embeds secret data
based on changing order of quantization values. So, it has PSNR equal to the stan-
dard AMBTC coded image. Proposed scheme has significant data hiding capacity
(or embedding capacity) than Chang et al. [23], Raj [24], Keissarian [29] but less
embedding capacity than Feng and Lu [30], Dhara and Chanda [31]. Chang et al.
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[23] only embeds the data into smooth block while proposed scheme utilize complex
blocks along with smooth blocks for secret data bits hiding, so proposed scheme
has high embedding capacity than Chang et al. [23]. By comparing with to Keis-
sarian [29], proposed scheme utilizes bit-map of complex blocks for data hiding. So,
proposed scheme has greater data hiding capacity than Keissarian [29]. In case of
Feng and Lu [30] and Dhara and Chanda [31], these techniques modify the quan-
tization values based on difference between quantization values. The modification
is performed to embed additional secret data, therefore these techniques has high
embedding capacity. However, because of modification is quantization values, its
PSNR values decreases. Proposed scheme have high PSNR value than Feng and Lu
[30] andDhara and Chanda [31] which can be seen in Fig. 3a–f. It is also clearly show
that proposed scheme has highest PSNR values among all the techniques for all test
images and has same PSNR values as of Keissarian [29]. This is because proposed
scheme as well as Keissarian [29] technique recalculate quantization values after
secret data replacement. Then, it recalculated quantization values are utilized if it
minimizes the distortion. However, such technique is not performed by Chang et al.
[23], Feng and Lu [30], and Dhara and Chanda [31] techniques, so they have less
PSNR values. From the Fig. 3a–f, it can be also seen than proposed scheme has
highest embedding capacity as well as PSNR value in lower range of embedding
capacity. In higher range of embedding capacity, proposed scheme has high embed-
ding capacity than Chang et al. [23], Raj [24], and Keissarian [29] but less than Feng
and Lu [30] and Dhara and Chanda [31].

7 Conclusion

This method of secret data bits embedding in complex blocks along with smooth
blocks is a novel aspect of the proposed scheme. Existing techniques are lack in
providing secret data embedding in bit-maps of complex blocks. In the proposed
scheme, secret data is embedded by a simple bit replacement strategy in smooth
blocks. But in case of complex block, first it is determined that whether the bit-map
of the complex block have any block phenomena, which is determined by block
pattern matching technique. For this, a closest matching is performed in the bit-map
and in a set of block patterns. If any block pattern is determined as closest match,
then initial bits of the bit-map is replaced by the block pattern index corresponding
to the closest matched block pattern and remaining bits of the bit-map is replaced
by the secret data. It shows a good amount of data hiding capacity with an optimum
image quality. In future, a set of training block patterns can be identified which can
be utilized for the set of block patterns.
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Analysis of Smart Electricity Grid
Framework Unified with Renewably
Distributed Generation

Vivek Saxena, Narendra Kumar, Uma Nangia, and Jay Singh

Abstract The electric grid in the developed nations aremature and being strained by
functioning circumstances and encounters certainly not intended. Moreover, it is an
exclusive in that utilities, and consumptionmust persist securely poised at every time,
reason being there has been no bigger commercialize resolution for energy storage to
regulate flexible energy demand. For furtherance, smart grid is an opportunity which
embraces with heterogeneous operations and measurement of energy comprising
energy demand management, demand response, distributed generation, integration
of renewable energy resources, energy storage, and advance metering system to
smartly bridge the gap between demand and supply. In this paper a comprehensive
assessment of smart grid frame work has been analyzed. Current paper highlights
the features, technology, research, economics and challenges for the deployment of
secured smart grid power system.

Keywords Smart grid · Energy demand management · Demand response ·
Distributed generation · Renewable energy sources · Battery storage · Smart
devices

1 Introduction

It is essential to integrate the renewable energy resource (RES) with the traditional
centralized power generation by considering modern world prospective and ecolog-
ical apprehensions in electrical power system. Moreover, features of established
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generation; increased expenditure, uncertainties, and lack of consistency can be
circumvented with the shrewd opportunity namely smart grid.

The conventional grid works on the following establishment [1]:

• The apparatuses are primarily passive and not governable.
• Moreover, they could not respond rapidly.
• No backup for interrupted duties.
• User demands are overwhelming which could not be fulfilled actively.

It works only to the vicissitudes via regularizing the output of the conventional
grid, so that it canmaintain equipoise. Unlike above system, smart grid has the advan-
tages, strongly utilization of RES, propagation for power backup, battery-operated
electrical vehicles, decentralized generation, advance intelligence, instantaneous
monitoring, and approachable atmosphere. In addition to above features, improved
management of load profile is also required even the constraints related to the sporadic
production of renewable energy are present [2]. It is also noteworthy to decrease the
power utilization and maintain a dynamic equilibrium between prosumers despite
the presence of intermittent nature of RES [3, 4]. Such type of boundaries can be
depleted with the amendment of traditional grid system by smart grid.

1.1 Inspiration and Objective

The analysis offered in this paper is motivated by the contingency of fossil fuel crisis,
environmental pollution, depletion of electrical energy, expansion requirement of
power system, unfamiliarity to emerging trends in efficient energy consumption, and
gradually increasing electricity bill. The aim of this paper is to review and analyze
the different aspects of smart grid mechanisms for the advancement of producer and
consumer irrespective to its evolution and progression report, techno-economical
challenges, possible outcomes, and future scope.

2 Smart Grid

It is an advancement in traditional grid to exploit the advantages for the consumers
and as well as producers with the help of effective utilization of resources and smart
appliances. It has a potential to serve better in terms of monitoring, analyzing, deci-
sion making, controlling, and load management to get stable, reliable, economical,
environmental, and intelligent steady operation.

Smart grid technology comprises the data collection, report generation, and opti-
mization processes via two way communication between producers and consumers
with the help of advance metering system, energy management server and smart
controller [5, 6]. The demand characteristics with the inclusion of local area network
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(LAN) is required to implement this technology more effectively in which instan-
taneous information sharing is required [7]. In [8], authors suggested the four basic
physiognomies of modern grid, information, digitalization, automation, and inter-
action. Moreover controlled methods are also elaborated having a classifications of
power electronics-based control method, multi-agent system based control method,
advanced fault management control method, and virtual power plant control tech-
nology. The risk assessment comparison between conventional grid system and smart
grid system has been evaluated with the consideration of self-healing property and
intermittent nature of natural resources [9]. It has been also concluded with the risk
analysis of the uncertainties of renewable power generation, pre-analysis of energy
storage equipment, and user participation. For the integration of RES and its chal-
lenges, a three-stage methodology (i.e., building trust, co-construction, and ensuring
sustainability) has beenproposedwith the recommendationof interdisciplinary group
formationwith the contemplation of their own constraints related to project plan [10].
Consequently, a healthy group formation of the several disciplines can be molded
for the mutually approved futuristic approach. A hypothesis has been examined for
the financial and environmental challenges present in this scheme, and results from
the system approve that authorities must find a common vision with the inclusion of
external factors [11].

In continuation, an elaborated literature have been reviewed for the gap between
researcher’s views to the smart grid optimization and implementation [12]. Authors
also presented a comparative weighted analysis having a number of expertise used
for cost and pollutant reduction, cause of conflict documentation, and exploration
gap.

Integration of advanced communication technologies and standards plays a key
role for the enhancement of smart grid effectiveness. Communication technologies
have been categorized as, Zigbee, wireless mesh, power line communication, cellular
network communication, and digital subscriber lines [13]. The above-mentioned
technologies have been categorized on the basis of frequency spectrum (1 MHz
to 5.8 GHz), applications (advance metering system, demand response, and home
area network), merits, and demerits having same communication requirements like
sanctuary, consistency, scalability, and quality of service. This phenomenon has also
been shown with different significant technologies as, integrated communication,
sensing and measurement, advanced components, advanced control methods, and
improved interface with decision support [14]. Authors proposed the shareholders of
smart grid structural design namely governmental, industrial, and academia. Smart
grid is the pathway for the potential penetration of RES in electricity market to
maximize the environmental benefits [15, 16]. This technology is the key tool for
providing the efficient energy consumption, negligible intermittency in power supply,
and reliable and secured grid system [17–21]. This optimistic approach creates the
opportunities for the twenty-first-century electrical power system. In comparison of
SCADA and other protection system, smart grid exhibits the properties, fast, safe,
dispersed, precise, and intellectual [22]. Additionally, concerns regarding existing
power system like less transmission abilities, competitive energy sector, optimized
location of apparatus and synchronization between national and scattered generation
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Fig. 1 Smart grid framework [24]

have been highlighted. In [23], authors have been proposed a remedial action for
the criticality of smart grid operations by considering observation, data acquisition
system, information sharing, optimization and control, battery storage, and smart
devices. Framework of smart grid with different participated units from generation
to consumption is shown in Fig. 1.

3 Energy Demand Management

In the 1980s, a process was invented on the basis of energy consumption with the
deliberation of public interest to transport lower bill of electricity on the basis of
their efficient use of energy is known as integrated resource planning. In continu-
ation of this process, a new term was incorporated, i.e., demand-side management
(DSM)/energy demand management (EDM) to regulate the energy depletion by
plummeting the full day demand, load examining from ultimate hours to bottom
hours, and exchange of fuel [25]. Moreover, several smart strategies have been
encompassed with EDM which can be highlighted as awareness programs, reim-
bursements on acquiring the equipment, enticements for producer’s well-wishers,
price on the basis of consumption and advance controlling of home appliances.
Using Monte Carlo simulation, an optimization has been executed for EDMwith the
essential prerequisite of minimum commotion [26]. In addition to this, the summary
indicates the effect of various limitations and rigorous parameters with the inclusion
of temperature excursion. Authors demonstrated a binary particle swarm optimiza-
tion technique for the load management and exemplified the effects of load reduction
in different steps and frequent interruption penalties [27]. Load framing techniques
are shown in Fig. 2.
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Fig. 2 Load framing techniques [28]

Direct load control method has been adopted in EDM by keeping the effect of
information provided by end users and the level of interaction [29–33]. Cost anal-
ysis is another important characteristic of load scheduling. Critical-peak pricing for
household [34], dynamic pricing for retail market [35], and price responsive demand
for regional transmission [36] have been examined in view of EDM and its effect on
low-level, medium-level, and high-level users.

For the extraction of maximum benefits at the different level of customer side
which aims to the energy saving, cost reduction (capital cost, operating cost,
electricity bill, and maintenance cost), pollutant reduction, integration of RES,
secured power supply, motivation of individual, improved efficiency, and carrier
opportunities, EDM is required to refine the following agendas:

• Partisan inclination: This is the first step toward the futuristic approach to incline
the authorities. It is necessary because the reliance of producers, distributors, and
customers depend on the conviction of selected administration.

• Guidelines agenda: Guidelines are essential for the implementation of any
successful agenda with in a particular time frame. It will be helpful for preparing
the blueprints of EDM in right direction.

• Objective structure: For any organization, it is mandatory to prepare objectives
in terms of mission and vision on the basis of analytical feedback reports and
previous experiences.

• Grant for EDM programs: To run the successful operations, it is necessary to have
a durable position in financial terms. It plays a significant role for implementation
of stable, secured, and advanced results in several segments of handlers.

• Private contribution: Involvement on each level is obligatory for the expansion
of any project. Contribution of private stakeholders are also imperative for the
accomplishment of EDM program, and they must be benefitted as per the pre-
decided guidelines.
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• Educational program and development: Educated employees are the base of this
advanced project. They must be technically and professionally expert in their
respective areas to set the new standards in EDM.

4 Demand Response

Demand response is a valued characteristic of load demand and used to encounter
the energy crisis and inadequate requirement of energy. The demand response or
demand curve refers to reducing the energy utilization from consumer side in order
to generate electricity bills and incentives on the basis of energy consumption [37],
while previously this term was used to elaborate the observations of peak demand
reduction for a particular set of hours per year. Additionally, demand response curve
can be classified as dispatchable demand response and non-dispatchable demand
response. Dispatchable demand response comprises the user agreement to direct
control the systematic energy consumption by retailer, while in non-dispatchable
demand response, it is controlled by themselves as per the dynamic tariff plan for
different hours.

Due to lack of awareness about economic planning of energy consumption,
consumers had not been benefitted in conventional power system to shift their loading
hours [38]. In [39], authors proposed a significant classification of demand response
programs with cost and benefits. Furthermore, a categorization of end users has
been given as, manufactures, traders, and residents [40]. All of these customers can
contribute for the demand response program at their own interest via decreasing
the load or sifting the load to economic hours or using dispersed generations. An
assessment of direct load control of electric geyser have been reported in [41].
Subsequently, this method shows that the effectiveness for dropping the load level
by shifting the operating hours and mean reduction in consumption of energy per
household of between 0.35 and 0.58 kWh/h in the sunrise time and between 0.18 and
0.59 kWh/h in the sunset time has been concluded which contributed the escalation
of payback outcome. Penalty can also be imposed on the customers to contravene
their responsibility demonstration. This factor has been demonstrated in “interrupt-
ible/curtailable program” and “capacity market program” of demand response [42].
The demand buyback is another demand response program in which the load pattern
is changed by industrial consumers to get the financial incentives. Distributer and
consumer are benefitted and reduce themarket clearing price through peak hourswith
the consideration of constraints of system security and generation [43]. Emergency
demand response algorithm has been demonstrated for the emergent expenditure of
the system and consists a multiple features, objective to burdened node, sufficient
house selection, and boomerang after emergency [44]. Like optimization of demand,
optimization of time and cost may be used as an objective function [45].
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5 Distributed Generation

Distributed generation (DG) is a vital fragment and back bone of a smart grid power
system. It is also known as decentralized or dispersed generation which are placed
in the vicinity of end users and different from the traditional centralized genera-
tion. DG has numerous advantages, technical, financial, and environmental which
can exploit by optimizing its size and location under the progression of DG plan-
ning [46–48]. DG planning has a number of driving factors like voltage profile
enhancement, power factor optimization, THD reduction, cost reduction, power loss
reduction, and pollutant reduction [49–56], but the barriers are also present. These
constraints have different cause and effects and subdivided as, technical barrier [57–
62], economic barrier [63–69], and socio-political barrier [70–76]. These constraints
are also considered during the optimization of DG planning. DGP has multitudinous
techniques for the optimization process in which objective function may be single
objective or multi-objective and having a stochastic mathematical approach. These
optimization techniques can be broadly classified as, basic search methods, nature-
inspired methods, and hybrid intelligent algorithms and having their own merits and
limitations.

DG planning outline structure has been divided into sequence of design of
system configuration, assessment of RES, load profile analysis, system formula-
tion, optimization techniques, and interpretation of results. DG system configuration
comprises the number of generating units, size, and source of energy generation.
Source of energy generation can be renewable or fossil fuel based system. RES are
required to do the pre-analysis due to intermittent nature of natural resources and
required the empirical and meteorological data forecasting of distributed area for
various technical financial and reliability and security constraints.

6 Role of Renewable Energy

To install a pollution-free and economical energy generation, it is essential to utilize
theRESas the adequate sources are going to decay andhealth hazardous are gradually
increasing. For the smart grid implementation, DG planning and amalgamation of
RES are essential to extract number of benefitted outcomes for the future point
of view. For the contemplation of ecological impact, several parameters have been
applied in preceding years. In [77], methodology of cost saving and utilizing the
replacement of coal power plant with natural resource of power generation has been
suggested. Moreover, environmental benefits and cost factor via DG dissemination
has been reported with the comparative analysis of pollutant emission from fossil
fuel plant, wind turbine, solar photo voltaic, fuel cell, and natural gas turbine based
plants [78]. A fine has been recommended for the pollutant emission [79] while
reduced CO2 emission reported for the optimization of DG allocation [80].
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To increase the faith on RES, it is essential to do the pre-assessment because of the
source accessibility based on the nature singularities with technical, recurring, and
periodic data curve which could not be forecasted with high precision [81, 82]. Solar
and wind energy depends on the topographical site-based climatological circum-
stances. Reaping of agronomic yields, which guides the accessibility of biomass, is
dependent of season and affected by the weather conditions [83].Moreover, farming-
dependent energy generation system requires to ensure the uninterrupted feeding
stock to deliver secured and reliable energy production. In continuation, tidal-power-
based generating plants also had inconstant characteristics but more foreseeable as
associated to solar PV system and wind energy because of inferior entropy [84].

Consequently, two techniques have been categorized for solar and wind power
resource accessibility, experimental atmospheric data dimension and climatological
data prediction [85].

6.1 Experimental Atmospheric Data

Experimental data of solar energy and wind energy could be attained via observa-
tion on-site, printed research, weather-related laboratories, private organization, and
government administration.

Solar energy parameters can be abridged as, global solar radiation data [86], solar
PV array power output [87], average and seasonal annual solar irradiation [88], daily
horizontal solar irradiance [89], solar intensity [90], hourly solar radiation [91], and
relative frequency of global solar radiation [92]. In continuation, wind speed data
characterization as, hourly mean wind speed data [86, 88], monthly average wind
speed data [93, 94], daily wind energy data [89], and relative frequency of wind
speed [92].

6.2 Climatological Data Prediction

Consistent forecast of climatological data is essential for compensating the subse-
quent applied constraints that obstruct admittance to empirical reserve calculation
[95]:

• Restricted accessibility of amenities and proficiency for meteorological data
dimension in definite sections;

• Financial constraint that confines inclusive climate data dimension with great
perseverance; and

• Dimension organization failure that interrupts incessant data apprehending for a
long period frame (Table 1).
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Table 1 Categorization of renewable resource prediction limits with applications [96]

Group Measurement of prediction limit Applications

Extreme short period Few seconds to 1 h Energy generation clearing price

Instantaneous grid operation and
control

Short period 1 h to several hours Financial planning of load dispatch

Secured operation with sensible load
pronouncements

Intermediate period Several hours to 7 days Unit assurance decisions

Standby prerequisite decisions

Generation active/passive mode
decisions

Extended period 1 week to 1 year and above Operative cost optimization

Planning and management of
operation

Probability study for project of the
wind power plant

7 Battery Storage

In generating system, energy storage has been required for the high diffusion of RES
due to higher intermittency of solar and wind power [97]. A combination of doubly
fed induction generator with a short-range energy stowage device has been consid-
ered in order to smoothen the power transients and strengthen the DC bus during
wind power generation, thus boosting the competence of low voltage ride through
[98]. Authors in [99] have elaborated energy storage techniques based on storage
medium like electrical energy, mechanical energy, chemical energy, and thermal
energy. Moreover, in [100], electrical energy storage have been sub-categorized as,
electrochemical storage, hydrogen-based energy storage, and thermal energy storage.
Authors also highlighted the socio-monetary framework and controlling commands
in the direction of electrical energy generation. The charging/discharging charac-
teristics elaborated by equations which are consisted in a model of energy storage
system, while such model executes the law of energy conservation.

Historic development of energy storage techniques, constraints, and utilization
areas has been significantly discovered. Authors in [101, 102] presented a weighted
assessment of energy storage technologies on the parameters, technical maturity,
power rating and discharge time, storage time, capital cost, cycle efficiency, energy
density, cycle life time, and impact on environment. The achievement in academia
and trading sectors has been carried out for the various types of energy storage tech-
niques on the basis of pertinent technical and financial data [103]. In continuation,
numerous areas have been identified for the comparison of battery storage utilization
and could be briefed as, power quality, ride through capabilities, energymanagement,
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load leveling, peak shaving, time shifting, voltage regulation, spinning reserve, fluc-
tuation suppressor, seasonal energy storage, and power backup for telecommunica-
tion. Selection of appropriate energy storage system for the integration of renewable
energy depends on economic feasibility, life span, efficiency, system capacity, envi-
ronmental impact, and integrated technical factors [104]. Authors also proposed the
necessity of energy storage system in renewable energy generation with the under-
lining of load dispatch, intermittency of RES, power quality enhancement, techno-
logical progression of power electronics, limits of the requirement of power system
expansion, and smart grid development.

8 Smart Devices

Another armof this smart grid structure is smartmetering and communication system.
The development of smart grid structure is also reliant on great level communication
system, observations, and metering processes, thus it ensure the prolonged informa-
tion subsystem. Due to exchange of bidirectional information, grid and consumers
both are responsible for the security and reliability. Wireless and wireline commu-
nication system could be used to exchange the information underneath the supervi-
sion of cyber security group and physical security group to avoid malfunction [105]
because a number of security attacks are happened to disturbing and abolishing the
consistent processes [106–108]. A linkage of information exchange have been initi-
ated worldwide to maintain the relation between distributors and end users [109].
Moreover, apprehensions have been elevated regarding the possible effects of radio
frequencies exposure on the living things, but it must be as per exposure limit of
Federal Communications Commission [110]. The quality of service mechanism and
several standards are required to stabile a secured and reliable energy communication
system [111]. The task related to the load framework of home equipment like inva-
sive load combination, estimation, and demand response are required on real-time
basis. An explicit-duration hidden Markov model with differential observations has
been examined from aggregated smart meter data and realization with the help of
forward–backward algorithm for heavy load of a household [112]. In [113], authors
emphasized on the coordination between electrical and thermal load for the optimized
operation in a residential building by the utilization of smart meter communication
with the smart controller of grid system. Secured and reliable measurement is not
only sufficient parameter for a smart meter, cost is also included. An economic smart
meter having sensors, microcontroller, data acquisition system, and display has been
proposed and examined with the help of programmable logic controllers and data
concentrator [114]. Home load management segments entrenched in smart meter are
self-governing mediators between utility and customers to get a coordinated demand
response curve by shifting the peak load hours to non-peak hours and got economi-
cally better pricing of energy units [115]. A distributed algorithm has been presented
for the smart meter operation having optimization of energy generation and storage,
shielding the privacy of end user by minimizing the communication [116]. The smart
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meter may be owned by distributer or consumer, and a supervisory control approach
namely supervisory control and data acquisition (SCADA) with the software and
hardware realization is presented by the authors [117].

Consequently, it is very necessary to ensure that minimization of interference in
the privacy of consumer to build an authenticity of bidirectional communications.
In continuation, with the consideration of privacy of customer and utility require-
ments, smart meter data has been framed by using communication data theory and
a hidden Markov model [118], Lyapunov optimization technique with cost mini-
mization [119], and linkable anonymous credential protocol based on Camenisch–
Lysyanskaya (CL) signature [120]. Inspection and maintenance of smart meter is
also very essential. Authors proposed an adaptive tree-based algorithm to identify
the malicious energy meter in static and dynamic conditions [121].

9 Key Finding

• This paper has reconnoitered the different procedural steps of smart grid frame-
work to meet the energy demand in environmental friendly manner. It is endorsed
to examine the effect of diverse manufacturing operations amalgamation on the
demand, hours of load intermittency, and efficacy of energy demandmanagement.

• For effective DG planning, optimization process is very significant and its effec-
tiveness and constraints handling. Classic approaches are simple in implementa-
tionwith high precision but suffer due to slow computation process in single objec-
tive. Additionally, artificial intelligence are efficient but undergo due to complex
coding and unstable results. Hence, it is recommended to do more research on
hybrids approaches of optimization.

• The reliability of DG planning as well smart grid planning could be enhanced
by climatological data prediction in comparison with past meteorological data
submission, and hence, it is necessary to develop a consistent model for the
assessment of RES.

• Energy storagemay be affectedwith the temperature variation, entangling of elec-
trodes, and fuel cell deprivation, so it is recommended to develop a comprehen-
sive hydrogen storage framework with the consideration of charging/discharging
cycle.

• Use of smart metering system and bidirectional communication is very sensitive.
Reviewed studies have shown that secured reliable information exchange could
enhance the popularities of smart grid among political, social, and individuals.

10 Conclusion

It has been concluded that we are the spectator of an innovative era of electricity
generation in which experiments and prospects are confronted to reconfigure the
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traditional grid into smart grid. The deployment of smart grid power system will
help the nations to reduce fuel crisis, efficient energy consumption, reduce pollutant
level, increase awareness toward emerging trends, and deplete the gap amid load and
generation.

In this paper, the phases of smart grid framework have been analyzed which
comprises the energy demand management, demand response, DG, RES, battery
storage, and smart devices. Additionally, the benefitted outcomes, challenges, and
scopes have been highlighted hence to enlighten the pathway of reliable, secured,
stable, dynamic, efficient, environment friendly, and long-tenure energy generation
and utilization for the mutual benefits of stakeholders.
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