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Preface

Water is the elixir of life, and life cannot thrive without the sustainability of water
resources. Due to the galloping rise in population and proliferation of agriculture
and industry, demand for water has increased drastically. Pollution of the land and
water bodies has caused health hazards and has put life under threat. Ongoing
climate change also has a significant impact on the hydrosphere resulting in
frequent occurrence of extreme events such as flood and drought causing negative
impacts on socio-economic, agricultural, and environmental spheres. High water
demand and low water supply due to intense, frequent, or prolonged droughts have
resulted in acute water scarcity in many parts of the world leading to mass
migration and famine. In the Himalayan basins too, changing climate has increased
the threat of flash flood, glacial lake outburst flood (GLOF), and low spring
discharge. Thus, the security and sustainability of water resources are under acute
risk. Thorough research, proper planning, and effective management of water
resources are the need of the hour to ensure its safety, security, and sustainability, to
overcome the risks and threats of extreme hydrological events, and to avoid
hydrological disasters.

This publication is the outcome of Down to Earth–2019: Water Security and
Sustainability, the first International Conference organised by the Department of
Civil Engineering of Sikkim Manipal Institute of Technology located in Sikkim,
India. The conference involved academicians, researchers, eminent scientists, and
students in brain-storming sessions. Majority of the participants were young
researchers, who presented their research overviews, as well as discussed and
debated on water-related problems and solutions.

Selected peer-reviewed manuscripts presented in this conference have been
shortlisted for this publication. The shortlisted manuscripts cover a wide range of
general topics such as error estimation in rainfall, rainfall–run-off modelling, water
quality assessment, arsenic contamination in groundwater, flood characterisation,
flood hazard mapping as well as innovative and not so conventional topics like
IOT-based water management for smart cities, quantification and characterisation of
micro-plastics in freshwater, applications of nanotechnology for degradation of
textile effluents in water, removal of organic matters from water using bio-balls,
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river bed filtration for pollution removal, GIS-based water pipeline routing, etc.
These manuscripts with diverse topics and titles have been categorised into four
themes, viz. Water Resources Assessment, Hydro informatics and Geospatial
Modelling, Extreme Hydrology, and Innovative Techniques and Technologies. We
hope that students, academicians, and researchers will enjoy reading these articles
and will explore further the innovative ideas and technologies presented in this
volume.

Sikkim, India Chandrashekhar Bhuiyan
Jena, Germany Wolfgang-Albert Flügel
Roorkee, India Sharad Kumar Jain
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Sustainable Water Resources Management
in India—Some Thoughts

Dr. Sharad Kumar Jain
Director, National Institute of Hydrology
Roorkee, India

Management of water resources in India has become a challenging task, and the
magnitude of the task is rising in recent times due to a number of reasons. Major
reasons are the growing population and economy, leading to rising demands; high
irrigation water demands; impacts due to climate change; and growing environ-
mental degradation. Broadly, most of the challenges in water management in India
can be categorised in the following groups:

(a) Water availability, variability, and increasing withdrawals,
(b) Environment and water quality,
(c) Project construction and maintenance,
(d) Water sharing disputes,
(e) Water governance and institutions, and
(f) Challenges due to climate and land-use/cover changes.

The present talk will discuss these challenges in greater details and will suggest
some possible remedies to address the challenges.
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Sustainable Groundwater Resource
Management in Changing Climate Scenario:
Satellite Sensing and Geophysics-based
Approach

Dr. P. K. Champati Ray
Group Head, Geosciences and Disaster Management Studies
Indian Institute of Remote Sensing (ISRO)
Dehradun, India

Groundwater resource management in mountainous region has emerged as a
challenge particularly in the vast stretches of Himalaya mainly due to high demand
and changing climate scenario. Monitoring of groundwater fluctuation using the
conventional methodology and space-based observations using GRACE satellites
data brings new paradigm to groundwater resource assessment and drought mon-
itoring. Improvements in proven geophysical techniques like earth resistivity
tomography (ERT) aided by remote sensing (RS) and GIS can significantly con-
tribute in augmenting precious water resources of the mountainous region. In the
present paper, mutually exclusive but complementary techniques are discussed in
the light of efficient groundwater resource estimation and management.

The GRACE twin satellites, launched on 17 March 2002, have made detailed
measurements of Earth’s gravity field and improved understanding of Earth’s water
reservoirs by providing some of the path-breaking observations on terrestrial water
storage changes, ice-mass variations, ocean bottom pressure changes, and sea-level
variations. Several studies have been taken up at IIRS which used observations
derived from GRACE satellite mission and land surface model outputs from the
Global Land Data Assimilation System (GLDAS) to show tremendous variations
and decline of the precious groundwater resource, thus making space-based
observation very critical for large-scale monitoring of the groundwater.

Many hill towns like Mussoorie in Himalaya starve for water in peak tourist
season. The springs which had provided water for ages are in a precarious condi-
tion, and there is an urgent need to improve recharge of such precious drinking
water sources in hilly areas. Using electrical resistivity tomography (ERT), potential
recharge conduits were identified in some watersheds of Mussoorie, and other
potential spring sheds were identified for augmenting water resources for Mussoorie
based on RS and GIS. Secondly in Mussoorie hilltop/ridge area, it is popularly
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believed that the water table is very deep, and it may not be feasible to tap such
resources for drinking water purposes. However, based on lineament analysis on
high-resolution satellite images and geophysical survey (2-D ERT and single point
resistivity survey), it was proved that at a selected place, groundwater resources can
be locally tapped. Therefore, it is imperative that such new technological approa-
ches must be integrated in regular monitoring, assessment, and resource augmen-
tation to address the challenges of overall groundwater management in different
geological set-up in changing climate scenario.

xvi Sustainable Groundwater Resource …



Vulnerability and Conservation of Himalayan
Wetlands with Special Reference to Sikkim

Prof. Suresh C. Rai
Department of Geography
Delhi School of Economics
University of Delhi
New Delhi, India

Wetlands are very important and productive ecosystems that support a wide range
of plants and animals and provide livelihood opportunities to local communities.
However, they are increasingly being threatened by rapid urbanisation, develop-
mental interventions, unsustainable management practices, and encroachment. The
Himalayas, with its unique topography and climatic regimes, support diverse
wetland habitats across a range of altitudes. Himalayan high-altitude wetlands
(HAWs) include lakes, ponds, and rivers located at altitudes higher than 3000 masl
and are often fed by glaciers or snow from the surrounding mountains. Sikkim, a
small state in the Eastern Himalaya, has only natural inland wetlands belonging to
the category lakes/ponds. By using data of high resolution, we obtain 1104 glacial
and high-altitude lakes with total area 30.498 km2, of which 472 have an area
>0.01 km2. Most of it are fed by glaciers and considered sacred.

The hydrology and ecological linkages between Khecheopalri Lake and its
surrounding watershed in Sikkim were investigated to assess the long-term impacts
of land-use/cover change on the hydrology of the lake ecosystem and bog formation
around the glaciated lake. Significant land-use/cover change occurred in the past 4
decades. The bog areas expand by 67%, while the area under agriculture land in the
lake watershed grew by 63% between 1988 and 1997. These changes accelerate the
annual soil loss from the lake watershed which was 502 Mg km−2 and a net
sediment deposition in the lake was 141 Mg yr−1. To conserve the lake, it is
necessary to minimise agricultural practices in the upper part of the watershed, and
agroforestry practices should be encouraged to maintain the health and longevity
of the lake.
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Numerical Analysis of Water Movement
in Agricultural Fields
with Heterogeneous Unsaturated Soils

Ephrem Yetbarek and Richa Ojha

Abstract The natural variability exhibited by soil hydraulic properties poses severe
challenges tomodelwatermovement throughporous formations in agricultural fields.
In this study, a 3D numerical approach coupled with the turning bands method to
generate realizations of soil formation properties with different heterogeneity levels
to solve the governing partial differential equation in variably saturated soils was
used to simulate field scale water flow to investigate the impact of soil heterogeneity
and root water uptake on subsurface flow dynamics in cropped fields. Soil mois-
ture, suction head and hydraulic conductivity were observed to be significantly
affected by heterogeneity of the media and root water uptake. Soil heterogeneity
was found to increase soil water content while root water uptake was decreasing it.
The effect of root water uptake on soil moisture distribution was more pronounced
under homogenous soils than in heterogeneous soils. Soil suction head decreases
with increasing soil heterogeneity whether root water uptake was considered or not.
Hydraulic conductivity increases with increasing soil heterogeneity when root water
uptake was ignored, and it depends on the heterogeneity level when root water uptake
was accounted.

Keywords Soil heterogeneity · Cropped fields · Numerical simulation · Richards
equation

1 Introduction

The natural variability exhibited by soil hydraulic properties poses severe challenges
to modeling of water movement through the porous formation in cropped fields [1–
3]. The relationship between soil physical and hydraulic properties at different scales
has been investigated [4], and one- or two-order degree of spatial variability in soil
hydraulic conductivity has been observed [2, 5–8].

E. Yetbarek (B) · R. Ojha
Department of Civil Engineering, Indian Institute of Technology Kanpur, Kanpur 208016, India
e-mail: ephrem@iitk.ac.in
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4 E. Yetbarek and R. Ojha

In real-world conditions, where water flow around the surface of the unsaturated
zone is affected by time-dependent, non-monotonic processes such as irrigation, rain-
fall, root water uptake, and evaporation, a more realistic predictions can be obtained
from a numerical approach that combines a turning band method to generate real-
izations of soil formation with different heterogeneity levels to solve the governing
partial differential equations [9, 10]. Furthermore, a numerical approach can over-
come most of the limitations of deterministic and stochastic models. It should be
emphasized that extreme difficulties may arise while solving the numerical problem
when dealing with steep head gradients due to the nonlinearity and complexity of
unsaturated flows. Further, a numerical grid sizemuch smaller than the heterogeneity
scale should be used to preserve a given statistics of the formation properties [9].
However, a 3D numerical formulation allows the fluid particles to evade zones of
low conductivity in lateral flows and may describe locally the actual flow in spatially
variable soils for cropped fields.

In this study, a nonlinear root water uptake model developed by Ojha and Rai [11]
coupled with 3D Richards equation was used to investigate the impact of soil hetero-
geneity and root water uptake on subsurface flow dynamics in cropped fields. A 3D
numerical approach coupled with the turning bands method to generate realizations
of soil formation properties with different heterogeneity levels to solve the governing
partial differential equation in variably saturated soils was used to simulate field scale
water flow to investigate the impact of soil heterogeneity and root water uptake on
subsurface flow dynamics in cropped fields. The governing partial differential equa-
tion was solved by a block-centered, finite-difference method with a variable time
step and uniform grid. To linearize the nonlinear terms of the governing equation, the
modified Picard iteration schemes were used. The spatial heterogeneity of the soil
hydraulic properties, evaporation, irrigation, and root water uptake was incorporated
into the simulation model to account the real-world scenarios. The results of this
work may help modelers and experimentalists to observe the significance of spatial
heterogeneity in cropped lands and consider it for irrigation scheduling and water
resources management at large.

2 Methodology

The governing equation for flow through unsaturated soils is the Richards equation.
The 3D mixed form of it can be written as follows:

∂θ(ψ)

∂t
= ∂

∂x

[
Kx (ψ)

∂ψ

∂x

]
+ ∂

∂y

[
Ky(ψ)

∂ψ

∂y

]
+ ∂

∂z

[
Kz(ψ)

[
∂ψ

∂z
+ 1

]]
− Sw

(1)

where θ (ψ) is themoisture content (L3L−3), Kx (ψ), Ky(ψ) and Kz(ψ) is unsaturated
hydraulic conductivities (LT−1) in the x-, y-, and z-directions, respectively; ψ is the
soil water pressure head (L); Sw is the root water uptake term (L3L−3T−1).
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2.1 Soil Hydraulic Property Models

Since Richards equation is an open form equation, constitutive equations are required
to solve it. In the present study, the model proposed by van Genuchten and Nielsen
[12], which relates the independent parameter suction head with soil moisture and
hydraulic conductivity, was used.

2.2 Initial and Boundary Conditions

A hydrostatic condition with a suction pressure head of −2 m was assumed as the
initial condition. The upper boundary condition switches between prescribed flux
and constant head boundary conditions depending on the availability of water on the
surface. It is also assumed that anywater beyond themaximum ponding depth will be
runoff and will not be considered in the analysis. No flow and free gravity drainage
boundary conditions were assumed at the walls and bottom boundary, respectively.

2.3 Generation of Flow Parameters and Choice of Domain
Size

Saturated hydraulic conductivity, K s, and van Genuchten pore size distribution
parameter, α, were treated as a continuous stochastic functions with multivariant
lognormal probability density function with mean values of 1.06 (cm/day) and −
1.48 (cm−1), respectively. Three different sandy clay soil formations: a spatially
homogeneous media (σ 2

Y = 0) and two heterogeneous formations with two vari-
ances (σ 2

Y = 0.3 and σ 2
Y = 0.6), where Y = ln Ks or ln α, were considered in the

simulations. The correlation length scales of the van Genuchten model parameters
were assumed to be equal to those ofY, which is taken from [13], i.e. Ipx = Ipy = 0.8m
and Ipz = 0.2m.All the formationswill have similar geometricmean ofK s andα, and
the only parameter which will vary is the variance. Considering ergodic assumption
and single realization approach to be economical, the flow domain size was fixed to
be 10, 20, and 5 m along the x-, y-, and z-directions, respectively. Saturated moisture
content, θ s, was taken to be 0.4 (cm3/cm3). Residual moisture content, θ r, and van
Genuchten pore size shape parameter, n, were considered to be 0.01 (cm3/cm3) and
1.4, respectively.
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3 Results and Discussion

3.1 Effect of Root Water Uptake and Soil Heterogeneity
on Soil Moisture Dynamics

Mean soil moisture increases with increasing soil heterogeneity, and root water
uptake significantly reduced soil moisture content. When root water uptake was
not considered, as shown in Fig. 1a, c, and e, soil moisture dynamics was mainly
active in the top 1.5 m depth only, the minimum soil water content on the profile
was observed at 0.5 m depth from the surface, and the moisture pattern was almost
similar under all soil conditions. Root water uptake effect on soil moisture distribu-
tion was more pronounced under homogenous soils than in heterogeneous soils. The
depth range where root water uptake effect on soil moisture pattern was observed

Fig. 1 Mean soilmoisture profile for six successive days after irrigation (64th day of the simulation)
in homogeneous (σ 2 = 0) and heterogeneous sandy clay soil (σ 2 = 0.3 and σ 2 = 0.6) with (a, c,
e) and without (b, d, f) root water uptake



Numerical Analysis of Water Movement in Agricultural Fields … 7

significantly varies with soil type. It shrinks from around 2.5 m from the surface in
homogeneous medium (Fig. 1b) to around 2 m in the highly heterogeneous media
(Fig. 1f). The soil moisture variability range also depends on the media type, and
it decreases with increasing soil heterogeneity. Near to the surface, for example,
it varies between 14–19% and 15–17% on homogenous and highly heterogeneous
soils, respectively. Unlike in the cases where water uptake was ignored, theminimum
mean soil moisture was observed near to the surface when root water uptake was
accounted. Under homogeneous and highly heterogeneous soils, the response of soil
moisture change was fast for the applied water (Fig. 1b, f). But, it was delayed for
the moderately heterogeneous soil (Fig. 1d). When there was no root water uptake,
the maximum soil moisture content was observed on the second day after irrigation
for all soil types, and the peak value was observed on the moderately heterogeneous
soil (Fig. 1c).

3.2 Effect of Root Water Uptake and Soil Heterogeneity
on Suction Head

Mean suction head distribution when there was no crop cover exhibits small range of
negative head. As shown in Fig. 2a, c, and e, the matric head profile shows decrement
in head (became less negative) with increasing soil heterogeneity simulated under
the same initial conditions. A significant change in suction head was observed when
root water uptake was considered. Under homogeneous soil condition, the minimum
head range dropped from −4.5 to −27 m (Fig. 2a, b). From Fig. 2, it is possible
to see a shift in the location where the minimum suction head took place as root
water uptake was accounted. When it was ignored, the minimum head was observed
at 0.5 m depth from the surface irrespective of heterogeneity. But, it was shifted to
around the surface when root water uptake was considered. In addition, a smooth
shift in head profile was exhibited from day 1 to day 6 in no uptake scenarios. A
sudden rise and maximum value in head was observed on the day of irrigation in
cropped surfaces. The maximum head achieved under irrigation condition varies
with soil heterogeneity. For example, for homogeneous case, the maximum head
recorded was −4 m, and it was −6 and −9 m on moderately heterogeneous and
highly heterogeneous cases, respectively, when root water uptake was considered.
The rangewhere rootwater uptake effectwas observed depends on soil heterogeneity.

3.3 Effect of Root Water Uptake and Soil Heterogeneity
on Hydraulic Conductivity

Hydraulic conductivity increases with increasing heterogeneity of soil when root
water uptake was not considered, and its maximum value was observed near to
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Fig. 2 Mean soil matric head profile for six successive days after irrigation (64th day of the
simulation) in homogeneous (σ 2 = 0) and heterogeneous sandy clay soil (σ 2 = 0.3 and σ 2 = 0.6)
with (a, c, e) and without (b, d, f) root water uptake

the surface. As shown in Fig. 3, root water uptake significantly reduced hydraulic
conductivity. There was a slight reduction in hydraulic conductivity for less hetero-
geneous soil (Fig. 3d) as compared to the homogeneous case (Fig. 3b), and it again
increases for a highly heterogeneous soil (Fig. 3f). For no root water uptake condi-
tions, the maximum hydraulic conductivity was observed on the second day after
irrigation for homogeneous and highly heterogeneous soils (Fig. 3a, e), and on the
third day for moderately heterogeneous soils (Fig. 3c). When root water uptake was
considered, the maximum hydraulic conductivity observed on the second day after
irrigation irrespective of heterogeneity. The depth range where the effect of root
water uptake on hydraulic conductivity observed depends on the type of medium.
As shown in Fig. 3b, d, and f, it decreases with increasing soil heterogeneity. One
visible difference in hydraulic conductivity distribution near to the surface related to
consideration of root water uptake was how it approaches the surface. When uptake
was considered, it approaches the surface asymptotically in all the days considered.
However, it approaches the surface perpendicularly, except the first two days after
irrigation, when uptake was accounted.
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Fig. 3 Mean hydraulic conductivity profile for six successive days after irrigation (64th day of the
simulation) in homogeneous (σ 2 = 0) and heterogeneous sandy clay soil (σ 2 = 0.3 and σ 2 = 0.6)
with (a, c, e) and without (b, d, f) root water uptake

4 Conclusion

In this study, the effect of soil heterogeneity and root water uptake on subsurface
water flow in agricultural fields was investigated. A 3D numerical approach coupled
with the turning bands method to generate soil formation properties realizations
with different heterogeneity levels to solve the governing partial differential equa-
tion in heterogeneous and variably saturated soils was used to simulate field scale
water flow to investigate the impact of soil heterogeneity and root water uptake
on subsurface flow dynamics in cropped fields. Soil hydraulic properties spatial
heterogeneity, evaporation, irrigation, and root water uptake were coupled into the
simulation model to mimic the real-world scenarios. Soil moisture dynamics was
observed to be significantly affected by soil heterogeneity and root water uptake.
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Soil heterogeneity was observed to increase soil moisture while root water uptake
was decreasing it. Root water uptake effect on soil moisture distribution was more
pronounced under homogenous soils than in heterogeneous soils. The soil moisture
variability range depends on the media type, and it decreases with increasing soil
heterogeneity. Soil suction head decreaseswith increasing soil heterogeneitywhether
root water uptake was considered or not. Its response for the applied water depends
on heterogeneity and consideration of root water uptake. Hydraulic conductivity
increases with increasing soil heterogeneity when root water uptake was ignored,
and it depends on the heterogeneity level when root water uptake was accounted.
The depth range where the effects of root water uptake on suction head and hydraulic
conductivity observed depends on the type of medium.
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Three-Dimensional Numerical
Simulation of Pressure-Flow Scour

Sofi Aamir Majid and Shivam Tripathi

Abstract An estimate of scour depth is required in the design of bridges. Much of
the research on scour estimation has focussed on the local scouring, i.e. scouring
near abutments or around piers. In comparison, contraction scouring has received
less attention. Contraction scouring occurs when the waterway is contracted either
laterally or vertically. During extreme flood events, the water level may rise above the
bottom chord of the bridge, creating a pressure-flow situation in the passage below
the bridge. The pressure scour thus induced is not clearly understood in terms of its
location, geometry and time evolution. Some recent experimental studies have tried
to establish empirical relations between scour parameters and various properties of
flow, fluid and bed material. However, numerical approach has not been employed
to study the pressure scour. The present study is an attempt to numerically simulate
the pressure scour caused due to vertical contraction. International River Interface
Cooperative (iRIC) solver NAYSCube is used to simulate the flow over mobile bed.
NAYSCube, an open source 3D flow solver, employs finite volume method to solve
Navier–Stokes equations and couples turbulence and bed-load models. Due to the
limitations of the computational capacity, the simulations are performed to generate
the flow and bed data for a period of one hour. The approaching flow velocity,
channel slope and the sediment size of the bed are kept constant. The results show
that bed shear has the maximum value inside the contraction section. The scour
hole is observed to develop within the contraction towards the upstream face of the
contraction. The magnitude of maximum scour is found to increase with increase in
degree of contraction or length of contraction or both. The study establishes the need
to conduct more numerical simulations to investigate pressure-flow scouring.

Keywords Bed scour · Pressure flow · Sediment transport · Numerical simulation
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1 Introduction

Scouring is a very complex process that occurs due to the interaction of the flowwith
the bed material. Different theories have been proposed to explain the inception of
sediment motion. Themost widely accepted theory is the Shield’s theory [4]. It states
that the motion of sediment is initiated only when the bed shear stress exceeds the
critical shear stress. The numerical modelling for scouring by Shield’s theory would
thus require a good understanding of flow as well as bed properties. An extensive
literature exists on fluid mechanics as well as sediment transport and scouring [1, 5].

Scouring can occur due to a localised obstruction to the flow or due to contraction
in the flow passage. The contraction can be either vertical or horizontal. During flood
events, a pressure flow situation may be developed in the passage under the bridge.
The pressure flow is associated with increased bed stresses increasing the chances of
scouring in the passage [5]. The local scouring has been studied extensively fromboth
numerical and experimental perspectives. In comparison, the pressure flow scouring
due to the vertical contraction has received less attention. A few experimental studies
have reported the magnitude of vertical contraction scouring to be a function of flow
velocity, degree and length of contraction together with the bed properties. A proper
physical understanding of the contraction scouring is lacking due to the absence of
velocity field data. Further, no numerical approach has been reported to study the
pressure flow scouring due to vertical contraction.

2 Numerical Model

In the present study, clear-water pressure-flow scouring is simulated by solving the
Navier–Stokes equations coupled with k-E closure turbulence model and Meyer-
Peter and Müller bed load transport model [3]. Clear-water scouring is achieved by
setting the average approach flow velocity below the critical velocity for sediment
motion inception. The critical velocity is calculated by Neil’s formula:

Vc = 1.52
√
g(s − 1)D50(

y

D50
)
1
6 (1)

where ‘y’ is the depth of flow, ‘s’ is the specific gravity and ‘d50’ is the median
diameter of the bed material. This numerical model solves the time-dependent
Reynolds-averaged Navier–Stokes equations:

∂Ui

∂t
+Uj

∂Ui

∂x j
= 1

ρ

∂

∂x j

(−Pδi j − uiu j
)

(2)

where ‘Ui’ is the time-averaged velocity field, ‘ρ’ is the density of the fluid, ‘P’ is
the piezometric pressure field, ‘δij’ is the Dirac-delta operator and ‘−ρuiuj’ is the
Reynolds stress tensor. The first term on the left side of Eq. 2 is the transient term
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followed by the advection term. The eddy viscosity model is used to evaluate the
Reynolds stress term as

−uiu j = νt
∂Ui

∂x j
− 2

3
αδi j (3)

where ‘ν t’ is the eddy viscosity and ‘α’ is the turbulent pressure. The k–E model is
used to calculate the eddy viscosity:

νt = cμ

k2

ε
(4)

where ‘k’ is the turbulent kinetic energy modelled as:

∂k

∂t
+Uj

∂k

∂x j
= ∂

∂x j

(
νt

σk

∂k

∂x j

)
+ Pk − ε. (5)

Pk is given by:

Pk = νt
∂Ui

∂x j

(
∂Uj

∂xi
+ ∂Ui

∂x j

)
. (6)

‘ε’ is the energy dissipation in turbulent flows modelled as:

∂ε

∂t
+Uj

∂ε

∂x j
= ∂

∂x j

(
νt

σε

∂ε

∂x j

)
+ Cε1

ε

β
Pk − Cε2

ε2

β
(7)

where cμ, σ k , σ ε, Cε1 , Cε2 and ‘β’ are model constants having values of 0.09, 1.00,
1.30, 1.92, 1.44 and 0.43, respectively. The above equations are supplemented by the
continuity equation to numerically close the model.

∂Ui

∂xi
= 0 (8)

For the modelling of bed load, Meyer-Peter and Müller model is used:

qBs√
(s − 1)gd3

50

= 8
(
τ ∗ − τ ∗

c

)1.5
(9)

where ‘qBs’ is the bed load per unit width of channel in m2/s, ‘τ*’ is the non-
dimensional bed shear stress and ‘τ c*’ is the critical bed shear stress.

In the present study, International River Interface Cooperative (iRIC) solver
NAYSCube is used to solve the flow field. The flow domain is discretised to form a
grid of finite number of control volumes. The velocity flux is calculated at the face of
each control volume, and the pressure field is calculated at the centre of each control
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volume. Further, the surface changes and the bed deviations are incorporated into the
flow domain using the interface tracking method (ITM) to increase computational
efficiency [2]. The bed deviations are calculated explicitly after the flow field has
been calculated for each time step. The advection terms are discretised using TVD-
MUSCL scheme (TVD: Taylor–Green vortex flow; MUSCL: monotone upstream-
centred scheme for conservation laws) which is a third-order accurate discretisation
scheme. The coefficient for Courant–Friedrichs–Lewy (CFL ) condition to deter-
mine the time step between two successive computations is set to 0.2. Six problems
of pressure scouring are simulated, and the details are given in Table 1.

A typical computational grid is shown in Fig. 1. The coordinate ‘x’ is measured
from the upstream face of the contraction.

The particle mean diameter, d50, bed slope, S0, length, L, and breadth, W, of the
channel are kept constant for every simulation having values of 0.0003 m, 0.0002,
3.0 m and 0.3 m, respectively. A constant discharge of 0.006 m3/s is set for each
simulation, and the outlet water level is set by assuming the flow in the channel to
be uniform. A uniform depth of 0.0085 m is obtained for each simulation.

Table 1 Geometry of the simulated cases

S. No. Designation Length of contraction (m) Width of contraction (m)

1 L15W6 0.15 0.06

2 L15W7 0.15 0.07

3 L15W8 0.15 0.08

4 L20W6 0.20 0.06

5 L20W7 0.20 0.07

6 L20W8 0.20 0.08

Fig. 1 Computational grids for L15W6 numerical experiment. The top panel shoes the plan view
and the bottom panel shows the side view of the channel



Three-Dimensional Numerical Simulation of Pressure-Flow Scour 15

3 Results and Discussions

For the erosion to take place at some point in the flow domain, bed shear stress
at that point has to exceed the critical shear stress. The critical stress, which is a
function of the particle diameter as well as the flow depth, is calculated from the
classical shield’s diagram. For the present study, the particle diameter and flow depth
are 0.0003 m and 0.085 m, respectively, and the critical shear stress comes out to
be 0.185 N/m2. The bed shear is calculated using the rough logarithmic law. The
three parameters of interest include the time evolution of scour hole, magnitude and
location of maximum scouring. The magnitude of scouring is measured as the bed
deviation from the original bed level at the start of the simulation. It is observed
that the magnitude of scouring inside the contraction is very fast in the initial phases
of the simulation (Fig. 2), and with time, the bed attains an equilibrium level when
the flow passage increases to a value such that bed shear becomes equal to critical
shear stress. However, the rate of bed deviation for L15W6 is smaller than L20W6
(Fig. 2a) because of the bed stress concentration which increases with the increase
in length. Similarly, the rate of deviation increases as the contraction is reduced due
to increase in bed shear (Fig. 2b).

The maximum pressure flow scour is a function of both the length of contraction
and degree of contraction. It is observed that the magnitude of maximum scour
increases with the increase in the length of contraction (Fig. 3a). The location of
maximum scour is at the upstream face of the contraction for both L15W7 and
L20W7. A possible explanation to this phenomenon are the vortices developed due
to obstruction of flow. Further, it is observed that themagnitude ofmaximumscouring
increases with an increase in the degree of contraction (Fig. 3b). The increase in the
degree of contraction increases the bed shear in the contraction which increases the
scouring potential of flow. However, the degree of contraction has no effect on the
location of the scour hole.

Fig. 2 Temporal deviation of bed for a different lengths of contraction with same degree of
contraction and b different degrees of contraction with same length of contraction
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Fig. 3 Scour hole geometry along the length of channel for a different lengths and b different
degrees of contraction

4 Conclusions

The present study is based on the numerical simulations of the pressure flow scouring
due to vertical contraction in a flow passage. The scouring thus induced is a function
of the flow geometry and bed characteristics. However, the present study is restricted
to the flow geometry only. Other parameters like bed slope, flow depth, particle
diameter and the flow velocity are kept constant. It is observed that the bed shear
has the maximum value inside the contraction. For all the simulations, the scour
hole is observed to develop within the contraction towards the upstream face of the
contraction. The magnitude of maximum scour is a function of both the length of
the contraction and the degree of the contraction. The magnitude of maximum scour
increases with increase in degree of contraction or length of contraction or both. A
complete understanding of the pressure flow scour would require the inclusion of
the other flow and bed properties in the simulations and the validation of numerical
results with experimental observations.
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Contamination of Arsenic
in Groundwater of Bara District, Nepal

Sadhana Pradhanang Kayastha and Kailash Pradhanang

Abstract Groundwater is the major source of water for drinking and household
purposes in Nepal’s Tarai districts. This study was conducted to evaluate the concen-
tration of arsenic (As) in deep and shallow groundwater and its association with iron,
manganese, depth and age of the tube wells/dug wells in Bara District. Groundwater
samples (36) were collected from randomly chosen wells (dug wells and tube wells)
of Bara District, in 2017. As concentrations of water were measured by hydride
generation atomic absorption spectrometry (AAS). About 50% of tube wells/dug
wells exceeded permissible value 10 ppb of WHO drinking water guideline, but
16% tube wells/dug wells exceeded permissible values of Nepal Interim Standard of
arsenic (50 ppb). As concentrations were highly correlated with iron and manganese.
The higher concentrations of As in some of the sites of the study area were attributed
to the groundwater geochemistry in the study area. As contamination was found high
at the depth range of tube wells <20 m, which was constructed in last 10–15 years.
The risk of As contamination to the people living in and around study area is high
because the contaminated water has been used daily for household purposes such as
cooking, drinking and other purposes.

Keywords Groundwater · Tarai · Arsenic · Bara District · Permissible

1 Introduction

Nepal is famous for its surface and groundwater resources. Due to rapid growth
of urban population, the demand for water is always increasing. Groundwater has
always been the major source of water for drinking in Tarai District [14]. About
90% of people are using groundwater for drinking purpose since ancient period,
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withdrawal of groundwater has been done with the use of dug wells and tube wells
[14].

Arsenic (As) in groundwater is considered as one of the most toxic elements.
Arsenic (As) contamination is a severe issue not just in Nepal but throughout the
world. Excessive concentration of arsenic in drinking water has been observed from
different parts of the world [1, 2]. Distribution of arsenic in shallow groundwater has
been observed highly irregular both vertically and horizontally on local or regional
scales [10]. The natural source of As in the natural environment is the release from
As-enriched minerals.Weathering processes, particularly the rocks andminerals, are
the major sources of arsenic in soils [28].

The sources of As comprise natural arsenic and anthropogenic. Natural arsenic
contamination occurs through dissolution of compounds (pyrite ores) in water. With
the increase in population, there has been corresponding increase in agricultural
waste, rich in phosphate fertilizers, insecticides, herbicides, end products of mining
processes, coal combustion and timber preservatives [6]. These are the anthropogenic
sources which can affect the purity of surface water [19]. Similarly, mining wastes
disposal has caused As contamination of groundwater in several places [9].

As occurs naturally in groundwater in concentrations which can pose serious
health effects after continuous consumption [23]. Long-term human and exces-
sive intake of inorganic arsenic with food and water cause arsenicosis, skin cancer
gastrointestinal, neurological pulmonary, respiratory problems and reproductive
system [3, 28, 30]. Many studies have been carried out to determine the toxicity
of As and its impacts on human health in various As-contaminated areas [19]. In
soils and groundwater, As is a significant contaminant and pollutant across the many
regions of the globe.

The concentration of As in groundwater is a function of solubility, which is
governed predominantly by pH, redox conditions, temperature, salinity, presence
of complex ions and others metals ions, not merely related to the abundance of
minerals in aquifers [12, 26]. In poorly ventilated place where As-rich coal or cow
dung is used as a fuel, inhaled amounts of As may be high [18].

In Nepal, As contamination is mainly observed in the Tarai region. Out of 24
districts that have been reported with arsenic contamination, 20 districts are from the
Tarai region and four are from the hilly region [7]. Highest arsenic-affected districts
are Nawalparasi, Rautahat, Bara and Parsa [24]. In drinking water, the concentration
of arsenic permissible has been set at 0.01 mg/L by the World Health Organization
(WHO) guidelines [30]. In Nepal, the maximum permissible limit of As in water
used for drinking purposes is 0.05mg/L [8]. Groundwater is themajor drinkingwater
source in the Tarai. Drinking water quality in Nepal has been an issue of prevalent
concern. The aim of this study was toexaminethe distribution of groundwater As and
also to identify the relationship between arsenic concentration and tube well/dug
well depths.
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Fig. 1 Location of the study area and the sampling sites

2 Materials and Methods

2.1 Study Area

Study area lies in Bara District of Province No. 2, which is among one of the seventy-
seven districts of Nepal. Kalaiya is the district headquarter and covers an area of
1,190 km2 and had a population of 687, 708 as of 2011. Bara District is surrounded
byRautahat,Makawanpur, Parsa and India in east, north, west and south, respectively
(Fig. 1).

2.2 Water Sampling

In overall, thirty-six water samples were sampled from three different locations of
Bara District (Kalaiya Sub-metropolitan, Pheta Rural Municipality and Prasauni
RuralMunicipality) in themonth of June 2017 (Fig. 1).Collected samples for analysis
were from six dug wells and 30 tube wells. Depending on availability and the level
of groundwater at different locations, the tube wells are in place but constituting
various depths. For this study, water samples were collected from ten tube wells and
two dug wells water samples from each municipality.
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Water samples from tube wells were collected after few minutes of pumping and
collected in 500 mL bottles of polyethylene [14]. The water sample from each site
was taken in a high-density polypropylene, pre-cleaned bottle and then closed with
a cap. Before sampling, sample bottles were prepared by soaking with 10% nitric
acid for 24 h and then thoroughly cleaned with double distilled water. After then,
all the bottles were dried in an oven at 120 °C for 6 h. All the water samples were
filtered through 0.45 µm cellulose acetate membrane (Millipore Corporation) and
water sample was acidified with ultra-purified nitric acid to pH < 2, immediately
after collection. Water samples were collected then kept at 4 °C and brought to
the laboratory for chemical analysis. The samples were digested with high purity
HNO3 (Merck) within a week of sample collection for the analysis of arsenic, iron
and manganese [2]. Milli-Q water having a resistivity of 18.2 M�/cm was used
for preparing all reagent solutions. Arsenic was analyzed by hydride generation
atomic absorption spectrometry (A Perkin-Elmer Model 300, UK). For accuracy,
three replications of each analysis were carried, and mean values were used for
comparisons. For each batch of the digestion set, analytical reagent blanks were
prepared and then analyzed for the same elements of the samples.

2.3 Statistical Analysis

Pearson correlation analysis was used to test the relationship between arsenic, iron
and manganese concentrations. Statistical tests were performed using significant at
p-value < 0.05. All the statistical analysis were conducted using the SAS/PC 9.3
(SAS Institute Inc., USA).

3 Results and Discussion

3.1 Distribution of Arsenic in Tube Wells

As concentration in the tube wells/well waters ranged from 0.127µg/L to 75.7µg/L.
The mean iron concentration in tube wells/wells was found to range from 0.34 to
8.5 mg/L, with the maximum concentration (8.5 mg/L) at Kalaiya Sub-metropolitan.
Concentration of Manganese varied from 0.20 to 1.72 mg/L. The WHO has set a
drinking water guideline concentration for arsenic of 10 µg/L, and Nepal Interim
Standard has adopted the limit of 50 µg/L. Out of total thirty-six tube wells/wells,
about 50% exceeded permissible values of WHO guideline (10 ppb) but 16.6% tube
wells/wells (Table 1) exceeded permissible concentrations of Nepal Standards of
arsenic (50 ppb). The higher values of As in some of the sites of the study area are
attributed to the groundwater with several geochemical processes, such as reductions
of Fe oxyhydroxides and dissolution of carbonate [5].
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Table 1 Arsenic concentration of tube well/dug well

Arsenic concentration (ppb) No. of tube well Percent

0–10 12 33.33

> 10 18 50.00

> 50 6 16.66

Total 36 100.00

Table 2 Arsenic concentration in Bara tube wells/wells (n = 36)

1–10 (ppb) 11–50 (ppb) Above50 (ppb)

Kalaiya Sub-metropolitan 8 9.0 5.0

Pheta Rural municipality 1.0 5.0 1.0

Parsauni Rural municipality 2.0 4.0 1.0

3.2 Concentrations of Arsenic

The pattern of arsenic concentration revealed that Kalaiya Sub-metropolitan has
higher%of tubewells/dugwells above50ppb,which isNepal InterimStandard (NIS)
with 14% followed by Pheta (2.8%) and Parsauni (2.8%). However, the distribution
showed that Kalaiya Sub-metropolitan has higher percentage of tube wells above
10 ppb (WHO guideline) with 25% (Kalaiya Sub-metropolitan), Pheta (14%) and
Parsauni (11%) as shown in Table 2. Composition of recharging water, the mineral
composition, reactivity of the geological formations in aquifers and anthropogenic
activities are the factors affecting As concentration [15].

3.3 Variations of as with Depth of Tube Wells/Well

The variations with depth of tubewells/dugwells and concentrations of As are shown
in Table 3. As concentration was usually observed to decrease with increasing tube
well/well depth; however, only 9% of tube wells were deeper than 60 m, which is
often considered to be a safe depth. As for the depth of the tube well, 55.56% have
depths of 10–20m out of which, 36.11% had As levels higher than 10 ppb and 13.9%
above 50 ppb. Similarly, deep tube wells were observed to have a depth higher than
50 m, out of which 8.34% has As level less than 10 ppb (Table 3). Not a single tube
well that had depth above 20 meters had As concentration greater than 50 ppb [14,
25]. As concentration is highly dependent on depth of the groundwater [13, 14]. Over
pumping water from aquifers oxidizes sulfide minerals and releases co-precipitated
As into groundwater [11].

In Tarai region, As concentration was higher in shallow tube well (<20 m) in
comparison with deep wells [25]. The distribution of As described above is with
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Table 3 Distribution of tube wells/dug wells by depth and levels of As concentration

Depth of tube wells (meter) ≤ 10 ppb >10 ppb > 50 ppb Total

No % No % No % No %

0–10 2 5.55 2 5.55 2 5.55 6 16.65

10–20 2 5.55 13 36.11 5 13.9 20 55.56

20–30 2 5.55 1 2.78 3 8.33

30–40 1 2.78 1 2.78 2 5.56

40–50 1 2.78 1 2.78 2 5.56

50–70 3 8.34 0 0.0 3 8.33

Total 11 30.55 18 50.0 7 19.45 36 100

respect to depth of the well. Moreover, As concentration relates to the age of the
sediments, aquifer properties and flow characteristics also influence the distribution
of As [21].

4 Relation of Arsenic Concentration with Age of Tube
Wells/Wells

The tubewells and dugwells water have been used by the households in the Tarai date
back to ancient time. Groundwater is a combination of various aged water because
recharge generally has several underground flow paths to release stations [16, 27].

Table 4 shows that tube wells/wells of 5-10 years share the largest proportion
with 38.9%, of which 25% and 8.35% cover greater than, respectively, for 10 ppb
and 50 ppb, which is followed by 2–5 years (Table 4). The age of wells alone cannot
be considered as an indicator of high As concentration [7, 14]. The relation between
age and As concentrations likely indicates that geochemical circumstances, driven

Table 4 Years of use of tube wells/dug wells by levels of arsenic concentration

Year of tube wells Tube wells by arsenic concentration (ppb)

0–10 >10 >50 Total

No % No % No % No %

< 1 2 5.55 1 2.78 – 0 3 8.34

1–2 2 5.55 2 5.55 – 0 4 11.11

2–5 2 5.55 1 2.78 1 2.78 4 11.11

5–10 2 5.55 9 25.0 3 8.35 14 38.90

11–20 2 5.55 2 5.55 2 5.55 6 16.66

≥ 20 2 5.55 2 5.55 1 2.78 5 13.88

Total 12 33.33 17 47.21 7 19.46 36 100
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Table 5 Correlation between iron, manganese and arsenic (n = 36)

Parameters Fe Mn As

Fe 1.000

Mn 0.423** 1.000

As 0.621** 0.510** 1.000

**significant value at p < 0.01

by alterations in depth to water or pumping rate, are determining factors in arsenic
variability [14, 17].

4.1 Correlation Between Iron, Manganese and Arsenic

The relationship between of Fe, Mn and As in tube wells/wells was analyzed by
Pearson’s correlation (Table 5). Strong positive correlations of As were observed
with iron and manganese (r = 0.621, p < 0.01; r = 0.423, p < 0.01), which is
attributed to common geographic origin of these metals. A similar study reported
that arsenic and iron have positive correlation [22]. Naturally occurring As that is
absorbed to iron oxyhydroxides is released when the iron oxyhydroxide is reduced
as anoxic conditions developed during burial of the sediments [4].

5 Conclusion

Groundwater is the major source for drinking, household and irrigation purposes
in the Tarai areas of Nepal. The demand for groundwater is accelerating due to
fast population growth and industrial activities. From this study, out of total tube
wells/well, about 50% of tube wells exceeded permissible guideline value of WHO
(10 ppb), whereas 16.6% tube wells exceeded permissible value (50 ppb) of Nepal
Interim Standard. In addition to that, dug wells provide arsenic-safer drinking water
compared to tube wells. Since contaminated water is regularly used for drinking,
cooking and other household purposes, it can be said that risk of As poisoning
is high in the study areas. The conditions of As poisoning are related to minerals
solubility in aquifer (iron and manganese), pH, redox conditions, etc.
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Runoff Prediction Using Artificial Neural
Network and SCS-CN Method: A Case
Study of Mayurakshi River Catchment,
India

Subhadeep Mandal and Sujata Biswas

Abstract Runoff estimation, as well as forecasting, is a challenging hydro-
climatological topic since governing physical processes is complex, and in reality,
it is hardly represented by a system of the equations. Due to the complex nature
and extreme spatial-temporal variability of the processes which control runoff, it is
difficult to set up a reliable framework for runoff prediction and forecasting based
on available observations only. In this research, two kinds of methods have been
approached. The first one is a conceptual method, Soil Conservation Service Curve
Number (SCS-CN) method, which combines the climatic factors and watershed
parameters in one unit called the Curve Number (CN). The other method is the
Artificial Neural Network (ANN) modeling, where two different kinds of models,
Feed Forward Back Propagation (FFBP) and Cascade Forward Back Propagation
(CFBP) model have been applied. The runoff-rainfall coefficient has been chosen as
the standard parameter of the study result. Among 16 years, the year 2000 has the
highest annual, seasonal monthly total runoff (monsoon season, July to Sept.). In
artificial neural network models, generated coefficient correlation (R) values varied
from 0.96 to 0.99 range, which indicated a good correlation between the rainfall-
runoff data set. The models developed for the present study can be utilized for further
basin hydrologic analysis.
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1 Introduction

Rainfall-runoff (RR) models are of paramount importance for the strategic plan-
ning of water resources and its development. This issue becomes more crucial and
challenging as the population grows in a particular area and makes the basin more
heterogeneous from the landcover perspective. The difficulty in the analysis exists
mainly due to the complex nonlinear relationships in the transformation of rainfall
into runoff. Inconsistent watershed characteristics and overland, as well as inland
flow generation processes, make this transformation more complex in modeling.
Nonuniform precipitation patterns, along with the uneven distribution of soil mois-
ture, influence the infiltration rates and affect the runoff generation process [1].
The analyzed outcomes are essential in the design and operation of works in water
resources management sectors.

In the recent scenario, the role of climate change also imparts importance in
the design of RR modeling [2]. Intensification of the global hydrologic cycle due
to changed climatic factors [3] such as rainfall distribution, increased temperature
makes it necessary for preparing an accurate RR modeling for predicting future
scenarios toward the utilization of the available resources in an optimized way.
Anthropogenic activities such as groundwater exploitation, inefficient, excessive irri-
gation alter the river characteristics, which also affect the basin hydrology and related
ecosystem. In this context, understanding the interdependent processes and analyzing
the cause and effect study, an RRmodeling with minimum uncertainty is significant.

Since the last few decades, various methods with different prediction models have
been developed to increase the efficiency of RR models for forecasting the accurate
runoff in scarce data situation. Among them, statistical methods [4] combined with
a GIS-based approach, an analytical approach based on dynamic stochastic models
with different algorithms [5] is popular. However, the uses of those models require a
range of different data sets, which is also a rigorous and time-consuming operation.
Recently, the evolution of machine learning and artificial intelligence [6] makes that
scenario different and exciting due to their variety of broad approaches with opti-
mizednonlinear algorithms.Among themachine learning techniques, artificial neural
network is a relatively new concept used in hydrologic and water resources systems
modeling [7]. Artificial neural networks can be considered as black-box models.
ANN is a nonlinear mathematical structure, competent in analyzing the complexity
in nonlinear relationships between raw and processed data of a system [8]. ANN
models are particularly helpful as well as most useful to use as pattern-recognition
tools for generalization of input–output relationships. Thus, it ismostly used as a quite
common approach in hydrologic problems such as streamflow prediction [9], flood
forecasting [10], prediction of water quality parameters [11], and runoff forecasting
[12–14] which is the main concerned area of focus.

Runoff is affected by various factors such as the area of the catchment, land use
pattern, soil characteristics, slope distribution of the area, and initial abstraction rate
of that catchment. To construct a hydrologic model, predicting runoff is one of the
essential hydrologic variables in water resources applications. For the prediction of
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discharge, various models are used which require various types of data sets like
land use pattern, soil property, slope distribution, temperature variation, amount
of rainfall precipitated, and change of river stage in various times. Sometimes, all
types of required data may not be available at that catchment. Building a hydrologic
model in an ungauged area is sometimes difficult for the sake of expensive data
and its collection procedure. The soil conservation service–curve number (SCS-CN)
method is popular in RR modeling [15]. In 1969, the US Department of Agriculture
developed this lumped model for the prediction of hydrologic flow components.
This stable conceptual method correlates the catchment characteristics and climatic
factors through one entity called the curve number (CN). Soil infiltration capacity
and the amount of land cover in a watershed are the two essential parameters for CN
value determination. So, in this method, the model structure is simplified to avoid
the complexity, the model calibration can also be easily realized, and the runoff can
be reflected well [16]. A GIS helps to utilize spatially varied data of soil and land use
for generating curve numbers [17]. In this context, an attempt has been made in the
present research to compute the runoff using the SCS-CN method and also forecast
the runoff using ANN in a part of the Mayurakshi catchment.

2 Study Area

Mayurakshi river basin is chosen as the present study area. Mayurakshi river is a
significant river in Jharkhand and West Bengal. The origin of this river is Trikut
hill, about 16 km from Deoghar in Jharkhand. It flows from northwest direction to
southeast direction and meets with Hoogly river. The upper catchment of the river
experiences a hilly slope terrain. While traveling down to the mouth, it flows over
alluvial plains of Ganga.

The areal extent of the catchment is 5292 Km2. It lies between 86o50′13.2′′
and 88o09′39.6′′E longitude and 23o37′58.8′′ and 24o37′48′′N from its origin to the
Narayanpur located in Jamtara district of Jharkhand state and some extent including
Tilpara barrage. Figure 1 represents the study area in India and its enlarged view. In
the year 1956, the Massanjore Dam was constructed across Mayurakshi river at the
Dumka district in Jharkhand state. Tilpara barrage was constructed across the river
in the Birbhum District of West Bengal. The annual rainfall of the catchment varies
between 957 to 1455 mm, as analyzed from the data collected for the study with the
exception of more than 2400 mm for the year 2000.
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Fig. 1 Mayurakshi river basin with an elevation profile

3 Materials and Methods

3.1 Datasets

For the present study, the following data sets are collected: Advanced Space-borne
Thermal Emission and Reflection Radiometer (ASTER) Digital Elevation Model
(DEM) data of 30 meter spatial resolution of Terra satellite collected from http://rev
erb.echo.nasa.gov. Satellite Image have four spectral bands, procured from National
Remote SensingCenter, Hyderabad, and date of pass of that images is 07th Feb, 2011,
of Resourcesat-1: LISS-III. Soil map is from the National Bureau of Soil Survey and
Land Use Planning (ICAR) Nagpur-44010. Daily rainfall data of 16 years (2000–
2015) in a 0.25-degree gridded format from IndiaMeteorological Department, Pune,
have been utilized for the study.

http://reverb.echo.nasa.gov
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3.2 Methods

3.2.1 SCS-CN Method

The SCS-CN method, based on the water balance equation of the total precipitation
(P), is divided into three components (I) initial abstraction (Ia), (ii) cumulative infil-
tration excluding Ia (F) and (iii) direct surface runoff (Q), which is given in Eq. 1
(all units are in volume occurring in �t time interval)

P = Ia + F + Q (1)

Ia = λS (2)

For use in Indian conditions, λ = 0.1 and 0.3 subject to certain constraints of soil
type and AMC conditions. In this study, λ = 0.3 value has been used. To compute
the basin runoff (Q), Eq. 3

Q = (P − Ia)
2

P + (1 − λ)S
(3)

CNI = CNI I

2.281 − 0.01281CNI I
(4)

CNI I I = CNI I

0.427 + 0.00573CNI I
(5)

has been used, which combines two basic hypotheses, expressed in Eqs. 1 and 2.
The potential maximum retention (S) has been computed using Eq. 6 with the help
of a unique parameter, Curve number (CN) integrates the soil types, landcover,
and antecedent moisture conditions (AMC). Here, CNII indicates the curve number
corresponding to AMC-II condition. Equations 4 and 5 represent the curve number
corresponding to AMC-I and AMC-III condition.

S = 254

(
100

CNI I
− 1

)
(6)

This method considers four different hydrologic soil groups based on their runoff
potential. A, B, C, and D stand for low, moderately low, moderately high, and high
runoff potential. Details can be found in the literature [18].



32 S. Mandal and S. Biswas

Fig. 2 Classified land use map of the basin

Preparation of Land Use Map

Land use pattern influences surface runoff to a great extent. For this purpose, satellite
images (source: IRS-P6 LISS III) have been utilized, and the maximum likelihood
technique of supervised classification has been used to derive the land use map.
In classification, eight types of classes are established deepwater, river-body, sand,
dense forest, open forest, agricultural land, wasteland, and non-agricultural land. The
detailed land use map is represented in Fig. 2.

Preparation of Soil Map

The present study area is comprised of sixteen types of soils. Figure 3 represents the
different types of soil present in the study area.

Hydrologic Soil Group (HSG)

HSG classification is adopted in the determination of curve number. Based on infil-
tration characteristics, soils are classified into four classes A, B, C, and D, which
is also dependent on their effective depth of soil, average clay content, and perme-
ability. Groups A, B, C, and D signify low, moderate, moderately high, and high
runoff potential. In this study, the soil map has been classified into these groups to
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Fig. 3 Soil map of the present study area

Fig. 4 Hydrologic soil group map of the basin

derive the hydrologic soil group map. Figure 4 represents the hydrologic soil group
map.



34 S. Mandal and S. Biswas

Fig. 5 Thiessen polygons of the present area of study

Preparation of Rainfall Distribution Map

In the present study, seventeen stations, which are located in and around the catch-
ment area, are selected. The rainfall distribution map is prepared using the Thiessen
polygon method, which is shown in Fig. 5.

3.2.2 Artificial Neural Network Method

Different distributed mathematical models, combined with a class of functions, are
known as ANN models. Deep learning and machine learning methods are the other
two parts of Artificial Intelligence (AI). As information in the human brain trans-
ferred through neurons from one region to another region, in AI, raw and processed
information are transferred into the networks through linear and nonlinear mathe-
matical functions called neurons, conceptually the same as neurons in the human
brain. Different patterns, the orientation of information flow structures, and specific
uses type make the ANN models unique within them.

Feed-Forward Back Propagation (FFBP) Network

This model is a well-known artificial neural network model where processed infor-
mation is getting feed in the forward direction, shown in Fig. 6. In this case, the back
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Fig. 6 Feed-forward back propagation network diagram

Fig. 7 Diagram of cascade-forward back propagation network

propagation Lavenberg–Marquardt training algorithm (“trainlm”) was applied for
network learning. In the training phase, simultaneous calculations were carried out
in the forward direction, and then to adjacent layers, error values were propagated.
This network has two hidden layers with log-sigmoid and tan-sigmoid nonlinear
transfer functions, and a purelin linear function in the output layer.

Cascade-Forward Back Propagation (CFBP) Networks

This model, presented in Fig. 7, is almost identical to feed-forward networks. Distri-
bution of weights with each successive layer along with the individual input connec-
tions makes a difference from the previous one. A single hidden layer using a log-
sigmoid transfer function with a combination of an output layer of purelin function
has been used in this study.
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4 Results and Discussions

4.1 SCS-CN Method Outcome

4.1.1 Computation of Weighted Curve Number

Hydrologic soil group map and land use map have been integrated to account for
spatial variability of a soil group and land use type. A General curve number (CN-
II) is assigned for each hydrologic soil group under the AMC-II conditions, which
correspond to each land use area. The soil-land use layer is then overlaid with the
previously created Thiessen polygon layer of the catchment, where each Thiessen
polygon represents the influence area of each rain gauge station. The curve number
for the whole catchment has been computed as 76. The weighted curve number has
been calculated for each Thiessen cell, which varies from 54 to 85.

4.1.2 Computation of Runoff

Daily rainfall values for 16 years (2000–2015), as mentioned in Sect. 2, have been
utilized for runoff estimation for the catchment. Daily runoff values have been
converted into monthly and annual runoff values. Figures 8 and 9 highlight the repre-
sentation of seasonal and annual runoff against rainfall. The highest runoff-rainfall
ratio has been observed in the year 2000.

According to researchdocuments [19], therewereflooding situations that occurred
in the year 2000 in the Mayurakshi catchment. The minimum annual runoff is
44.99 mm, corresponding to rainfall 957.81 mm, which is less than 5% of total
catchment precipitation in the year 2011. In monsoonal seasons (June, July, August,
September), monthly total runoff values are very predominant. The highest monthly
total runoff has been computed as 793.88 mm, corresponding to rainfall 1169.54 mm
in September month of the year 2000. Runoff volume computed is 43% and 48%
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Fig. 8 Graphical representation of monsoonal (June–September) rainfall-runoff depth
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Fig. 10 Graphical representation of annual rainfall-runoff volume

of rainfall volume for annual and seasonal basis when computed Thiessen cellwise,
which are around 40% and 45% when computed with a single curve number for the
whole catchment. In these 16 years, the highest monsoonal runoff has been found as
5.39BCM(billion cubicmeter) corresponding to rainfall 11.06BCMwhen computed
based on Thiessen cell. Figures 10 and 11 represent the annual and seasonal runoff
volume against rainfall when computed Thiessen cellwise.

The study highlights a good potential of estimation of runoff using the curve
number method, which can be utilized for different purposes. In the present study,
due to the scarcity of data in the gauging site, this data has been utilized further for
computing runoff using the ANN technique.

4.2 Artificial Neural Network Outcome

Chosen models have been simulated for the same set of rainfall-runoff data produced
by the SCS-CN method but with different training periods and simulation periods.
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Fig. 11 Graphical representation of monsoonal (June–September) rainfall-runoff volume

The coefficient of correlation values of those two models (FFBP and CFBP) is
represented in Figs. 12 and 13.

In almost both cases, the correlation coefficient (R) value ranges between 0.96
to 0.99, which indicates a good correlation among precipitation and runoff data
sets. FFBP and CFBP model have been run for two types of data sets. (15 + 1)
Years monsoonal data sets for the whole catchment and (12 + 4) years monthly
total rainfall-runoff values for the whole catchment have been utilized. Here, 15 and
12 years of data have been used for training and validation purposes, and the rest one
and four years of data were used for simulation purpose. For (12 + 4) years dataset,
R values are 0.993 and 0.996, respectively, in the CFBP and FFBP model, which are

Fig. 12 Correlation in
CFBP model for (12 +
4) years
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Fig. 13 Correlation in FFBP
model for (12 + 4) years

shown in Figs. 12 and 13. For (15+ 1) years dataset, R values were 0.998 and 0.997,
respectively, in the FFBP and CFBP model, which are shown in Figs. 14 and 15.

All the simulated values of the models are represented in Fig. 16. Both simulated
model values have not perfectly matched with SCS-CN values. Predicted values

Fig. 14 Correlation in FFBP
model for (15 + 1) years
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Fig. 15 Correlation in
CFBP model for (15 +
1) years
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Fig. 16 Simulated runoff data of SCS-CN, FFBP, and CFBP model for 48 months

from these models are very close to the peak values only. Medium range values were
too distributed in both cases. Correlation coefficient (R) value had shown a good
correlation between runoff and precipitation data set though data sets which were
not checked with the observed field data. Models are very responsive to peak values
for all the years. As they were mathematical models, runoff values have been shown
in (−ve) range for minimal rainfall values or no rainfall cases. Practically, those
values should be considered zero.
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5 Conclusions

Rainfall-runoff modeling has been carried out using the conceptual and practical
method, the SCS-CNmethod accounting the spatial variation of land use, soil texture
throughout the region, and heterogeneous rainfall distribution in the GIS environ-
ment. The computed runoff for the year 2000 is highest, which is also found from
the available literature discussed in the result section. The summed runoff of indi-
vidual runoff depth for each Thiessen cell shows a higher magnitude compared to
the weighted curve number approach applied on all the Thiessen cells. This insight
needs further more study in terms of applicability of curve number with observed
data in a distributed scenario rather than applying as a cumulative approach.

The results from the SCS-CN method have been used in modeling the ANN as
there is no observed data in the gauging site. In the ANN method, both the FFBP
and CFBP model reflect a good correlation between the rainfall-runoff data set.

Among all three models (SCS-CNmodel, FFBPmodel, and CFBPmodel), CFBP
model shows a very satisfying performance in terms of rainfall pattern in its peaks.
Though with the help of a smaller number of variables, the ANN model can predict
runoff in a shorter time, and it is not always the right decision to say the ANN is
better than an existing conceptual model in the field of hydrology.

Comparison of the present results with the other popular models viz HEC-HMS
model, SWAT model, and VIC model will lead the study more pronounced and
significant in this field of research.
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Water Quality and Designated Best Use
(DBU) Determination of Bhim Taal Lake
of Panchkula, Haryana

Prachi Vasistha and Rajiv Ganguly

Abstract There are large number of water sources available on earth such as oceans,
springs, lakes, and ponds but not all the water sources can be considered as usable.
Only 2.5% out of the available sources of water are freshwater and only 1% out
of them can be considered as an accessible source; considering this fact lakes can
be considered as a reliable source of water comprising of about 0.3% of freshwater
resources available to humans for use, they have been used for years as a source
of water for drinking, bathing, washing, swimming, and other recreational activi-
ties. Since there is an availability of limited amount of freshwater resources, the
optimum utilization of the available resources should be the major area to focus
upon. The sustainability concept needs to be implemented for the water resources
because discovering the newwater sources for fulfilling the ever-increasing demands
of humans is not possible. The anthropogenic activities around the lakes have deteri-
orated the quality of lakes; therefore, there is a need for maintenance of these water
resources based on the determination of degraded water quality characteristics and
utilizing the water according to the designated best use based on the measured values
of the parameters. In this study, we focus on the utilization of a lake as a source for
drinking, bathing, propagation of wildlife and fisheries and industrial and irriga-
tional use based on the parameters measured and in comparison with the guidelines
issued by Central Pollution Control Board (CPCB). The site has been utilized for
years by local communities for their personal use but no study has been made for
the determination of the parameters and putting the water body to use according to
the DBU neither the developmental activities has been seen and reported for the site
to be used as a source of water for human and animal consumption. The samples
were collected for the site and tested in the laboratory for determination of values of
various parameters. The values were then compared with the values of DBU table
issued by Central Pollution Control Board (CPCB) for various parameters to deter-
mine the designated uses of the water body. The project is at an initial stage and a
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single sampling program has been carried till now as a first step toward optimum
utilization of the water source.

Keywords Designated best use (DBU) · Central Pollution Control Board
(CPCB) · Lakes · Anthropogenic activities

1 Introduction

Water is an elixir of life. It containsmany vital nutrient andminerals necessary for the
human beings [1]. Rivers, lakes, and springs are a few important water bodies [2]. The
water body’ quality is dependent upon the geology of the earth as well as the human
activities surrounding it, namely construction, dumping of waste, and agricultural
activities [3–5] which affect the quality of water [6]. As the water gets absorbed
through the soil layer, it adds into it a large amount of suspended and dissolved
impurities making it unfit for usage and in some cases non-potable [7]; therefore, the
physico-chemical properties vary both spatially and temporally [8]. The lakes being
an important water source are generally divided into either man-made or natural [9].
Water scarcity is considered to be an alarming environmental issue; therefore, the
focus lies on characterization of the lakes for improvement and restoration [10]. The
determination of physical, chemical, and biological parameters can be defined as
the basis of water quality analysis [11]. These values determine the present status
as well as forecast the future hydrological modifications in a water body [12]. The
purpose of using the water body is based on the requirements of humans, animal,
and plants around the place; in this context, the designated best use (DBU) is the
best approach which classifies the characteristic uses of the water body based on the
measured physico-chemical & biological parameters and comparing them with the
DBU table given by CPCB [13].

2 Study Area

The Tikkar Taal or Bhim Taal is a lake located in the Morni hills of Panchkula
district of Haryana. It has a height of 1,267 m and is a well-known tourist spot used
for recreational activities. The area has twin lake, larger one is popularly known as
Tikkar Taal and is about 550 m in length and 460 m wide with a depth of about
5–6 m at the lake center. The lake depth has been considerably reduced as per the
local sources due to constant influx of silt and sediment loads from the waterfall
which is a lake water source. The lake is managed by Haryana Tourism Department
and is used for boating. The geographical location of the place is 30° 42′N 77°5′E.
Figure 1 gives a view of the lake. The place is located at a distance of 45 km from
Chandigarh and 35 km from Panchkula into the hills. The population of the place
is near about 1200 persons with a variable tourist influx around the year. The water
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Fig. 1 3D view of the lake located at Morni hills in Panchkula

from the lakes is used by locals for light irrigation purpose and for boating activities
but the suitability of water for irrigation and boating is still an issue since no testing
procedures have been carried on the lake water.

The site is a regular tourist spot which has reported to have a degrading effect on
the quality of water. The lake being a natural freshwater source is shrinking in size
with the water quality being degraded every year as per the site survey carried out
and confirmation by the locals. The lake has a sacred background and is pious to the
locals.

3 Methodology

The lake site was sampled in the month of August for the determination of phys-
ical, chemical, and biological parameters. Four sampling points were selected for
collecting the water samples so that a complete water quality determination could
be carried out (Fig. 2). The points were selected in such a manner that the whole
lake area could be covered. The sampling point 1 was located near the forest farms

Fig. 2 Sampling points for water sampling
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used by forest department for the plantation of medicinal plants, sampling point 2
was near the local farms used for rice, wheat, maize, and barley cultivation, sampling
point 3 was near the marshy area of the lake, and sampling point 4 was the center of
the lake.

The samples were collected using the boats available at the site. The sampling was
done at about half meter below the surface of the lake, and the samples were stored
in PVC bottles filled up to the brim then tested for various physical, chemical, and
biological parameters, namely pH, temperature, BOD, DO, total coliform, ammonia,
nitrate, nitrite, conductivity of water and total dissolved solids (TDS). The values
for electrical conductivity (EC), pH, dissolved oxygen (DO), total dissolved solids
(TDS), and temperature were determined on site using portable meters and rest of
the parameters were measured according to the standard procedures by [14] and [15]
after the samples are transferred to the laboratory.

Table 1 describes the designated best use, water quality class, and the criteria for
water quality for the characterization of a water body, so that the water body can be
utilized to its finest use.

Table 2 shows the values of various physical, chemical, and biological parameters
that were measured at all the four sampling points and averaged for getting the single

Table 1 Designated best use criteria for water

DBU Class of water quality Criteria for quality of water

Potable water resource with
chlorination but lacking any
conventional treatment

A 1. Total coliform group count
(MPN/100 ml)—50 or less

2. pH 6.5 to 8.5
3. D.O. ≥ 6 mg/l
4. BOD < 2 mg/l

Bathing outdoors (organized) B 1. Total coliform group count
(MPN/100 ml) organism shall be
≤ 500

2. pH = between 6.5 and 8.5
3. D.O. ≥ 5 mg/l
4. B.OD. < 3 mg/l

Potable water source with
treatment

C 1. Total coliform group count
(MPN/100 ml) organism ≤ 5000

2. pH = 6.5 to 9
3. D.O. ≥ 4 mg/l
4. B.OD. ≤ 3 mg/l

Development of wildlife and
fisheries

D 1. pH between 6.5 and 9
2. D.O. ≥ 4 mg/l
3. NH3 (in form of Nitrogen) ≤

1.2 mg

Irrigation, controlled disposal
and cooling in industries

E 1. ph between 6.0 and 8.5
2. E. C. < 2250 micromhos/cm
3. SAR < 26
4. Boron (B) quantity < 2 mg/l

Source [13]) (N.P.—not present)
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Table 2 Values of physico-chemical and biological parameters of the lake water

Parameters Sampling
point 1 (S1)

Sampling
point 2 (S2)

Sampling
point 3 (S3)

Sampling
point 4 (S4)

Average value

pH 8.1 7.2 7.5 7.3 7.5

Temperature
(°C)

30.7 30.4 29.1 29.7 29.97

DO (mg/l) 7.33 3.18 2.76 3.06 4.08

BOD (mg/l) 0.2 0.3 1.0 0.1 0.4

TDS (ppm) 112 127 130 126 123.75

E.C.
(µmhos/cm)

262 255 260 248 256.25

Total
Coliform

0 0 0 0 0

Boron – – – – –

NO3 – – – – –

NO2 – – – – –

NH4 – – – – –

value. The values in Table 2 were then compared with Table 1 which gives the criteria
for determination of DBU for the water body.

4 Results and Discussions

The experiments were performed for the determination of total coliform in the labo-
ratory for all the four samples to confirm the presence of coliform group; the results
confirmed that no coliform group was present in four of the water samples after
checking for growth at 2nd, 3rd, and 4th day. The value confirmed the water is fit for
usage in all three categories, namely A, B, and C (Table 3).

Portable pH meter after calibration with buffers of pH 4 and pH 7 was used for
determination of the value of ph. The value for the pH was averaged to be 7.5. The
pH value confirms that the water is fit for usage in all five categories, namely A, B,
C, D, and E.

The value of DOwas calculated with the help of portable DOmeter, and the value
averaged out to be 4.08 which confirms its fitness in three categories, namely C, D,
and E.

The BOD value was calculated with standard procedure by APHA and the value
averaged out to be 0.4 which confirms fitness in all three categories, namely A, B,
and C.

The NH3 (as N) was determined using standard APHA procedure of calorimetry
came out to be nill or negligible for all the samples; therefore, the water could be
considered to be fit for use in category D.
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Table 3 Comparison of physical, biological, and chemical parameters of the lake to determine
DBU

DBU Class Average parameter value Criteria for quality of
water

Status

Drinking water source
with chlorination but
without treatment

A 1. Total coliform—0
2. pH—7.5
3. DO—4.08
4. BOD—0.4

1. Total coliform group
count (most probable
number/100 ml) ≥ 50

2. pH between 6.5 and 8.5
3. D.O. ≥ 6 mg/l
4. BOD < 2 mg/l

Ok
Ok
Not ok
Ok

Bathing outdoors
(organized)

B 1. Total coliform—0
2. pH—7.5
3. DO—4.08
4. BOD—0.4

1. Total coliform group
count (MPN/100 ml)
organism shall be ≤
500

2. pH between 6.5 and 8.5
3. Dissolved Oxygen

(D.O.)—5 mg/l or
more

4. B.OD. < 3 mg/l

Ok
Ok
Not ok
Ok

Potable water source
with treatment

C 1. Total coliform—0
2. pH—7.5
3. DO—4.08
4. BOD—0.4

. Total coliform group
count (MPN/100 ml)
organism ≤ 5000
2. pH between 6.5 and 9
3. D.O. ≥ 4 mg/l
4. Biological oxygen

demand (BOD) ≤
3 mg/l

Ok
Ok
Ok
Ok

Development of
wildlife and fisheries

D 1. pH—7.5
2. DO—4.08
3. NH3 (as N)—nill

1. pH between 6.5 and 9
2. D.O. ≥ 4 mg/l
3. NH3 (in form of

nitrogen) ≤ 1.2 mg

Ok
Ok
Ok

Irrigation, controlled
disposal, and industrial
cooling

E 1.pH—7.5
2. E.C.—256.25
3. SAR-NA
4. Boron-NILL

1. pH between 6.0 and 8.5
2. Electrical conductivity

< 2250 micromhos/cm
3. SAR < 26
4. Boron (B) < 2 mg/l

Ok
Ok
Ok
Ok

The value of electrical conductivity was a criteria in category E only and the value
was averaged to be 256.25 which was well below the permissible value.

The boron was calculated following standard procedure by APHA using UV
absorption at 540 nm and 670 nm. The boron was found to be negligible, and
therefore, the water could be considered fit to be used under category E.

The SAR value is not available for the samples.
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5 Conclusion

The values of total coliform, DO, pH, BOD, EC, NH3, SAR, and boron were deter-
mined, and the values clearly show that in the category A (potable source with
chlorination but without conventional treatment) the value of DO was much less
than limits, and therefore, the water cannot be used under the category A.

The value of parameters for category B (outdoor bathing) showed that the value
of DO was much less than the prescribed limit so the water cannot be used under
this category.

The value of parameters for C class (potable water source with treatment) was
within limits, and therefore, the water can be used under this category.

The value of parameters for category D (propagation of wildlife and fisheries)
was within limits, and therefore, water can be used under this category.

The value of parameters for category E (irrigation, industrial cooling, and
controlled disposal) is within limits, and therefore, the water can be used under this
category. Therefore, it can be concluded that the water is fit to be used for following
categories.

Class C (Potable source of water with treatment).
Class D (fisheries development and wildlife propagation).
Class E (irrigation, industrial cooling, and controlled disposal).
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Hydrochemical Analysis of Six Sacred
Lakes of Sikkim

Roshni Chettri, Dipankar Tuladhar, and Chandrashekhar Bhuiyan

Abstract Sikkim, the north-eastern state of India has more than 200 lakes, whose
serene beauty attracts tourists from all over the world. Some of the lakes act as
the sources for drinking water while some are considered sacred and are used for
religious purpose. Chemical analysis of lake water may provide vital information
about the possible reasons of anomaly, level of pollution, if any as well as effect of
anthropogenic activities. In the present study, water chemistry of six important and
sacred lakes of Sikkim, namely Gurudongmar, Lamapokhari, Kheheopalri, Karthok,
Menmecho and Kupup, has been analysed and critically examined. Water samples
were collected from these lakes and their chemical analysis has been carried out.
General water quality parameters of these water samples were tested and compared
with the standards laid by the Bureau of Indian Standards (BIS) and the World
Health Organization (WHO) to find whether the lakes are suitable for domestic and
agricultural uses. Results have revealed difference in the lake water quality of these
lakes with respect to different chemical parameters. Anomalous concentrations of
dissolved oxygen (DO), calcium (Ca) and total dissolved solids (TDS) obtained in
water samples of certain lakes have been examined and correlated with natural and
anthropogenic factors. This paper has discussed the possible reasons of anomalous
chemistry of these sacred lakes and has advocated for their environmental protection.

Keywords Lakes · Water chemistry · Sikkim · Himalaya

1 Introduction

Limnology is the study of the biological, chemical, physical, geological and other
attributes of all inland waters including lakes. Sikkim, the least populous and second
smallest state of India, is located in the north-eastern part of the country between 27º
05′N to 28º 09′N latitudes and 87º 59′E to 88º 56′E longitudes covering 7096 km
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a b

Fig. 1 a Location of Sikkim in India b Location of the six sacred lakes of Sikkim

(Fig. 1a). Sikkim is one of the few states in India known for its clean and green natural
environment. The state hosts numerous lakes; many of them are the major tourist
spots generating huge amount of revenue for the state. Lakes are more vulnerable
to pollution as the water is stagnant or less dynamic [1]. Most of the lakes located
in the northern part of Sikkim are fed by glaciers and are not easily accessible, and
hence their natural water chemistry is protected. On the contrary, the lakes which
are within the reach of the tourists or are used for socio-cultural-religious activities
are vulnerable to pollution. Hence, routine test and hydrochemical analysis of water
quality parameters are important to identify the level of pollution in such lakes. On
this consideration, this study involved collection and chemical analysis of the water
samples to assess water quality of six religiously sacred lakes of Sikkim. Chemical
analysis of the water samples was carried out in the field and in the laboratory.

2 The Six Sacred Lakes

In the present study, water chemistry of six important lakes of Sikkim which
have cultural, aesthetic and spiritual importance has been analysed. The six sacred
lakes considered in this study, Gurudongmar, Lamapokhari, Kheheopalri, Karthok,
Menmecho and Kupup, are located in different parts of Sikkim (Fig. 1b). Brief
description of these lakes is given below.

Gurudongmar Lake: Gurudongmar lake is one of the highest lakes in the world,
located at an altitude of 5,430m in the North District of Sikkim. The picturesque lake
remains frozen during winter but displays various shades of blue in other seasons
(Fig. 2). It is located at about 190 km away from Gangtok, the capital city of Sikkim.
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Location:  North Sikkim 

Coordinates: 27°20 46 N - 88°49 06

Maximum length:  5.34 km (3.32 miles) 
Maximum width:  0.9km (0.56 miles) 

Surface area: 118 hectares (290 acres) 
Surface elevation: 5430 m (17, 800 ft) 

Fig. 2 Gurudongmar lake. Source Google Images

Gurudongmar lake is a moraine-dammed lake fed by the of Gurudongmar glacier.
Surface area of the lake expands and contracts following glacier dynamics as well
as due to melting and freezing of ice and snow.

Several streams originate from the Gurudongmar lake and join the Tso Lahmu
lake, which together act as the source of Teesta, the main river of Sikkim. This
glacial lake remains completely frozen in the winter months during November to
May. Although the lake is very big (118 hecters) with a peripheral length of 5.34 km,
major part is not visible due to hilly topography. Due to high altitude, oxygen is very
low resulting barren landscape with no vegetation. Gurudongmar lake is probably the
most sacred lake in Sikkim regarded by theBuddhist and the largerHindu community.
Although the lake water appears very clean, it may contain impurities and pollutants.

Lamapokhari (Aritar) Lake: Lamapokhari lake or commonly known as Aritar lake
is located in the East District of Sikkim. This boot-shaped natural lake is associated
with Buddhist religious rituals since last 550 years, at least (Fig. 3). Located at an
altitude of 1402 m, the lake is surrounded by lush green pine forest.

Although this lake is considered sacred, it is popular for social recreation including
boating. The green colour of the lake water is mainly due to phytoplankton bloom.

Khecheopalri Lake: The Khecheopalri lake, originally Kha-Chot-Palri, is consid-
ered as one of the holy lakes in Sikkim by both Buddhists and Hindus [2]. This
natural lake located in a village bearing the same name at an altitude of 1,700 m is
also referred as ‘wish-fulfilling lake’. Depth of the lake varies between 7.2 to 11.2 m
below the ground surface, and age of the lake is estimated to be ~3500 years. The
lake is associated with two perennial and five seasonal inlets and one outlet [3].
Although at present the source of water in the lake is rainfall and groundwater, it
was formed by ancient glacial actions. Khecheopalri lake (Fig. 4) is mostly used by

Location:  East Sikkim 

Coordinates: 27°20 46 N - 88°49 06

Maximum length:  0.35 km (0.217 miles) 
Maximum width:  0.1 km (0.062 miles) 

Surface area: 1.84 hectares (4.55 acres) 
Surface elevation: 1553 m 

Fig. 3 Aritar lake. Source Google Images
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Location:  West Sikkim 
Coordinates: 27°20 57 N - 88°11 07

Maximum length:  0.45 km (0.28 miles) 

Maximum width:  0.28 km (0.174 miles) 
Surface area: 8.28 hectares (20.46 acres)  

Surface elevation: 1798 m (5899 ft) 

Fig. 4 Kheceopalri lake. Source Google Images

Location:  West Sikkim 

Coordinates: 27°22'17" N - 88°13'18" N 

Maximum length:  0.13 km (0.08 miles) 

Maximum width: 0.09 km (0.056 miles) 

Surface area: 0.75 hectares (1.85 acres) 

Surface elevation: 1735 m (5692 ft) 

Fig. 5 Karthok lake. Source Google Images

local people, particularly Buddhists for religious activities. The lake is inhabited by
phytoplankton, zooplankton and microbial organisms besides different varieties of
fishes.

This sacred lake is also association with legends that birds and swans safeguard
this celestial lake from intruders and even take away the fallen leaves from the lake
surface.

Karthok Lake: One among the sacred lakes of Sikkim, the Karthok lake (Fig. 5) is
known to be the most appealing and serene lakes in the state.

The lake is located at Yuksom in the West District of Sikkim. It is elliptical in
shape and is surrounded by green pastures and pine forest. The Buddhist community
considers this a holy lake and use its water for religious purpose. This is said and
believed that any wish made beside this lake with a pure heart never goes unheard
by the Gods.

Menmecho Lake: Menmecho lake is a natural mountain lake located in East District
near the Jelepla Pass. The lake serves as the source of river Rangpo-chu, a tributary
of Teesta River. The lake is fed bymelting snow in the summer and by the south-west
monsoon rainfall in the rainy season. Like most other lakes in Sikkim, Menmecho
lake is also located in a valley surrounded by forested hills (Fig. 6).

The lake is located at an altitude of 3810 m above the mean sea level and remains
snow covered in the winter. The lake is inhabited by different fish species including
trout. In fact, tourists across the globe throng to this lake to enjoy the sport of fishing.

Elephant Lake (Kupup lake): TheElephant lake at Kupup (Fig. 7) rests at an altitude
of 3983 m, on the way to Jelepla Pass bordering China. The lake got such a name as
shape of the lake resembles an elephant trunk.
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Location:  East Sikkim 
Coordinates: 27°19 49 N - 88°50 46

Maximum length:  ~ 350 m (1148 ft) 

Maximum width:  ~ 75m (246 ft) 
Surface area:  

Surface elevation: 3810 m (12,500 ft) 

Fig. 6 Menmecho lake. Source Google Images

Location:  East Sikkim 

Coordinates: 27°19’49”N- 88°50’46” 

Maximum length:  1 km (0.62 miles) 

Maximum width:  0.385 km (0.239 miles) 

Surface area: 28.05 hectares (69.31 acres) 

Surface elevation: 4211 m (13816 ft) 

Fig. 7 Elephant lake. Source Google Images

This is a closed lake with stagnant water. Unlike the other lakes (except
Gurudongmar) studied and discussed here, the Kupup lake as it is commonly known
is not surrounded by tall canopies of forest. The lake is located in a depression
surrounded by hills, covered with pastures and shrubs unlike the Gurudongmar lake,
which is surrounded by snow covered or barren hills.

3 Methodology

Water samples were collected from the aforesaid six lakes of Sikkim. The samples
were collected in the winter and pre-monsoon periods during January 2017 to April
2017 in air-tight bottles to ensure no spillage would occur. Water quality parameters
analysed in this study include: (i) pH, (ii) total dissolved solids (TDS), (iii) dissolved
oxygen (DO), (iv) DO5 content (i.e. DO after five days of sample collection), (v) total
hardness, (vi) sodium, (vii) potassium, (viii) calcium, (ix) magnesium, (x) chloride,
(xi) sulphate and (xii) phosphate. Out of these parameters, the pH was measured
in situ using a microprocessor-based pH metre. The TDS was also measured in situ
using a TDS probe and a temperature probe. Chemical analysis of other water quality
parameterswas carried out in the laboratory. Total hardness, calcium,magnesium and
chloride concentration were determined using volumetric titration. The sulphate and
phosphorous concentrations were determined using UV-spectrophotometer, whereas
sodium and potassium concentrations were determined using flame photometer. The
results were compared with the standard values recommended in the BIS (1991) [4]
and WHO (2014) guidelines [5] for drinking water although water of these lakes
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is hardly used for drinking purpose. Brief description of the water quality of these
sacred lakes has been discussed in the following sections.

4 Results and Discussion

As already mentioned, water of these six sacred lakes is not used for drinking or
irrigation purpose. However, in order to assess the state of purity or level of pollu-
tion, their water chemistry has been analysed and interpreted through comparison
with the BIS (1991) and WHO (2014) standards for drinking water. Most of the
hydrochemical parameters in these six sacred lakes are found to vary within the
acceptable/permissible limits of BIS and WHO standards/guidelines for drinking
water. However, variation could be found in the lake water chemistry. The pH of the
water is found to vary between 6.4 and 7.2, which is more or less within the permis-
sible limit. However, concentration of DO and DO5 is found to be relatively low in
two out of six lakes, particularly in the Khechiopalri and Lamapokhari lakes. While
Khechiopalri is one of the most sacred lakes in Sikkim, Lamapokhari lake is used
mostly for social and aesthetic purposes such as boating. Surprisingly, the DO and
DO5 values are found to be much higher in the water of Kupup lake and Guru-
drongmar lake, in spite of their higher elevation (Kupup: 3983 m; Gurudrongmar:
5300 m). Among other parameters, only TDS is found to be high and comparatively
higher in Khecheopalri lake and Kathok lake, both of which are extensively used for
religious purpose. Comparatively higher concentrations of carbonate and bicarbonate
are also found in samples from Khecheopalri lake (Table 1).

The Hill–Piper diagram (Piper 1944) [6] shows that water samples of all the six
lakes have high concentrations (60 to 80%) of Ca, moderate concentration (30 to
50%) of Mg and lower concentrations (20 to 40%) of Na and K (Fig. 8). In most
of the samples, chloride and sulphate are found to be low to moderate (20 to 40%),
and concentrations of carbonate and bicarbonates are relatively much higher (60 to
80%). Combined water-chemistry statistics of the six lakes is presented further for
better understanding (Table 2).

A statistical analysis (correlation) has further revealed strong or very strong
(positive or negative) association between certain chemical parameters and weak
or moderate association between other parameters (Table 3). For example, pH values
are correlated inversely with K, Mg, SO4 and PO4 but positively with DO and DO5

and their associations are strong. Dissolved oxygen is found to display inverse rela-
tionship with all other parameters, and the inverse relation is strongest with PO4. On
the contrary, TDS shows positive correlation with most of the parameters, which is
significantly strong with Na, Ca, Cl, HCO3 and PO4. Among the ions, Na, Cl, HCO3

and PO4 are strongly correlated with each other and the correlation is positive. Mg
is strongly correlated with K and SO4. Correlation of Ca is positive with HCO3 but
negative with SO4. Again, SO4 shows strong positive correlationwith PO4 and strong
negative correlation with HCO3.
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Fig. 8 Hill–Piper diagram reveals chemical nature of water in six sacred lakes of Sikkim

Sikkim is dominantly covered by evergreen and deciduous forests (Fig. 9). Nearly
25% of the state is covered by Khangchenzonga National Park and 5.70% by other
wildlife sanctuaries.Altogether, 47.31%of the geographical area of the state covering
3357 km2 comes under forest of which ~93.34% is reserved forest and 6.66%
is protected forest. Other land-cover includes agricultural land (~8.52%), alpine
pastures (~6.08%), glaciers (2.93%) and lakes (0.47%).

The Hill–Piper diagram when correlated with the lithological map of Sikkim
(Fig. 10) has revealed moderate influence of lithology on the lake water chemistry.
Gurudongmar lake is associated with schist whereas rocks at Kheceopalri lake are
high-grade gneiss containing mica [7]. The other four lakes are associated with
carbonates and bicarbonates (Fig. 8). Therefore, higher concentrations of Ca andMg
are associated with gneissic rocks, which are predominantly composed of silicates.
On the contrary, these six lakes have higher Ca and lower Na and K contents, which
are not solely due to natural factors such as lithology.

5 Discussion

Lakes play a very important role in the culture of Sikkim. They not only serve the
key role for the ecosystem but also an important and integral component of the socio-
religious-cultural life of the local community. This study involving hydrochemical
analysis of six sacred lakes in Sikkim has revealed that although these lakes are
not much polluted, concentration of some chemical and biochemical constituents is
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Fig. 9 Land-use/land-cover map and land-use/land-cover statistics of Sikkim

comparatively high. Both surface water and groundwater quality get significantly
affected by land-use/land-cover [8]. Impact of land-use/land-cover is expected to
be more prevalent in case of lakes since they are associated with stagnant water.
The lake water chemistry is generally governed by soil and rocks of the lake sites.
However, land-use/land-cover and socio-religious activities also have significant
impact on their water quality. Slightly lower pH values (6.4 to 6.9) in Lamapokhari,
Kheceopalri, Karthok and Kupup lakes are most likely due to organic acid formed
due to decomposition of plant leaves [2, 3]. In fact total suspended solids (TSS) are
also high in Karthok lake and very high in Khecheopalri lake. Relatively higher value
of TSS in these lakes is due to coagulation of fodder, cow dung, muddy soil leached
into the lake flowing from the surrounding hills and grazing field after rainfall.

A simple plot of TDSagainst theweight ratio ofNa/(Na+Ca) as proposed byGibbs
provides information about dominant influence of major natural factors (precipita-
tion, evaporation, rock weathering, fractional crystallization, etc.) on river water
chemistry [9]. Similar plot has revealed that precipitation and leaching of soils have
prevalent effect on thewater chemistry of these six lakes over other natural controllers
(Fig. 11). This is interesting to note that none of these six lakes are located in or asso-
ciated with carbonate lithology, however the Hill–Piper diagram (the rhombus part)
has revealed higher concentrations of Ca and Mg over those of Na and K (Fig. 8).
Dominance of carbonate chemistry over silicates is further revealed when Ca+Mg
is plotted against Na+K (Fig. 12). Since the lakes are not associated with carbonate
rocks, possible reason for higher concentration of calcium and magnesium could be
mineral-leaching fromphyllite, schist and gneissic rocks. Besides, religious offerings
in the lakes (flower, incandescent sticks, butter, etc.) and food for fishes and birds
(puffed rice, bread, biscuits, etc.) may also have some bearing on high concentration
of calcium, phosphorous and other minerals in the lake water.
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Fig. 10 Geological map of Sikkim [7]
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Fig. 12 Relation between alkali and alkaline earth elements in the six lakes studied

Chloride concentration is the most useful parameter for evaluating atmospheric
input to the lakes as it shows little fractionation and common rocks do not have
a significant amount of Cl [1, 10, 11]. Among the six lakes, lowest (5 mg/l) and
highest (25 mg/l) chloride concentration is found, respectively, in Karthok lake and
Kheceopalri lake. High concentration of chloride in all the six lakes is thus due to
anthropogenic activities.

This is important to mention that algal bloom is prevalent in the Khecheopalri,
Karthok and Lamapokhari lakes, due to social, cultural and religious activities. The
situation is critical at Khecheoplari lake as it is surrounded by bogs, swamps and
forest and is associated with various anthropogenic activities and has high sediment
(soil and mud) influx [3]. Continuation of such activities will eventually lead to
eutrophication or choking of the lakes as algae consume the oxygen present in the
water. This is in fact already prevalent in Kheceopalri lake [2, 3].
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6 Conclusion

Although theGovernment of Sikkimand its people are vigilant to protect andpreserve
the natural environment, due to unprecedented activities by a section of tourists,
serene lakes of this state are getting polluted gradually. Apparently the pollution
level is not very high. However, cumulative impact of gradual small-scale pollu-
tion might cause significant degradation of the aquatic ecosystem in the long run.
Therefore, in order to protect the natural health of lakes and associated wetlands,
the areas surrounding the lakes should be kept out of limits of people, and wetland
ecosystemmanagement practice needs to be taken up.More attention should be given
to environmental sustainability, and ecological balance should be maintained by any
cost.
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Determination of Best-Fit Probability
Distribution of Rainfall Data in Sikkim,
India

S. Kiran and David Raj Micheal

Abstract Rainfall is an essential input in design of various hydraulic structures,
urban planning, disaster management, and agriculture. In this study, an attempt is
made to identify the probability distributions that best fits the rainfall data of Sikkim,
India. Monthly rainfall data is collected in four rain gauge stations in Sikkim and the
best-fit probability distributions of the rainfall data in each station in annual, dry, and
wet seasons are identified. Goodness-of-fit tests such as χ2, log-likelihood, Akaike
information criterion (AIC), and Bayesian information criterion (BIC) are used to
test the fit of probability distributions on the empirical data.

Keywords Sikkim · Rainfall · Probability distribution ·Maximum likelihood
estimation

1 Introduction

In India, the spatial and temporal distribution of rainfall has predominantly been
dependent on the monsoons every year. This holds an adverse effect on irrigation
scheduling and crop productivity, posing acute challenges on livelihood. It also trig-
gers extreme events like acute water scarcity, drought, and floodwhich cause changes
in land forms relating to the processes of mass movements. Knowledge of rainfall
pattern, its distribution, and variability is thus important and useful to forecast rain-
fall which in turn helps in crop practice, irrigation scheduling, drought and flood
management, and water supply.

The abrupt variation in the topography of Sikkim is a major factor that influences
the distribution of rainfall throughout the state. The unique rainfall pattern is also
influenced by the direction of wind, aspect of hill slopes, and complex orographic
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effects. Sikkim is divided into four quadrants based on the amount of rainfall it
receives. Rainfall is more in the southeast and southwest quadrants when compared
to the northeast and northwest quadrants. The narrow zone between the southeast and
southwest quadrants also experiences lesser rainfall [1]. The high rainfall in Sikkim
is controlled by the north–south oscillations of monsoon trough [2].

Variation in rainfall pattern, influenced by climate change, has cascading impacts
on various sectors. The impact due to the variations in seasonal rainfallwas elucidated
through community observations in Sikkim. It also had a considerable influence on
dryingupofwater sources anddrastic reduction in the leanperioddischargeof springs
bringing about crop yield instability [3]. The excess runoffs from high intensity
rainfall have had a destabilizing impact on the sensitive topography leading to soil
erosion and landslides especially inNorth Sikkimand inflicting damages on irrigation
and urban infrastructure, shunting even their optimal utilization [4]. Hydropower
generation in enhanced stream flows is susceptible to rockfalls, debris, and river
bank erosion [5], knowing the distribution of rainfall assists in the interpretation
of rainfall pattern and all associated hydrological parameters, particularly runoff.
Identifying the best-fit probability distribution of seasonal and annual rainfall for
stations in Sikkim will provide vital information required in planning, designing,
managing water resource systems and mitigating the impact of extreme rainfall in
hydrologically vulnerable regions.

Quantitative analyses involving rainfall or precipitation have predominantly
focused on extreme event forecasting, frequency analysis, and trend analysis using
time series. Frequency analysis of rainfall without adequate information about the
probability distribution function that best fits the data leads to erroneous interpretation
of recurrence interval which is an important input parameter in various hydrolog-
ical designs. For example, rainfall data rarely follows normal distribution. However,
it is a common practice to apply normal statistics rules for rainfall data analysis
resulting in an inaccurate prediction. Therefore, precise knowledge about the prob-
ability distribution of rainfall at a station is important and crucial for rainfall data
analysis, interpretation, anomaly identification, and events’ prediction. Fitting prob-
ability distributions to sample hydrological data involves estimation of associated
parameters representative of the population. This is accomplished using various
methods of which the method of L-moments and the method of maximum likeli-
hood estimation are widely used. The maximum likelihood method is consistent
and theoretically generates the most efficient estimates of parameter in a probability
distribution [6, 7]. L-moments are more robust, unbiased, and are less sensitive to
the sample size and outliers [8, 9]. In this study, an effort is made to determine the
best-fit probability distribution(s) of annual and seasonal rainfall from the monthly
rainfall data recorded across four observation stations in Sikkim, India.
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2 Data and Description

This study uses monthly rainfall data recorded in four meteorological stations in
Sikkim from 1951 to 1999. The data is obtained from the study titled Carrying
Capacity Study of Teesta Basin in Sikkim by Centre for Interdisciplinary Studies
of Mountain and Hill Environment (CISMHE), University of Delhi under the
supervision of Ministry of Environment and Forests, Government of India.

The stations in the study were selected based on the availability of data. The
spatial distribution of the rain gauge stations is shown in Fig. 1 (Table 1).

Fig. 1 Location of observation stations in Sikkim

Table 1 Information of rainfall observation stations

Observation
station

Latitude (Degrees) Longitude
(Degrees)

Altitude (m) Period of record

Thangu 27.53 88.31 3834 1951–1980

Chungthang 27.36 88.30 1631 1951–1980 &
1983–1984

Mangan 27.30 88.32 1310 1957–1980

Gangtok 27.30 88.37 1756 1957–1979 &
1990–1999
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Sikkim experiences very high intensity rainfall during themonsoonwhich usually
lasts from the end of May till the beginning of October signifying the wet season.
The period between November and April receives scanty rainfall contributing to the
dry season. The mean monthly rainfall illustrated in Fig. 2 and Table 2 reveals the
occurrence of heavy rainfall in the mid and lower hills while at higher altitudes the
rainfall is sparse. This is attributed to the variation in the altitude of hills over a
short span. However, the descriptives of the data for the four meteorological stations
considered in this study throw a puzzle, which is discussed in a later section.

Fig. 2 Mean monthly rainfall of observation stations
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Table 2 Descriptive of rainfall in observation stations (in mm)

Descriptive statistics Season Chungthang Gangtok Mangan Thangu

First quartile Annual 2306.8 3428.9 2801.3 596.5

Wet 1886.3 2920.5 2224.3 395.4

Dry 350.7 401.9 407.9 162.8

Median Annual 2585 3641.6 3101.7 753.9

Wet 2179.5 3092.2 2572.4 496.2

Dry 446.7 516.5 551 226.1

Third quartile Annual 2844.5 3928.6 3442.7 858.1

Wet 2333.1 3292.5 2816.8 610.9

Dry 560.5 623.7 666.9 288.1

Mean Annual 2589.2 3726.3 3063.3 783

Wet 2177.2 3185.8 2589.1 507.5

Dry 480.1 540.5 582.1 275.6

Std. dev Annual 918.1 978.8 1570.4 317.3

Wet 708.1 776 1205.9 169.3

Dry 200.0 265.7 331.5 206.7

3 Methodology

We have used maximum likelihood estimation to estimate the parameters of the
probability distributions andused the number of goodness-of-fit tests, namelyχ2, log-
likelihood, Akaike information criterion (AIC), and Bayesian information criteria
(BIC) to find the best-fit model. In this section, we discuss in detail the methodology
used in this study.

3.1 Maximum Likelihood Estimation (MLE) Method

The maximum likelihood estimation (MLE) method maximizes the function of the
parameters in a distribution called the likelihood function. The estimates of distri-
bution parameters are obtained by equating the likelihood function to the condition
where it attains a maximum value. The extreme outliers from the samples were
excluded. The MLE method was adopted in this study to fit the various proba-
bility distributions to the series of data. Samples y1, y2, . . . , yN are drawn from a
population having a continuous random variable Y and probability density function
f
(
y; θ1, . . . , θ j

)
where θ1, . . . , θ j are distribution parameters. For every observed

random sample y1, y2, . . . , yN we define

f
(
y1, . . . , yN ; θ1, θ2, . . . , θ j

) = f
(
y1; θ1, . . . , θ j

) × · · · × f
(
yN ; θ1, . . . , θ j

)
.
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Here f
(
y; θ1, . . . , θ j

)
is the probability density function and

f
(
y1, . . . , yN ; θ1, . . . , θ j

)
is the joint density function of the random samples.

The joint density function is also the likelihood function and is represented as L(θ ).
Likelihood function can be written as

L(θ) = L
(
θ1, . . . , θ j

) =
N∏

i=1

f
(
yi ; θ1, . . . , θ j

)
.

For a discrete random variable, the likelihood function is the probability of the
joint occurrence of y1, y2, . . . , yN . The values of θ that maximizes the likelihood
function also maximize the probability density function f

(
y; θ1, θ2, . . . , θ j

)
. The

condition for maximum value of L(θ) is given by

∂L(θ)

∂θ
= 0.

The solution to this system of equations θ̂ gives the maximum likelihood estimate
of the parameter θ . In themaximum likelihood estimationmethod, the log-likelihood
function ln[L(θ)] is maximized instead of L(θ). Maximizing the logarithm of a func-
tion is equivalent to maximizing the function itself as the logarithm is a continuous
and monotonically increasing function. For further details, readers are referred to
[10, 11].

3.2 Goodness of Fit Tests

Inferences on probability distribution of population are made based on parameter
estimates calculated from small representative samples. The goodness-of-fit test
provides a statistical hypothesis on the theoretical probability distribution functions
fit to the observed sample points and whether there are any notable differences
between theoretical and empirical data points. Nonparametric tests for goodness fit
like χ2, Kolmogorov–Smirnov (KS) and Anderson–Darling (AD) involve testing
of hypotheses within confidence limits. χ2 measures the departure of the observed
value from the expected value. KS is based on the maximum difference between the
empirical values and expected values of cumulative distributions. AD gives more
weightage to the distribution tails where the maximum and minimum values of the
sample data points impact the quality of curve fitting. In general, KS and AD check
for the normality of data points. The log-likelihood ratio test compares the fit of
two models using the maximum values of the likelihood function of the models.
Higher the value, better is the fit. The Akaike information criterion (AIC), based
on AIC score, is calculated by measuring the model performance of various proba-
bility distribution functions for the same samples. TheBayesian information criterion
(BIC) is based on the likelihood function and resolves the problem of over-fitting by
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introducing a penalty term for the number of parameters in a probability distribu-
tion function. The probability distribution with the minimum BIC and AIC score is
considered the best fit. For further details, readers are referred to [10, 11]. Parameter
estimations of various distributions and the goodness of fit tests mentioned in the
article have been performed using the package ‘fitdistrplus’ in R software [12].

4 Results and Discussions

Mangan, located at the junction of the southeast and southwest quadrants, has a higher
mean monthly rainfall than that of Gangtok in the dry season. This may be attributed
to its location in the mid hills and the orographic effect on northern winds. Given
its high altitude, Thangu experiences orographic precipitation more in the form of
snow than rainfall. This can be validated with the observations of rainfall values that
are consistently low in both wet and dry seasons (refer Fig. 2 and Table 2).

The two-parameter normal, log-normal, gamma, and Weibull distributions are
considered based on the skewness and kurtosis of the sample data points. Figures 3,
4, 5 indicate the Q-Q plots of empirical and theoretical quantiles of the distributions
for annual, wet, and dry seasons, respectively. Assessing the best-fit distribution of
the data may not be decided based only on the Q-Q plots and hence performing the
goodness of fit tests is mandatory.

Four goodness-of-fit tests, namely log-likelihood, AIC, BIC, and chi-square test,
are performed on the empirical data, and the results are tabulated in Tables 3, 4, and
5 for annual, dry, and wet seasons, respectively, for each of the four stations. The
best-fit probability distribution of the rainfall for annual, dry, and wet seasons in each
of the stations can be identified from Tables 3, 4 and 5. The significant values of the
goodness-of-fit tests are marked in bold in the table. For example, from the table wet,
it is obvious that the best-fit probability distribution of rainfall in Gangtok in wet
season is normal distribution with the chi-square p value 0.8886 at 5% significance
level.

The same is validated from the value of log-likelihood and the scores of AIC
and BIC. For Mangan in wet season, the rainfall may follow log-normal distribution
according to the log-likelihood value, AIC and BIC scores, however, it may not
follow any of the tested distributions as the Chi-square p values are not statistically
significant at 5% significance level.

The best-fit distributions have been listed in Table 6. Rainfall in the wet season
is five to six times higher than that in the dry season at Gangtok, Chungthang, and
Mangan, and three times more in Thangu. The Weibull distribution seems to fit best
for the dry season rainfall and the stations receiving less rainfall. However, the rainfall
in Gangtok seems to follow the normal distribution during the dry season. It is also
observed that the best-fit distribution of annual rainfall corresponding to each station
is same as that of the wet season. For Mangan, the log-normal distribution is chosen
as the best fit for annual rainfall over the gamma distribution since the χ2 p value is
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Fig. 3 Relationship between the theoretical and empirical quantiles for annual rainfall

higher and the other listed goodness-of-fit test values are close to that of log-normal
distribution.

5 Conclusion

In this study, we have considered rainfall data recorded in four observation stations
in Sikkim, three from North district, and one from East district. The influence of alti-
tude on rainfall was observed with stations in the mid and lower hills (Chungthang,
Gangtok, and Mangan) receiving more rainfall than the station at higher elevation
(Thangu) where precipitation is predominantly in the form of snow. The annual
rainfall follows either normal or log-normal distribution in stations located at the
mid and lower ranges, and Weibull distribution in stations receiving less rainfall or
at higher elevations. The present study has also revealed that probability distribu-
tion function is not only different across the various rain gauge stations within the



Determination of Best-Fit Probability Distribution … 73

Fig. 4 Relationship between the theoretical and empirical quantiles for wet season rainfall

same basin but also at the same station in different seasons. For example, the rain-
fall at Mangan follows log-normal distribution during wet season whereas follows
Weibull in the dry season. This shows that applying normal statistical rules without
identifying the distribution of rainfall may result in misinterpretation and error in
analysis. Knowledge of probability distribution will assist climatologists, meteorol-
ogists, hydrologists, and ecologists in understanding better the rainfall-dependent
events and in subsequent decision making which then can be effectively employed
in crop planning, irrigation scheduling, and mitigating the effects of extreme rainfall
on the topography.
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Fig. 5 Relationship between the theoretical and empirical quantiles for dry season rainfall
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Table 3 Goodness-of-fit tests for annual rainfall (stationwise)

Station Distribution Log-likelihood AIC BIC Chi-square p value

Chungthang Gamma −211.3631 426.7263 429.4609 0.4447

Log-normal −211.5875 427.1750 429.9096 0.4247

Normal −211.1408 426.2817 429.0162 0.4620

Weibull −211.3973 426.7945 429.5291 0.4065

Gangtok Gamma −209.8161 423.6321 426.3667 0.7279

Log-normal −209.8757 423.7514 426.4860 0.7467

Normal −209.8145 423.6290 426.3636 0.6796

Weibull −211.0884 426.1769 428.9115 0.3120

Mangan Gamma −138.4389 280.8778 282.7667 0.7192

Log-normal −138.4551 280.9102 282.7990 0.7312

Normal −138.4933 280.9865 282.8754 0.6832

Weibull −139.1217 282.2434 284.1323 0.4913

Thangu Gamma −121.1682 246.3364 248.1172 0.7062

Log-normal −122.2044 248.4088 250.1896 0.5632

Normal −120.0523 244.1045 245.8853 0.8621

Weibull −119.9629 243.9258 245.7066 0.8935

Table 4 Goodness-of-fit tests for dry season rainfall (stationwise)

Station Distribution Log-likelihood AIC BIC Chi-square p value

Chungthang Gamma −189.6061 383.2122 386.0146 0.0815

Log-normal −190.8556 385.7111 388.5135 0.0704

Normal −188.5400 381.0800 383.8824 0.0730

Weibull −188.2477 380.4954 383.2978 0.0693

Gangtok Gamma −226.0649 456.1298 459.0613 0.0008

Log-normal −238.6465 481.2929 484.2244 0.0000

Normal −215.3029 434.6059 437.5373 0.2901

Weibull −220.8021 445.6041 448.5356 0.0644

Mangan Gamma −151.9315 307.8631 310.1341 0.3820

Log-normal −153.6466 311.2931 313.5641 0.1716

Normal −149.7748 303.5497 305.8207 0.8453

Weibull −149.4195 302.8390 305.1100 0.9104

Thangu Gamma −102.3295 208.659 210.4397 0.3933

Log-normal −102.5995 209.199 210.9798 0.2638

Normal −102.5562 209.1124 210.8932 0.6665

Weibull −102.2912 208.5823 210.3631 0.6981
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Table 5 Goodness-of-fit tests for wet season rainfall (stationwise)

Station Distribution Log-likelihood AIC BIC Chi-square p value

Chungthang Gamma −207.4741 418.9482 421.6828 0.0035

Log-normal −207.7508 419.5016 422.2361 0.0029

Normal −207.1689 418.3378 421.0724 0.0047

Weibull −207.2032 418.4064 421.1410 0.0054

Gangtok Gamma −203.2689 410.5379 413.2725 0.8629

Log-normal −203.5280 411.0559 413.7905 0.8433

Normal −202.8809 409.7619 412.4965 0.8886

Weibull −203.1738 410.3475 413.0821 0.7708

Mangan Gamma −139.0731 282.1461 284.0350 0.0377

Log-normal −139.0313 282.0626 283.9515 0.0318

Normal −139.3142 282.6285 284.5174 0.0495

Weibull −140.3603 284.7206 286.6095 0.0415

Thangu Gamma −131.8123 267.6246 269.6161 0.8196

Log-normal −133.2340 270.4679 272.4594 0.7179

Normal −130.5003 265.0006 266.9921 0.8646

Weibull −130.4424 264.8848 266.8762 0.8718

Table 6 Best-fit distribution for observation stations

Station Annual Dry season Wet season

Chungthang Normal Weibull Normal

Gangtok Normal Normal Normal

Mangan Log-normal Weibull Log-normal

Thangu Weibull Weibull Weibull
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Suitable Locations of Ocean Renewable
Energy in Coastal Indian State—Kerala

D. Ghose, S. Naskar, and Shabbiruddin

Abstract India, a diverse nation, is filled with variegate natural resources, most of
which can be utilized for the production of energy, and in many cases, acting as an
appropriate substitute to the pollution causing conventional power sources. Being
largely a peninsula, India has a huge coastline facing the open ocean, representing a
vast renewable energy source in the formof ocean currents, tidal energy, oceanwinds,
and wave energy, which can be utilized to account for an additional economical and
eco-friendly energy reserve for the nation. This paper spatially explores Kerala,
a state in India, having nearly 580 km of coastline in the Arabian Sea, using a
Quantum Geographic Information System (Q-GIS)-based analysis, to gist out the
areas available for generation of various forms of ocean renewable energy. Among
the considered beaches, three beaches: Bekal, Kozhikode, and Cherai is found to be
suitable for both wind andwave energy, while the other beaches adhere to either wind
or wave energy. It is also concluded that ocean currents can be used as an energy
source throughout the coastline of Kerala. Such an approach can also be applied to
researches of similar nature, benefitting industries who are dealing with the same
genre of development.

Keywords Q-GIS · Renewable energy · Ocean renewable energy · Tidal energy ·
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1 Introduction

Kerala, having an area of over 38,863 km2, is a state on the Malabar Coast in south-
western India [1]. Kerala is land logged on its Northern, Southern, and North-eastern
sides and has the Arabian Sea and the Lakshadweep Sea to itsWest [1]. The coastline
ofKerala runs an approximate of 580 km in length along the seas. The long sea-facing
coastline along the state provides opportunities for utilization of the energy of the
ocean in variousways, particularly as a source of renewable energy. Oceans, covering
vast areas of the Earth’s surface, absorb most of the radiations from the sun and are
established to beoneof the largest reservoirs of energy [2]. They act as carbon-dioxide
free, eco-friendly, vast renewable energy reserves [3]. Energy from the ocean can
be in the form of wave energy, tidal energy, ocean currents, ocean winds, and ocean
thermal energy. While tidal energy involves the conversion of the energy of tides
by storing and controlling the release of water to pass through turbine generators
producing electricity [4], wave energy is fundamentally the energy possessed by
winds, created in the mid-latitude regions of the Earth under influence of heat from
the Sun and Earth’s rotation [5]. The capacity of the energy that can be generated
from ocean resources is tremendous [6], as shown in Table 1. The units are in TWh,
which refers to Tera-Watt hours per day.

According to the Ministry of New and Renewable Energy under the Government
of India, the total tidal energy potential which has been recognized within the Indian
peninsula is over 17,200 MW, while the total potential for energy generation from
wave energy is preliminarily about 40,000 MW along the 6000 km long coastline of
India [7]. Despite having given assurances to provide financial aids for 50% project
costs in Feb 2011, the initiative that has been taken up by the ministry is largely
questionable [7]. Though Ocean Thermal Energy Conversion (OTEC) has at present
installed capacity of 180,000 MW in India [7], the other genres of utilizing ocean
power as a renewable subject remains largely unexplored.

The total energy generation from conventional energy sources like coal, oil, and
natural gas has been on the constant increase in India from 771.551 Billion Units
(BU) in the year 2009–10 to 1160.141 BU in 2016–17 and 1206.306 BU in 2017–
18 periods [8], despite there being rising concerns about carbon dioxide and global
warming associated with the uncontrolled usage of fossil fuels [9]. The energy drawn
from renewable energy sources (RES) here stands at only around 72,013 MW out of
the total installed capacity of power at 346,048 MW [8]. Renewable energy sources,
too, comprise only small hydro projects, biomass projects, industrial waste projects,
and solar and wind projects in India [8]. Ocean renewable energy sources, despite

Table 1 Ocean energy world potential

S. No. Energy type Estimated global potential

1. Energy from ocean currents More than 800 TWh

2. Energy from ocean waves Around 8000–80,000 TWh

3. Energy from ocean tides More than 300 Wh



Suitable Locations of Ocean Renewable Energy in Coastal Indian … 83

their immense capacity, remain unused within the country. Once this genre of energy
is explored by the government, it would also fill up various deficits that the power
distribution system in the country faces (a total power deficit of 8567 million units
occurred during 2017–18 itself [8]). Thus, investments by the government in this
renewable form of energy will act as an added benefit to the power distribution
system of India.

AGIS-based approach to handle data involving spatial or land analysis has proven
to be an efficient means in the field of research. From finding the location of solar
photovoltaic and concentrated solar power plants near Murcia city, Spain [10, 11],
identifying suitable solar sites in the Central Anatolia region of Turkey [12], to
GIS-based analysis to search for the optimum sites for the location of electrical
substation [13], or routing of transmission lines [14] and site location suitability for
ocean renewable energy in Indonesia [15], the instances for the same are numerous.

In this study, the authors thoroughly examine the coastline of Kerala using a
GIS-based approach, classifying the coasts based on the different forms of ocean’s
renewable energy, namely energy from ocean currents, wave energy, wind energy,
and tidal energy, that can be extracted from them. The analysis is done by assessing
the available physical data for the seashores and comparing them with predefined
minimal values for extraction of that particular energy based on previous research in
that genre and then concluding the optimal energy system that can be invested in for a
particular beach of Kerala. This has further been explained under the ‘Methodology’
section of the paper. The sample calculation for Kovalam beach within the state was
taken up to show the real-time formulation of data values.

2 Methodology

As already explained, a GIS-based analysis is a provenmechanism to handle any case
involving variations or calculations with spatial data. Open-source software, Q-GIS,
has been used to sort out the collected geographical data into its computable forms.
For the establishment of an ocean renewable energy plant, the following sources
have been taken into consideration: ocean currents, the height of waves, ocean wind
energy, and ocean tides. The data was collected over a year, and then it was filtered
out to remove unreliable data values. Mean value and standard deviation methods
were used to get the data used for calculation. Suitable assumptions were also made
in cases where it could be pertained by checking previous or neighboring locational
data.

For the calculation, ten major beaches were taken along the coastline of Kerala,
namely the beaches of Bekal, Payyambalam, Kappad, Kozhikode, Beypore, Cherai,
Alappuzha, Thirumullavaram, Varkala, and Kovalam. The collected data for the
mentioned beaches were then implemented on a Q-GIS interface, to get to a
conclusion. The beaches considered for calculation have been shown in Fig. 1.
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Fig. 1 Beaches of Kerala
considered for calculation
(plotted using Q-GIS)

2.1 Mechanism of Mapping

A GIS-based approach has been implemented to sort out the collected data accord-
ingly. For each of the considered four parameters, certain minimum values were
taken such that the parameter could be considered as a potential source of energy
[15]. Theseminimumvalues have been taken after studying apposite literature for the
same, especially Purba et al. on the coasts of Indonesia in 2015 [15]. The minimum
factors are further enlisted in a tabular form for ease of observation as shown in
Table 2.

Figure 2 illustrates the major ocean currents in the Arabian Sea around Kerala’s
coastline. The major currents are the Arabian Current with a speed of 7 knots and the
Indian Equatorial current with a speed of 5 knots (Conversion: 1 knot= 0.514ms−1).
Figure 3 shows the speed of winds along the considered ten beaches, while Fig. 4 is
a map of the height of the waves of the ocean along the Kerala coastline. Figure 5
denotes the height of the tidal range in the considered beaches of Kerala. All the
maps and figures have been extracted using Q-GIS.

Table 2 Minimum values for sources taken for ocean renewable energy

S. No. Source of ocean energy used Minimum value considered [15–19]

1. Energy from ocean currents 0.5 ms−1

2. Speed of ocean winds 4.0 ms−1

3. Height of the waves 1.6 m

4. Range of ocean tides 2.0 m
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Fig. 2 Ocean currents in
Kerala (plotted using Q-GIS)

Fig. 3 Kerala wind speed
(plotted using Q-GIS)

The data and information to obtain the maps using a Q-GIS-based interface were
collected from ESSO—Indian National Center for Ocean Information Services, an
Autonomous body under the Ministry of Earth Sciences, Government of India and
the Tamil Nadu region of the Indian Ocean Forecast System (INDOFOS).



86 D. Ghose et al.

Fig. 4 Height of waves in
Kerala (plotted using Q-GIS)

Fig. 5 Tidal height range in
Kerala (plotted using Q-GIS

2.2 Assessment of the Expected Converted Energy

Common conversions of energy procedures in case of ocean renewable energy make
use of certain formulae. Similar formulae were used to give an approximate esti-
mation of the total energy which could be obtained from the considered sources.
Each of the sources has different variables to get the energy from oceans and also
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the dimensions of the turbines of the generators used for conversion of energy could
also be largely varied.

Energy from Ocean Currents: Flow of ocean currents, adjudged to be in a relatively
constant flow, comprises displacement of large amounts of oceanwater, which gener-
ally pretty complexly get affected by wind flow, salinity of ocean water, temperature
differences, and topography of the floor of the ocean among numerous other factors
[20]. This energy is being targeted to be extracted and converted to useful power for
consumption. This conversion can be estimated using the Fraenkel equation which
can be shown as [15, 16]:

P = 0.5 × D × v3 × n (1)

where P = net power that can be extracted, D = density of water, v = velocity of
ocean current. n= coefficient (efficiency) of the generator. All the factors considered
should be in Standard International (SI) units.

Energy from Ocean Winds: Wind is already a pretty established source of renewable
energy and finds its sources in many places as a trusted power source [21]. Wind
energy is highly dependent on factors like speed of the find, the density of the air
at that point, the length of the blade used for wind energy conversion among many
others [15]. The power estimation of obtained energy fromwind power can be related
using the following formula [17]:

P = 0.5 × D × R2 × π × v3 (2)

where P = power which can be extracted from the winds, D = density of air, R
= length of blade used for obtaining wind energy, v = velocity of the wind. All
considered factors are in SI units.

Energy from Ocean Waves: Waves are known to be reservoirs of both kinetic as well
as gravitational potential energy, and the total of the carried energy by the wave being
dependent on its height (H) and its time-period (T ) [15]. The average wave period
was considered as 5 s. The obtained equation from the general equation of wave-train
energy to facilitate the conversion of wave energy as potential power sources can be
demonstrated as hereunder:

E(kW/m2) = c × H 2 × T (3)

where E = energy that can be extracted from ocean waves, c = a constant value
given by Dg2/4π (where ‘g’ is the acceleration due to gravity, and the constant can
be calculated as approximately 7.87 kW m−3 s−1), H = height of the waves, T =
time-period of the waves. All considered factors are in SI units.

Energy from Ocean Tides: Though tidal energy is not a widely used source of energy
yet, ocean tides are known to have huge potential to be used as a power source. The
tidal energy can be approximately calculated using the formula:
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E = A′mgI
∫

(dH/T ) the integration is performed using 0

as the lower limit and ‘H ‘ as the upper limit. (4)

where E = energy obtained from the ocean tides, A′ = surface area of the ocean
basin in m2, g = acceleration due to gravity, H = range of the tides, m = mass of
seawater. All considered factors are in SI units.

Sample Calculation
Though this study is largely a derivative research, themethodology applied can be put
into an account for superficial or theoretical analysis of the beaches in Kerala based
on the energy that can be harnessed from them. For instance, a particular scenario
can be taken into account as hereunder:

Beach considered: Kovalam Beach
Energy types which can be harvested: Ocean current energy, wind energy, wave
energy

For calculating an estimate of the amount of energy which can be drawn from
the ocean currents in the Kovalam beach, the following values were taken: Density
of water as 1.025 kg m−3, speed of the current (Arabian current) as 3.6011 m s−1,
and the general efficiency of the generator as 79.07%. Putting these values in the
Fraenkel equation, denoted as Eq. (1), we obtain the power which can be drawn as:

P = 0.5 × 1.025 × (3.601)3 × 79.07 = 0.002 MW

Quite similarly, the amount of energy which can be extracted in the form of wind
energy at this beach can be calculated, taking the density of air as 1.225 kg m−3,
length of the blade of windmills as 15.6 m, based on Enercon E-33 and the velocity
of winds as 4 m s−1. Putting these values in Eq. (2), the estimated output from wind
energy harvesting at the Kovalam beach will be:

P = 0.5 × 1.225 × (15.6)2 × π × 43 = 0.029 MW

An observable amount of increase can be noticed if the ocean renewable energy is
extracted in the form of wind energy. This is because of higher and more optimized
speeds of winds as compared to the speed of ocean currents. Again, considering the
energy of waves as a source of renewable energy, we make the assumptions as, c =
constant given as 7.87 kW m−3 s−1, the height of waves as 1.7 m, and the average
time-period of the waves as 5 s. Then, the extractable amount of energy from the
waves after putting the values in Eq. (3) will be:

P = c × 1.72 × 5 = 0.114 MW

The height of the ocean tides, however, is not appropriate enough for the extraction
of tidal energy throughout the coastline of the state of Kerala, and hence, tidal energy



Suitable Locations of Ocean Renewable Energy in Coastal Indian … 89

cannot be harvested in the Kovalam Beach area as well. If there is a similar data
collection for all the beaches along the Kerala coastline, the estimated power which
can be obtained can be calculated for each of the beaches for each source of ocean
renewable energy.

However, extraction of data for each beach demands an exquisite and extensive
study of the coastline areas, which is quite beyond the scope of this paper. As obtained
from the results wave energy, if it can be harvested, then it will prove to be the most
profitable among the ocean energy resources. This is basically due to favorable wave
heights in the ocean along the beaches of Kerala, as opposed to the current energy,
which is fairly lesser in amount because of the slower speeds of the Arabian and
Equatorial currents along the Malabar Coast in India.

3 Results and Discussions

Currents in the ocean, ocean tides, wind energy, and energy in the form of wave
energy are the main realms of ocean renewable energy. To utilize each of those
energy realms, a different approach of energy production is used, unique to that form
of energy, not only for Kerala but for any other part of the world as well. The areas
which were found suitable for investment in ocean renewable energy sources have
been demonstrated in Fig. 6. The figure has been extracted using Q-GIS. As evident
from the resultant map, three beaches: Bekal, Kozhikode, and Cherai were found

Fig. 6 Resultantmap showing suitability for installation of ocean renewable energy plants inKerala
(plotted using Q-GIS)
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suitable to harvest both wind energy as well as wave energy, while Payyambalam,
Kappad, Varkala and Kovalam were found to be suited just for ocean wind energy.
Beypore and Alappuzha beaches were found to be suitable sources of wave energy
from the ocean.

Kerala is affected by twomajor ocean currents, the Arabian Current and the Indian
Equatorial Current. While the Arabian Current has a speed of around 7 knots, the
Equatorial Current has an average speed of above 3 knots; both of which are much
greater than the minimum considered current value of around 0.5 ms1. Hence, it
brings us to an easy conclusion that the entire shoreline of Kerala which confronts
the aforementioned currents can be considered to harness energy fromocean currents.
The tidal range of all the Kerala beaches however was found to touch a maximum
of 1.11 m, which is way below the prescribed and considered a minimum of 2 m.
As a result of this, harnessing tidal energy along the Keralian shoreline could be
considered a less profitable and less efficient investment, and if the other sources are
catered properly, it can even be avoided.

Minimum current speeds of 0.5 m/s, minimum wind speeds of 4 m/s, a minimum
wave height of 1.6m, and aminimum tidal range of 2mwas considered; all the values
having been obtained from previous works in this genre [15–19]. Equations (1), (2),
(3) and (4) can be utilized after having obtained the required values prescribed in
the mentioned equations to get a rough estimation of the total power that may be
expectantly extracted from each of the respective ocean energy source being taken
into consideration.

Strong winds of even speeds reaching as high as 9 m/s are not unusual in Kerala.
Kerala is known to face a general trend of very high wind speeds, resulting due to
which, energy from the ocean winds is an important aspect when considering the
ocean renewable energy chapter. Though the second most likely genre to invest in
the ocean energy sector in Kerala is seemingly wave energy, obtaining the energy of
waves as a source of useful power is a difficult task. Lack of research and implemen-
tation in the real world adds up to the difficulties faced. Besides, the unpredictable
nature of the oceans and the shortfall in very long-term data about the height of
waves are also major hindrances faced while considering wave energy as a source of
power. Even to date, there are limitations to the availability of data even from existing
wave farms. Thus, in general, the harnessing of wave energy gains importance once
we consider the prospects associated with ocean renewable energy. Ocean currents
though are generally a more available and accessible energy form and can be put to
utilization in an easier approach.

In general, oceans are known for their unpredictable nature. Collection and espe-
cially reliability and regular availability of data are big questions in this matter.
However, the fact that oceans are tremendous sources of energy which, if once imple-
mented in a manner beneficial to mankind could act as a solution to numerous issues
faced today, is unquestionable. But the real implementation of the ocean as an energy
resource anddetailingof procedures as to how toharness this formof energy is beyond
the scope of this study. This study simply projects the areas under consideration as
prospected sources of the four main genres of ocean renewable energy: energy from
ocean currents, energy from ocean winds, the energy of ocean tides, and energy of
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ocean waves. Similar such an approach can also be implemented in any study of the
same nature.

4 Conclusion

Out of most of the forms of energy, for example, solar energy, wind energy, biomass
energy, and so on, the energy obtained from oceans is one of the least harnessed
energy forms despite its enormous availability and reduced environmental impact.
This study evaluates the state of Kerala in India as a vital source for ocean renewable
energy, especially in its four genera forms: Current energy, wind energy, tidal energy,
and wave energy. As has been often cited, many times a sheer lack of research in
harnessing ocean resources as a form of energy bars it from entering the conventional
renewable energy genre in our country. Usage of GIS-based interfaces to take into
account geospatial data for such observational research further add up to the accuracy
of the obtained solution for a particular scenario. The government of the country on
many grounds has invested in the common renewable energy systems like solar, wind,
and hydropower. However, many incentives by the authorities taken to introduce
newer energy sources into the system stand as witness to their interest in exploring
newvarieties in this genre. Except for tidal energy, a formof energy that has yet to find
a place in the Indian power market, the study proved Kerala to be a storehouse of all
other variations of ocean energy, making it quite an energy goldmine when referring
in terms of ocean’s renewable energy. The study, despite many grounds being merely
superficial and theoretical owing to the constrictions in its scope, hopes to provoke
the concerned authorities to bring in applications of this diverse form of ocean energy
for the state of Kerala and such coastline states alike into its ecosystem.
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Study of Temporal Behaviour
of Homogeneity Maps for Estimating
Representative Area of a Ground Sample
Using Remote Sensing

Prasad J. Deshpande, Anudeep Sure, Onkar Dikshit, and Shivam Tripathi

Abstract Modelling and prediction of hydro-meteorological variables over land and
atmosphere involve ground sampling at selected locations over the study area. Opti-
mally selecting the number and location of sampling points is important for making
reliable predictionswithout escalating project costs. This study proposes an approach
for selecting sampling locations by considering inter-dependency of predictor vari-
ables and the prediction variable using remote sensing data. A homogeneity map,
i.e., a thematic map representing areas with the same expected value of the prediction
variable, with a given level of uncertainty and spatial resolution, is generated. The
homogeneity maps can be different at different times for the same location. Thus,
along with the spatial variability of the prediction variable, its temporal variability
is also obtained. Depending on the obtained variability, a decision on the number
and location of sampling points can be taken prudently. In this paper, the proposed
methodology is demonstrated by considering soil moisture over an experimental
watershed as the prediction variable.

Keywords Hydro-meteorological variable · Regionalisation · Spatio-temporal
clustering · Heterogeneity · Google Earth Engine

1 Introduction

Prediction of hydro-meteorological variables is the process of estimating the variable
at unsampled locations by using observations at a few sampling locations. Hydro-
meteorological variables change their value spatially and temporally, and hence,
the selection of sampling locations is difficult. This paper proposes to use remotely
sensed variables that are related to prediction variable (i.e., auxiliary variables) for
selecting sampling locations. These auxiliary variables are used to find a represen-
tative area for each sample location. The representative area of a sample is the area
surrounding the sample having similar value as the sample. The representative area
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Fig. 1 Study area, HEART CZO, and the location of soil moisture senors in it [2]

may not have the exact same value as the sample, but it is within a certain pre-
specified uncertainty level. The decision on the number of samples for a given study
area is a challenging task, and the framework proposed in this paper helps to tackle
this problem.

The objective of thiswork is to understand the temporal behaviour of soilmoisture,
using monthly homogeneity maps of soil moisture, for a Critical Zone Observatory
(CZO), in the Ganga basin, India. These maps are compared with the temporally
averaged homogeneity map [1]. This objective also includes the determination of the
improved sampling locations and their representative area.

2 Study Area and Input Dataset

The proposed framework was applied on the bounding box enclosing the study area,
Heterogeneous Ecosystem of an Agri-Rural Terrain (HEART)-CZO. The CZO is a
small watershed (21 km2; 80°8′0′′E-80°11′0′′E and 26°31′43.93′′N 26°-36′14.85′′N)
of the basin of Pandu river, a tributary of the River Ganges, India (Fig. 1). This study
area is selected, because it has a network of 15 in situ soil moisturemeasurement sites
[2]. The in situ data are available from Aug 2017 to Oct 2018, i.e., for 15 months,
and hence, the analysis is carried out for the same period. The remote sensing data
for selected auxiliary variables [1] are described in Table 1.

3 Methodology

The methodology includes pre-processing followed by entropy-based discretization
and clustering that leads to the formation of homogeneity maps [1]. The stepwise
procedure is explained using a flow chart (Fig. 2).
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Table 1 Details of remote sensing datasets used in the study

S. No. Product Spatial
resolution

Temporal
resolution

Min value
in study
area

Max value
in study
area

Unit

1. SRTM DEM 30 m Static 120 143 m

2. LAI MODIS 500 m 4 day 0.0000 1.3118 m2/m2

3. NDVI MODIS 250 m 16 day 0.2527 0.5515

4. Evapotranspiration 1000 m 8 day 0.0000 16.0167 kg/m2

5. Soil moisture
SMAP

0.25 arc
degrees

3 day 11.3784 11.3784 %

6. Rainfall TRMM 0.25 arc
degrees

1 Month 0.1040 0.1040 mm/hr

Fig. 2 A flow chart showing the proposed methodology for generating homogeneity maps

The proposed procedure is applied at a monthly time scale on the satellite data
available for 15 months to generate monthly homogeneity maps. The homogeneity
maps thus generated are further used for detection of suitable number of samples
and sampling locations. The implementation of the framework is carried out in the
Google Earth Engine [3] and Scikit-learn libraries [4] in Python3 language.
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4 Results and Discussion

The monthly homogeneity maps are presented in the Fig. 3. A temporally averaged
map for the study period is also provided at the end for comparison. The threshold
value [1] is set as 10%.

The homogeneity maps for different months show homogeneous areas for
different months. Same cluster ID belongs to same prediction variable, i.e., soil
moisture. These clusters, i.e., homogeneous areas, are spread in different locations,
i.e., the prediction variables may be same for different locations. Moreover, across
the different months, it is observed that some of the clusters are changing while
some are not changing for the same location. The clusters which are not changing
across the months are the locations where we do not expect much temporal as well
as spatial variablity. On the other hand, in the clusters which are changing across the
months, a higher temporal variability is observed. The locations of less variability
requires lesser samples as compared to the locations of higher variability. In the areas
with higher variability, more samples (in terms of frequency and spatial distribution)
are needed for a good representation. Finally, the temporally lumped map has more
clusters as the accumulated variability over the time increases leading to generation
of more clusters, i.e., homogeneous areas.

5 Conclusion

The homogeneity maps generated at a monthly scale can help to understand the
variability of the prediction variable using auxiliary variables. Here, the number of
clusters shows the minimum number of required sampling points. The pixels with
same cluster ID are the locations with similar soil moisture. These maps show the
representative area of different sampling locations at different times, thus helping in
deciding the number and locations for samplings. Sampling in the samehomogeneous
area leads to redundancy, as the expected value of soil moisture is same. On the other
hand, the sample can be taken in a different location. The proposed methodology
avoids redundancy and thus presents a cost-effective way for sampling.

The framework can be applied in an online setting where any new input satellite
data can be used to update the homogeneity maps. Also, the patchy nature of the
homogeneity maps can be removed, i.e., the small partches of different cluster IDs
can be merged together to make a single large cluster, by spatial aggregation.
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Fig. 3 Monthly homogeneity maps for the study area, HEART CZO
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Fig. 3 (continued)



Study of Temporal Behaviour of Homogeneity Maps … 99

References

1. Deshpande PJ, Sure A, Dikshit O, Tripathi S (2019) A framework for estimating representative
area of a ground sample using remote sensing. Int Arch Photogramm Remote Sens Spat Inf Sci
XLII-2/W13:687–692. https://doi.org/10.5194/isprs-archives-XLII-2-W13-687-2019

2. Gupta S, Karumanchi SH, Dash SK, Adla S, Tripathi S, Sinha R, Paul D, Sen IS (2019)
Monitoring ecosystem health in India’s food basket. Eos 100. https://doi.org/10.1029/2019EO
117683

3. Gorelick N, Hancher M, Dixon M, Ilyushchenko S, Thau D, Moore R (2017) Google earth
engine: planetary-scale geospatial analysis for everyone. Remote Sens Environ 202:18–27.
https://doi.org/10.1016/j.rse.2017.06.031

4. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, Blondel M, Prettenhofer
P (2011) Scikit-learn: machine learning in Python. J Mach Learn Res 12:2825–2830

https://doi.org/10.5194/isprs-archives-XLII-2-W13-687-2019
https://doi.org/10.1029/2019EO117683
https://doi.org/10.1016/j.rse.2017.06.031


Water Pipeline Routing Using GIS

Varun Jain, Ramneek Singh Bhamra, Maitreya Mishra, and Rajiv Gupta

Abstract Pipeline route selection problem through an area is one of the oldest spatial
challenges because of various influencing factors such as topography, geographic,
geophysical, earth’s surrounding and anthropological. It is a demanding issue which
requires advanced scientific approaches to determine the shortest, most direct and
cost-efficient route. This study identifies and evaluate various factors (elevation,
slope, land use, rail and road network, water areas, etc.) influencing the pipeline
route selection and develop a Geographical Information System (GIS)-based model
to find the optimal pipeline route from Hanumangarh District to Jhunjhunu District
using least cost approach. The proposed methodology involves calculation and unsu-
pervised classification of the Euclidian distance for all factors. Classified rasters are
then further reclassified andweights for different factors are provided usingweighted
overlay method to combine all the raster into a single raster image. Finally, the least
cost path of the pipeline is determined using least cost tool of ArcGIS software. This
research results provide a time-saving and efficient least cost path and proves the
suitability of using ArcGIS in planning an optimal pipeline route.

Keywords Pipeline · ArcGIS · Route selection · Least cost path

1 Introduction

The water emergency in Rajasthan is one of the key issues that have impeded the
growth of a state. The expansion and over-population have formed heavy stress
on water assets in the country, especially in Rajasthan which is the worst affected
state in terms of drought due to natural condition along with man-made calamities.
Rajasthan’s water crisis is so deep that if it is not dealt in comprehensive manner, it
is very likely that government will not be able to meet day today’s requirement of
people. To, curb this menace, Indira Gandhi Canal Project was introduced in (IGCP)
in the mid-1980s that traverses seven districts of Rajasthan: Barmer, Bikaner, Churu,
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Hanumangarh, Jaisalmer, Jodhpur and Sriganganagar. The IGCP has improved the
situation in and around these districts to some extent but the issue of water scarcity
still persists in other districts of Rajasthan. Water pipeline transport from Indira
Gandhi Canal to other districts can be considered as a viable solution to improve the
water paucity situation of the state.

This paper is an attempt to study the feasibility of water pipeline routing from the
Indira Gandhi Canal in Hanumangarh District to Jhunjhunu District and determine
the most optimal pipeline route (PR). Determination of the optimal route for pipeline
placement using GIS is an area of research as connected technologies continues to
change, data accessibility improves and the criteria are not same for such projects.
Abudu and Williams used a GIS-based methodology for formative a best possible
pipeline route that integrates multi-criteria evaluation and least cost path analysis [1].
Yildirim and Yomralioglu developed a decision support model to determine natural
gas transmission line route using GIS and analytic hierarchy process (AHP) [2].
Another study conducted by Iqbal et al. involved planning a least cost gas pipeline
route using an integrated approach comprising GIS and simple decision support
system (SDSS) [3]. Delavar and Naghibi developed a model using GIS incorporating
pipeline length, land use, wetland, road, stream, geography, terrain and a railroad
crossing to identify a least cost pathway [4]. Malakahmad et al. investigated solid
waste collection routes optimization using GIS in Ipoh City, Malaysia [5]. Balogun
et al. employed the spatial analyst tool of ArcGIS for analysis and interpretation
to determine an optimal oil pipeline route in Malaysia’s oil-rich Baram Field [6].
Americo Gamarra developed a model to define the best route for a future pipeline in
the south of Peru, which would start fromAmazon forest, cross the AndesMountains
and arrive at Pacific coast [7]. Another study done by Bagli et al. developed an
approach based on the integration of multi-criteria evaluation (MCE) and least cost
path analysis using GIS to identify the most suitable route for a 132-kV power line
[8]. Effat and Hassan carried out the evaluation of three highway routes using the
analytic hierarchy process (AHP) and the least cost path analysis in Sinai Peninsula,
Egypt [9]. Akbari et al. integrated multi-criteria evaluation (MCE-GIS) and fuzzy
logic to evaluate land suitability for spatial planning in arid regions of eastern Iran
[10]. All these studies used multi-criterion approach for defined paths, i.e. mostly in
vector form. Different weightages were given for the different factors. These factors
depend on the problem in hand. However, for unknown places, like new project,
various barriers may come in and through the crow distance is minimum but the total
cost be higher. In the present method, unsupervised classification is done to remove
very high cost pixels. In our study, after removing the high cost pixels, we are using
the weighted overlay method to find the cost surface and using least cost path tools
of ArcGIS [11] the optimal pipeline route is determined.
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2 Methodology

Long distance pipelines are complex arrangements in the specific GIS fields. For
determining the more appropriate routing way, it is needed to find a geographic
location closer to the study area. In this study, it was found to be in Hanumangarh
district on Indira Gandhi Canal. The methodology followed to find the most cost
effective path of the pipeline is as depicted in Fig. 1. The processes are as depicted
in the following subsection.

2.1 Data Acquisition

Data depicting various factors such as land use pattern of study region, road and
rail network, geological data, slope, water bodies in the region and various other
factors is needed for pipeline routing. This data is generally obtained in the vector
format. The data which is available in the form of maps is digitized into shape files.
In present method, the vector data is rasterized for least cost path analysis. In case
of slope, the DEM data of the region is first obtained. Using the slope spatial analyst
tool, the slope of the region may be calculated. In this study, the factors considered
are that of slope, land use pattern (built up area, crop area, waste land, fallow land
and forest land), road and rail network and water bodies. The shape files of road and
rail network and water bodies were downloaded from the DIVA-GIS Platform [12].
While the DEM and land use data were available in the raster form for the same, the
coordinate system for all these datasets was WGS 1984.

2.2 Data Processing

The data gathered needs to be further processed to form the final cost surfaces.
Firstly, all the data available needs to be rasterized for further use. Once rasterization
is done, classification of the raster data is done followed by weight allocation. In this

Fig. 1 Methodology to find least cost path
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study, the feature data is rasterized using the Euclidean distance rule. It computes the
Euclidean distance to the closest source for each cell, which serves as the preliminary
raster set on which further operations are performed.

2.2.1 Classification

Each raster dataset requires some stage management to convert data into a format,
whose values reflect the criteria for an optimum pipeline route analysis (PRA).
Briefly, the process for each input dataset consists of assigning values (cost) to each
pixel and converting vectors to raster for those cell values to which the weights are
assigned. For this purpose, classification of data is done to subdivide each dataset into
cells of various costs depending on their suitability for pipeline laying. In this study,
we have done classification of preliminary dataset using the ISO cluster unsupervised
classification tool

2.2.2 Cost Assignment

The classified data has some preliminaryweights allocated by the system. These need
to be further modified as per the need of the problem. This is done by reclassifying
the datasets. Various factors such as the number of classes, break points and the costs
given to these classes are here adjusted. High costs are given to classes where pipe
laying will be difficult. For instance, in this study, very high costs are given to cells
with rail, water bodies or built up areas in them.

2.3 Cost Surface

Once the various cost raster is prepared, these need to be combined into a single
cost surface for further computations of least cost path. This is done by using the
weighted overlay tool in ArcGIS. Herein, the various raster is summed up into a
single raster. Every factor is given an importance value which acts as its weightage
in the combined raster. The weights are given as per experts’ opinions and references
[1–4, 6, 7]. The cost given to the various factors and their subvalue in this study are
as shown in Table 1.

2.4 Least Cost Path

Cost surface is the input to define the best pipeline route by calculating the least cost
path (LCP). ArcGIS Spatial Analyst uses the following steps (a) use the cost distance
tool to create two pre-requirements for LCP: (i) “cost distance (CD)” surface and
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Table 1 Weightage given to the various factors and their subvalues

Factor Influence value Subvalues

Slope 10 1

2

3

4

5

6

7

8

9

NODATA

Land use 30 1

2

9

10

100

NODATA

Roads network 10 1

5

15

NODATA

Water bodies 25 1

2

4

5

100

Rail network 25 1

100

NODATA

(ii) a “cost distance back link (CDBL)” surface. For CD and a source location, it
denotes the “cost” to move to the origin for each cell pixel. CDBL surface signifies
the direction for each pixel to travel to the origin ensuing the least cost path. Cost
path provides a potential pipeline route.
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3 Case Study

Indira Gandhi Canal, the longest canal of India. The canal enters from Haryana,
moves through Punjab and comes into Rajasthan at Hanumangarh district as indi-
cated in Fig. 2. The canal passes through seven districts of Rajasthan, namely
Barmer, Bikaner, Churu, Hanumangarh, Jaisalmer, Jodhpur and Sriganganagar.With
increased supplies, the total length of canal is nearby 9,245 km. Indira Gandhi Canal
facilitates irrigation over a region of 6770 km2 (1670000 acres) in Jaisalmer district
and 37 km2 (9100 acres) in Barmer district, respectively. Canal also provides water
for agriculture, and drinking to millions of people in distant areas. This proposed
pipeline project is from Indira Gandhi canal in Hanumangarh District to Jhunjhunu
District. The study area is as shown in Fig. 2. The aim of this pipeline is to transfer
surplus water of Indira Gandhi canal to water scarce region of Jhunjhunu District in
North-Eastern Rajasthan for irrigation practices, drinking purpose, reducing ground
water usage and dependence on rainfall. The climate is semiarid means hot summers
and cold winters with low to medium rainfall. The annual potential evapotranspira-
tion is about 1500 mm. Jhunjhunu is facing difficulties of groundwater depletion,
groundwater pollution as the fluoride and nitrate concentration is increasing day by

Fig. 2 Map depicting water scarce Jhunjhunu District and Indira Gandhi Canal
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day. This pipeline will fulfil many purposes along with improving living standards
of people of Jhunjhunu.

The methodology adopted in our study can be seen in Fig. 3a, b, c and d. Figure 3a
gives the general methodology, which is further explained in subsequent Figs. 3b, c
and d, respectively.

Fig. 3 Methodolgy
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Fig. 3 (continued)

4 Results and Discussion

The outputs of the above mentioned methodology are shown in Figs. 4 and 5, which
display the cost distance (Fig. 4) and the cost distance back link (Fig. 5).

Using the “CD” and “CDBL” surfaces, the cost path tool defines a passage(s)
or vicinity right for a PR that connects the original and finishing locations. The
identified “cost path” raster is shown in Fig. 6. The least cost path shown in green
in Fig. 6 is the most effective PR by taking parameters (weights, importance factor)
into consideration.

GIS provides a large number and a variety of analytical functions that are capable
of replacing manual and traditional methods of route planning.
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Fig. 4 Cost distance surface

Fig. 5 Cost distance back link surface
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Fig. 6 Least cost path pipeline

One key limitation of this study is the criteria forweightage of different parameters
that were used in the weighted overlay analysis because the weightage importance
of different factors can vary with different decision makers. One other Key issue is
community participation, which is a necessary module of any multifaceted project.
Various other factors such as socio-political, socioeconomic and spiritual factors for
which data are often unavailable and changeable are recommended to be included in
future pipeline routing learning.

While the research had some boundaries with the amount of data accessible and
its accuracy, the overall result was a viable LCP path that satisfied standards with
routing for such type of infrastructure.

5 Conclusion

The present study develops an approach to determine themost optimal route forwater
pipeline from source to destination. Instead of developing the least cost path, where
different paths are established, present approachworks onoptimizationonpixel basis.
Here, the path is not defined and through pixel cost (which may include, excavation,
elevation, obstacles, soil type, length, etc.) is considered. This research, using similar
studies as background and for reference, incorporated several key factors influencing
the routing of a large-scale pipeline. The results clearly prove that least cost path
in route planning is an inevitability preceding to the final decision-making. It is
concluded that if least cost path analysis using ArcGIS is embedded in the early
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planning system for determining a pipeline route, it proves to be spot on, economic
and time-saving for a sustainable pipeline corridor location design. Due to pixel-
based optimization, computation time is high but for green project this is the efficient
methodology. The use of this type of cost and time effective, and efficient system in
the planning is the need of the hour. A case study to identify the minimum length
between Hanumangarh district to Jhunjhunu District by carrying out the least cost
path analysis using ArcGIS is taken, and results are validated.
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Predicting Meander Migration
of the Barak River by Empirical
and Time Sequence Methods

Wajahat Annayat and Briti Sundar Sil

Abstract Commonphenomena associatedwith the alluvial river is its ‘meandering’.
Lateral migration of the Barak River creates geomorphic hazards in Assam, India.
Predicting and preventing this migration are both difficult and necessary. In this
article, we have tried to describe and evaluate the empirical approach and time
sequence maps to predict meander migration. An empirical approach is based on
correlations, while as, for a given meander, earlier observed movement is used in
case of sequence method to predict the future migration. In this study, 12 mean-
dering reaches of the Barak River are considered using multiperiod Landsat remote
sensing images. In order to evaluate the accuracy of these methods, both predicted
migrations, as well as measured migration, are compared. Results show that empir-
ical methods are not precise and accurate, though some of the empirical methods are
conservative, and some are unconservative. More accurate, precise information on
the meandering movement is given by time sequence method to predict the radius of
the best-fit circle of the future meander location.

Keywords Meandering channel · Barak River · Landsat images · Remote
sensing · Empirical and time sequence method

1 Introduction

The river is a part of the hydrological cycle. On this globe, the main water source
for life is a river which plays a significant role in the development of human civi-
lization. The most significant geomorphic system which is considered to be active
on the earth’s surface is river and its processes [1]. In varying environmental condi-
tions, morphology of river is changing over both spatial and temporal scales due
to erosion and deposition of the river bank. Various processes that control the
morphology of river includes channel dynamics, discharge, runoff, sediment supply
and vegetation cover [2]. Successful and sustainable management of a river requires
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an understanding of which reaches are more susceptible to lateral migration. To
predict meander migration, existing approaches make use of geometry, water and
soil parameters in different ways [3]. Despite decades of research into bank migra-
tion prediction, knowledge of the subject is still imperfect,withmuchwork remaining
to be done. Exact mathematical representation of such prediction has yet to achieve,
and the tools which are available produce results which possess lot of uncertainties
[4]. The process of river migration does not occur simultaneously all through the
river; rather, it occurs in some places separately at any period of time leading to
the formation of the individual meander. Main source of sedimentation in the river
is its own bank erosion although, some other parameters which are which are also
responsible for sedimentation in the river are land use, soil composition of bank and
bed materials, area of watershed, slope variability and discharge of river [5]. Also
autogenic rivers have lost their dynamic equilibrium due to some human interfer-
ence like irrigation, construction of dams and infrastructural developments which
lead to the overexploitation of natural resources and changes in the variation of the
streamflow [6].

The rate of river migration may be as high as several hundred metres at several
locations and for which the habitats of the human are adversely affected. At large rc/b
(bend curvature) ratios, the radius (rc) is large compared to the channel width (b), and
for given flow velocity, the centrifugal force which is inversely proportional to the
radius of curvature is small; this leads to a small erosion rate. At very small rc/b ratios,
the width of the channel b is large compared to the radius of curvature, the water
can actually flow almost straight through the river, and its flow tends to straighten it.
When the ratio rc/b is between 2 and 3, the centrifugal force is significant, and the
water is forced to follow the outer bank [7].

Ganguly [8, 9] found that theBarakRiver is structurally characterized by sequence
of meridional to sub-meridional, curved, extended, doubly plunging, uneven folds
arranged in an en-echelon pattern, trending N-S to NNE-SSW with slight convexity
towards west. Geological and morphotectonic issues of the region can be found in
the existing literature of as [10, 11, 12, 13, 14, 15, 16] during the assessment of
hydrocarbons. Fold belt region of Barak River is tectonically surrounded on all four
sides. Towards the north side, it is bounded by Dauki. Fault, and in the east side,
it is bounded by Haflong-Disang Thrust, and on the south side, it is bounded by
Arakan-Yoma Fold Belt, while as, on the west side, it is enclosed by Hail-Haka-
Lulu Lineament and Chandpur-Barisal High [17]. In this article, we have tried to
describe and evaluate the empirical approach and time sequence maps to predict the
meander migration of the Barak River. 12 meandering reaches of the Barak River are
considered usingmultiperiod Landsat remote sensing images. In order to evaluate the
accuracy of thesemethods, both predictedmigrations, as well asmeasuredmigration,
are compared.
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2 Study Area and Database

Barak River start offs from Japvo Mountain of Manipur hills at an elevation of
3015m and follows the course south all theway through hilly terrain up to Tipaimukh
close to the tri-junction of the three states: Assam, Manipur and Mizoram. At this
point, the river takes a hairpin curve and enters into the plains of Cachar district of
Assam and figures the border of states of Assam and Manipur up to Jirimat, slight
upstream of Lakhimpur. The river then flows through westwards of the Barak valley
of Assam. Finally, it enters into Bangladesh, where it is known as the Surma River
and Kushiyara River which is later called as Magna River. Major parts covered by
Barak River are north-eastern India, Bangladesh and Myanmar. The Barak basin lies
between 89° 50′ E to 94° 0′ E and 22° 44′ N to 25° 58′ N. The basin has sub-tropical
warm, and humid climate receives an annual rainfall of 2500–4000 mm. Digital
Elevation Model (DEM), resolution 30 m (downloaded from http://earthexplorer.
usgs.gov), was used to obtain the river network of Barak River, as shown in Fig. 1.
Landsat images of the year 1984, 2002, 2012 and 2017 have been used to identify
the meandering characteristics with the help of GIS and remote sensing technology.
Details of the dataset utilized are shown in Table 1.

3 Methodology

3.1 Selected Empirical Methods

Empirical methods are commonly used methods. Main advantages of using these
methods are that it is simple and is based on observed data. By this approach, the
database of observedmeander migration and associated parameters is assembled; out
of which, most influential parameter is selected; a regression is performed; and an
equation is proposed. Some of the commonly used empirical approaches described
below.

3.1.1 Hooke [18]

Hooke collected a meander migration data in 1980, by using field measurement and
historical maps for 11 streams in Devon, England. Hooke observed the catchment
area A as the most influencing parameter and finally derived his equation based on
these data.

Mr = 0.0669A0.46 (1)

where

http://earthexplorer.usgs.gov
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Fig. 1 The study area location and channel network
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Table 1 Data used in the study area

Data Path/Row Resolution (m) Year Source

Landsat MSS 136/43 60 1984 USGS

Landsat MSS 136/43 30 1992 USGS

Landsat ETM+ 136/43 30 2002 USGS

Landsat TM 136/43 30 2012 USGS

Landsat TM 136/43 30 2017 USGS

Mr Meander migration rate (m/year)
A Catchment area (km2).

3.1.2 Brice [19]

Brice collected a meander migration data of 43 meanders in four different types of
rivers. Channel width b was observed as the main influencing parameter. Regression
was performed against these data sets and finally derived the equation.

Mr = 0.01b (2)

where

Mr Meander migration rate (m/year)
b Width of river channel (m).

3.1.3 Nanson and Hickin [7]

Nanson and Hickin collected a meander migration data in 1983 for 18 river channels
in Western Canada. Bend curvature (rc/b) was observed as the main influencing
parameter. They plotted their data and found that when the ratio of rc/bwas between
2 and 3, the migration rate tends to be maximum.

Mr

b
= 0.1

[(rc
b

)
− 1

]
When,

rc
b

< 2.3 (3)

Mr

b
= 0.3

(rc
b

)−1
When,

rc
b

> 2.3 (4)

where

Mr Meander migration rate (m/year)
b Width of river channel (m)
rc Radius of curvature of the meander (m).
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3.2 Time Sequence Maps

Scanning of Landsat images is done and then imported in Arc GIS format. For
radiometric corrections, haze corrections and filtration of images ERDAS 9.1 were
used. From the processed images, the area of interestwas extracted. Eye interpretation
and digital image processing techniques are used to delineate the bank lines, and then,
the delineated bank lines are used to generate a channel centreline with the help of
onscreen digitization in Arc Map.

In order to find the centre location and radius of an imaginary circle best fit to the
data points representing the bend line, least square estimation is used. Equation of
this circle with centre at (x, y) = (a, b), and radius R is given by:

(X − a)2 + (Y − b)2 = R2 (5)

Assume (Xi , Yi ), I = 1, 2, …, n, be a set of data points in the xy-plane. In order
to find the values of a, b and R which provides the least square estimation of a circle
according to data points; the equation is minimized:

N∑
i=1

[
(Xi − a)2 + (Yi − b)2 − R2

] = F(a, b, R) (6)

Further
For the outer bank during period A (year 1 to year 2), the rate of change of the

radius of curvature is given by

�RCA = (RC2 − RC1)/YA (7)

where

�RCA Rate of change in radius of curvature during period A (m/year)
RC1 Radius of curvature of the outer bank in year 1 (m)
RC2 Radius of curvature of the outer bank in year 2 (m).

For the outer bank during period B (year 1 to year 2), the rate of change of the
radius of curvature is given by

�RCB = (RC3 − RC2)/YB (8)

where

�RCB Rate of change in radius of curvature during period B (m/year)
RC2 Radius of curvature of the outer bank in year 2 (m)
RC3 Radius of curvature of the outer bank in year 3 (m).
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Further, if the circles inscribed and channel positions on a particular bend are
recorded in year 1, 2 and 3 with the corresponding period of A and B, then the
predicted radius of curvature of the outer bank in the year 4 is given by Lagasse et al.
[20]

RC4 = RC3 +
[(

RC3−RC2

YB

)
(YC)

]
(9)

where

RC4 Predicted radius of curvature in year 4 (m)
RC3 Radius of curvature of the outer bank in year 3 (m)
RC2 Radius of curvature of the outer bank in year 2 (m)
YB Number of years in period B
YC Number of years in period C.

The amount of migration of the bend centroid for period A is DA, and for period
B is DB. The rates of migration during period A are determined by dividing DA and
DB by the number of years in the associated period. To predict the magnitude of
centroid migration during period C, it is more accurate to use the most recent period
B rate of centroid shift, which yields the following relationship

DC = (DB|YB)YC (10)

where

DC Magnitude of centroid migration for period C
DB Magnitude of centroid migration for period B
YB Number of years in period B
YC Number of years in period C.

4 Results and Discussion

In this study, 12 meandering reaches of the Barak River are considered using multi-
period Landsat remote sensing images to evaluate the accuracy of empirical approach
and time sequence maps by comparing predicted and measured migration. In order
to evaluate the accuracy and precision of the empirical methods, Eqs. 1 through 4
were used together with the data of Table 2 to obtain the predicted migration rates
of Table 3. Also shown in Table 3 is the measured migration rates for the Barak
River. Comparisons made from the empirical methods (Figs. 2, 3 and 4) indicate
that Hooke and Brice’s method is reasonably traditional. While as in the Nanson and
Hickin method, the scatter is significant on the basis of data alone it appears to be a
reasonably safe method.
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Fig. 2 Predicted versus
measured migration rates
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Fig. 3 Predicted versus
measured migration rates
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Fig. 4 Predicted versus
measured migration rates
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Predicted and measured rates of meander migration were found highly diverse.
For example, Brice method gives 2.7 m/year (Bend-1, 1984–1992), measured value
was 55.5m/year. Bricemethods focused on thewidth and correlation foundwasweak
with R2 = 0.39 which indicates that Brice’s method are reasonably traditional, and
it can be said that the width alone can’t be the influencing parameters in the process
river migration. Again, for another situation, if Nanson andHickinmethod suggested
meander migration rate as 40.5 m/year (Bend-8, 1984–2012), then measured value
was just 2.8 m/year. As Nanson and Hickin method focus on bend curvature (rc/b)
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Fig. 5 Predicted radius
versus measured radius for
the time sequence maps
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and method was analyzed by considering two active parameters radius of curvature
andwidth of river even if this method gave amoderate correlation withR2 = 0.50, the
scatter is moderately significant on the basis of data alone. So this method appears
to be a reasonably safe method, and it was found from the scatter plot that bend
curvature (rc/b) alone may be the main influencing parameter in the process river
migration.

Based on the previous year records of bends, a prediction tool ‘channel migration
toolbox’ was used for the prediction of bend radius and centroid for the year 2012 and
2017. Also the scatter between measured and predicted radius is significant (Fig. 5).
Indeed, as the GIS approach is effective on the decadal scale, the predictions for
2012 and 2017 were based on the bend records of approximately 10 years. The
comparisons are presented in Table 4. As can be seen the time sequence maps gives a
reasonably satisfactory prediction of the radius of the meander. From 1984 to 2017,
migration rates of the Barak River ranged from 1.4 to 58.3 m/year, with a mean and
standard deviation value of 13.01 m/year and 12.46 m/year, respectively, (Fig. 6).

5 Conclusion

In this study, three empirical equations Hooke [18], Brice [19], Nanson and Hickin
[7] and time sequence extrapolation are used to predict the meander migration rates.
12 meandering reaches of the Barak River are considered using multiperiod Landsat
remote sensing images to evaluate the accuracy of these methods by comparing
predicted and measured migration. Comparisons made from the empirical methods
indicate thatHooke andBrice’smethod are reasonably traditional. On the basis of this
data alone, Nanson and Hickin method provides significant scatters, so this method
is reasonably safe. For the radius of meander, satisfactory predictions were given by
time sequence extrapolation method. This method is superior to empirical methods
because it gives a complete position of the meander. However, time sequence extrap-
olation method is more operator dependent than the empirical methods. The author
believes that this study will help in conducting the better planning of flood protection
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Table 4 Predicted and measured radius for the best-fit meander circle

Reach No. Year Radius
measured
(m)

Radius
predicted
(m)

Reach No. Year Radius
measured
(m)

Radius
predicted
(m)

Reach-1 1984 1019 Reach-7 1984 532

1992 1093 1992 558

2002 745 2002 526

2012 719 397 2012 553 494

2017 754 693 2017 518 566.5

Reach-2 1984 376 Reach-8 1984 1180

1992 478 1992 1237

2002 573 2002 1188

2012 576 668 2012 1085 1139

2017 592 608 2017 1150 1003.5

Reach-3 1984 1050 Reach-9 1984 597

1992 1013 1992 571

2002 1238 2002 749

2012 1055 1463 2012 616 927

2017 1064 963.5 2017 650 549.5

Reach-4 1984 492 Reach-10 1984 725

1992 524 1992 738

2002 498 2002 830

2012 474 472 2012 734 922

2017 498 462 2017 729 686

Reach-5 1984 565 Reach-11 1984 826

1992 563 1992 679

2002 556 2002 625

2012 562 549 2012 685 571

2017 557 565 2017 602 715

Reach-6 1984 550 Reach-12 1984 826

1992 582 1992 679

2002 565 2002 625

2012 563 548 2012 685 571

2017 529 562 2017 602 715

works as such river channel changes pose serious social, economic and hydro system
challenges to the river users and communities and also help the government in deci-
sion making, management and implementation of future projects. These effects may
be prevented by efficient and well planning of settlements and to adopt some bank
protection measures.
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Reach-1 Reach-2

Reach-3  Reach-4

Reach-5 Reach-6

Fig. 6 Reach wise channel shifting of the Barak River for the period 1984–2017
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Reach-7 Reach-8 

Reach-9 Reach-10 

Reach-11 Reach-12 

Fig. 6 (continued)
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Identification of groundwater recharge
potential zones using AHP and Fuzzy
Logic: A blockwise study of western
Purulia district, India

Sauvik Santra and Sujata Biswas

Abstract Managing groundwater resources, particularly under data-scarce and dry
regions, involves a lot of difficulties and problems which have driven the planners to
apply remote sensing (RS) and geographic information system (GIS) based proce-
dures. In the present study, groundwater recharge potential zones are delineated by
integrating the Analytic Hierarchy Process (AHP), GIS, and RS methods in five
blocks of Purulia district, India. At first, the adequate thematic layers of factors
impacting the groundwater recharge potential, such as drainage density, geomor-
phology, soil types, land use, geology, rainfall, slope, and lineament density, are
extracted from sources like satellite imagery and collateral data. The AHP method
is utilized to estimate the weights of different layers for applying the hierarchical
fuzzy logic to identify potential zones for groundwater recharge. It is found that
about 186.35 km2 area has very good groundwater recharge potential (GRP), which
is only 12.13% of the total study area. The area with good, average, and low GRP
are about 359.08, 455.29, and 415.44 km2 respectively. Analyzing the blockwise
distribution of potential zones, it is found that Baghmundi block having 21.9% and
27.76%of its area under very good and goodGRP zones respectively, ismost suitable
for blockwise implementation of groundwater recharge sites.

Keywords Groundwater · Fuzzy logic · AHP · India

1 Introduction

Water is one of the most vital resources for the existence of life on earth. From
ancient times, groundwater is preferred over surface water as it is free from most
of the pollutants, and its availability is more homogeneous than surface water. A
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constant increase in demand for water leading to rapid growth in water consumption
can be seen in recent years, whereas a relatively massive growth in consumption of
groundwater over the surface water can be seen prior to 1990 [1].

This extracted groundwater must be recharged to maintain a steady groundwater
level. Due to excessive usage, natural groundwater recharge has become insufficient
to replenish the groundwater. As a result, the groundwater table has been depressed
all over the world [2] and especially in India [3]. In some areas, it has even gone
out of the feasible extraction range. This depression of groundwater level affected
surface water, resulting in drying up of many rivers, lakes, and shallow water bodies
in the last few decades. This has become an international crisis and an alarming
concern for today’s environmental scientists and water resources engineers. In India,
specifically over the northern India, a steady lowering of the groundwater table is
observed in the past few decades [4].

As a remedial step, we may use technology to replenish the depleted water level
by using the concept of artificial groundwater recharge. Today many researchers
are trying to find a proper place, method, and amount of groundwater recharge to
mitigate the crisis. As a handy tool for analyzing the large area, remote sensing (RS)
and geographic information system (GIS) are playing an important role in these
studies.

Utilization of remote sensing and GIS for the exploration of groundwater and
the identification of artificial recharge sites can be found in much earlier studies.
Data from Linear Imaging Selfscanning Sensor (LISS-II) onboard Indian Remote
Sensing Satellites (IRS-1A, 1B and P2) was combined with the information derived
from digital elevation model (DEM) using GIS to find the suitable sites for ground-
water recharge over the hard rock terrain in the Sironj area of Vidisha district of
Madhya Pradesh, India [5]. A similar technique was used to determine ground-
water recharge potential zones in Lebanon, where lineament and drainage density,
karstic domains, land cover, and lithologic character were determined using satel-
lite images (Landsat 7 ETM & SPOT) and aerial photographs, further integrating
them in GIS [6]. Thematic maps constructed merging LISS-III and panchromatic
(PAN) remote sensing data and aquifer parameters from field data were integrated
using GIS to create a map of groundwater recharge potential zones over the Jammu
district, India [7]. Weighted thematic layers of five contributing factors, lithology,
land cover, lineaments, drainage, and slope derived using aerial photographs, geology
maps, and a land-use database were combined using GIS to delineate groundwater
recharge potential zones in Taiwan [8]. With the development of modern computa-
tional techniques and the availability of updated computational resources, a scope
was created to refine the results from the approaches mentioned above using soft
computing. One of the initial studies using an integrated approach to combine GIS
with a decision support system (DSS) for the delineation of groundwater recharge
potential sites was carried out by [9] over the Meimeh Basin, Iran.

The next big change took placewhenGISwas combinedwith numericalmodeling
techniques to delineate the groundwater recharge potential zones in the arid region
of Maknassy basin, Tunisia [10]. A combination of RS, GIS, and multi-criteria
decision-making (MCDM) techniques using normalized weights computed using
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Saaty’s Analytic Hierarchy Process (AHP) was used to delineate artificial recharge
zones as well as to identify favorable artificial recharge sites in the West Medinipur
district ofWest Bengal, India [11]. A study over a sub-watershed of River Kanhan, in
Nagpur District, Maharashtra, India, was carried out in GIS using the land use, soil
types, topography, and rainfall-runoff model data, where AHP with expert’s judg-
ment was used for ranking the sites [12]. The next advancement in the method came
when [13] coupled GIS with MCDM using fuzzy rules to yield more precise results
in selecting the site for managed aquifer recharge.

Later on, [14] used modern satellite imagery to revise the GIS and AHP coupling
techniques. In current years, software to process high-resolution satellite data has
been improved drastically. [15] used high-resolution layers to find out ground-
water (GW) recharge potential zones using AHP. A combination of state-of-the-art
groundwater potential mapping (GPM) tool C5.0 along with random forest (RF),
and multivariate adaptive regression splines (MARS) algorithms were used recently
for generating GPMs in the eastern part of Mashhad Plain, Iran [16]. Other known
machine learning-based methods adopted in recent studies include boosted regres-
sion tree (BRT), classification and regression tree (CART), support vector machine
(SVM), and genetic algorithm optimized random forest (RFGA) [17, 18]. A sensi-
tivity analysis of the effect of sample size on the accuracy of different individual
and hybrid models (i.e., adaptive neuro-fuzzy inference system (ANFIS), ANFIS-
imperial competitive algorithm (ANFIS-ICA), alternating decision tree (ADT), and
random forest (RF)) was carried out by [19].

Although very effective and accurate machine learning and artificial intelligence-
based GIS techniques are adopted in current studies, the accuracy and efficiency
of most of the approaches heavily depend on the available data size and accuracy.
However, most of the areas of acute groundwater depletion problem in the Indian
subcontinent suffer from the scarcity of accurate and updated spatial data of most
of the critical parameters. Hence, we wanted to evaluate the applicability of a rela-
tively simple and computationally inexpensive approach to delineate the groundwater
potential zones with minimal available data. For the present study, AHP is used as
a scientific tool to estimate weightage, coupled with a simple Mamdani-based hier-
archical fuzzy controller to delineate groundwater recharge potential zones over a
data-scarce area.

Purulia district of West Bengal is one of the most water-scarce areas of India.
Although this district receives 1400 mm of average rainfall during the monsoon
season, most of the precipitation disappears through Kumari and Kangsabati river
systems as runoff. Low retention capacity of the soil and the presence of hard crys-
talline rocks beneath the ground create constraints to groundwater development in
the area. In the present study, an endeavor has been made to delineate groundwater
recharge potential zones in some severely water-scarce blocks of Purulia district of
West Bengal using GIS and fuzzy logic techniques to overcome the limitations due
to unavailability of ground-based observational data.
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2 Study Area

The study area mainly follows the river Subarnarekha, a major river on the western
part of Purulia district. Subarnarekha flows through two blocks of Purulia district,
Jhalda-I and Baghmundi. In the present study, three adjacent blocks, Jhalda-II,
Joypur, andBalarampur are also taken, as these blocks also have groundwater scarcity
[1]. The areal extent of the study area is 1549.13 km2 lying between 23º North to
23º36” North in latitude and 85º48’36” East to 86º19’12” East in longitude.

Subarnarekha is known for its flash floods during the monsoon season. But with
contrast, it is also the river basin having the lowest groundwater potential with a
groundwater potential of 1.82 bcm (lowest among all the rivers of India) [20].Average
rainfall in the area remains minimal throughout the year except during the monsoon
period. Residents of the area, therefore, depend mostly on the available groundwater
for their daily needs as well as irrigation. As a natural outcome, groundwater is being
depleted very fast [21, 22]. In the past few years, irregularity of rainfall joined the
fleet, and the area is going through a severe groundwater crisis [23].

3 Methodology

Some physical methods like groundwater depth, bore well data, soil type, slope, local
status, availability of land, presenceof harmfulmetals and chemicals nearby, presence
of industry, and presence of harmful organic substances are used for selection of
appropriate recharge site in localized studies. But to select those recharge sites on
a large scale, the analysis may be done using GIS. Among the different aspects of
using GIS, the basic difference is in the selection of layer used and method adopted
to obtain the final output.

In the present study, soil type, drainage density, lineament density, geology,
geomorphology, land-use type, and rainfall data are used as layers, and analytic
hierarchical process (AHP) [24] is used to calculate the weight of each of the indi-
vidual layers as the input of the hierarchical fuzzy logic. Finally, hierarchical fuzzy
logic is used through a total of seven steps to finding the output layer.

The district block boundary map of Purulia is collected from [24] at a scale of
1:2,50,000. From this map, an area has been extracted, taking five blocks (Fig. 1).

3.1 Analysis of Digital Elevation Model

3.1.1 Digital Elevation Model

Digital elevation model (DEM) is a 3D representation of a terrain’s surface created
from terrain elevation data. From satellite data, latitude and longitude of the
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Fig. 1 Selected study area

boundary points are calculated. Using these coordinates, the digital elevation model
is downloaded from [25]. This DEM is then geo-corrected and mosaicked together
(Fig. 2).

3.1.2 Preparation of Slope Map

The slope is the measure of steepness or the magnitude of inclination of a plane
relative to the horizontal plane, typically expressed as a percentage. Slope plays
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Fig. 2 DEM of the study area

a significant part in governing the hydrological balance of terrain, influencing the
orientation and volume of surface runoff and subsurface drainage approaching a site.
It also determines the duration and velocity of surface flow, subsurface flow, and
amount of infiltration [26]. Steep slope generates more runoff, and less infiltration
takes place. However, if the slope is less, more infiltration or recharge will take
place, decreasing the runoff amount [27]. DEM is used to generate a slope map to
observe the topographic attributes (slope aspects and steepness), which facilitate the
evaluation of the variables affecting the presence and flow of groundwater in the
area. The slope (Fig. 9), ranging from 0 to 57º, is categorized into five classes.

3.1.3 Preparation of Drainage Map

The drainage map of the study area is derived from DEM using ArcGIS software.
This obtained drainage map shows that rivers and channels flow toward east and west
from the central axis of the study area. This drainage map is then validated by lying it
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over the satellite image of the study area to see if the generated river channels overlap
with the actual ones. The process of generating a drainagemap starts with the creation
of ‘Fill’. After the DEM is extracted, it had to be ensured that it had no erroneous
depressions. So it is filled using GIS software tools. The depressionless DEM is
then used to calculate the probable flow direction in the region. Flow direction is
important while working with hydrological modeling, because in order to calculate
the drainage network in a watershed, it is essential to determine the direction of flow
in each cell of the area. This is done by calculating the relative slope between each
cell of the DEM.

The cells with the greatest accumulated flow have been chosen and then converted
into a flow accumulation grid, based on the flow direction (Fig. 3). The drainage

Fig. 3 Flow accumulation map of the area
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network in the area is derived from the flow accumulation layer. This method for
the creation of a drainage map from flow accumulation works on the probabilistic
approach and gives value for each possible flow line. These flow lines are used
to delineate possible streamlines. These generated rivers are then validated using
the satellite datasets [28]. After the validation, the GIS-based approach is used to
classify the rivers into ascending orders (Fig. 4, as rivers having higher-order have a
higher contribution in drainage through that area leading to a high rate of infiltration.
Universal Transverse Mercator Coordinate system (WGS 1984 UTM Zone 45N)
is used to vectorize the flow features in order to quantify the streamflow feature
according to respective lengths.

Fig. 4 Drainage map of the area
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3.1.4 Preparation of Drainage Density Map

Drainage density is the length of all the streams per unit area of a drainage basin. Dd

= L/A, where Dd = drainage density of the area, L = total length of the drainage
channel in the study area (m), and A = areal extent of the study area (m2). It reflects
how properly or how poorly a watershed is drained by stream channels. The impact
of drainage density on infiltration can be considered from two different aspects. If
the river is of a lower order, it contributes mainly to drainage, leading to a lower
rate of infiltration. On the other hand, for higher-order rivers, more infiltration takes
place due to less slope of the terrain and more availability of water. Drainage density
for the area is calculated using GIS (Fig. 10).

3.1.5 Preparation of Lineament Density Map

In the rocky areas, the occurrence and movement of groundwater depend mainly on
the permeability resulting from the lineament of the area due to faulting, fracturing,
etc. Lineament is an essential parameter in calculating the groundwater recharge
potential as it indirectly gives knowledge about the storage andmovement of ground-
water. Straight stream valleys and aligned segments of a valley are typical geomor-
phological expressions of lineaments. In this study, after stream ordering, a surface
lineament map is prepared from the drainage map. The drainage lines having stream
order one, which is parallel to each other, are delineated as features of lineament.

In the present study area, the lineament density ranges from 0 to 3 m/m2. Partic-
ularly in the north, south, and southwest parts of the study area, the density range
from 0.5 to 2.5 m/m2, and these sites are considered as potential zones for ground-
water recharge as these sites are most suitable for infiltration of surface water into
the ground. Those areas, which have a lineament density of less than 0.5 m/m2, are
not suitable for groundwater recharge (Fig. 11).

3.2 Mapping with Remote Sensing and GIS Techniques

IRS-P6 LISS-III satellite image of Purulia district (dated March 8, 2011) is collected
(Fig. 5). Satellite images can be used to verify several artificially generated data. It
can also be used as an input to generate some further map layers.

3.2.1 Preparation of Land-Use Map

The extracted satellite image is classified according to land use. For this, we followed
a supervised classification technique. In supervised classification, some trainingpoly-
gons are created to train computer about the type of land cover. The maximum like-
lihood supervised classification technique is then applied using ArcGIS to get an
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Fig. 5 Satellite image of the area

output image that is classified into four sets of land-use types (Fig. 12; Table 1), 1.
dense forest, 2. agricultural land, 3. water bodies, and 4. bare land.

Table 1 Land-use type

Land-use type Dense forest Agricultural land Water body Bare land

Area (km2) 472.5 545.17 3.33 521.33
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3.2.2 Preparation of Soil Map

Soil plays an important role in the infiltration rate of an area. This again directly
affects groundwater recharge potential of that area. Different soils have different
infiltration rates. So, it is important to prepare a soil map of the study area, which
has been derived from the National Bureau of Soil Survey and Land Use Planning
(ICAR) at a scale of 1:500,000. There are five types of soil (Fig. 6) present in the area,

Fig. 6 Soil map of the area
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Table 2 Soil types of the area

Type of soil Soil code as per ICAR Area covered (km2)

Ustochrepts (Loamy) W093, W095 64.02

Haplustalfs (Loamy) W096 191.15

Haplustalfs (Fine Loamy) W091, W094, W102 657.71

Paleustalfs (Fine) W104 602.54

Ustorthents (Loamy) W092 32.74

i.e., Paleustalfs (Fine), Haplustalfs (Fine Loamy), Haplustalfs (Loamy), Ustochrepts
(Loamy), and Ustorthents (Loamy) (Table 2).

3.2.3 Preparation of Geology Map

Geology of an area plays a vital role in this study. Several rock formations give an
idea about the groundwater depth and subsurface flow characteristics. The map has
been prepared from the Geological Survey of India at a scale of 1:250,000. After
extracting the study area from the map, a vector layer is created over it to get the
characteristics and area of each geology type (Fig. 7).

3.2.4 Preparation of Geomorphology Map

Geomorphology tells us about the creation and transformation of topographic and
bathymetric features created by physical, chemical, or biological processes operating
at or near the earth’s surface. Geomorphology map is obtained from the Geological
Survey of India at a scale of 1:1,000,000, which is then georeferenced, and the study
area is extracted. After vectorization, the final geomorphology thematic layer map
is prepared (Fig. 8).

3.2.5 Rainfall Distribution Map

Rainfall is the main contributor for artificial recharge. Areas with more rainfall are
naturally more suitable for artificial recharge sites. Rainfall data for the area is down-
loaded from ECMWF [29]. This is utilized to develop the rainfall distribution map
using the Inverse Distance Weighted (IDW) interpolation technique in the ArcGIS
spatial analyst tool.

Inverse distanceweighted (IDW) interpolation is a technique based on the assump-
tion that objects closer to each other are more identical than those which are more
separated.Themeasuredvalues around theprediction locationhave amore significant
impact on the forecasted value than those farther away. It gives higher importance
to points closest to the forecast location, and the weights decrease as a function
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Fig. 7 Geology map of the area

of distance. Result of the IDW analysis of rainfall distribution is further used as a
thematic layer in the calculation (Fig. 13).

3.3 Hierarchical Fuzzy Logic

Fuzzy logic is a tool to deal with uncertainty where normal probability theory fails
to work due to large computational expensiveness. Fuzzy logic takes into account
all the possible combinations of inputs and possible outcomes for each case. It then
considers the possible fuzziness of the output and gives a more humanlike response
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Fig. 8 Geomorphology map of the area

toward the problem. The main problem with the fuzzy sets is the number of rules
(predefined relations between input set and output) increase exponentially with the
number of inputs used. To overcome this shortcoming, hierarchical fuzzy logic (HFL)
is introduced where inputs are sorted according to relative importance, and then
fuzzy logic-based calculations are carried out stepwise. Here, we have used the same
approach, and to find the initial relative weights among the parameters, AHP is used.
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3.3.1 Analytic Hierarchy Process (AHP)

AHP is a mathematical, matrix-based technique, widely used as a decision-making
tool in various complex methods. It helps to capture both subjective and objective
aspects of a decision. Hierarchical structures have been used here to represent a
complex problem and develop local priorities for alternatives based on the judgment
of the user, and then synthesizes the results for the calculation of global priorities
[24].

AHP, as a weight estimating technique, enables decision-makers to derive weights
rather than assign them arbitrarily. AHPmaintains complexity and suitable judgment
while allowing both objective and subjective considerations to be incorporated in the
decision-making process [30].

(i.) The dominant objective is specified first as a goal
(ii.) The goal is then broken down step by step into more specific objectives that

can further be broken down into subobjectives:
(iii.) The attributes lie at the tip of the hierarchy.

3.3.2 Applying AHP in Present Study

In the present study, AHP proposed by [24] is applied to determine the weights. The
AHP method used here has four steps of calculations.

• Creating pairwise comparison matrix;
• Finding highest eigenvalue and then right eigenvector for each criterion;
• Normalizing right eigenvector to delineate weight for individual layers;
• Checking for consistency.

3.3.3 Deriving Pairwise Comparison Matrix

The AHP pairwise matrix is developed by putting relevant importance value for each
criterion involved in the present study. The relative importance values are defined
with the Saaty’s 1 to 9 scale, where a score of 1 denotes equal weight between the
two cases, and a score of 9 means the absolute importance of one case compared
to the other one [24]. An unbiased opinion is taken from each of the individuals of
a three-member expert panel. The average of three individual datasets is then used
as the base pairwise comparison matrix. Table 3 represents the pairwise comparison
matrix obtained based on average expert opinion using Saaty’s nine-point importance
scale used to calculate relative weights for the thematic layers.
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Table 3 Pairwise comparison matrix

Drainage
density

Geomorphology Soil Land
use

Geology Rainfall Slope Lineament
density

Drainage
density

1 ¼ 3 6 1/2 4 5 2

Geomorphology 4 1 6 9 3 7 8 5

Soil 1/3 1/6 1 4 1/4 2 3 ½

Land use 1/6 1/9 1/4 1 1/7 1/3 ½ 1/5

Geology 2 1/3 4 7 1 5 6 3

Rainfall ¼ 1/7 1/2 3 1/5 1 2 1/3

Slope 1/5 1/8 1/3 2 1/6 1/2 1 ¼

Lineament
density

½ 1/5 2 5 1/3 3 4 1

Table 4 Right eigenvectors of the thematic layer parameters

Eigenvector Normalized weight

Drainage density −0.299 0.144

Geomorphology −0.804 0.3867

Soil −0.137 0.0658

Land use −0.046 0.0221

Geology −0.434 0.2087

Rainfall −0.092 0.0442

Slope −0.064 0.0309

Lineament density −0.203 0.0976

Sum −2.08 1

3.3.4 Evaluation of Eigenvalue Analysis

AHP captures the idea of uncertainty in judgments through the principal eigenvalue
and the consistency index [31]. In the present study, maximum eigenvalue and corre-
sponding right eigenvector are calculated for the pairwise comparison matrix shown
above; the maximum eigenvalue is 8.3458721. The resultant right eigenvector is
shown in Table 4.

3.3.5 Normalizing Right Eigenvector to delineate weight for individual
layers

In the final step of AHP analysis, the normalized weights are computed from the
corresponding eigenvector values using the formula as mentioned below.
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Normali zed Weight = Eigenvector value of a f eature class

Sum of all the Eigenvectors

These normalized weights are then used for sorting the inputs for calculations
using HFL.

3.3.6 Checking for Consistency

Saaty’s eigenvector method is used to find out the consistency ratio (CR) for errors
in the judgment of parameter weights. CR is calculated using the formula:

C.R. = C.I.

R.I.
(1)

where CI represents for consistency index, derived using the formula.

C.I. = λmax − n

n − 1
(2)

and RI stands for ratio index, the value of which is specified by Saaty (Table 5),
where n is the number of parameters, hence 8.

If the value of CR is less than 0.1, then it is accepted, whereas for CR values
greater than 0.1, reconsideration of judgments is required. In our case, the CR value
is 0.035, which is well below the permissible limit.

Table 5 Saaty’s ratio index for different number of parameters (n)

n R.I.

1 0

2 0

3 0.58

4 0.89

5 1.12

6 1.24

7 1.32

8 1.41

9 1.45

10 1.49
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Table 6 Design of hierarchical fuzzy logic controller

Stage INPUT 1 INPUT 2

Stage 1 Geomorphology Geology

Stage 2 Output of Stage 1 Drainage density

Stage 3 Output of Stage 2 Lineament density

Stage 4 Output of Stage 3 Soil

Stage 5 Output of Stage 4 Rainfall

Stage 6 Output of Stage 5 Slope

Stage 7 Output of Stage 6 Land use

3.3.7 Applying Hierarchical Fuzzy Logic

After the satisfactory estimation of the final weighted sequence for the input param-
eters through the application of AHP, calculation through HFL is implemented. As
discussed earlier, to reduce the computational load, the total fuzzy logic controllers
are divided into a total of seven stages to form an HFL, namely stage 1 through stage
7.

Gaussian distribution is applied to each of the stages, and two stages are fuzzified
using the Mamdani approach at each level. The distribution of levels is presented in
Table 6. Each of the feature maps is classified in a total of five levels of groundwater
potential, namely very poor, poor, average, high, and very high. Final values are
calculated by defuzzification of the fuzzymembership values from the output of stage
7 using the small of maximum (SOM) method of defuzzification. Defuzzified fuzzy
membership values (FMV) corresponding to the suitability of groundwater recharge
range from 0 to 1 (‘0’ being the least suitable and ‘1’ being the most suitable). The
study area is categorized into five groundwater recharge potential zones, namely very
poor (0 ≤ FMV ≤ 0.125), poor (0.125 < FMV ≤ 0.375), moderate (0.375 < FMV ≤
0.625), good (0.625 < FMV ≤ 0.875), and very good (0.875 < FMV ≤ 1).

4 Results and Discussions

The spatial distribution map of slope, drainage density, and lineament density using
the digital elevation model is presented in Figs. 9, 10, and 11, respectively. The
spatial distributionmap of land-use types estimated through the application of remote
sensing using a high-resolution satellite image of the study area is presented in
Fig. 12. The spatial map of IDW analysis of rainfall distribution is shown in Fig. 13.
The final output from the fuzzy AHP analysis is plotted in GIS to obtain the spatial
map showing different types of potential zones (Fig. 14).

From the output map (Fig. 14), it is observed that most of the high groundwater
recharge potential zones lie in the northeast and central part of the study area. In Table
7 below, the area under each potential zone is shown, and the blockwise distribution
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Fig. 9 Slope map of the area

of area is shown in Table 8. The table highlights that the recharge potential zones
are spread among all the blocks, though Baghmundi block has the best potential for
groundwater recharge having 21.9% and 27.76% of its area under very good and
good recharge potential zone, respectively.

In this study, a fuzzy-based method that maintains the relativistic influence of
various thematic layers and their corresponding classes affecting groundwater has
been adopted to predict groundwater recharge potential zones of the area. Five
blocks of Purulia district of West Bengal are chosen as the study area and eight
thematic layers, viz. geomorphology, land use, density of drainage network, soil
types, geology, rainfall, slope, and lineament density, have been incorporated for
estimating groundwater recharge potential zones. Results indicate that 12.13% of
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Fig. 10 Drainage density map of the area

the area has very good groundwater recharge potential, and 29.37% of the area is
designated as having good groundwater recharge potential, with over 29.64% being
moderate and 27.04% area has poor groundwater recharge potential. 7.82% of the
area has very poor groundwater recharge potential.

From blockwise statistics, it is seen that Baghmundi block has the highest
percentage of area suitable for groundwater recharge. This block has 21.9% of its
area, having very good and 27.76% of its area having good groundwater recharge
potential. It can be seen that areas with dense forest, higher lineament density, and
soil type having a high infiltration rate have been detected to be having very good
recharge potential.
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Fig. 11 Lineament density map of the area

The area under study is one of the areas to have the minimal presence of ground-
based data, thus inhibiting any past study over the region.Although this study exhibits
the efficacy of a coupled yet simple numerical approach to delineate groundwater
potential zones, the availability ofmore observational data over the region is expected
to aid the approach in both the accuracy and viability aspect.
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Fig. 12 Land-use types over the area

5 Conclusion

The present research has shown the abilities of AHP with geoinformatics coupled
with fuzzy logic techniques for the identification of groundwater recharge potential
zones, specifically over a data-scarce region. Based on the results of this research,
it can be concluded that the applied methodology is a valuable framework for the
prompt evaluation of groundwater recharge potential and can be suggested to be
implemented in other areas, especially in areas having insufficient ground data.
Therefore, the outcome of this study can also be utilized for developing irrigation
facilities in the future, which in turn will accelerate the crop production. The study
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Fig. 13 Rainfall distribution map of the area

will be helpful for adopting suitable sites for water harvesting structures. Thus, the
study is expected to lead to a good path for future planning of water resources in the
blocks of the Purulia district.
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Fig. 14 Final fuzzy output for the area
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Table 7 Percentage and area under each potential zone

Potential zones Area (km2) Percentage of area

Very low 120.08 7.82 %

Low 415.44 27.04 %

Average 455.29 29.64 %

High 359.08 23.37 %

Very high 186.35 12.13 %

Total area = 1536.24 km2

Table 8 Blockwise area statistics

Balarampur (%) Baghmundi (%) Jhalda-I (%) Jhalda-II (%) Jaipur (%)

Very low 8.22 6.04 6.32 6.11 14.08

Low 27.51 18.43 25.64 34.05 34.96

Average 37.82 25.87 34.32 32.81 16.71

High 24.58 27.76 29.09 13.63 18.93

Very high 1.87 21.9 4.63 13.40 15.32
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Simulation of Runoff for Subarnarekha
Catchment Using SWAT Model

R. Murmu and S. Murmu

Abstract This paper is based on Soil and Water Assessment Tool (SWAT) which
is a hydrological model that integrates the Geographic Information System (GIS)
with the attribute database to simulate runoff. SWAT Model is basically executed in
association with ArcGIS as ArcSWAT. The study area taken is Subarnarekha River
which flows through the eastern part of India over the states of Jharkhand, West
Bengal, and Odisha. In this paper, Digital Elevation Model (DEM) has been used
for delineating the catchment area. Remote sensing data has been used as input in
ArcSWAT for delineation of catchment area determination of drainage pattern, land
use/land cover, slope, etc. To develop landuse/landcover map the satellite imagery
from Landsat 8 was acquired and the soil map for the study area was obtained from
Harmonized World Soil Database (HWSD) Raster world soil map. Hydrological
Response Unit (HRU) analysis was performed which resulted in 25 subbasins and
194 HRUs. Then by using 11 years of daily rainfall data, SWAT simulation has been
performed to estimate the monthly and yearly runoff for their respective rainfall. The
annual rainfall-runoff of the Subarnarekha River from 2005 to 2015 has been plotted
and found the maximum rainfall of 1811.62 mm and runoff of 595.65 mm is in the
year 2007. The reliable accuracy of the model has been checked with the assessment
of the model performance as with the rainfall-runoff correlation coefficient which
was found to be 0.971.

Keywords Hydrologic modelling · SWAT · Rainfall · Runoff

1 Introduction

Runoff received by a stream from its catchment area is a crucial water resources
planning and management. The runoff from catchments of rivers may be determined
either by direct measurement of discharge through rivers or it may be estimated in an
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indirect manner. For estimation of quantity and rate of the surface runoff accurately
from land surface into streams and rivers is difficult and time consuming. The esti-
mated runoff can be used further to assess the likelihood and aspects of flooding. The
manner in which different variables affecting runoff interacts with time and space
makes the direct determination of runoff very difficult. Therefore, we estimate runoff
using methods that reflect the combine effect of the variables on an individual catch-
ment. The conventional methods of predicting runoff can be augmented by incorpo-
ration of satellite imaging technology in the field of hydrology. Remote sensing tech-
nology is the most reliable and potent technique to derive spatial information on land
use, soil, vegetation, drainage, etc., from satellite data which can be used to interpret
runoff. These data can be incorporatedwith the conventionallymeasured topographic
and climatic parameters like precipitation and temperature to contribute the rainfall-
runoff models as inputs. Additionally, Geographical Information System (GIS) is a
powerful tool for input of remotely sensed data into database, further processing and
retrieval of selected information which can analyze/manipulate the data to generate
useful spatial information on specific format. Thus, the emergences and advances
of remote sensing and GIS in a combined manner can provide a new perspective to
rainfall-runoff studies. This paper aims to simulate runoff for Subarnarekha catch-
ment using Soil and Water Assessment Tool (SWAT) Model. This model is capable
of forecasting the possible impacts of climate change, and the effects that cause
changes on water resources due to human activities, in form of both quantity and
quality [1]. GIS-based ArcSWAT model has been used for simulation of runoff with
the required weather parameters of 30 years with a good correlation coefficient result
[2]. Development of watershed simulation models with reliable accuracy including
calibration and validation of the results is a challenging task [3]. Accurately validated
SWAT Models can be useful for decision making problems for watershed planning
[4]. This model can also help in predicting hydrologic variables like coefficient of
runoff, baseflow and evapotranspiration as well as comparative analysis with the
observed data can be done after successful outcome [5]. Performances of SWAT and
Xinanjiang (XAJ) models have been compared using ten year daily runoff data from
four different gauging stations, which shows reasonably good runoff simulation from
both the models [6].

2 Materials and Methods

2.1 Area Under Study

The present study has been conducted for the upper part of Subarnarekha river basin
which is a part of the Chotanagpur River system, a plateau in the eastern part of
India. The river Subarnarekha originates near Nagri village in the Ranchi district and
flows over the states of Jharkhand, West Bengal and Odisha before joining the Bay
of Bengal. The river is having a total catchment area of 18,951 km2 surrounded by
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the Chotanagpur plateau, Baitarani river catchment, Kangsabati river catchment and
the Bay of Bengal. A part of Subarnarekha basin has been chosen for the present
study covering its gauging station of Gopiballavpur, located in the West Midnapur
District of West Bengal. The gauging station at Gopiballavpur has been considered
as the outlet of the catchment area. The total extent of the catchment under study
covers 11,394.152 km2 area which ranges from longitude 85° 31′ to 87° 22′ E and
from latitude 22° 7′ to 23° 28′N. The geographical location of the study area is shown
in ‘Fig. 1.’

Fig. 1 Location of study area
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TheSubarnarekha basin falls in the tropicalmonsoon climate regionwith amarked
hot and dry season, with a pronounced monsoon season, and a mild winter season.
Rainfall received by the river comes during the monsoon, which spans from the
month of June to August. The season of the retreating monsoon experiences mild
rainfall and sometimes tropical cyclones that occur from September to November.

3 Model Setup

The SWAT model is a physically based distributed parameter model which has been
developed to predict runoff, erosion, sediment and nutrient transport from a catch-
ment developed by the USDA Agricultural Research Service. In this model, predic-
tion of runoff as well as pre and post-processing of runoff is carried out using a
number of spatially varied dataset, i.e., topography, soils, land cover, andweather. The
ArcSWAT interface package inArcGISwas used to setup themodel. Themodel simu-
lation was conducted on the basis of delineation of catchment area using the Digital
Elevation Model (DEM) data, preparation of the input data using soil, slope, land
use, Hydrologic Response Unit (HRU) definition weather data definition. Finally, it
was run to obtain the output.

3.1 Watershed Delineation

For delineating the catchment area ASTER GDEM acquired from https://earthexpl
orer.usgs.gov/ with spatial resolution 30 m has been used. The watershed delineator
tab in ArcSWAT was used to define the basin and subbasins for the river under
study based on the DEM as input. At this stage, few steps were followed in which
flow direction, flow accumulation, stream definition maps were developed to obtain
subsequent streamnetwork utilizingDEM, andfinally, the outlet pointwas defined (at
Gopiballavpur gauging station) to for the development of the catchment. The entire
catchment with a total area of 11,394.152 km2 has been divided into twenty-one
sub-catchments to represent its spatial variability ‘Fig. 2.’

3.1.1 Landuse Classification

Analyzing the effect of land use and land cover (LULC)practices on the hydrological
response of a watershed is important as the distribution and land cover class affect
the rate of infiltration, runoff, and thus the volume of total surface runoff at the
outlet. Image classification is done using supervised classification technique using
Landsat 8 image. The landuse are classified into five classes, i.e., Sand, Forest, River,
Reservoir, Agricultural land and Fallow land. In ‘Fig. 3,’ the classified LULC map
has been shown.

https://earthexplorer.usgs.gov/
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Fig. 2 Sub-catchments of Subarnarekha

3.1.2 Soil Classification

In the catchment, red sandy soil and lateritic soils are found to be the dominant
soil types. Soil map is prepared using Harmonized World Soil Database (HWSD)
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Fig. 3 Landuse map

data from http://webarchive.iiasa.ac.at/Research/LUC/External-Worldsoil-database/
HTML/ shown in ‘Fig. 4.’ Four types of soil were identified in the study area based
on their infiltration rates.

http://webarchive.iiasa.ac.at/Research/LUC/External-Worldsoil-database/HTML/
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Fig. 4 Soil map

3.1.3 Slope Classification

As the study area is comprised of different slope characteristics in between the
beginning and the end point upto its outlet at Gopiballavpur of the river divided
by the length of the river. The slope map is prepared using DEM in five different
classes ‘Fig. 5.’ The slope of this catchment is divided into five classes, that is 0–3%,
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Fig. 5 Slope map

3–8%, 8–20%, 20–45% and above 45%. Threshold value for all landuse, soil class,
and slope class is taken as 10% to create HRU analysis report. In the HRU analysis
report, the watershed is divided into 25 subwatersheds and 194 HRUs.
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3.2 Hydro-Meteorological Data

The model uses daily weather data of rainfall, maximum and minimum temperature,
solar radiation, relative humidity and wind speed for modeling and simulation. Here
11 years’ (1976 to 2005) daily rainfall data has been collected from Indian Meteoro-
logical Department (IMD) at an interval of 0.5° for 90 stations. In ArcSWAT, the user
is allowed to load the spatial location of each weather station and allocate the data
to the sub-catchments. The other weather parameters, i.e., maximum and minimum
temperature, wind speed, solar radiation, and humidity, have been acquired through
theweather generator tool of ArcSWATmodel while weighted average of the gridded
rainfall data over the catchment area was fed into the model.

Prediction of runoff inSWATmodel canbeperformed either using theSoilConser-
vation Services Curve Number method (SCS, 1972) or Green and Ampt infiltration
method (1911). In the present study, SCS CN method has been applied. Finally,
SWAT simulation was performed to accomplish the input database for ArcSWAT
model and run the model for monthly as well as yearly basis.

4 Results and Discussion

The relationship between hydrologic process like a rainfall event and its relationship
with the runoff resulting from it is a complex one because of the presence of a
number of climatic and catchment factors affecting the transformation of runoff from
rainfall. This paper aims to represent the framework of SWAT model for modeling
of the rainfall-runoff process. 11 years (2005–2015) of 0.25 gridded daily rainfall
data of 90 stations is used in this study. SWAT simulation was performed in yearly
and monthly basis. The annual average runoff for given annual average rainfall is
shown in Table 1. In the present study, the maximum runoff has been found in the
year 2007 and the minimum runoff in the year 2010. The monthly average rainfall
for the 11 years data and the corresponding runoff has also been estimated with
the help of this model is shown in Table 2. The graphical representation of the
annual and monthly average rainfall-runoff values has been shown in ‘Figs. 6 and 7.’
The correlation between rainfall-runoff has been performed with the 11 years data
resulting in a remarkable correlation with r2 value of 0.9716.

5 Conclusion

SWAT model produced good simulation results of the study area for both monthly
and annual runoff. Assessment of the model performance has been accomplished
in conjunction with the statistical coefficients with observed correlation coefficient
of 0.971. In this study, remote sensing data helped a lot by serving the input data
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Table 1 Annual average rainfall-runoff

Year Rainfall mm Runoff mm

2005 1151.52 220.73

2006 1673.39 519.3

2007 1811.62 595.65

2008 1521.09 410.62

2009 1312 286.3

2010 943.38 123.14

2011 1732.25 543.72

2012 1367.92 269.93

2013 1784.57 525.9

2014 1302.44 282.97

2015 1341.98 311.77

Table 2 Monthly average rainfall-runoff

Year Rainfall mm Runoff mm

Jan 16.0 0.94

Feb 18.48 0.59

Mar 19.53 0.26

Apr 38.35 2.04

May 105.94 16.32

Jun 234.61 71.86

Jul 347.86 99.26

Aug 291.67 73.71

Sep 265.79 80.73

Oct 92.61 25.00

Nov 10.65 0.62

Dec 9.60 0.56

for obtaining the catchment and sub-catchments of the river under study through
drainage pattern of the area. Also satellite data from Landsat 8 has been classified to
prepare the land use/land cover map for the catchment. These data can be integrated
with GIS and can be effectively used for projects related to watershed planning and
management. In thismodel, GIS came across as a dynamic tool for the construction of
the input, i.e., land use, soil,weather data needed byArcSWATand also for simulation
of runoff. Validation of the results for monthly and annual runoff values could have
been executed with observed runoff during that period. The annual rainfall-runoff
of the Subarnarekha River catchment in 11 years has been estimated and found the
maximum rainfall of 1811.62 mm and runoff of 595.65 mm is in the year 2007. This
river had crossed its previous Highest Flood Level (HFL) of 12.2 m (40 ft) in 2007 in
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Fig. 6 Annual average rainfall-runoff

Fig. 7 Monthly average rainfall-runoff

Odisha, exceeding its previous record of 1997 which is even reflected in the results
of this study. So, in spite of the model validation due to the unavailability of observed
discharge data from the gauging station and the runoff obtained at the outlet can be
stated as reliable.
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Spatial Disparity in Access to Improved
Source of Drinking Water and Sanitation
Facility: A District-Level Assessment
in India

Amitha Puranik, Nilima, and Sushmitha Prabhu

Abstract More than one billion people worldwide are deprived of basic facilities
including clean water sources and sanitation. Although many countries achieved
progress through the millennium development goal, countries in South Asia like
India still face the problem. More than 163 million people in India do not have
access to clean water. Out of the 60% of the world population without access to
drinking water, India tops the list by contributing 19.33%. Poor sanitation not only
has a direct influence on well-being but also has an indirect impact on the living
conditions, reduced education outcomes, and poverty. As of 2018, about 8% of the
population in India still do not have access to an improved sanitation facility. The
present study aims to assess the presence of spatial clustering in the proportion
of households with access to an improved source of drinking water and sanitation
facility at the district-level in India, using the data from national surveys. The study
also aims at the temporal assessment of the clustering pattern during the period
of 2007–2008 and 2015–2016. Spatial analytical techniques such as exploratory
mapping and spatial cluster analysis are performed. The findings of this study are
useful in locating the districts that lack access to an improved source of drinkingwater
and sanitation facility. This information can further help in implementing targeted
intervention programs to achieve the sustainable development goal of clean water
and sanitation by 2030.

Keywords Drinking water · Getis-Ord Gi* · Public health · Sanitation · Spatial
analysis
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1 Background

More than one billion people worldwide are deprived of basic facilities including
cleanwater sources and sanitation [1].Most places in India are characterized by over-
crowding, inadequate water supply, and inadequate facilities of disposal of human
excreta, wastewater, and solid wastes [2]. Individual and domestic hygiene practices
can be improved if water supply, wastewater disposal, and waste management are
proper [2]. Poor sanitation not only has a direct influence on well-being but also has
an indirect impact on the living conditions, reduced education outcomes, and poverty
[3].

Drinking water is a key source of microbial pathogens, and poor sanitation is
integral to enteric pathogen exposure [4]. Poor water quality, sanitation, and hygiene
account for more than 1.6 million deaths a year worldwide mainly due to diarrhea.
Nine out of 10 such deaths are in children, and virtually all of the deaths are in
developing countries [5]. Mode of water transportation, the existence of excess water
in the street, domestic water storage conditions, feces disposal, and the presence of
vectors predispose the children to several gastrointestinal infections [6, 7]. Diarrhea,
a gastrointestinal infection is caused by pathogenic microorganisms including E.
coli, Rotavirus, Salmonella typhimurium, Campylobacter, and Shigella present in
water [8, 9].

About 2.4 billion people lack access to a proper sanitation facility, and four out
of five of these underprivileged people lived in Asia alone [3, 10]. The millennium
development goal (MDG) to halve the proportion of people without access to water
and basic sanitation by 2015 [3] remains unmet. Over 2600 million of the 2015
population gained access to an improved water source during the MDG period.
However, more than 660 million people across the globe and one-fifth of them in
South Asia still use an unimproved source of drinking water [11]. Despite working
hard to achieve theMDG goal, low baseline and high population density country like
India has almost 163 million people with no access to clean water [11]. To respond
to these public health concerns, urban India needs to have universal access to water
and toilets with safe collection and treatment of human excreta [12].

India has set itsway to achieve the sustainable development goal of cleanwater and
sanitation by 2030making the review of current status more important [13, 14]. India
has a highly heterogeneous structure making spatial analysis an integral technique.
Generating evidence through spatial analysis will help target the locations requiring
attention. Spatial statistics are fundamental in mapping the condition of interest, [1,
15–18] to identify the hot spots/cold spots and provide the information on significant
clusters of locations [18]. The spatial assessment will enable civil engineers for
strategic planning to improve the present situation of water and sanitation facilities.

To the best of our knowledge, the spatial-temporal presentation of water and
sanitation facilities in India at a gap of eight years has not been previously presented.
In the present study, the spatiotemporal mappings of regions affected by the poor
sanitation and water supply are reported for instituting the understanding of the
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locations of concern. This preliminary study aims at mapping that will further assist
in the formulation and implementation of tailored strategies.

2 Objective

The study aims to assess the presence of spatial clustering in the proportion of
householdswith an access to improved source of drinkingwater and sanitation facility
in the districts of India, using the data from national surveys. The study also aims
at the temporal assessment of the clustering pattern during the period of 2007–2008
and 2015–2016.

3 Materials and Methods

This is an ecological study that utilized aggregate level data from District-Level
Household and Facility Survey-3 (DLHS-3) conducted during 2007–2008 and
National Family Health Survey-4 (NFHS-4) conducted during 2015–2016. Data on
Nagaland is not available for the period of 2007–2008 (DLHS-3) and hence not
included in the analysis.

Table 1 provides the definitions of improved source of drinking water and
sanitation facility in the two surveys, DLHS-3 and NFHS-4.

The data on proportion of households with access to an improved source of
drinking water and sanitation facility for the districts of India were retrieved. The
spatial analysis was performed using the ArcGIS 10.3 (ESRI, Redlands, CA, USA)
software package. The exploratory maps were generated to depict the spatial distri-
bution of the proportion of households with access to drinking water and sanitation
facility based on the data obtained from DLHS-3 and NFHS-4, for the period of
2007–2008 and 2015–2016, respectively. The data on proportion were categorized

Table 1 Definitions of improved source of drinking water and sanitation facility as provided in the
surveys

Survey Drinking water Sanitation

DLHS-3 Piped into dwelling, piped to yard/plot,
public tap/stand, pipe/hand, pump/tube,
well/bore well/well covered/spring tanker,
cart with small tank and bottled water

Flush to piped sewer system, flush to
septic tank, flush to pit latrine with slab,
pit ventilation

NFHS-4 Piped water, public taps, stand pipes, tube
wells, boreholes, protected dug wells and
springs, rainwater, and community reverse
osmosis (RO) plants

Non-shared toilet of the following types:
flush/pour flush toilets to piped sewer
systems, septic tanks, and pit latrines;
ventilated improved pit(VIP)/biogas
latrines; pit latrines with slabs; and twin
pit/composting toilets
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based on quartiles. Each category was color coded; darker shade represents higher
proportion, and lighter shade represents low proportion.

The global spatial autocorrelation in the percentage of households with access to
drinking water and sanitation obtained from the two surveys was estimated using
Moran’s I statistic, with Queen’s contiguity weight matrix. AMoran’s I value of zero
indicates the null hypothesis of no clustering, a positive Moran’s I indicates positive
spatial autocorrelation (i.e., clustering of areas with similar attribute values), and a
negative coefficient indicates negative spatial autocorrelation (i.e., neighboring areas
tend to have dissimilar attribute values).

The local spatial clusterswere identified using the spatial analysis technique called
Getis-Ord Gi* statistic [19]. The null hypothesis for the cluster detection technique
is spatial randomness of proportion of event of interest in the geographic units under
consideration. The Getis-Ord Gi* statistic and the associated p value will determine
whether to reject or not reject the null hypothesis. If the null hypothesis is rejected,
it implies that the spatial clustering is statistically significant and has not occurred
due to chance.

The formula to compute Getis-Ord Gi* statistic is given as

Gi∗ =
∑n

j=1 wi j x j − X̄
∑n

j=1 wi j

S

√
n

∑n
j=1 w

2
i j−(

∑n
j=1 wi j)

2

n−1

where n is the number of areas within the region of interest and x j is the observed
value for area j (i �= j), and X̄ the mean of the attribute under investigation. wi j is
a measure of the closeness of areas i and j represented using the weight matrix.

X̄ =
∑n

j=1 x j

n
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j=1 x
2
j

n
− (

X̄
)2

E(Gi) = 0 and Var(Gi) = 1 and the distribution of Gi* under the null hypoth-
esis of no spatial association among the observed values is approximately normal.
Getis-Ord Gi* statistic is a z-score which is computed for every geographic unit
under consideration. The value of statistic for each geographic unit is compared with
the value of sum of statistic of all geographic units. If the value of statistic for each
geographic unit is different from the expected value of statistic, and if that difference
is too large to be the result of random chance, the resultant z-score of statistic is
considered to be statistically significant.

A positive value of the statistic indicates clustering of high values of attribute,
and a negative value of the statistic indicates clustering of low values of attribute.
Larger the value of statistic, the more intense is the clustering. The districts with
high proportion of access to drinking water form hot spots (high-high) if they are
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surrounded by districts with high proportion. Cold spots (low-low) are formed by
districts with low proportion surrounded by districts with low proportion of access
to drinking water. Patterns such as high-low and low-high indicate clustering of
districts with high proportion surrounded by districts with low proportion and vice
versa. Similar interpretation is applicable for spatial clustering of the proportion of
access to sanitation facility. The districts contributing to the formation of cold spots
were of interest in this study.

4 Results

The proportion of households with access to an improved source of drinking water
and access to sanitation facility varied during the period of 2007–2008 and 2015–
2016. Table 2 provides a description of the proportion observed during two different
surveys. The average percentage of household with an improved water facility is
close to 38 in the period of 2007–2008 which is considerably improved to 88 in the
period of 2015–2016. The distribution of percentage of an improvedwater sourcewas
skewed with only 0.1 in the districts namely Araria, Banka, Begusarai, Gopalganj,
Supaul, Sheohar, Sitamarhi, and Siwan of Bihar state and 3.1% of households had
improved sanitation facility in the district Sidhi of Madhya Pradesh state during
the period of 2007–2008. The minimum is observed to have improved to 32% and
7%, respectively, in the period of 2015–2016. Moran’s I values were indicative of
the presence of spatial clustering in the district-wise percentage of households with
access to drinking water and sanitation facility.

The exploratory maps generated to depict the spatial distribution of the proportion
of households with access to an improved source of drinking water and sanitation
facility are presented below (Figs. 1, 2, 3, and 4).

Table 2 Descriptive of the percentage of households with access to an improved source of drinking
water and sanitation facility in the districts of India during the period of 2007–2008 (n = 601) and
2015–2016 (n = 636)

DLHS-3 NFHS-4

Drinking water (%) Min 0.1 32.2

Max 100 100

Mean (standard deviation) 38.12 (32.04)* 88.12 (12.54)

Moran’s I 0.72 0.56

Sanitation (%) Min 3.1 6.9

Max 99.9 99.5

Mean (standard deviation) 44.35 (29.08)# 47.94 (22.59)

Moran’s I 0.76 0.75

Median (Q1,Q3) = 30.35 (8.05,69.33)*; 37.65 (18.40,67.93)#
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Fig. 1 Exploratory map depicting the proportion of households with access to an improved source
of drinking water during the period of 2007–2008 and 2015–2016

Fig. 2 Exploratory map depicting the proportion of households with access to sanitation facilities
during the period of 2007–2008 and 2015–2016

5 Discussion

The present study findings provide valuable insights into persistent locations with
poor water and sanitation facility at a gap of eight years. The data on sanitation
facilities in India reveals numerous facts to be stressed. After a significant eight
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Fig. 3 Local indicators of spatial association cluster map for the proportion of households with
access to an improved source of drinking water during the period of 2007–2008 and 2015–2016

Fig. 4 Local indicators of spatial association cluster map for the proportion of households with
access to sanitation facilities during the period of 2007–2008 and 2015–2016

years gap, the district of Bihar, Jharkhand, Odisha, Uttar Pradesh, Chhattisgarh, and
Madhya Pradesh are observed to have persistently poor sanitation facilities (Table 3).
Rajasthan is the only state with a visible improvement in the sanitation facility over
the two time period. The situation for the water facility was almost similar to that of
sanitation facilities in the period of 2007–2008. However, this seems to have changed
drastically in 2015–2016. It is important to note that in the period of 2015–2016,
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Rajasthan and Andhra Pradesh were observed to have poorer water facilities. Uttar
Pradesh, Bihar, Jharkhand, Odisha, Madhya Pradesh had poor water facility in the
period of 2007–2008, however, all of them showed significant improvement in the
facility after eight years. The results indicate that the strategic approach of the admin-
istration and the sweats of focusing on low performing states are paying off. These
notable accomplishments are the effect of countless initiatives of the Government
[14]. The community-wide National Rural Health Mission effective in the period of
2005–2012 might have assisted in reducing the spatial disparities. The noted reduc-
tion may also be an outcome of the state government schemes like Punjab rural water
supply and sanitation project [20]. The solid waste disposal concessions awarded to
50 municipal corporations including the one in Kolhapur District of Maharashtra
would have contributed to the improvement in the water and sanitation facilities in
Maharashtra [3]. The influence on improved water and sanitation could be a result
of numerous other national and international schemes including the second phase
of community-led infrastructure finance facility-2015 [21] and sulabh international
[22]. Studies [23] reveal that a substantial percentage of underprivileged was found
interested to invest in water and sewer network connection reflecting the alert and
informed behavior of residents. This information can further help in implementing
targeted intervention programs to achieve the sustainable development goal.

Although the present study tried to address the spatial disparity in access to
drinking water and sanitation facility at the district level based on the available data
and spatial analytical techniques, there are certain limitations in this study. The use
of aggregate district-level data can lead to ecological fallacy and hence the findings
cannot be generalized at an individual or household level. The limitations associated
with the data collection method of DLHS-3 and NFHS-4 are also the limitations of
this study.

The present study has attempted to provide a visual description of the spatial
disparity in accessibility of drinking water and sanitation facility in the districts of
India. The exploratory maps and spatial cluster analysis performed in this study
are useful in locating the districts that lack access to drinking water and sanitation
facility. On a priority basis, interventions should be channeled to the most affected
districts in India, as revealed in the presented study.
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Flood Hazard Mapping
and Vulnerability Analysis Along Seti
River in Pokhara Metropolitan City

Anup Shrestha, Saraswati Thapa, and Bhola Nath Sharma Ghimire

Abstract Flood is frequent during every monsoon in Nepal which poses threat to
life and property in lowland areas. Among 6000 rivers and rivulets, most are prone
to floods in Nepal. Seti River flows from Machhapuchhre Rural Municipality in
the north, along the center of Pokhara Metropolitan City, and toward Tanahu which
meets with Madi River there. Seti flood of 2012 was one of the devastating floods
which took the life of many people and destroyed infrastructures along its way.
So, Pokhara Metropolitan City lies at a high risk of flood impacts. Hydrodynamic
simulation using HEC-RAS and GIS is one of the important methods of estimating
the probable loss due to flood of various scenarios quantitatively. In this study, flood
hazard maps of Seti River across Pokhara Metropolitan City has been prepared for
different flood scenarios. The flood frequency analysis was performed usingGumbel,
Log-Pearson, Log Normal, and Fullers Method. The goodness of fit was performed
using chi square test, and results of Gumbel method was used as it was found more
appropriate than othermethods for this basin.One-dimensional steady hydrodynamic
modeling was done to create water surface profile which was used to prepare hazard
maps and vulnerability maps for various return periods. The model was evaluated
using statistical parameters, coefficient of determination R2), and Nash–Sutcliffe
efficiency (NSE) whose values were found to be 0.951 and 0.819, respectively. The
maps prepared can be used for planning the built-up areas along the river sides and
may help in decision making for flood mitigation measures.

Keywords Flood · Hazard · Seti River · Pokhara Metropolitan City · HECRAS ·
GIS
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1 Introduction

Flood is a natural and perennial phenomenon which is beneficial for enhancing
the soil fertility [1] and also a hazard endangering the human life, property, and
environment which is induced by natural or anthropogenic activities [2]. Due to
fragile topography and young geology, active seismic plates, occasional glacier
lake outburst floods, and concentrated monsoon rains, Nepal is observing signifi-
cant water-induced disasters such as soil erosion, landslides, debris flow, flood, and
bank erosion. Globally, Nepal lies in 13th rank in terms of flood vulnerability [3].

This study concentrates on the Seti Sub-river basin and its impact in the Pokhara
Metropolitan City. The city is located nearly at the middle of the Gandaki Province
(Province No. 4), which lies between latitude 28°4′50′′N to 28°20′40′′N and longi-
tude 83°48′00′′E to 84°09′00′′E, and has an area of 464.24 km2 and population of
4,02,995. Pokhara Metropolitan City has Madi and Rupa Rural Municipality on the
east, Annapurna Rural Municipality on the west, Machhapuchre Rural Municipality
on the north, and Tanahu and Syangja on the south direction as shown in Fig. 1 [4].

The number of flood events and its impact on people and economy are increasing
each year. Though the fatalities have decreased in some of the regions of Nepal,
the number of affected people due to flood has an increasing trend. Hence, the
vulnerability in the urban areas is also increasing. The encroachment of river corridor,
disturbance of natural pathway due to anthropogenic activities, excessive extraction

Fig. 1 Location map of study area
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of sediments from river, and change in land use are increasing the vulnerability of
people during floods.

To reduce the vulnerability due to flood hazards, mitigation is a must. Mitigation
can be done by structural or non-structural measures. Flood hazard mapping is one of
the non-structural measures of mitigation to estimate the areas which are at a risk of
flooding under extremeflooding conditions under different scenarios. This study aims
to prepare flood hazard map of Pokhara Metropolitan City using one-dimensional
hydraulic model HECRAS, Arc GIS, and HEC-Geo RAS. Various scenarios are
considered to quantify the flooding and flood/inundation, and hazard prone areas
along Seti River would be identified and processed to prepare hazard maps.

2 Methodology

One-dimensional steady hydrodynamic modeling was used using HECRAS 5.0 to
calculate the water surface profiles for various return periods. The geometry was
created using HEC-GeoRAS extension in Arc GIS, and Arc GIS was used to prepare
the hazard and vulnerability maps. The details of the methodology are shown in
Fig. 2. To obtain the flood hazard maps, DEM ALOS Palsar 12.5 m resolution [5],
hydrological data (Discharge Data from DHM), land use data of 2010 (Obtained
from ICIMOD [6]), population data (obtained from Central Bureau of Statistics),
household data (Obtained from Open Street Map) were used.

Flood frequency analysis for the return periods of 2, 5, 10, 50, and 100 years was
carried out using Gumbel’s method, Fuller’s Method, Log-Pearson-III method and
Log Normal method. For the ungauged tributaries, catchment area ratio method was
used to calculate the discharge which was used as input to HEC-RAS. Themanning’s
roughness coefficient ‘n’ was used by using trial and error method and comparing
the rating curve obtained from Department of Hydrology and Meteorology, Nepal
data and output of HEC-RAS. The value of n was taken as 0.045 for channel and
0.06 for left and right over banks.

The goodness of fit test was performed for the given values using chi square
test, and Gumbel distribution was found to be suitable for the basin, and hence,
the discharge for the various return period was used from Gumbel’s method. The
discharge used in the study for 2, 5, 10, 50, and 100 years return periods was
401.38m3/s, 706.34m3/s, 908.25m3/s, 1353.62m3/s, and 1540.48m3/s, respectively.

3 Preparation of Flood Hazard and Vulnerability Maps

Flood depth is considered as the most important indicator of intensity of flood hazard
[8]. So, to quantify the flood hazard; three levels of hazards, low, moderate, and high
are categorized in this study according to the flood depth. Flood depth less than 1 m
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Fig. 2 Flowchart of methodology [7]
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is considered low hazard, 1–3 m is considered moderate, and greater than 3 m is
considered as high hazard class.

It is assumed that lesser flood depth has less effect on the people and properties,
and higher ones have larger effect. The flood hazard map for 50 years return period
is shown in Fig. 3a.

To prepare flood vulnerability maps, landuse map was used. The landuse map of
the study area is clipped by the flood depth boundary polygon to prepare the flood
vulnerability maps. The flood vulnerability map for 50 years return period is shown
in Fig. 3b.

4 Results

The performance of the one-dimensional steady hydrodynamic model was eval-
uated by comparing the flood depth observed at the Seti–Phoolbari hydrological
stationwith the simulated depth. The statistical parameters used for themodel perfor-
mance evaluationwere coefficient of determinationR2) andNash–Sutcliffe efficiency
(NSE), and their values were found to be 0.951 and 0.819, respectively.

The flood hazard and vulnerability analyses along with exposed people and
buildings are summarized in terms of affected area in Tables 1 and 2.

5 Conclusions and Recommendations

This study was done to prepare hazard and vulnerability map and exposure informa-
tion using HECRAS for one-dimensional steady hydrodynamic modeling, Arc GIS
as the interface for spatial data analysis and processing and HEC-GeoRAS to link
Arc GIS and HECRAS. The values of R2 and NSE show that the performance of the
model can be rated as very good [9].

The result shows that the area, population, and buildings affected by the floods in 2,
5, 10, 50, and 100 years return periods for Pokhara Metropolitan City are increasing.
The assessment of flood hazard shows that the flood intensity increases as lower
flood depth decreases and higher flood depth area increases. The hazard map for
50 years return period shows that specific areas along the Seti River like Shri siddhi
box gadh, Pokhara Rangashala, Manipal College, Ramghat area, Kaskeri Chautari,
and some part of Prithvi and Pokhara Baglung Highway as well as many street roads
are at high risk. Hence, river training works are recommended for those high risk
areas. The result of flood vulnerability further shows that the most vulnerable area
is agricultural area for all return periods which might have direct impact on the food
security for the area.

Landcover of 2010 was used in this study, and on the contrary, recent landcover
could represent the present scenario more reliably. Though 12.5 m resolution DEM
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Fig. 3 a Flood hazard map for 50 years return period and b flood vulnerability map of 50 years
return period
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Table 1 Total area affected according to hazard class

Hazard class Flood depth Return period/total flooded area (sq. km)

2 yrs 5 yrs 10 yrs 50 yrs 100 yrs

Low <1 m 2.476 1.195 1.125 2.052 0.953

Moderate 1 to 3 3.946 4.526 4.29 3.588 4.093

High >3 12.09 14.52 15.564 16.883 22.368

Total 18.512 20.242 20.98 22.522 27.414

Table 2 Landuse vulnerability for different return periods

S.N. Land cover Total vulnerable area (sq. km)

2 yrs 5 yrs 10 yrs 50 yrs 100 yrs

1 Forest 0.374 0.428 0.455 0.488 0.515

2 Shrubland 0.02 0.023 0.023 0.023 0.026

3 Grassland 0.036 0.05 0.05 0.059 0.06

4 Agriculture area 10.881 12.125 12.614 14.024 14.617

5 Barren area 0.131 0.133 0.133 0.136 0.138

6 Water body 5.384 5.573 5.65 5.81 5.897

7 Built-up area 1.211 1.512 1.658 1.973 2.124

Exposure Number

1 Population exposed 4390 4833 5011 5517 6716

2 Buildings exposed 2206 2934 3260 4017 4474

(uploaded in 2009) was used which is the high resolution freely available, higher
resolution and more recent DEM would produce better results.
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Bed-Bank Relationship and Flood
Characterisation in the Upper Reach
of the Brahmaputra Valley, Assam

Siddhartha Kumar Lahiri, Angkuran Sarma, and Robert James Wasson

Abstract Brahmaputra valley relief of upper Assam in India bears plenty of
evidences to suggest active structural control as well as remarkable unevenness
in sediment budgeting. These two major forcings cause highly variable bed-bank
relationships along different reaches of the Brahmaputra’s channel belt. Under
steady average annual precipitation in decadal scale, flood vulnerability can be
taken as directly proportional to the decreasing rate of bed-bank elevation differ-
ence. Normally, average bed elevation of the highest order river of a given valley
reach is the base level of the reach. Bed-bank architecture over the years shows
different reach scale possibilities. A big braided river like the Brahmaputra shows
alternating narrower ‘nodes’ and wider ‘internodes’. Usually, nodes are deeper and
anti-nodes are shallower. Reach scale widening of rivers over time on many occa-
sions is accompanied by shallowing tendency as well. For the upper reach of the
Brahmaputra River and the valley, reach scale plano-temporal variability for the
period 1915–2015 was monitored. From the confluence of three major rivers, the
Siang, the Dibang and the Lohit, up to 230 km downstream, 23 reaches each of
10 km width were chosen. Essentially we have four findings. First, by measuring
plano-temporal variability of sandbar/channel areas we could locate reaches having
steady rate of aggradation; secondly, two indices for depths and widths were devel-
oped which help to identify normalised deeper zones and zones showing normalised
widening tendency over three different average widths (1915, 1975 and 2015). This
also helps to test the validity of the general assumption whether shallower reaches
show a general trend ofwidening or not for the upper reach of theBrahmaputra valley.
Thirdly, by assuming discretisation of the flow into equal width reaches, probable
flood inundation areas were identified for incremental jumps of water levels over
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the average bank elevations by 0.5, 1.0, 1.5, 2.0 and 2.5 m assuming absence of
embankments. Lastly, assuming complete embankments for both the banks exclude
the possibility of immediate flooding but accelerate thereby the river bed construc-
tion and practically zero bank construction which can be interpreted in terms of
disaster incubation. For uniform aggradation all along the river bed of the study area,
reaches having river bed elevation equal or higher than the bank elevation will be
more prone towards embankment breaches. Accordingly, for different aggradation
thickness values of 0.5, 1.0, 1.5, 2.0 and 2.5 mwithin the channel belt, the incubation
of vulnerability for different reaches of both the banks was identified.

Keywords Geomorphic relief · Flood vulnerability · Brahmaputra · Nodes ·
Internodes · Aggradation

1 Introduction

Big rivers show considerable degree of reach scale variability in the bed-bank rela-
tionship from source to sink. Thus, rivers even during peak flood season seldom
flood all the banks. Mountain fed rivers, acting as conduits between the high eleva-
tion source zones and the sinks in seas or oceans, run across reaches having variable
slopes.Moreover, tributaries of different size join the rivers at different places. Slope,
discharge and the load (both bedload and the suspended load) together play more
significant components to determine the stream power as well as the channel patterns
[1] of a river at a given reach. There are reaches where slopes are the principal factor,
and there are reaches where the discharge can play the main role to determine the
stream power [2]. Thus, the response of a river for equal slopes near the source zone
where it is rich mainly in bedload and before approaching the sink where it is usually
rich in suspended load needs different explanations.

2 Brahmaputra

Brahmaputra, having highly variable thalweg [3], the seventh-largest river in the
world [4] and after being joined by the Ganges, the highest sediment carrier [5, 6],
is also one of the worst flood causing rivers.

In recent times, the Brahmaputra came to headlines at least due to six major
reasons. Firstly, a trans-boundary international issue relating the construction of big
dams in the Chinese part; secondly, sudden influx of black clayey materials since the
last quarter of the year 2017 through the Siang causing a prolonged change in the
colour of the river water and drastic reduction in the fish population (the causes of
which are yet to be ascertained and there might be a connection with the unreported
dam failures in the upstream side); thirdly, changing characters of the floods in terms
of frequency, suddenness, intensity and the magnitude of losses. The average annual
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flood toll of human lives increased from 41 (during 1953–1995) to 63 (during 2001–
2017) inAssam. In 2017, the number of deathswas 158.Most of these deathswere due
to embankment breaches; fourthly, unprecedentedmagnitude of bank-linemigration;
the fifth factor was related to a grand design of river linking project of exporting
surplus water from the northern India to the water starved southern provinces and the
sixth factorwas related to amassive dredging project of theBrahmaputra channel belt
apparently aimed at improving the navigability of the river as a part of an ambitious
planning to expand the length of waterways along with the roadways as a part of
raising a robust infrastructure of communications. A common factor that runs under
all these issues is the hydro-sedimentary budgeting, its spatio-temporal variability
annually and over different cycles. To refresh a few information and general statistics,
the Brahmaputra River is approximately 3848 km in length and runs through Tibet
(autonomous region of China) in between the great Himalayan ranges in the south
and the Kailash range to its north for nearly 1650 km in west to east direction. The
river is also known as the Tsangpo (purifier) in China. It enters India (Arunachal
Pradesh) after taking a southward direction near the Namcha Barwa mountain range
in theUpper Siang district. One school [7–11] likes to call theBrahmaputra asDihang
or Siang River in the Arunachal Pradesh which flows along the north-south direction
through Upper Siang and east Siang districts covering a total of 400 km of Arunachal
Pradesh before it enters Assam. The river runs for 650 km from east to west through
Assam and acts as a valley divider before entering Bangladesh (rechristened as the
Jamuna) and ultimately drains into the Bay of Bengal. The other school [12–14] puts
the name Brahmaputra after three major rivers, the Siang, the Dibang and the Lohit
confluence (at a place called Kobo as could be seen in the topographic map prepared
during 1912–1926 having the scale 1inch = 4miles). Present study covers only the
upper reach of the Brahmaputra River and the adjacent banks, a 230 km long stretch
(Fig. 1).

3 Bed-Bank Relationship

Flood characterisation essentially means spatio-temporal variability study in the
bed-bank relationship of a river system which due to changing hydro-sedimentary
budgeting makes different reaches of a valley susceptible to inundation due to the
‘excess water’ over the ‘bankfull condition’. A simple model of flooding is first to
visualise an inclined trough having an inlet and outlet at the opposite ends, sediment
loaded water flowing through it. When the rate of influx (water or/and sediment) is
more than the outflow, height of the water column keeps on increasing and a stage
comes when the spill-over happens. Now, the question is wherefrom the spill-over
begins first? For the analogy taken up in the present discussion, the obvious answer
will be the downstream side. However, for a river valley, when the flood prone areas
are mapped, a considerable degree of arbitrariness is observed (Fig. 2). For example,
(i) both the banks of a rivermay not be reaching ‘bankfull condition’ at the same point
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Courtesy: Sarma, 2005 

Fig. 1 a Study area is shown on the outline of India. De-Delhi, Ka-Kathmandu, Th-Thimpu, Gu-
Guwahati. b Location map of the upper reach of the Brahmaputra valley. Some of the prominent
geological elements are shown. MCT-Main Continental Thrust, MBT-Main Boundary thrust, HFT-
Himalayan Frontal thrust. Some of the important townships of upper Assam: Di-Dibrugarh, Ti-
Tinsukia, Dh-Dhemaji, Jo-Jorhat, NL-North Lakhimpur. TheBrahmaputra River shown in the figure
represents its status in 1915. c Changing elevation of the Brahmaputra River which covers source
to sink. From the Tibetan part at a place called PE to the first time entry in the Indian territory, the
high variability in slope 4.3–16.8 m/km is remarkable which reduces to 0.62 m/km at PASIGHAT
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Fig. 2 Bed-bank relationship showing some of the many possibilities. a The directional convention
and nomenclature followed. It has been assumed that the average elevation of right bank is higher
than the left bank bA situation for which rate of formation for the bed and the banks is more or less
uniform that is, ZL = Z0 = ZR; c Rate of river bed aggradation is much lesser than the rate of flood
plain construction and ZL > ZR � Z0 . This may be due to higher slope reaches, mostly ‘nodes’;
d Asymmetric rate of river bank construction with Z0 � ZL > ZR. These are typical reaches of
aggradation which causes bank-line migration, mostly ‘anti-nodes’; e This type of situation can
happen when there is embankment in the left bank that is Z0 � ZR. Left bank construction stopped;
f Rate of river bed aggradation is much higher that the flood plain construction that is Z0 � ZL >
ZR This is due to leaky embankment g Embankments in both the sides temporarily stops flooding
as well as the construction of banks. Rate of bed construction advances at a much faster rate and
a stage comes when the river bed no more represents the ‘base level’. In spite of good quality
embankments, river can change its course in a highly unpredictable manner

of time due to variable bank elevations; (ii) thalweg of the river might have consid-
erable degree of reach scale variability due to uneven distribution of the sediments;
(iii) Different reaches of the river show different degrees of aggradation which might
have structural implications; (iv) the channel belt might show alternate ‘nodes’ and
‘internodes’ (Fig. 3) where stream power might be guided principally by the valley
slope or the discharge or perhaps a continuously variable proportion of both which in
turn determines whether the rate of lateral erosion will be more or vertical incision;
(v) a big river like the Brahmaputra flows in certain reaches as a single flow, or a
multichannel, or in anabranching mode and even showing sometimes highly anasto-
mosing tendency. Thus, what constitutes reach scale ‘flow efficiency’ of a channel is
definitely a complex problem of hydro-dynamics which attains greater complexity
if the influence of different tributaries is taken into account. This article explores a
simple geomorphological approach for flood characterisation.



196 S. K. Lahiri et al.

Fig. 3 Cartoons showing assumptions on channel morphology, a Wider reaches are shallower
bNarrower stretches of the channel belts are usually deeper, c Planform representation of a braided
river showing the tapered zonesmarked as ‘Nodes’ and thewidened stretchesmarked as ‘Internodes’
where the aggradation potential is more and the number of sand bar deposits are also more. In the
multichannel internode segment, the bolder arrow shows the deepest and the widest of all channels
and can be treated as the representative thalweg of the river

Observations of river bank stratigraphy show that river bed aggradation and the
riverbank formation aided by the flood plain deposits can take diverse forms in
different reaches. Some of the possibilities are shown in Fig. 2. In essence, the
fact that matters is for a given reach whether the effective accommodation space is
increasing or decreasing. Increase in the accommodation space means for a given
discharge, possibility of flooding reduces and if the effective accommodation space
decreases, flood vulnerability for that reach increases. Flood plain constructionmight
follow symmetrical characteristics, and in other circumstances, it can be grossly
asymmetrical. There is no doubt about it, raising embankments arbitrarily along the
river banks introduces higher degree of reach scale asymmetry and the river bed
aggradation rate becomes faster. As a result, accommodation space decreases at a
much faster rate and even for normal or reduced precipitation than the average of the
past decades, flood vulnerability increases.

Assumptions for flood characterisation
Brahmaputra shows alternate widening and narrowing pattern in the planform.

We have made two basic assumptions:

Assumption 1 Narrower the channel belt deeper it is.

Assumption 2 For the multichannel reaches of the braided rivers, wider channels
have deeper thalweg. Accordingly, for a braided channel belt, the location of the
deepest thalweg can be assumed to be the median path of the widest channel (See
Fig. 3).
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Apparently, these two hypotheses oppose each other! However, it can be explained
by the fact that the stream power is basically proportional to the product of the slope
and the discharge and the constant of proportionality can be a factor of bank material
consolidation.

For valleys having strong structural controls, slopes show considerable lateral
variability (‘kinks’ in the elevation variability profile). High slope segments witness
increases in the stream power which helps greater bed incision and lesser aggradation
potentiality and hence increased depth and narrower widths (Nodes). On the other
hand, zones of subsidence, showing enhanced aggradation tendency, more numbers
of sandbars and multichannels. Stream power is determined mainly by the discharge
volume—accordingly, wider the channel, higher the stream power and higher the
rate of bed incision (for ‘Internodes’).

Thus, for ‘Nodes’, slopes play the decisive role, whereas for ‘internodes’, relative
discharge volume plays more important role to determine the depth of the thalweg.
Moreover, average stream power at ‘Nodes’ is more than the ‘Internodes’.

Assumption 3 We have further assumed that the continuous flow of the river from
its upstream to downstream end can be replaced by ‘cascade flow’ (discrete) which
essentially means that when the bankfull condition of a given reach is surpassed and
inundation of the banks take place, the turn of the next downstream reach comes
immediately afterwards as if ‘flooding in succession’. However, the delay time is so
small that the process becomes closer to the continuousflowcondition. The advantage
of the assumption is that bed-bank relationship of individual reaches can be treated
as principally responsible for inundation of that reach. Impact of inundation in the
upstream reaches on the downstream reaches is neglected.

4 Data and Interpretation

To introduce comparability in the morpho-dynamics of the Brahmaputra River in
terms of the reach scale variability in the depths (for the present situation only) and
the widths (for 1915, 1975 and 2015) two indices were used which are given below.

Depth Index = Reach depth − Average depth

Maximumdepth − Minimumdepth

And,

Width Index = Reachwidth − Averagewidth

Maximumwidth − Minimumwidth

‘+’ve values of both the indices mean higher than the average.
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Our general expectation, as discussed earlier, reaches showing widening tendency
will also undergo a shallowing tendency principally due to increased rate of aggrada-
tion.We have latest status (not the earlier situations like 1915 and 1975) to reach scale
average elevation differences between the river bed and two banks. We are interested
to investigate the temporal changes in width associated with those reaches which
are deeper compared to the average depth. We have identified five zones (shown by
boxes in Fig. 4) where we find the channel is deeper compared to the average depth
value.

In Box 1(Fig. 4b), width index during 1915 and 1975 were showing the opposite
trend (fitting nicely with the assumptions we made). However, the trend during 2015
shows similar trend.

1915 1975 2015

13.806 km

11.797 km

9.314 km

2.077 km

3.015 km
3.463km

5.257km

7.442km

9.152km

Maximum width
Average width
Minimum widtha b

W= 8050m
D=1.72m

W= 3463m
D=3.73 m

W= 13800m
D=4.22m

Plan 
view

Sec on 
view c

Fig. 4 Depth-width relations a The boundary and the average values at three different times about
whichwidth indexwere calculated for different reachesbAcomparative study of the depth index and
temporal variability of the width index. Boxes 1–5 show the zones where depth index increases over
the average depth. c A second-order approximation of polynomial fit gives an empirical equation
showing bed-bank relation during 2015 where difference in average elevation between the bank and
bed (expressed as depth D) has been treated as the function of width of the channel belt (expressed
byW). The qualitative significance of the equation has been explained in the plan and section views
below
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Explanation: While considering the depth index, the channel belt included newly
evolved relict island theDibru-Saikhoa. Thiswas essentially due to the course correc-
tion of theLohit Riverwhich helped to increase by jump thewidth of theBrahmaputra
channel belt. Thus the reach scale width index is showing much higher value.

In Box 2, deeper reaches are also associated with increasing width index.

Explanation: This is probably due to the massive erosion of the banks constituted
of loose bank materials. Some of the shallow subsurface loose sand units help rapid
‘toe cutting’. Massive lateral erosion helped to redistribute the sediments in the
downstream but did not cause effective shallowing tendency at the place of erosion
itself.

Box 3 represents a transition zone where some of the higher depth reaches (in the
upstream side) are wider and some are narrower (in the downstream side).

Explanation: The river beyond these reaches is going back to its normal logic of
aggradation

For Box 4, the reaches of the river show the standard opposite characteristics—
‘Deeper the reach narrower it is’.

Box5 representing downstreamend of theMajuli Island, shows amixed behaviour
which is most probably due to anthropogenic intervention of various kinds of river
management schemes operational in this area since a long time.

The anomalous situations arising due to high degree of variability in the
sandbar/channel ratio can influence the bed-bank relation which is shown in Fig. 4c
by a second-order approximation of depth variation as a function of variation inwidth
during the year 2015.

4.1 Flood Characterisation

The flood characterisation done is mainly based on the areal extent of inundation
due to flooding with respect to an unit increase of head in the water level in full bank
condition. Each of the reaches selected every 10 km interval was further subdivided
into five sub-reaches and every incremental rise was identified in the DEM of the
GoogleEarth and thefinal equal interval contours of probable inundationwere plotted
in the ArcGIS platform.

Using the DEM data areal extent of flooding is delineated (Fig. 5) and simple
volumetric calculations are being done. To keep the calculation simple the presence
of ridge and swale geomorphological features of the flood plain are not considered.

Areal extent of the inundation areas had been calculated as shown in Table 1.
From the data thus obtained and calculated assuming no difference in elevation

between both the banks, following observations are made (Table 2).

• A 0.5 m increase in the water level head can cause a great areal extent of flooding
than its preceding increase ranging between the minimum 490 to maximum
1500 km2.



200 S. K. Lahiri et al.

Fig. 5 Map showing areal extent of flooding with 0.5 m, 1 m, 1.5 m, 2 m and 2.5 m decrease in
depth of river bed and reach scale average bank elevation does not change, and also there is no
embankment. Every incremental change of water elevation over the bankfull condition is supposed
to inundate all those bank areas having less or equal the said elevation

Table 1 Areas of inundation calculated for incremental increase in water level

Increment in water level (m) Right bank (km2) Left bank (km2) Left +right bank (km2)

0.5 2919.3 1309.5 4228.9

1 3114.2 1604.8 4719.0

1.5 3312.5 2260.0 5572.5

2 3666.8 3404.9 7071.8

2.5 3945.8 3935.7 7881.6

• In the upstream part, the left bank is more prone to flooding and its areal extent is
much larger than the corresponding right banks (Fig. 5). This can be attributed to
the impact of Himalayan orogeny near the frontal thrust belt in terms of upliftment
as well as higher rate of sediment influx raising the effective elevation of the relief.

• However, in the middle part of the study area, both the right and the left bank are
equally vulnerable to flooding.
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Table 2 Incremental increase in areal extent due to every 0.5 m increase in water level than the
bankfull condition

Increment in water
level (m)

Right bank (increment
in areal extent) (km2)

Left bank (increment in
areal extent) (km2)

For both banks
(increment in areal
extent) (km2)

0.5

1 194.9 295.3 490.1

1.5 198.3 655.2 853.5

2 354.3 1145.0 1499.3

2.5 279.0 530.8 810.0

• In the downstream section, the right bank is more vulnerable to flooding. This is
probably due to the sediment influx from some of the major south bank tributaries
like the Burhi-Dihing, Disang, Dikhau and the Dhansiri which compensate the
sediment influx due to the north bank rivers. Moreover, shifting aggradational
tendency in the river bed reduces the bed-bank elevation difference.

• For 0.5m to 1.5m increase in water level head, the areal extent of flood inundation
in the right bank is much higher than the left bank areas (Table 1).

• However, with increase in water level over 1.5 m, the areal extent of inundation
in both banks almost tends to be equal (Table 1).

4.2 Flood Disaster Incubation

Flood incubation is a term used to define the growth of potentiality of flood in a
region.Many anthropogenic as well as natural factors are responsible for intensifying
the flood vulnerability of a region. Embankment construction, a major issue for the
people of Assam is one of the most important attributes to increase the potentiality
of flood vulnerability. Flood occurrence due to embankment breaching is a common
cause of flood in Assam.

Embankments which are built for mitigation of flood increase the flood vulner-
ability by decreasing the accommodation space for sedimentation by the river, thus
decreasing bed-bank depth which in turn greatly influences the flood vulnerability
of the region (see Fig. 2). For a constant annual discharge of water, the river water
overtops in the subsequent years thus flowing above the bank. This overtopping
water on entering the pore spaces of the embankments decreases the stability of the
embankments and hence acts as an incubator of flood.

By plotting average elevation of the bed with increase in unit amount of sediment
from present-day elevation of the river bed versus distance and the present-day reach
scale elevation of both the banks (Fig. 6), following observations were made:

• For 0.5 m to 1 m increase in river bed due to sediment deposition, the water level
overtops left bank at a particular reach.
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Fig. 6 Graph showing relationship between unit increase of sediment deposition in the river bed
with flood disaster incubation and the associated vulnerability of the respective zones
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• With further increase in the sedimentation of the river bed, it can be seen that
much of the bank-line both right and left become susceptible to flooding or the
reach scale flood vulnerability increases with increase in sediment deposition.

• From the present position of the river bed elevation, if the rapid rate of aggradation
due to the construction of embankments causes 2.5m rise, the threshold is reached
whichmakes both the banks equally vulnerable for flash flood due to embankment
breaching.

4.3 Flood Triggering

There are ample evidences of paleo mega-flood events in the higher Himalayas
(Fig. 7a) which are usually called as the Glacial Lake Outburst Floods (GLOFs) and
Landslide Lake Outburst Floods (LLOFs). These were mostly climate induced or
large scale tectonic readjustment induced events. However, ever since big dams are
constructed at different levels mostly to tap hydroelectric potential, possibilities of
flood triggering due to dam outburst have started attaining similar and in certain situ-
ations much bigger proportions. We would like to present a modest estimation of
flood triggering.

Fig. 7 aAn evidence of paleomega-flood deposits nearGeku in the SiangHimalayas at the location
N28°25′35.6′′ E95°05′39.3′′ Elev.278m.This one-shot fining upward sequencewasmeasured about
6.5 m. b Locations of epicentres of some of the recent (from the year 2000 onward) earthquakes in
the Siang Himalayas (Source NEIST-CSIR, Jorhat)
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Box 1 Reservoir characteristics for the Siang hydrological project

From the data available from Siang hydrological project the reservoir character-
istics are mentioned in Box 1.

A Central Electricity Authority, Govt of India Report (2001), identifies the north-
east as the ‘future powerhouse’ and at least 168 large hydroelectric projects with a
total installed capacity of 63,328MWare either under construction or in the near-final
stage of implementation.

Now, a simple calculation suggests that if the required volume of water held by the
reservoir to produce 2700 MW of electricity = 1421.0 Mcum then for 63,328 MW
of electricity volume of water required to be in the reservoir will be 33,329 Mcum
which is much higher than the areal extent covered by a 2.5 m increase in water
level. Recent seismicity status (Fig. 7b) since the year 2000, as monitored by the
NEIST-CSIR, Jorhat shows that the Siang Himalayas is highly active and the current
state of our knowledge is inadequate to guarantee that every possible factor causing
dam outburst had been taken care of.

Besides the upstream side, high altitude causes of flood triggering, as discussed
earlier every year frequency of embankment breaching is increasing. The life of
an embankment is generally set at 25–30 years, but the field evidences suggest
that the complete construction of embankments takes nearly 20–25 years as these
are mostly built on piecemeal basis. Older stretches are more vulnerable than the
newer ones. However, lack of reliability in the official records of the exact dates of
commencement and completion of different stretches of embankments and hence
the needs for additional monitoring and maintenance measures are simply absent.
During bankfull condition, repairing works are mostly done on ad hoc basis when
actual seepages are being reported.
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5 Conclusion

For flood characterisation, sediment budgeting, spatio-temporal changes in the
pattern of aggradation play crucial role. Reach scale study of river bed and the
river bank relationship can give important clues to assess the trend of flood vulnera-
bility. During 1915–1975, the principal site of aggradation was concentrated mostly
in the upstream part of the Brahmaputra valley which is evident from the reach scale
sandbar/channel area ratios computed for the length of 230 km. However, during
1975–2015, the site of aggradation has shifted further downstream in and around
Majuli. A comparative study of width indices for different times (1915, 1975 and
2015) with the present depth index (2017 imagery) helps to understand the stream
power variability of the river flow and its consequences on the bank erosion and
bed incision. Raising embankments help to incubate flood vulnerability; five-stage
increments in river bed thickness show clearly the spread of vulnerability along both
the right and left bank of the Brahmaputra River. The areal extent of multi-stage
flood inundation was generated in case of flood triggering due to single or multiple
dam failures or embankment breaching. For flood head increases from +0.5 m to +
1.5 m, more of north bank areas are vulnerable; however, for +2.5 m increase in the
flood water head, vulnerability of both the banks reaches uniformity.
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Control of Sediment Entry into Intake
Canals Using Submerged Vanes
with Collar

Sruthi Thazhathe Kalathil, Muralidharan Rethinam Murugesan,
and Venu Chandra

Abstract Intake canals transport water and sediments from main rivers to power
plants, irrigation fields, and for various other purposes. Increased sediment load in the
intake canal leads to reduction in the quality and quantity of water. Submerged vanes
are installed at the entrance of intake canals to counteract the secondary circulation
and reduce the sediment entry into the intake canals. In the present study, collars
have been introduced to submerged vanes to test its performance in the reduction
of both sediment entry and local scour around vanes. The vane angles tested are
15°, 35°, 40° and 45°. The ratio of vane spacing to vane height is 5 and the two
collar diameters considered are three and four times the vane height, respectively.
It is found that 40° is the optimum vane angle for maximum reduction in sediment
entry into the intake canal of 85.36%. Collars reduced the local scour and sediment
entry (%) by a maximum of 69.08% and 24.84%, respectively, for a 15° vane angle.
However, introduction of collar reduced the performance for vane angles 35°, 40°,
and 45° in controlling sediment entry into the intake canal.

Keywords Sedimentation · Secondary currents · Vane angle · Local scour · River
training

1 Introduction

Sediment transport is a hydraulic phenomenon that has emerged as a significant
problem in river-intake canals. River flow, which enters into an intake canal, carries
a lot of sediment alongwith it due to centrifugal action at river-intake junction [1]. The
transport of sediment can be in the form of suspended and bed loads. The movement
of the sediments through the river-intake structures is a major challenge for the
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operation and maintenance of intake canals, power plants, and irrigation fields. As a
consequence of sediment entry and subsequent deposition in these intake structures,
there is also a reduction in the water carrying capacity of these canals.

Submerged vanes have been used as a control measure at river intakes since
1990 [2]. Submerged vanes are small flow-training structures designed to modify
the near bed flow pattern and re-distribute the flow in the channel cross section. The
vanes function by influencing bed shear stress and cause a change in the distribution
of velocity, depth, and sediment transport in the area affected by the vanes. The
performance of submerged vanes is based on the formation of helical vortices at
the river canal junction, which reduces the effect of naturally occurring secondary
circulation near the intake structure [3]. The sediment is picked up from the vane’s
negative pressure side and gets deposited on the positive pressure side. The strength
of the helical vortex induced by the vanes depends on spacing between the vanes,
vane height, vane angle, and longitudinal arrangement of the vanes [4–7]. In addition
to reduction of sediment entry into the intake canal, care should be taken to ensure
that the local scour around the vane is minimal. Increase in local scour would result
in the dislodgement of vane and failure of the flow-training mechanism.

The optimum values for the vane parameters over the years have been identified
based on studies related to intake canals, river bed, and river bank protection [8–11].
Vane height-to-water depth ratio can range from 0.2 to 0.5 and vane height-to-vane
length ratio can be varied from 0.1 to 0.5 [9]. A vane angle of 15° produces the least
scour depth around the vanes and lowest sedimentation percentage in the intake canal
[12]. However, the effect of vane angle on the sediment entry is different for different
vane configurations [13]. At S/Hv ≤ 3 (where, S is spacing between the vanes and
Hv is the height of vanes), volume of sediments entering the intake increases with
an increase in vane angle. On the contrary, at S/Hv≥ 4, as the vane angle increases,
the volume of sediments entering the intake is reduced. The present work introduces
a collar at the vane bottom to investigate its effectiveness in reducing the local scour
around the vane. The value for S/Hv is equal to 5 for all the scenarios tested.

2 Experiments

The experiments were conducted in the Hydraulics Laboratory of Indian Institute of
Technology Madras, India. The experimental setup consists of a mobile bed main
channel and a rigid bed lateral channel. The main channel is rectangular with a width
of 57.5 cm and a depth of 33 cm. The d50 of sediment in themain channel is 0.28mm.
The intake canal is considered as trapezoidal with a bottomwidth of 18 cm, top width
of 88 cm, height of 33 cm, and side slopes of 1:1. The intake canal takes diversion
from the main channel at an angle of 45°. The sediment bed in the main channel
is kept at the same level with the intake canal bottom [12]. A discharge of 10 Lps
and a flow depth (Hm) of 5.5 cm with a corresponding Froude number of 0.426
was maintained in the main channel. Submerged vanes of thickness 4 mm, height
(Hv) 0.4Hm, and length 1.2Hm were fabricated from stainless steel. Depth of vane
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Fig. 1 Arrangement of vanes in the main channel (flow from left to right): a without collar, and
b with collar

insertion into soil and spacing between vanes (S) were considered as Hm and 2Hm,
respectively. The different vane angles used were 15°, 35°, 40º, and 45°. Diameter
of collars was varied as 3Hv and 4Hv. Figure 1 shows the arrangement of vanes in
the main channel at the entrance of the intake canal.

A digital point gauge was used to measure the water and bed surface levels.
Triangular notches were placed at the upstream and downstream of the main channel
to ensure constant flow throughout. Local scour around vanes was measured at an
interval of 10 min up to first 30 min and then at 30 min interval till equilibrium
scour is attained. Equilibrium scour depth is said to be attained when the rate of
scouring equals the rate of deposition. Quantification of the total sediment eroded
from the main channel and those deposited in the intake canal was done by volume
measurement from the downstream collection tanks.

3 Results and Discussion

The experimental results are expressed in terms of sediment entry percentage into
the intake canal (Sic) and the maximum local scour depth ratio (Sr,max) around vanes,
where Sr,max is the ratio of maximum scour depth around vane to the flow depth in
the main channel. The initial percentage of sediment entry into the intake canal (Sic)
without the use of vanes was 50.42%. Submerged vanes ofHv = 0.4Hm and S = 2Hm

installed at vane angles (α) 15°, 35°, 40°, and 45° reduced Sic to 26.81%, 16.21%,
7.38%, and 14.50%, respectively. The lowest Sic is obtained for α = 40° (85.36%
reduction), in contrary to the optimum vane angle of 15° suggested by Kalathil et al.
[12], where S/Hv tested were equal to 2.67 and 4. In the present study, S/Hv is equal
to 5. This supports the finding of Beygipoor et al. [13] that reduction in Sic with
respect to α depends on the value of S/Hv. In addition to Sic, another critical factor
determining the efficiency of a submerged vane is its local scour. Themaximum local
scour ratio has to be less in order to avoid failure of the vanes.
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3.1 Effect of Submerged Vanes on Local Scour Depth Ratio

Figure 2 shows the temporal variation of Sr,max for different vane angles. It is found
that maximum local scour always occurs at the trailing edge of the vane for any
given experiment. All curves follow a crest and trough pattern which shows sediment
deposition and erosion from the main channel bed. The pattern continues until the
equilibrium point where rate of erosion and deposition becomes equal. Equilibrium
scour was attained at around 120 min for all the experiments conducted. Equilibrium
maximum local scour depth ratio for α = 35° coincides with α = 45°. The curve
corresponding to α = 40° shows the highest equilibriummaximum local scour depth
ratio while the least is observed for α = 15° with a value of 0.72.

It can be concluded that equilibrium maximum local scour depth ratio increases
with an increase in vane angle. On the contrary, the least sediment entry into intake
canal was observed for α = 400. It is inferred that although local scour around vanes
placed at higher vane angle is more, the eroded sediment is carried to the downstream
of main channel, instead of entering into the intake canal. In an attempt to reduce
the local scour around vane edges together with least sediment entry into intake
canals, experiments have been conducted by installing collars to vanes. The concept
is inspired from the use of collars to reduce local scour around bridge piers.

Fig. 2 Temporal variation of maximum scour depth ratio Sr,max with different vane angles
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3.2 Effect of Collar Diameter on the Maximum Local Scour
Depth Ratio

Collars of diameters (D) 3Hv and 4Hv were installed to the leading edge of vanes
at the bed level. Figure 3 shows the variation of Sr, max with time for vanes with
and without collars for different vane angles. Earlier, it was seen that vanes without
collar attained equilibrium after 120 min. Typically, flow happens around vanes with
the formation of a helical vortex, a phenomenon which has been long established.
However, in the case of vanes with collar, the mechanism is bound to be different
with the collar restriction at the bed level, and the equilibrium scour was attained
after 180 min. Nevertheless, the local scour at the downstream end of each vane has
reduced as can be seen from the figure. The Sr, max values for D = 3Hv reduced by
68.06%, 14.15%, 13.76%, and 8.49% for α = 15°, 35°, 40° and 45°, respectively. For
D = 4Hv, Sr, max reduced by 36.11%, 4.72%, 5.5%, and 1.89%, respectively. Also, it
is inferred that the effect of collar is prominent at lower vane angles. For α = 35°,
40° and 45°, the effect is considerably less. In all cases, the lowest equilibrium Sr, max
is observed forD = 3Hv. AtD = 4Hv, the increased collar diameter results in closer

Fig. 3 Comparison of temporal variation of maximum scour depth ratio Sr, max for vanes with and
without collar at different vane angles: a 15°, b 35°, c 40°, and d 45°
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Fig. 4 Percentage reduction of sediment entry into the intake canal (Sic,r) for different vane angles
and collar diameters

proximity of the collar edge to the trailing edge of vane. This might be the cause for
less reduction in Sr, max for D = 4Hv.

3.3 Effect of Collar Diameter on the Percentage of Sediment
Entry into the Intake Canal

The percentage reduction in sediment entry into the intake canal (Sic,r) with α for
vanes with collars is shown in Fig. 4. The pattern of variation in Sic for vanes with
collar follows that of vanes without collar with an optimum at α = 40° for both D =
3Hv andD = 4Hv. The values of Sic for α = 15°, 35°, 40°, and 45° withD = 3Hv are
20.15%, 15.36%, 12.5%, and 21.3%, respectively. The corresponding values forD=
4Hv are 29.97%, 19.29%, 11.21%, and 15.9%, respectively. However, comparing the
variationswith respect to the collar diameters, the pattern is not consistent.Moreover,
it is observed that sediment entry into the intake canal increased in most cases with a
maximum increase of 69.38% for α = 40° and D = 3Hv. This reveals that although
the collars result in lowering the local scour around vanes, the presence of collar at
the bed level induces higher bed erosion in the test section which eventually resulted
in increased sediment entry into the intake canal.
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4 Conclusion

Intake canals divert water from main rivers for various purposes. Transport of sedi-
ment along with water causes reduction in the quality and quantity of water trans-
ported. Use of submerged vanes as river training structures at the entrance of intake
canals has been in existence since 1990. The present study introduces collars to
submerged vanes to reduce its local scour and prevent the collapse of vanes. An
optimum vane angle of 40° resulted in the lowest percentage of sediment entry into
the intake canal of 7.38%. On the contrary, maximum local scour for vanes with 40°
vane angle was found to be the highest with a value of 1.09 times the main channel
flow depth. Collars of diameters 3Hv and 4Hv were installed at the vane bottom to
reduce the local scour, where Hv is the height of the vane. It is found that collar is
efficient in reducing local scour for all vane angles with a maximum reduction of
68.06% for 15° vane angle and 3Hv collar diameter. Also, use of vanes with collars
at 15° vane angle resulted in a decrease of sediment entry into the intake canal by
24.84% and 5.24% for collar diameters 3Hv and 4Hv, respectively. However, the
collars reduced the performance of the optimum vane angle of 40° in terms of the
sediment entry percentage. It is concluded that collars are efficient in reduction of
sediment entry into intake canal for only lower vane angles. Perhaps the study of
collars could be extended for cases with lower vane spacing to vane height spacing
ratio, where the optimum vane angle is 15°.
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Effectiveness of River Bed Filtration
in Pollutant Removal Along the River
Tel, India

Rajiv Lochan Sahu, Rakesh Roshan Dash, Pradip Kumar Pradhan,
and Sourava Sahu

Abstract Riverbank filtration (RBF) is a cost-effective water treatment technology.
In this method, infiltrated surface water is extracted through a pumping well which is
located nearby alluvial aquifer. In the process of infiltration surfacewater is treated by
various mechanisms like biological, chemical, and physical processes; hence, water
extracted from pumping well is free from pollutants. Although riverbank filtration
(RBF) was used extensively in United States and Europe, but there are no proven
scientific researches done related to RBF use in Odisha. This paper is aimed to
present a concise summary of the theoretical foundations of the RBF technique and
its benefits. The paper also reports the effectiveness of bed filtration in reducing
turbidity, phosphates, coliform, and nitrates from water of River Tel at Belagaon,
Balangir District, in Odisha.

Keywords RBF · Turbidity · Phosphates · Coli form and nitrates

1 Introduction

Riverbank filtration provides a sustainable and cost-effective means which improves
the quality of surface water [1]. Mechanisms like physicochemical filtration,
biodegradation, and sorption usually occur in the aquifer and the river bed, during
river bank filtration process. RBF helps in attenuating the pollutants like micropol-
lutants, parasites, viruses, bacteria, suspended particles, and other organic, and inor-
ganic compounds usually present in surface water [2, 3]. Some researchers studied
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the removal of turbidity, organics, and bacteria at RBF site at Haridwar alongside
the Ganga River [4]. RBF technique was reported as an effective method for atten-
uating pollutants like turbidity and bacteria present in surface water of four rivers
of Uttarakhand [5]. River bed material plays a vital role in the treatment of river
water during RBF. Potential RBF sites like Badamadhapur and Kuchinda present in
Odisha were analyzed, and it was seen that RBF technique was helpful in enhancing
the surface water quality parameters making it suitable for drinking purposes [6].
Riverbank filtration has been extensively studied across the world, but very limited
research has been done onRiver bed filtration inOdisha. As the Belgaon site was near
to our University and easily accessible, hence in the present study, the effectiveness
of River bed filtration in Odisha was evaluated in removing pollutants from surface
water.

2 Study Area and Methodology

2.1 Study Area and Hydrology

Out of 29 states in India,Odisha is situated in the eastern part; it extends from17.31°N
latitude to 22.31° N latitude and from 81.31° E longitudes to 87.29° E longitude.
The state’s six major rivers are Subarnarekha, Budhabalanga, Baitarani, Mahanadi,
Brahmani, and Rusikulya. Odisha generally has sub-humid climatic conditions, and
precipitation is approximately 1491 mm and gets approximately 75–80% of rainfall
during June to September.

3 Site Selection

River Tel with water supply scheme at Belgaon, Balangir District, was selected for
the study.

Belgaon is situated at outskirts of Balangir district, Odisha 50 km away from
Balangir headquarter. It is situated in the western part of Odisha. Its latitude is
20° 19′ 08.8′′ N and longitude is 83° 18′ 57.5′′ E, and is located near River Tel.
Figure 1a shows sampling locations at river bank filtration site. The production well
(Fig. 1b) is situated on the river bank (within 2 m from River Tel) which is getting
water through the laterals connected to it. Water from the river is entering into the
laterals after passing through the river bed. The depth of production well below bed
level is 20 m, and its diameter is 2 m. It originates from the plains in Koraput district.
Discharge at the production well was around 0.2 m3/min. In the present study, the
water samples were collected directly from Tel river as well as from production well
(river bed filtrated water), and tube wells (groundwater) near the river. Collected
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Fig. 1 a Sampling locations at river bank filtration site. b Inside view of the production well

water samples were tested in the laboratory. In addition, soil samples taken from the
river bed at a depth of 1 m were subjected to sieve analysis for gradation of soil.

4 Sieve Analysis of Soil Collected from River Bed

IS code was used for grain size analysis of the soil sample [7]. The soil sample
was collected at a depth of 1 m from the river bed. Dry sieve analysis was done at
laboratory, and the percentage finer and particle size graph was plotted (Fig. 2).
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Fig. 2 Particle size distribution curve

5 Methodology

The water samples were collected from surface water, i.e., the Tel river RW1
(Belgaon) as well as from the production well PW1 (river bed filtrated water), tube
well GW1 (groundwater) during different seasons/time using clean and sterilized
bottle (sampling location are shown in Fig. 1a). All the water sample tests were
performed in the laboratory of environmental engineering. The standard methods
like [8] were used in the collection of water samples. Various tests like sieve anal-
ysis [7], pH (pH meter), total dissolved solids, and temperature (TECH TEST water
quality tester TDS meter and temperature), e-conductivity (HM digital conductivity
meter), turbidity (turbidity meter), hardness (Wanklyn solution method), alkalinity
[9], chlorides [9], fluoride (pH/ISEmeter-thermo scientificOrionStar), total coli form
(MPN test) and phenol, phosphate, nitrate, UV absorbance (UV spectrophotometer)
were done as per respective standards using appropriate instruments.

6 Results and Discussion

The results obtained from the analysis of different water quality parameters and
aquifer characterizations are discussed in subsequent paragraphs.
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6.1 Water Quality and Soil Analysis

Water samples are collected from different locations of Belgaon and analyzed in the
laboratory for different water quality. Here, the river water was raw water (RW),
production well water (PW1) was the river bed filtered water, and ground water
was the tube well water. Water quality monitoring was done in 15 phases for the
year 2018–19, considering time periods like monsoon, post-monsoon, and summer.
Each time period comprised of five phases. Water samples were collected from River
Tel (RW1; surface water), production well (PW1, riverbank filtered water), and one
deep bore well which is at a distance of more than 1 km from the Tel River (GW1,
groundwater) at Belgaon. Water sample results from different sources, i.e., river
water, production well, and tube well are given in Table 1.

7 Percentage Removal of Pollutants

From Fig. 3, it can be noticed that phosphate removal percentage varied between a
lowest (minimum) value of 10.53% to a highest (maximum) value of 35.91%. The
average removal percentage was reported as 17.94%. Similarly, it can be noticed that
phenol removal percentage varied between a lowest value of 14.15% to a highest
value of 28.71%. The average removal percentage was reported as 20.63%. It can be
noticed that turbidity removal percentage varied between a lowest value of 99.62% to
a highest value of 99.86%. The average removal percentage was reported as 99.76%.
It can be noticed that total coliform removal percentage varied between a lowest
value of 96.17% to a highest value of 99.73%. The average removal percentage was
reported as 98.69%. It can be noticed that nitrate removal percentage varied between
a lowest value of 3.15% to a highest value of 6.15%. The average removal percentage
was reported as 4.92%. It can be noticed that UV absorbance removal percentage
varied between a lowest value of 10.43% to a highest value of 30.36%. The average
removal percentage was reported as 16.91%. From Fig. 3, it can be concluded that
pollutants like turbidity and total coliform removal percentages were more compared
to other pollutants like phosphate, phenol, nitrate, and UV absorbance.

Figure 4 shows the relative values of water quality parameter for the production
well water and the river water. The parameters such as TDS, conductivity, alkalinity,
chloride, fluoride, and hardness values are greater than 1, i.e., the values of production
well water are greater than river water. From Fig. 5, it was found that the parame-
ters such as turbidity, nitrate, total coliform, phenol, phosphate, and UV absorbance
values are less than 1, i.e., the values of river water is greater than production well
water. Here, we found that the TDS and conductivity of the production well water
is more than that of the river water because the production well water is mixture of
river water (having lower TDS and conductivity) and ground water (having higher
TDS and conductivity). From the above results, we found that bed filtration has effec-
tively removed turbidity, coliformbacteria, organics (UVabs. and total coliform), and
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Table 1 Comparison of different parameters of river water, production well water, and tube well
water (ground water)

River water Production well water Tube well water

Parameter Min Max Avg Min Max Avg Min Max Avg

pH 9.5 9.8 9.65 7.4 7.4 7.4 6.6 7 6.8

TDS in mg/l 78 78 78 131 135 133 302 352 327

Electrical
conductivity
in µs/cm

160 165 162.5 288 296 292 674 713 693.5

Temperature
in °C

30 32 31 29 29 29 31 32 31.5

Turbidity in
NTU

26.5 74 45.48 0.1 0.1 0.1 NA NA NA

Hardness in
mg/l as
CaCO3

46 86 65.73 116 140 127.2 108 108 108

Alkalinity in
mg/l as
CaCO3

165 190 175 185 215 198.8 170 450 310

Chloride in
mg/l

2.58 7.8 4.9 5.24 11.36 8.4 29.82 56.8 43.31

Fluoride in
mg/l

0.46 0.64 0.576 0.71 0.78 0.74 1.9 3.1 2.5

Total coli
form MPN

16,000 110,000 48,766.67 300 920 380 NA NA NA

Phenol in
mg/l

0.22 0.26 0.24 0.18 0.20 0.19 NA NA NA

Phosphate in
mg/l

1.69 2.47 1.98 1.32 1.76 1.61 1.60 2.28 1.94

Nitrate in
mg/l

6.58 6.93 6.76 6.25 6.59 6.42 6.15 6.44 6.30

UV Abs
(254 nM)

0.784 1.007 0.851 0.693 0.715 0.704 0.7 0.686 0.693

phosphate and reduce hardness. In this process, we remove some amount of phenol,
but it remains above the Indian drinking water standards, i.e., 0.001 mg/l. The river
bed filtration at Tel River, Belgaon, was found to be efficient for the removal of
turbidity, organics (UV abs, phenol), nutrients (phosphate and nitrate), and bacteria
(total coliform). Bed filtration is effective in removal of turbidity and total coliform
for all the collected samples. This may be due to combination of several processes,
including physicochemical filtration, dispersion, advection, and straining. Among
above-mentioned processes, physicochemical filtration play a major role in attenu-
ating the pollutants like turbidity and coliform from the river water. The removal of
organics at the site may be due to a combination of several mechanisms, including
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Fig. 3 Maximum, minimum, and average percentage removal of different water quality parameters

Fig. 4 Quality of production well water relative to river water parameter

dilution with other water; microbiological, chemical, and physical degradation. For
other parameters such as TDS, total hardness, anions, and cations of well water
is more than that of the river water because the water in the well is mixture of
river water (having lower TDS, cations, anions, hardness), and ground water (having
higher TDS, cations, anions, and hardness). The aquifer bed at Tel river is found to
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Fig. 5 Turbidity, organics, nutrients, and coliform counts of production well water relative to river
water

be sandy and aquifer possesses high hydraulic conductivity which is good in getting
sufficient yield (0.2 m3/min) for the infiltration wells.

8 Conclusions

The study concludes that at the RBF study site in Belgaon, the pH of production well
water arewithin the limit [10], i.e. 6.5–8.5. The electrical conductivity andTDSof the
production well water is greater than the river water, whereas it is less than the tube
well water. This concludes that the ground water mixing is taking place along with
river bed filtration. The RBF in Belgaon (Tel River) efficiently removes turbidity,
phosphates, and nitrates. The most probable number (MPN) value of the river water
is more than the production well water and the removal efficiency of bacteria is more
than 99%during bedfiltration. TheUVabsorbance value of the productionwellwater
is less than the river water, which is conclusive of the removal of organic matter.
The RBF does reduce the phenol content but not up to the Indian drinking water
standard. The results of this work have demonstrated the benefits of bed filtration
which is a natural purification technique to enhance the quality of surface water in
terms of removal of pathogens, organics, and turbidity for drinking water supply. As
natural attenuation process like filtration requires low routine maintenance, hence
RBF is a cost-effective alternative for water supply schemes which relies on surface
water supplies. RBFmethod possesses some limitations. These limitations depend on
parameters like permeability and high organic pollution. It can be noted that change
in temperature can change the permeability of the aquifer and hence the performance
of RBF. Similarly, high organic pollution can reduce the RBF treatment efficiency.
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Removal of Organic Matters
and Nutrients by Using Bio-balls
and Corn Cobs as Bio-film Carrier
in MBBR Technology

Akankshya, Rakesh Roshan Dash, and Siprasthiti Mohanty

Abstract Water is our life’s most significant component. It is used to cook, bathe,
drink, wash, and for various industrial purposes. Due to urbanization, over exploita-
tion and industrialization of water bodies throughout the world lead to degradation
of water quality. Therefore, high water quality is needed, resulting in the need to
develop modern and cost-effective techniques to remove organic matter and nutri-
ents from wastewater. Moving-bed bio-film reactor (MBBR) method is one of those
methods that are used effectively in this situation. The purpose of this research was
to explore the effectiveness of the MBBR method in removing chemical oxygen
demand (COD), nitrate, phosphate from wastewater using bio-balls and corn cobs as
bio-film media. Synthetic wastewater was prepared in laboratory by taking different
concentration of COD, nitrate, and phosphate. By using bio-balls as a bio-film carrier,
the maximum removal efficiency of COD, nitrate, and phosphate was obtained to
be 84%, 95.48%, and 96.93%, respectively, whereas for corn cobs, the maximum
removal efficiency of COD, nitrate, and phosphate was found to be 72.39%, 94.63%,
and 93.7%, respectively. The result obtained from the experiment confirmed that this
process can be effectively used to treat domestic and industrial wastewater containing
different pollutants.

Keywords MBBR · Bio-balls · Corn cobs · Nitrate · Phosphate · COD

1 Introduction

Many types of sewage treatment methods are available. Generally, physio-chemical
and biological treatments are useful to treat wastewater for the removal of organic,
inorganic, and nutrients present in that. The treatment methods are generally clas-
sified as component processes and component operations. Unit operation includes
the removal of contaminants by physical services. The main treatments methods
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are screening, skimming, sedimentation, grit chamber, etc. Conventional wastewater
treatment consists of a combination of physical, chemical, and biological processes
and operations to remove solids, organic matter, and, sometimes, nutrients from
wastewater. General terms used to describe different degrees of treatment, in order
of increasing treatment level, are preliminary, primary, secondary, and tertiary and/or
advancedwastewater treatment. There aremanydifferent biologicalwastewater treat-
ment options are available. Biological processes are two types, i.e., suspended growth
process and attached growth process. Examples of suspended growth processes are
various types, i.e., activated sludge process, aerobic lagoon, aeration pond, aerobic
and anaerobic sludge disaster, etc., and attached growth processes are trickling filter,
bio-towers, RBC, etc. Every process has its own set of advantages and disadvantages.
Based on the requirements and availability of resources, we need to choose the suit-
able treatment process. Research is still going on to find out the more effective and
accessible method for the treatment and reuse of wastewater.

RBC is a bio-reactor that is primarily used for biological wastewater treatment,
containing largely organic waste products. It is one of the attached growth processes.
Attached growth means the microorganisms will be attached to a surface and the
wastewater has to pass through it for a certain period of time. It mainly consists of
several disks mounted on the surface of a rotating shaft and partially submerged in
the wastewater. The disks are usually made up of different forms of plastic such as
polypropylene or polyurethane. As the shaft rotates, the disks that are attached to it
also start rotating through the wastewater.

Moving-bed bio-film reactor (MBBR) technology combines both the benefits of
suspended growth system which is activated sludge process and attached growth
system which is trickling filter. Among all the bio-film reactors, MBBR technology
uses entire tank volume for the enlargement of biomass, as happens in an activated
sludge process (ASP). But MBBR does not need sludge recirculation as required
in ASP. This is attained due to biomass that grows on the media which are moved
freely in the reactor by aeration or by automatic mixing. The media are reserved
inside the reactor by installing a strainer at the reactor outlet. Separation of surplus
biomass has taken place as there is no sludge recirculation occurred. So, it is a big
advantage of MBBR technology over ASP [1]. Medias can differ from each other in
treatment capabilities, material composition, shape, and specific surface area. The
filling ratio of the carrier plays an important role as it provides sites for the growth of
microbes. The carriers are produced using plastic with a thickness close to 1 g/cm3

giving them a chance to move easily inside the reactor surely when the limit comes
to 70%. The moving bed shapes originate from the flow float in wastewater treatment
that offers an extended specific surface inside the reactor for the advancement of the
biomass, accomplishing basic reduction surrounded by the natural reactor volume.
A few components have been detailed to influence the execution of MBBR. The
high particular range of the carrier media controls the framework execution which is
as a result of exceptionally high bio-film concentrations nearness in a little reactor
volume [2]. It was detailed that common place bio-film concentrations extend from
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3000 to 4000 g TSS/m3. The rate of reactor volume comprised of media is controlled
to 70%, with 67% being normal. In any case, wastewater attributes and specific
treatment targets are the most parts choosing the level of media required inside the
reactor. As a general rule, a life of bio-carriers opens inside the market changes from
11 to 40 years [2].

Literature survey suggests that different hybrid bio-reactors have been developed
for the removal of different pollutants fromwastewater and landfill leachate.Different
carriers have also been used in MBBR process. Research work has been carried out
to explore the performance of MBBR process for treating commercial wastewater by
using three different types of carrier viz media-1 BI16, media-2 PP22, and media-
3 mutag biochip 25TM [3], for removal of the phenol and microbial community
shift during pH shock in MBBR [4], for the treatment of industrial food processing
wastewater [3], for nutrient removal by using polyurethane foam carrier [5], for
nitrogen removal frommine effluents using a 2 stagedMBBR [2], for phenol removal
using two reactors, and for the removal of organic carbon, nitrogen, and phosphate
by using sequencing MBBR [6].

The objective of this researchwork is to check the efficiency ofMBBR technology
in removing organic matter, i.e., COD, nitrate, and phosphate, from municipal and
industrial wastewater by using bio-balls and corn cobs as bio-film carriers.

2 Materials and Methods

2.1 Properties of Bio-film Carriers

Bio-balls are made up of polyurethane material and inside that active carbon foam
is present. The diameter of the bio-ball used for the study was 16 mm and purchased
from Aquarium House, Bhubaneswar, Odisha. These are spherical in size and black
in color. These are specially intended to provide plenty of surface area for bacterial
growth. Density of bio-ball is 0.9 gm/cc, and surface area is 2.02× 10−3 m2. Picture
of bio-balls is shown in Fig. 1.

The corn cobs have a calcareous structure that can cause the pathogenic population
to be quickly attached and developed. Density of corn cob is 1.18 g/cm3, and the
surface area is 50.67 cm2. It provides considerable high void ratio, specific surface
area, and small specific gravity. Initially, corn cobs were dried in the oven at 105 °C
for 24 h and cut into parts of roughly equal size (h) and (d) length of 5.0 cmand2.5 cm,
respectively. Prepared cobs of corn are submerged in sterile water and thoroughly
washed. Cleaned cob shells of corn are then dried for 5 h in an oven at 150 °C. Picture
of raw corn cobs is shown in Fig. 2.
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Fig. 1 Bio-balls (not to
scale)

Fig. 2 Corn cub after drying

2.2 Composition of Synthetic Wastewater

Syntheticwastewaterwaspreparedwhich consists of glucose used as source of carbon
and amain ingredient to organicmatter. Potassiumnitrate and potassiumdi-hydrogen
phosphate were added in wastewater to provide enrichment as nitrogen and phos-
phorus source, respectively. Synthetic wastewater was seeded with bacteria culture
thatwas aerated for 15 days formicrobial growth.Growth of the bacteria also depends
on the availability of oxygen. Supply of oxygen was done by air diffuser. Detailing
of five batches used for different concentration of COD, nitrate, and phosphate is
given in Table 1.
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Table 1 Characteristics of synthetic wastewater

Batches COD in mg/l Nitrate in mg/l Phosphate in mg/l

1 100 15 5

2 200 20 10

3 400 25 15

4 800 30 20

5 1000 35 25

2.3 Operating Procedure of MBBR

For the study, MBBRwas run under continuous flow system. Model setup of MBBR
was shown below in Fig. 3a, b. The filling ratio of media was kept 50% of the volume
of the tank, and for agitation of media, air diffuser was used which supply oxygen to
synthetic wastewater for the survival of bacteria. Experiments were performed under
aerobic condition in five batches for both the media individually which includes both
nitrification and denitrification process. Reactor was continuously operated for 24 h,
and sample was collected in every two hours interval, i.e., 2, 4, 6, and 8 h, and the
end of 24 h. After collection of each sample, experiments of TDS, pH, COD, nitrate,
and phosphate were performed to determine the final concentration and to calculate
the percentage removal.

Fig. 3 MBBR setup
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3 Results and Discussions

3.1 Comparison of Removal Efficiency of Nitrate
for Different Batches

Figure 4a, b shows the variation of removal efficiencies for bio-balls and corn cobs
as media for different concentration of nitrate and different operating time. For
both the media, removal efficiency increases with increase in concentration and
increase in operating time. For bio-balls, with increase in concentration from 15 to

(a) Bio-balls 

(b) Corn cobs

Fig. 4 Nitrate removal efficiency with respect to operating time
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25 mg/l, efficiency increases from 89.2 to 94.48%, and for corn cobs, with increase
in concentration from 15 to 35 mg/l, efficiency increases from 76.37 to 94.63%.

For bio-balls with initial concentration of 25 mg/l and corn cobs with initial
concentration of 20 mg/l (optimum condition), the efficiency increases with increase
in operation time from6 to24h.Thenitrate concentration in the effluentwas relatively
stable during the surface loading stage, but there were fluctuations during the sludge
concentration and temperature stages which takes place around operation time of
6 h. Best removal efficiency was achieved in 24 h for all the five batches for both the
media. So for optimum removal, the reactor must have a hydraulic retention time of
minimum one day.

The nitrogen removal in this process most commonly as well as economically
accomplished in two stages: nitrification and denitrification [7]. Nitrification converts
ammonia to oxidized nitrogen, i.e., nitrite and nitrate, and then, it is converted to a
nitrogen gas in the next denitrification process. The step produces nitric oxide (NO),
nitrous oxide (N2O), and nitrogen gas (N2). All the products are gaseous in nature
which can be released in atmosphere. Generally, nitrosomonas and nitrobacter are
responsible for the nitrification in the wastewater. For denitrification, denitrifying
organisms and an organic carbon source are responsible for decomposition. The nitri-
fication rate is determined by the load of organic matter, ammonium concentration,
and oxygen concentrations. Nitrification rate depends on mixture and heterotrophs
distribution. The rate limiting substrate for nitrification may be ammonia or oxygen.
According to a study, for nitrification, DO level in aerated reactor is sufficiently
high which penetrates through outer layer of the oxygen-consuming hetrotroph and
in nitrifying bacteria. The nitrification dependS upon oxygen concentration. For
MBBR, the liquid film diffusion was an essential parameter.

3.2 Comparison of Removal Efficiency of Phosphate
for Different Batches

Figure 5a, b shows the variation of removal efficiencies for bio-balls and corn cobs
as media for different concentration of phosphate and different operating time. For
both the media, efficiency increases with increase in concentration and increase in
operating time. For bio-balls, with increase in concentration from 5 to 25 mg/l,
efficiency increases from 60.1 to 96.9%, and for corn cobs, efficiency increases from
73.2 to 93.7%.

For bio-balls with initial concentration of 20 mg/l and corn cobs with initial
concentration of 10 mg/l (optimum condition), the efficiency increases with increase
in operation time from 6 to 24 h. Best removal efficiency was achieved in 24 h for
all the five batches for both the media.

Phosphorus is removed biologically in this process by moving bed bio-film
process [8]. The biological phosphorus removal is done by phosphate-accumulating
organisms (PAO) because they have the ability for accumulating phosphate which



234 Akankshya et al.

(a) Bio-balls 

(b) Corn cobs

Fig. 5 Phosphate removal efficiency with respect to operating time

are required for growth. This biological process is enhanced biological phosphate
removal (EBPR). The EBPR consists of assimilating the phosphorus which is present
in sample into biomass of cell which finally is removed from the system as a result of
sludge wasting. Phosphorus accumulating organisms are responsible for this process
for assilimilation of phosphorus into cell biomass.

3.3 Comparison of Removal Efficiency of COD for Different
Batches

Figure 6a, b shows the variation of removal efficiencies for bio-balls and corn cobs
as media for different concentration of COD with different operating time. For bio-
balls, for low concentration of COD, removal efficiency is high. For batch-1 and
bio-ball as media, at COD concentration of 100 mg/l, the removal efficiency is 84%
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(a) Bio-balls 

(b) Corn cobs

Fig. 6 COD removal efficiency with respect to operating time

at operation time of 24 h. At initial lower concentration of COD, biomass is very
active as supply of food is low. For their survival, they consume as much as organic
matter they can, which yield in higher removal efficiency. For batch-5 and bio-ball
as media, at COD concentration of 1000 mg/l, the removal efficiency is 71.3% at
operation time of 24 h. In higher COD concentration, degradation of microbes occurs
in inner layer of bio-film which is in the state of anaerobic condition. Due to high
F/M ratio, the removal efficiency is low.

Similar observation was found for corn cobs as media. In addition to it, with
increase in operation time, the removal efficiency increases for both the media.

By increasing the operation time, enough time to start the activity of the
microorganisms is provided, which yields in higher removal efficiency.



236 Akankshya et al.

Fig. 7 COD removal efficiency comparison between bio-balls and corn cobs

3.4 COD Removal Efficiency Comparison Between Bio-balls
and Corncobs

Figure 7 shows COD removal between bio-balls and corn cob for batch-1, i.e., initial
COD concentration of 100 mg/l. At operation time of 24 h, maximum removal
efficiency was achieved for both the media. Removal efficiency of bio-ball and corn
cob is 84% and 72.39%, respectively. So, bio-ball is more efficient than corn cob
when other conditions are same.

4 Conclusion

In the present research, attempts have been made to remove different pollutant from
synthetic wastewater prepared in laboratory. Some of important parameter of influent
and effluent of wastewater was tested in laboratory such as biodegradable organics,
nitrate, and phosphate removed by MBBR technique. According to this analysis, the
use of MBBR scheme for organic carbon and nutrient removal from wastewater is
achieved by a laboratory scale study. Complete nitrification occurred in optimal
condition in the presence of oxygen in the reactor, i.e., aerobic reactor with an
average efficiency of 95.8 percent for bio-balls and 94.6 for corn cobs in nitrate
removal. Highest phosphate removal efficiency for bio-ball and corn cob was 96.9%
and 93.7%, respectively. The removal of COD increases with decrease in concentra-
tion and increase in operation time, i.e., from 100 to 1000 mg/l, and the efficiency
achieved 84% for bio-balls and 72.4% for corn cob. It can be concluded that MBBR
process is a technique of wastewater treatment that is economically, environmentally,
and technically effective to remove distinct pollutants from industrial and domestic
wastewater, and bio-film media plays an important role in this treatment process.
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An Overview on the Photocatalytic
Application of Transition Metal–ZnO
Nano-Photocomposites for Degradation
of Textile Effluents in Water

Parita Basnet and Somenath Chatterjee

Abstract Water remediation has become an urgent requirement tomeet the growing
need of water scarcity. Organic dyes emanating from the textile industries without
proper treatment are a major source of water pollution and, therefore require urgent
treatment. This overview is based on one such strategy of converting organic dyes
present in aqueous medium into inorganic components by the process of photocatal-
ysis. Photocatalytic dye degradation has been considered with transition metal–zinc
oxide (ZnO) nano-photocomposites (NPC) owing to their excellent photo-physical
properties. This overview covers three important aspects of photocatalysis using
transition metal–ZnO NPC: (i) requirement of photocatalytic dye degradation and
photocatalysis, (ii) need for an optimum transition metal dopant/deposit percentage
and (iii) the underlyingmechanism occurring during photocatalysis upon UV, visible
and UV–Visible light irradiations.

Keywords ZnO Photocomposites · Transition-metal incorporation · Water
remediation · Dye degradation · Photocatalysis

1 Introduction

In regards to the technological importance of ZnO nanoparticles (NP) [1], owing
to their inexpensive synthesis, mechanical durability, innoxious nature and stability
under room temperature ambiance as well as under reducing hydrogen atmosphere
[2–6], improvement in their properties is progressing rapidly. Photocatalytic activity
of ZnO NP is extensively investigated to carry out several applications such as
wastewater detoxification, hydrogen gas evolution and others [2, 7, 8]. The photo-
absorbing ability of ZnO NP, otherwise confined to the ultraviolet (UV) region, may
be enhanced by the introduction of metal NP [6]. Such type of metal introduction
may be grouped into doping and deposition [6]. Both these types help in widening the
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range of light absorption by ZnO NP from the solar light radiation. Influence on the
ability of photon absorption, which subsequently affects the photocatalytic activity,
is further dependent upon the type of metal used as a dopant or deposit. Gener-
ally, the common type of metals used is either noble metals or transition metals [6,
9, 10]. Although, both these categories suffice the requirement of broadening the
region of light absorption, high cost associated with noble metal precursors may
pose a restriction while considering cost effectivity. Thus, transition metals are more
preferred unless the requirement of noble metals is irreplaceable.

A significant amount of the textile dyes as effluents is released during their manu-
facture and processing into the water bodies (or water treatment plants) [11]. These
dye molecules are readily reduced into environmentally harmful aromatic amines
under anaerobic conditions [11]. Therefore, for generating risk-free products from
these effluents, photocatalysis has been considered as a highly advanced and simple
process, which operates in an economic environment. Over the past many years,
various photocatalysts have been proposed to perform the efficient photo-degradation
of organic dyes present as water waste [6]. Amongst them, ZnO photocatalyst was
selected as a potential candidate as it is environmentally safe and a very promising
semiconductor nanomaterial [2]. Research related to the enhancement of its photo-
catalytic activity is still under progress, and many reports suggest the functional-
ization of transition metal with ZnO NP to be highly beneficial [9, 10]. Therefore,
herein, authors have considered the study related to this domain. In this overview,
authors have highlighted the effect of transition metal concentration and the ongoing
mechanismoverZnOnano-photocomposite (NPC)during thephotocatalytic process.

2 Photocatalytic Activity of Transition Metal–ZnO NPC

2.1 Effect of Transition Metal Content upon Photocatalysis

Several studies dedicated to uncover the fundamentals of transition metal–ZnO NPC
report alteration in the photocatalytic activity of ZnO after transition metal function-
alization [12–14]. The primary reason resulting in this phenomenonmay be attributed
to the decrease in the band gap energy, and thereby, increase in the absorption range.
Another important factor resulting in such changes is the introduction of various
defect states in ZnO crystal structure [12–14]. Majority of the research articles based
on studies related to defect states and the corresponding photo-physical properties of
transition metal–ZnONPC are conclusive of the synergistic effect between the metal
and ZnO NP to exhibit enhanced photocatalytic behaviour [9, 10, 12, 13]. However,
certain reports suggest the reduction in photocatalytic activity of bare ZnO aftermetal
incorporation, thereby channelizing the concept of antagonistic effect between them
[15, 16]. Nevertheless, these effects ultimately depend upon the morphology, defect
states and the type of metal used during synthesis.
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According to Bloh et al. [16], an optimum doping percentage exists up to which
the photocatalytic activity of ZnO increases, and after which, it drastically decreases.
They reported that lower doping concentration of titanium (Ti) was favourable for
enhancing the photocatalytic degradation efficiency of ZnO, while its higher concen-
tration diminished the activity. They explained that the introduction of Ti cations led
to effective charge separation, wherein the cations acted as trap centres for electrons
and/or holes. However, at higher concentration, the authors explained a detrimental
effect of the same mechanism, wherein the nearest cationic neighbourhood of the
two dopant cations acted as a recombination centre. Jongprateep et al. [15] explained
the high photocatalytic performance of Ti-doped ZnONPC for methylene blue (MB)
dye degradation which was related to the solubility limit, where, below the solubility
limit, enhancement in the photocatalytic performance was observed and vice versa.
The concept of trapping sites creation (as before) was considered for the excitonic
diminution while formation of titanium compound was regarded as an antagonistic
agent for lowering the degradation efficiency. The possible reasons for such reduced
photocatalytic MB dye degradation activity of TiO2-ZnO coupled nanocomposite
(NC) were ascribed to the uniform bonded heterostructure with random adhesion of
particles at the surface and to the obstruction of the reactive surface by the secondary
phase. Lu et al. [10] explained that Mn ions substitute the Zn ions in ZnO lattice due
to their similar ionic radii (Mn2+—65 pm and Zn2+—74 pm). This creates a change
in the electronic configuration of ZnO resulting from diversity in the ionic radii.
For restoration of its stable electronic configuration, adsorption of more number of
oxygen (O2ads) and hydroxide ions (OH−) occurred while undergoing the following
reactions (1–4).

Mn2+ + e− → Mn+ (1)

Mn+ + O2ads → Mn2+ + O−
2 (2)

Mn2+ + h+ → Mn3+ (3)

Mn3+ + OH− → Mn2+ + OH (4)

Through these reactions, it may be interpreted that the exchange interaction occur-
ring between Mn2+-Mn3+ prolongs the lifetime of captured photo-generated e−-h+
pairs in ZnO. Consequently, these excitons may easily participate in photocatalytic
reactions. Following this discussion, authors concluded that the incorporation of Mn
dopants proved to be beneficial in terms of effective charge separation and reduced
recombination leading to enhanced photocatalytic activity. Sutka et al. [9] consid-
ered the enhancement in the photocatalytic degradation efficiency of ZnO by cobalt
(Co) doping due to the widening of the absorption wavelength and increased charge
separation. Through absorption and photoconductivity studies, they confirmed the
transfer of photo-generated electrons from ZnOVB to the localized Co energy states
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with the simultaneous occurrence of d-d transitions amongst the Co dopant levels.
The analogous excited states were near to the vicinity of CB minimum leading to
ligand charge transfer, and consequently, promoting exciton separation. Similar to the
aforementioned decrease in the photocatalytic efficiency of Ti-doped ZnO induced
by the higher dopant concentration, in this study also, increase in the Co concentra-
tion led to parallel results. Authors explained that high content of Co stimulated rise
in the energy of CB minimum, which favoured the Co 3D excited states to become
energetically more secluded, subsequently resulting into the generation of an energy
barrier for ligand exciton transfer. This phenomenon ultimately resulted into lower
photocatalytic activity of the Co-doped ZnO photocatalyst (possessing higher Co
content). Ashebir et al. [17] found that the photocatalytic degradation of methyl
violet (MV) by ZnO significantly enhanced in the present of dopants such as Mn or
Ag. Authors suggested that the observed synergistic effect may be attributed to the
increased surface area and oxygen defect sites. Qi et al. [18] reported the photocat-
alytic degradation ofMB dye with different transition metal ions such asMn, Fe, Co,
Ni or Cu as the dopant in ZnO. They observed that the highest degradation efficiency
was achieved with Cu-doped ZnO nanoparticles mainly because in Cu-doped ZnO,
the electronic transitions of Zn 3p, O 2p and O 2p Cu 3D states are significantly
stronger as compared to other ZnO-doped systems which led to an enhancement in
the visible light absorption. Ong et al. [19] reported that the metal-doped ZnO may
enhance the photocatalytic activity by increasing the magnitude of trapping sites of
the photo-induced charge carriers, and thereby, decrease their recombination. Vaiano
et al. [20] studied the photocatalytic degradation of MO dye simultaneously with the
photocatalytic hydrogen generation by ruthenium (Ru) modified ZnO photocatalyst.
They observed that although the Ru doping content largely determined the amount
of hydrogen production, the degradation of MO dye was not much affected. They
observed that in order to meet both these applications, the amount of Ru to be doped
must be 0.25% to ZnO. Ebrahimi et al. [21] reported the degradation of direct blue 15
(DB-15) dye with Ag, Cu or Mn-doped ZnO under UV as well as visible light irradi-
ations. They concluded that the enhanced activity of doped ZnO as compared to bare
ZnOwas possible as a result of (i) reduction in the electron–hole pair recombination,
(ii) increased generation of (•OH) radicals in the system and (iii) development of
impurity states after doping. All these factors contributed to enhanced photocatalytic
activity of metal-doped ZnO NPC. Therefore, while considering transition metal–
ZnO NPC, an optimum concentration of the dopant/deposit and higher trapping
sites are the necessary requirements for achieving higher photocatalytic degradation
efficiencies.

2.2 Mechanism of Photocatalysis

The mechanism of dye degradation occurs through three main pathways: (i) dye-
sensitized mechanism, (ii) N-deethylation and (iii) destruction of conjugated struc-
ture. The dominance of a particular mechanism depends upon the nature of light
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source used (sunlight, UV light or visible light), which in turn is related to the type
of material employed as a photocatalyst. Since this overview is based on transition
metal–ZnO NPC, mechanism related to this material will only be emphasized. Most
of the organic dyes absorb in the visible region, therefore, dye-sensitized mecha-
nism simultaneously occurs with the other two above-mentioned mechanisms, while
in the absence of visible light, there is no scope for this mechanism to take place.
Since organic dyes (e.g., MB, rhodamine B, methyl orange, acridine orange, etc.)
containπ-conjugation, the incident photons from the visible light source get absorbed
resulting into the release of charge carriers. These electrons then transfer to the lowest
unoccupied molecular orbital and finally relocate to the photocatalyst’s CB [22].

The oxygen molecules adsorbed at the surface of the photocatalyst react with
these electrons and generate superoxide radical anions. These CB electrons may also
interact with the adsorbed water molecules and produce hydroxyl radicals. The as-
generated radicals are responsible for initiating the dye degradation phenomenon,
which may then occur through either N-deethylation or conjugated structure break-
down or both. In case of transition metal–ZnO NPC, visible light is absorbed by
both the dye molecules as well as the photocatalyst. The extent of dye degrada-
tion is initially monitored using UV–Vis spectroscopy by observing the decrease in
the temporal absorption over a fixed interval of time. As the degradation proceeds,
the absorbance maximum of the dye decreases and may reach a minimum. The
percentage difference in the initial and final concentrations of the dye provides the
degradation efficiency of the photocatalyst. The decrease in the absorbancemaximum
of the dye, as observed from UV–Vis spectrum, may be of two types [23–26], as
shown in Fig. 1a [18] and b [2]. In one type, decrease in the absorption maximum
without wavelength shifts is observed, as in case of Fig. 1b while in the other
type, decrease is accompanied by hyposochromic shift of the absorption maximum
(Fig. 1a). The former reveals the dominance of conjugated structure destruction and
N-deethylation is the predominant process in the latter. The difference in these two
degradation pathways is only realized upon the generation of intermediate products
during the course of the reaction.However, the completemineralization of the respec-
tive dye eventually forms carbon dioxide, water and inorganic salts, irrespective of
the degradation pathway followed.

Thein et al. [12] have led forward the mechanism of photocatalytic degradation
of rhodamine B (RhB) dye by Ni coupled ZnO NC under UV light as follows: under
UV light irradiation, electron–hole pairs are generated in ZnO. Due to the effect of
localized surface plasmons from Ni metal, electrons present in the defect levels of
ZnO are transferred into Ni particles, which functioned as electron trapping centres.
Thus, mobilization of holes increased and these diffused onto the surface of the
photocatalyst. Finally, the redox reactions of holes and escaped electrons present at
the surfacewith adsorbed oxygen andwatermolecules led to the formation of reactive
oxidative species (ROS). These ROS then underwent a chain reaction to degrade the
dye molecules. The underlying mechanism for the photocatalytic degradation of MB
dye under visible light by ZnO: Mn2+ has been elaborately discussed by Ullah et al.
[14]. According to the authors, illumination of the photocatalyst with visible light
generated electron–hole pairs located at the tail states within the proximity of the
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Fig. 1 a UV–Vis spectra depicting the dominance of N-deethylation process [18], b UV–Vis
absorption spectra depicting the dominance of chromophoric group’s destruction [2], c SPR effect
on enhancement of UV emission and suppression of visible light emission in Ni–ZnO NC [11], and
d Mechanism of RhB degradation upon UV light illumination by Ni–ZnO NC [11]

corresponding CB and VB. The excited electrons are then transferred from the CB
into the adsorbedMBmolecules, thereby, disrupting the complex conjugated system
and consequently, leading to its decomposition. The holes present at the VB then
react with water molecules to form hydroxyl radicals, which further participate in
the oxidation reaction. Finally, Mittal et al. [13] have given a reasonable explanation
for the photocatalytic degradation of crystal violet (CV) dye by Mn-doped ZnO NC
under UV–Vis light irradiation. When Mn-doped ZnO NC is irradiated with UV–
Vis light, the photo-generated electrons in the VB of ZnO transfer to the localized
Mn energy states with the simultaneous occurrence of d-d transitions amongst the
Mn dopant levels. Thus, these excited electrons get trapped by the Mn dopant sites.
On the other hand, the photo-generated holes in the VB of ZnO migrate to the
surface of the photocatalyst and form ROS, which then breakdown the complex
organic structure of the CV dye. Therefore, from these mechanisms, an important
point may be emphasized: ROS are the main species responsible to carry out the
degradation process irrespective of their generation/source. However, higher or lower
concentration of ROS may pose better and poor photocatalytic degradation results,
respectively. SPR effect on enhancement of UV emission and suppression of visible
light emission in Ni-ZnO NC and the mechanisms of photocatalytic degradation of
RhB dye by Ni-ZnO NC have been presented in Fig. 1c and d, respectively.
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3 Conclusion

To minimize the problems associated with water scarcity, one of the methods is to
recycle the existing water sources and improve water quality. Dyeing stuffs or dyes
emanating from the textile industries must be properly treated before ultimately
disposing into water bodies. Although, several conventional methods are adopted
to combat this issue, photocatalytic degradation using semiconductor nanomaterials
require fewer resources and is relatively a more efficient process. Therefore, this
method must be developed and used as an alternative to the existing traditional
methods.
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An IoT-Based Water Management
System for Smart Cities

Immanuel Savio Donbosco and Udit Kr. Chakraborty

Abstract Water conservation is one of the prime concerns in the current scenario
where environmental conditions are deteriorating at an alarming rate. Smart cities,
unlike the conventional system of living, are in the frontline of innovation in terms
of both connectivity and technological advancement. The main idea is to use the
available technology to make life easy with lesser harm to the environment. An
Internet of Things (IoT) and data analytics (DA) based water management system
will be a basic ground for implementation and future research on how data and IoT
can be used to make this happen. This paper proposes an Internet of Things (IoT)
and data analytics (DA) basedwater distribution cummanagement system that would
help in optimal distribution of water based on user consumption at the plot holding
level. The proposed systemwould not only save water misuse but also help in storing
usage data for analysis and town planning at a macro-level.

Keywords Water management · Data analytics · Internet of Things · Smart city

1 Introduction

Smart cities combine technology and innovation in day-to-day living. The idea behind
every smart city is that the application of IoT and intelligent techniques in regular
everyday activities can increase the ease of living and efficiently perform these activ-
ities with less effort [1]. In a smart city, the basic idea of IoT is implemented which
is “anything that can be automated will be automated”. One very important task in
a smart city or any city for that matter is water distribution and conservation. In
traditional cities and housing communities, water is distributed manually with the
use of traditional pipe and motor systems [2]. This being very inefficient in terms
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of availability and also conservative management of this valuable resource, planned
and efficient water management is required. A water management system with the
implementation of IoT and data analytics is expected to decrease water wastage and
also bemore efficient in terms ofwater availability and also from a conservation point
of view [3]. This paper presents a plot holding level plan for smart water manage-
ment. Applicable in upcoming smart cities [4], this IoT- and DA-based system uses
user consumption behavior to optimize the water distribution. Using smart sensors,
the proposed system also presents a plan to harvest rainwater at the plot level. The
following sections of the paper will give detailed explanation on the basic terminolo-
gies used in this paper. It gives the specifications of the sensors and their usage. The
next section will give the architecture of the water supply block. Following, it is the
structure of the water tank and how its structure will help the rainwater harvesting
mechanism and how the sensors are placed on the tank. The final part is the descrip-
tion of the water distribution of the water in the smart city and how it is optimized
with the use of DA. In the end, the conclusions and future works summarize the paper
and the methodologies proposed and present the possible research and advancement
in the proposed methodology.

2 Existing Distribution Method

Urban water distribution methods, or the conventional method of water distribution
which is being followed in cities all around the world, work but are inefficient and
have a lot of opportunities for development. It has a one-way cycle, consisting of the
reservoir/any water body, treatment plants, water storage, homes/consumers, finally
to the waste management/treatment facility and send back to nature as groundwater
or natural water (Fig. 1). Thismethod ofwater distribution can have certain downfalls
like inefficient water supply or unavailability of the resource at times due to unwanted

Fig. 1 Conventional water distribution architecture
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usage or an architectural failure in the system. This paper has been targeted to over-
come some of these basic failures that might occur in the conventional method of
water distribution.

The aim of this paper is to optimize the distribution method, to achieve better,
faster distribution and also better use of technology to conserve water, which is the
need of the hour.

3 Basic Terminology

This section presents in brief the terminologies and technologies used in this paper.
This includes IoT, data science, the different sensors and its purpose.

3.1 Internet of Things (IoT)

The growth in computing power, miniaturization of components and higher band-
width for faster communication has helped in the development of Internet technolo-
gies. What was initially envisaged as only a digital mailing system has now grown
to be the World Wide Web. Taking full advantage of such technologies, an exciting
new field has emerged which allows unprecedented control over devices spread
over distant locations and enables data gathering for analysis and intelligent control.
Termed as Internet of Things and better known as IoT, this is the systematic interrela-
tion or interconnection of devices for differentmachines, objects or even humans each
with a unique identifier and all interconnected with each other all through the Internet
[5]. The main aim of Internet of Things is automation, human–computer interac-
tion and data collection and analysis. Concepts like embedded systems, automation,
wireless sensor networks and control systems, etc. contribute to Internet of Things.

IoT has found widespread applications in home automation, security systems,
elder and child care, personal health care, telemedicine, transportation and traffic
control, livestock tracking and farming management, wild life and defense to name
a few. Applications are growing by the day and are limited only by imagination and
sensor availability. One such application on water management is presented herein
below.

3.2 Smart City

A smart city is an urban area where sensor-based Internet of Things is used to aid
in management of resources and civil life. The sensors are used to collect data from
various sources to be analyzed and used for better utilization of assets and services.
This data may include citizen count, traffic data, electricity usage data, rainfall data,



250 I. S. Donbosco and U. K. Chakraborty

etc. which can later be used in analytical models to draw inferences to significantly
change the quality of life for the citizens. “Smart city” or a “digital city” is the use of
modernized techniques in communication, sensing, analysis and integration to run
everyday living conditions [6].

Smart implementation of technology can give intelligent and prompt responses to
different needs including but not limited to commute and traffic management, public
safety, resource distribution and management and commercial trade and activities.
In layman terms, a smart city is a way of living with and aided by technology and
data. Unlike conventional cities, smart cities integrate technology with governance
and that is what makes smart cities different. Automation is made from the smallest
entities such as a simple traffic light to more complex infrastructure such as water
supply, energy transfer, governance and emergency situation handling. A smart city is
therefore portrayed as being better equipped to face growth-related changes through
a simple transnational relationship of governance with citizenry and resource usage
patterns.

3.3 Data Analytics (DA)

Increasing environmental awareness among people and the desire to work fast and
effectively through the reduction of time spent on unproductive activities is forcing
the realization on governments toward building smart cities. While one important
aspect of this lies in connectivity through sensors, the other is data analytics.

Data analytics (DA) is the basic science of analyzing trends and features in data.
As the name suggests, it deals with analyzing patterns in data to derive informa-
tion on which decisions can be based. Data analytics is a sub-section of machine
learning, as it uses several machine learning techniques to analyze the data including
regression, classification techniques and also bagging and boosting techniques such
as XGBoost and AdaBoost [6]. Use of analytical techniques in IoT and smart city-
based applications can improve their performance [7]. Analysis of traffic patterns
can help in deciding traffic flow regulation. Weather data analysis can help in street
light control, whichmay additionally also depend on the traffic density saving power.
Analysis of carbon emission data may help in devising means of reduction of emis-
sion. A host of such application can be found through intelligent sensor usage and
data analytics. Data analytics in IoT is almost always clubbed with cloud techniques
to improve data retrieval management so that the data is safely stored and accessible
for use. The current paper proposes an IoT-based water management technique,
which augmented with data analytics can be used in smart cities for effective water
management and sustainable town planning.
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3.4 Sensors and Transmitters

The data for the analysis obtained from the water supply mechanism and the water
reservoir and tanks present in the city is collected continuously using sensors and
transmitted to the cloud [8]. This following section has the basic description of the
technology used. This project uses the Arduino UNO is an open-source microcon-
troller to connect and coordinate the different sensors. Arduino UNO is an open-
source microcontroller developed by the Arduino group [9]. This board has 14 I/O
pins to connect different sensor and transmitter to collect the data and transmit the
data to the cloud. It is programmed using the Arduino IDE and a simple USB cable.
This board is powered by a 9volt power supply. Different sensors are used to measure
the water conditions and levels for data collection [8]. The microcontroller, sensors
and transmitters used are:

• Arduino UNO
• SRF-05 sensor (ultrasonic sensor)
• YF-S201 Hall effect sensor (Water flow sensor)
• LM393 chip-based sensor (Rain sensor)
• ESP-8266 Wi-Fi transmitter
• Stepper motor

1. RF-05 sensor (ultrasonic sensor): The SRF-05 ultrasonic sensor (Fig. 2) is a
wide range distance sensor which uses the SONAR technology [10]. The SRF-05
sensor has a range of 4 m in total.
It is used in the top of the water tank in this project to measure the amount of
water present in the tank. Let x be the height measured from the top of the tank
to the surface of water level and h, r be the height and radius respectively of the
cylindrical tank. So, the volume of water in the tank can be calculated using the
following formula.

πr2(h − r) (1)

2. YF-S201 Hall effect sensor: Accurate flow measurement is an essential step in
terms of both qualitative and economic points of view. Flow meters have proven
excellent devices for measuring water flow, and now it is very easy to build a
water management system using the renowned water flow sensor YF-S201 [11].
This sensor sits in line with the waterline and contains a pinwheel sensor to
measure how much water has moved through it. There is an integrated magnetic
Hall effect sensor that outputs an electrical pulse with every revolution.

3. LM393 chip-based rain sensor: The LM393 chip-based rain sensor is a sensor
used to sense whether there is rain or not. This sensor uses the principle of
resistance. It is basically connected to the Arduino board to sense the presence
of moisture on the rain board. If there is moisture, then a signal is sent back to
the microcontroller.
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Fig. 2 SRF-05 ultrasonic sensor with Arduino UNO

4. ESP-82866 Wi-Fi transmitter: The ESP-8266 [12] (Fig. 3) Wi-Fi transmitter is
the low-cost wireless microchip with a fully integrated TCP/IP stack ready for
deploymentwith anymicrocontroller such asArduino for experimental purposes.

Fig. 3 ESP-8266 Wi-Fi transmitter connected to Arduino
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TheESP8285 is anESP8266with 1MiBof built-in flash, allowing for single-chip
devices capable of connecting to Wi-Fi.

4 Blocks of Water Supply Architecture

This section gives a brief overview of the architecture of the smart city and how the
basic blocks of the city are laid out for the water transmission.

4.1 Block Structure of Smart City

Thewatermanagement system in the smart city is solely based on the fact that the city
is divided into several blocks, and each block consists of several houses to which the
water is supplied. The paper assumes this block structure to ease the explanation. The
entire city is seen as a collection of blocks which are again recursively organized as
sub-blocks. The recursion can go up to a suitable level as would be required for effi-
cient and effective management. Individual houses would be the atomic constituents
of such blocks. As shown in Fig. 4, initially the water is stored in the reservoir, from
where the water for the smart city is obtained. From the reservoir, it is directly sent to
the water treatment plant as it is treated to make it ready for use. Every outlet in the
water supply architecture is monitored using motorized valve for ease of activation.

Fig. 4 Microcontroller setup
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4.2 Server and Data Control Room

One of the main components of this architecture is the server and data control room
where the data from every sensor in the block is collected and sent to the cloud and
also a main hub for the maintenance of the valve and sensor mechanisms. The sent
data is then used in the cloud to perform different extrapolation and feature modeling
methods to find the water consumption and usage rate and predict the values for the
future use.

4.3 Underwater Storage Facility

Water from the treatment plant is taken to the underwater storage facility [1]. This
facility is present near every block of the city, and the water in this storage unit is
used for immediate consumption on demand [11]. The water from this facility is sent
to different blocks and houses using the sensors and the motor-controlled valve and
smart water pumping systems.

4.4 Water Tanks and Pressure Control Systems

The water from the underwater facility is sent to every house in a block using pumps
and sensors [5]. The specially designed water tanks are used to measure parameters
like current water level and amount of water used to make the water supply more
efficient [13], and conservation and management of the resource become easier. The
structure and organization of the tank are explained in the further section.

5 Structure of the Water Tank

The water tank present in every house is of a specific structure. Firstly, the water tank
is fully customized to suit our requirements of the smart city [14]. It mainly takes
care of three functions:

1. Senses the shortage of water to release water into the tank.
2. Records the amount of water used by the person/house on a daily basis.
3. Uses a rainwater harvesting method to smartly open the valve to capture falling

rainwater.
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5.1 Build of the Water Tank

As mentioned above, the water is stored and supplied to each house through a smart
water tank fitted on top of each house [6]. The smart water tank has several features
as mentioned below.

5.1.1 Microcontroller Setup

The water tank is fitted with the Arduino UNO microcontroller, and it is powered
with a battery which is recharged with a solar panel. The board is kept in a waterproof
container to keep it from moisture which might cause short-circuiting. This micro-
controller will control all the sensors connected in and around the tank. The UNO
is connected with an ESP-8266 Wi-Fi transmitter which is used to connect with the
nearest access point which in turn is connected to the server room to transmit data
[9].

The basic architecture is mentioned in Fig. 5. The second sensor is the SRF-05
ultrasonic sensor. This sensor is used to measure the amount of water in the tank.
The sensor is fitted, face down inside the tank. The sensor emits ultra-sonic waves
and sends it in the tank. The waves are reflected back to the sensor, and it senses
the height h meters. Assuming that the radius of the base of the cylindrical tank is r
meters, the volume of water in the tank volume would be:

vol = πr2h (2)

Fig. 5 Smart city water distribution architecture
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This measure would help find the amount of water in the tank. If the measured
amount is lesser than the minimum threshold, the automated motorized valve opens
filling the tank with water. This also helps in supplying the house with the required
amount of water. If the tank is having enough water for the home’s usage, the valve
is kept closed until required later. The amount of water used by the house (data) is
collected using the YF-S201 Hall effect sensor. The tank has the outlet into the house
on its base. The Hall effect sensor is placed on the outlet. The amount of water used
up from the tank is calculated using Eq. (2), using the flow rate, average velocity
of the water and the cross-sectional area of the pipe. This gives the essential data to
analyze the data to identify and find out the rate of usage of water with the historic
data.

5.1.2 Rainwater Collection

The water tank is designed in a way not only to make the water distribution efficient
but also to collect rainwater during a shower in order to maximize the water conser-
vation. To facilitate this, a funnel-like structure is placed on top of the tank’s opening
with a door like structure which can be flipped and a water filter on its base. The door
of the funnel is connected to a stepper motor. This stepper motor is used to force
open and close the opening of the funnel. This is placed as keeping the funnel always
open might lead to evaporation of the water from the tank. The top of the tank is
fitted with the LM393 chip-based rain sensor connected to the Arduino board. When
there is rain, the sensor senses it and sends a signal to Arduino. Once it receives the
signal from the sensor, it sends a signal to the stepper motor to open the door of
the funnel to capture the oncoming rainwater and passes through the filter into the
tank for storage. This in turn increases the water ready for use in the tank. Once the
rain subsides, and the rain sensor dries out, the Arduino sends another signal to the
stepper motor to close the door of the funnel.

6 Water Distribution

The water distribution is also fully monitored and controlled with the help of sensors
and fully connected valve systems. The water from the reservoir is sent to the treat-
ment plant from which it reaches the underwater storage. From the underwater
storage, the water is sent to each block in a specific manner. All the monitoring
from when the valve opens, to how much water is sent, everything is controlled from
the server and data control center. The underwater storage facility sends the required
amount of water to separate distribution tanks in each block.

From the analysis of the data received and the predicted amounts of water, the
water is sent through pipelines with motorized valves to each house. The water sent
to each house depends on two things:
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1. The signal from the sensors of the tank.
2. The requirement calculated from the data.

6.1 Signal from the Sensors

As mentioned in section IV, the water tank placed on top of every house is fitted with
different sensors. These sensors keep sending the data to the control center. This data
is used to determine when the water should be supplied and when not. When signals
are received from the sensor that the water level is low, the motorized valve at the
outlet of the pipe is opened and water is sent in. In case the sensor shows that enough
water is present in the tank adequate for the consumption of the household (obtained
from the historic data collected), then the water is not sent to the house. This helps
to divert that water to another area or block where it is actually required. Following
this method will reduce the wastage or unwanted supply of water to the houses in
the city.

6.2 Supply on Demand

The water supply to the houses as mentioned above also depends on another factor,
i.e., supply on demand. This means that the water is supplied only to an extent
which the household requires. This requirement is calculated by the analysis of the
historic data [15]. Extrapolating from usage patterns already recorded YF-S201 Hall
effect sensor, future requirement can be predicted. This would allow regulated water
supply in exact quantity as required by a household and prevent wastage. In case
of excess requirement, special requests can be arranged for individual household
delivery. The obtained value and the actual value are kept and later the error is used
to tune the model better. Storage of such information and excess supply needed by
individual households would help in tuning the predictive models for better analysis
including error margins in prediction. The same information can also be utilized for
taxing individuals for excess use beyond set limits. This application of data analysis
differentiates this method of supply from the regular distribution methods. Regular
tuning of the model can keep the prediction in range and can help optimize the
distribution better. Even seasonal variations in usage patterns can be tracked and
included in the model. Administrative decisions taken at times of water scarcity
caused by lack of rain can also be handled through such models.
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7 Conclusion and Future Works

The water distribution can be optimized, and the water can be conserved better by
the application of the above method in a real-life scenario. The proposed method-
ology can be improved with the application of better sensors and industry grade
materials which would make it efficient. Motorized valves can be replaced with a
better alternative and the Arduino with the ESP-8266 upgraded with a NodeMCU
or even better ones. This can make the working faster and better. Improvements in
the analytics can be done by using advanced ML algorithms with neural networks
or similar techniques for a better outcome.

In the current paper, as already mentioned, simplifying assumptions have been
made about the layout and plan of the city where it can be implemented. This has
been done purely for ease of identification of the individual households, as analysis
of the data gathered plays a pivotal role in the proposed model. It becomes essential
therefore to pinpoint every holding and regulate the supply accordingly. The scala-
bility of the proposed model in its current form is limited only by the organization of
the cities household. The same may however be implemented on any scale, small or
big, provided a proper distinction can be made between individual houses to enable
the analysis to be based on that identity.

Another novelty of the proposed model is its flexibility. The same model can be
used for farmland water management, wherein the identification of every household
would be replaced by individual farm plots. The analytics can be appropriately tuned
without major changes.
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Comparative Study of Scouring Around
Bridge Piers

P. Sreeja and Supradeep Singh

Abstract Excessive scouring around bridge piers is one of the main causes for
bridge failures. Scour is not easily noticeable because it is hidden under the channel
flow. Scour around a bridge pier is a challenging problem to planners and hydraulics
researchers because of the adaptation of some empirical formulas. The basic reason
of such adaptation of empirical formulas is due to lack ofmonitoring of such complex
problem, and hence, themechanism of scouring is not fully understood.Most of these
scour prediction empirical formulaswas based primarily onflume experiments. Thus,
the knowledge of precise maximum scour depth for a given hydraulic and geotech-
nical condition is essential for proper design of foundation of the bridge piers as
under predicted scour depth will lead to bridge failures, and over prediction of scour
depth will lead to unnecessary construction costs. Since most of the scour predic-
tion equations are based on laboratory experiments, it is important to analyse the
hydraulic characteristics of the river before and after the construction of the bridge.
In this study, analysis has been carried out to understand the influence of different
parameters such as sediment size and the shape of the pier using different empirical
equations. In India, Indian codes for scour estimation uses Lacey’s regime equa-
tion for scour depth estimation for the hydraulic design of bridges, which are having
certain limitations. Thus, the objective of this study is to obtain a better understanding
of the mechanism which causes scouring by considering hydraulic and geotechnical
characteristics. Therefore, in the present study, an attempt has been made to inves-
tigate the effect of different parameters on scour around bridge piers. The results
obtained were compared with equations and models used by other researchers and
found that Lacey’s equation is giving over predicted values than other empirical
equations.
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Keywords River hydraulics · Local scour depth · Clear-water scour · Saraighat
bridge · Bridge piers

1 Introduction

Scour at a bridge pier is the formation of a hole around the pier due to erosion of soil
by flowing water [1]. The scour depth around the bridge piers may vary depending
upon the flow depth, angle of attack, pier size, pier shape and characteristics of
the sediments. Numerous researchers have studied the scour mechanism but mostly,
the model studies were made with lot of simplifications and empirical formulas
associated with it [2]. But field investigations in this area are needed to understand
the actual scouring mechanism. Such a study would be helpful in the efficient design
of bridge foundations and strengthening of bed material if required.

1.1 Critical Appraisal of the Reviewed Literature

In laboratory model studies, internal flow characteristics do not truly represent proto-
type bridge pier scouring in rivers in view of large-scale distortion of the models [3,
4]. Hence, there is a need to evaluate the applicability of empirical scour equations
to different site conditions and check its generality. There is also a need to evaluate
whether the predictedmaximum scour depth results in highly uneconomical and over
conservative results.

1.2 Objective of the Study

The present research is concerned with the study of local scour around a bridge pier.
The main aim of the study is to understand the scouring pattern for a river-bridge
system in India (Saraighat Bridge, Guwahati). To address this objective, the present
research has the following scope:

1. Tomodel the river reach under unsteady flow conditions using computer software
package HEC-RAS.

2. To critically evaluate the empirical equations for scour depth determination for
its generality.

2 Methodology

The primary concern is pier scour which is calculated using one dimensional model
(Hec-Ras) for high flood discharge. Aggradation and degradation are long-term
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stream bed elevations which change due to natural or manmade causes. Contrac-
tion scour in the bridge channel involves the removal of materials from the bed,
where the flow area of the stream is reduced either by natural contraction of the
stream channel or by a bridge. General scour is the general decrease of the stream
bed during the passage of the flood wave. Local scour involves the removal of bed
materials around the structure located in the moving water.

2.1 River Flow Modelling

The river flow modelling is done for scour depth determination around bridge piers
using Hec-Ras. Upstream end of the river system is modelled by using stage hydro-
graph, flow hydrograph and boundary conditions of stage and flow hydrograph. In
unsteady flow model, the Saint-Venant equation is used.

Some of the commonly used equations for scour depth determination can be
summarised as follows:

Lacey’s [5] equation is given by

ds = 0.47k

(
Q

f

)0.33

− h (1)

where ds is the scour depth, Q is the discharge, h is the depth just upstream of the
pier, k is the correction factor for local scour depth, and f is the silt factor.

Laursen and Toch [6] equation is given by

ds = 1.35b0.7y0.3 (2)

where ds is the maximum predicated depth of local scour, b is the pier width, and y
is the flow depth.

Jain (1981) equation is given by [7]

ds = 1.84b
( y

b

)0.3
(Frc)

0.25 (3)

where ds is the scour depth, Frc is the critical Froude number, y is the depth flow b,
and is the pier width.

CSU equation [8] will give maximum pier scour depth and is recommended for
both live and clear-water pier scour computation, which is given by

YS
a

= 2.0K1K2K3K4

(
Y1
a

)0.35

Fr0.431 (4)

where YS is the scour depth, Y1 is the flow depth directly upstream of the pier (m), K1

is the correction factor of the pier nose shape, K2 is the correction factor for the angle
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of attack of the flow, K3 is the correction factor for bed condition, K4 = 0.4(VR)0.15

is the correction factor for armouring by bed material size, and a is the pier width.
Froehlich’s pier equation [9] is given by

ys = 0.32∅

(
a′)0.62y0.471 Fr0.221 D−0.99

50 + a (5)

where ys is the pier scour depth; ∅ is the correction factor for pier nose shape; a′
is the projected pier width with respect to the direction of the flow; y1 is the depth
immediately at upstream of the pier; Fr1 is the Froude number at the upstream of
pier; D50 is the bed material grain size at which 50 per cent is finer; a is the pier
width.

Gumbel’s method is used for determining the design flood for different return
periods, and the corresponding flood values are used in the river flow modelling for
the determination of scour depth.

xT = x̄ + Kσn−1 (6)

where xT is the value of T year flood event; x̄ is the mean of the maximum
instantaneous flow; σn−1 is the standard deviation of the maximum instantaneous
flow.

3 Results and Discussion

The various results obtained from the work done for the determination of depth of
scour around bridge piers of Saraighat Bridge in Brahmaputra river for a high flood
flow condition at different sections using Hec-Ras software.

The peak flow in the Brahmaputra River from a single gauging station at
Pandu Port has been determined using the Gumbel’s method and found to be
74,856.736m3/s corresponding to return period of 50 years.Water surface profile and
velocity profile of the river corresponding to these flows have been computed using
Hec-Ras for three conditions, namely (i) without the bridge, (ii) with the existing
bridge and (ii) with two parallel bridges.

3.1 River Flow Analysis for the Existing Data

Velocity profile of the river without any bridge, with the existing bridge and the two
bridges together are determined for the existing data obtained from Gammon India
Ltd and return period 50 years. Figure 1 represents the comparison of velocity profile
of the river without bridge, with the existing bridge and the two bridges together.
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Fig. 1 Comparison of longitudinal velocity profiles in the river with different cases

From Fig. 1, it is seen that for cross-sectional area (without bridge), the velocity is
reducing from 0.89 to 0.84 m/s for the channel with a chainage of 250–543 m. This
is so caused because the natural flow area is increasing from 19,183.8 to 22,555 m2.
Now, for the existing bridge that is at the channel distance of 500 m, the velocity
is increasing from 0.90 to 0.98 m/s and again decreasing to 0.90 m/s at a channel
distance of 513 m. This abrupt change in the velocity is caused due to the sudden
contraction of the flow area due to the presence of piers. After crossing the piers, the
velocity reduces as the flow area increases and finally attains its stability. Again some
variation of velocity is also seen in the downstream direction this is caused because
of the variation of the cross-sectional area of the Saraighat River. For the parallel
bridge, it is seen that the velocity is abruptly increasing twice that is at channel
distance 500 m and again at channel distance 530 m. This is so occurring because
the flow area is contracted by the piers due to the presence of multiple bridges.

3.1.1 River Flow Analysis for a Return Period of 50 Years

From Fig. 2, it is seen that for cross-sectional area (without bridge), the velocity is
reducing from 0.92 to 0.89 m/s from the channel distance 250 to 543 m. This is so
caused because the natural flow area is increasing from 19,183.8 to 22,555 m2. For
the existing bridge that is at the channel distance of 500 m, the velocity is increasing
from 0.92 to 1.01m/s and again decreasing to 0.97m/s at a channel distance of 513m.
This abrupt change in the velocity is caused due to the sudden contraction of the flow
area due to the presence of piers. After crossing the piers, the velocity reduces as the
flow area increases and finally attains its stability. Again some variation of velocity
is also seen in the downstream direction; this is caused because of the variation of the
cross-sectional details of the river. For the parallel bridges, it is seen that the velocity
is abruptly increasing at channel distance 500 and 530 m because the flow area is
contracted by the piers due to the presence of multiple bridges

The scouring around thebridgepiers havebeen computedusingdifferent empirical
equations in the case of cohesionless soil with different sediment particles as listed
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Fig. 2 Comparison of longitudinal velocity profiles in the river with different cases

in table. Different scours such as local scour, contraction scour and total scours have
been estimated.

Different grain sizes at different piers of Saraighat Bridge

Pier
number

1 2 3 4 5 6 7 8 9 10 11 12

Particle
size d50
(mm)

0.38 0.37 0.28 0.02 0.32 0.32 0.25 0.32 0.32 0.08 0.71 0.32

Particle
size d95
(mm)

0.88 0.68 0.62 0.07 0.71 0.75 0.48 0.52 0.48 0.32 1.6 0.63

The total scour calculated for observed flow data and 50 years return flow for the
existing bridge have been shown in Figs. 3, 4, 5, 6, 7 and 8 which show the total
scour depth for the parallel bridge.
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Fig. 3 Total scour depth around the existing bridge using the observed flow data with a CSU
equation and b Froehlich equation
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Fig. 4 Total scour depth around existing bridge using the 50 years return period flow with a CSU
equation and b Froehlich equation
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Fig. 5 Total scour depth around the existing bridge using the a observed flow b 50 years return
period flow
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Fig. 6 Total scour depth around parallel bridge using the observed flow data with a CSU equation
and b Froehlich equation
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Fig. 7 Total scour depth around parallel bridge using the 50 years return flow with a CSU equation
and b Froehlich equation
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Fig. 8 Total scour depth around the parallel bridge using the a observed flow and b 50 years return
period flow

Hence, it is seen that there is a variation of scour depth at different location of the
piers for various kind of data’s that is for existing data and 50 years return period
using different empirical equations. It is also seen that the scour depth does not follow
the same pattern for all the piers at different flow conditions that is for existing data
and 50 years return period. This is due to the fact that the contraction scour has also
been added with the local scour which is different for different types of piers.

4 Conclusion

In the present study, the empirical equation for scour depth determination has been
critically evaluated; the determination of scour depth has also been done for different
types of piers with different bed sediments with different pier shapes,; the change in
scouring and flow characteristics in a river due to presence of multiple bridges has
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also been evaluated. The important observations from the study are summarised as
follows:

1. It has been found that while using CSU equation, the grain size effect is not
influenced when diameter of the sediments is less than 2 mm.

2. Froehlich considers the effect of grain size when the diameter are less than 2mm.
3. Jain and Fischer and Larsen and Toch does not considers the effect of grain size

of the sediments.
4. It has been also seen that by using Lacey’s equation over predicted values are

obtained compared to other formula.

From the numerical study, it has been noted that the scour depth increases with the
increase in approach flow depth and decreases at greater rate with decrease in flow
depth. The decrease in scour depth is due to the interference of the eddies formed
around the pier with the downward flow into the scour hole.

4.1 Future Scope of Work

Since the observed data for the scour depth was not available, the validation of the
results could not carry out. Study has to be carried out for improving Lacey’s equation
for using the same for scour determination in the case of cohesive soils.
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Quantification and Characterization
of Microplastics in Kanke Lake,
a Freshwater System of Ranchi,
Jharkhand, India

Vicky Singh and Sukalyan Chakraborty

Abstract Plastics of particle size less than 5 mm are termed as microplastics. These
are one of the most influential emerging contaminants, in terms of sustainable water
resource. The present study shows the degradation of quality of freshwater systems
in terms of occurrence and abundance of microplastics in surface water and sedi-
ments of freshwater systems, which leads to degradation of drinking water quality.
This study was executed on Kanke dam (a lake), located in Ranchi district, which
is the prime source of drinking water for the population of urban settlements. The
sampling was carried out in three stretches, i.e., pisciculture area, water supply area
and Ranchi municipal park area. The sampling of surface water is done with the help
of Manta net, fabricated using mesh size of 125 µm, and sediments were collected
with the help of trawl in aluminum foil. The trapped particles in Manta net were
collected and sieved through 63 µm sieve. The raw sample was purified using H2O2

in presence of Fenton’s reagent which acts as catalyst, followed by density separation
using NaCl. The supernatant was collected on filter paper and quantified using stere-
omicroscope (fluorescence microscopy). The concentration of microplastic particles
was maximum in pisciculture area followed by park area and water supply area.
The count of microplastics particles quantified was 300 particles in 100 m3 of water.
The chemical nature of the collected microplastics was identified using FTIR tech-
nique. Polystyrene, polypropylene, polyethylene (low-density and high-density) and
polyurethane were common polymers observed in the samples. Identification of the
chemical nature of the microplastics indicates their probable sources and thus can
be a useful tool to minimize the abundance by source correction.
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1 Introduction

Plastic pollution is one of themost critical and challenging issues globally. The global
production of plastics is increasing day by day due to its durability, lightweight,
economical and can be easily processed [1]. According to World Economic Forum,
plastic production in 1950 was 1.5 million tons per year, and in the year 2018, it
becomes 400million tons per year, inwhich50%of the plastics producedwere single-
use plastics. Improper plastic waste disposal has now become an environmental
concern across the globe [2].

Microplastics (MPs), an emerging contaminant, are defined as the plastic particles
of size less than 5 mm with no definite lower size [3–5]. Plastic particles primarily
manufactured of size less than 5 mm are termed as primary microplastics, whereas
plastic particles which are the consequence of physical, chemical or biological inter-
action are termed as secondary microplastics [6]. These tiny particles are detected in
various shapes such as pellets, fragments, films, fibers, microbeads and foams, and
size ranges between 1 mm to 5 mm are termed as large MPs whereas size less than
1 mm are termed as small MPs [1]. The persistent nature of MPs makes them more
vulnerable to the environment, especially freshwater systems. In India, many cities
utilize freshwater lakes as the primary source of water consumption. If these MPs
reach the human body through water consumption, it can cause serious problems
to human health. These MPs may act as carrier of many toxic chemicals and heavy
metals, can be carcinogenic and ultimately contaminate the food web [3, 6, 7]. Some
studies reported the accumulation of pesticides, organic pollutants and biofilms on
these tiny particles [6, 7]. As far as freshwater systems are concerned, the primary
source of occurrence of MPs is the direct littering of plastic waste into these lakes
and fishing activities carried out inside these lakes. The secondary sources of these
MPs are the treated wastewater discharge, stormwater runoff or wind advection [8].
Freshwater systems are most vulnerable to the microplastic contaminants as these
tiny particles cannot be removed easily with conventional treatment from water and
the vulnerability and risks associated with microplastics are its persistent and toxic
to living beings which ultimately leads to water quality degradation. Several studies
show that these microplastic particles are detected in salt, packaged drinking water
bottles and even in tea bags. These tiny particles can act as a carrier of many harmful
chemicals which can be toxic or sometimes carcinogenic to humans. Freshwater
systems are given less emphasis when it comes to the investigation of occurrence of
MPs. Till date, very few studies are done on the quantification of MPs on freshwater
systems, especially in India [7]. Most of the studies are carried out on oceans and
estuaries, and the protocols have been standardized accordingly [9–13]. However,
there is a lack of information about the standard protocols for the quantification and
identification of MPs in freshwater systems. Various studies confirmed the presence
of MPs in drinking water and bottled water, which is a major public health concern,
globally [14–16]. The presence of these microplastic particles ultimately degrades
the quality of drinking water. These freshwater systems are efficient to accumulate
a lot of MPs, however. Biomonitoring of these particles is given less attention when
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it comes to freshwater systems, as compared to seawater. A recent review of MPs
in freshwater systems clearly depicts the presence of MPs in freshwater systems
like lakes [3]. In terms of quantification and characterization, the presence of MPs
in freshwater systems is less understood. This study focuses on the quantification
of MPs in drinking water sources like lake and morphological characterization of
MPs in freshwater systems using the attenuated total reflectance—Fourier transform
infrared (ATR-FTIR) technique.

2 Materials and Methods

2.1 Study Area

Ranchi, the capital city of Jharkhand, has been selected as the study site for quantifi-
cation and characterization of microplastics (MPs). The study was carried on Kanke
lake, located in northwest part of the Ranchi city (Lat 23° 23′ N to 23° 24′ N and
Long Lat 85°17′ N to 85°18′ N). Kanke lake has total of 11,78,040 m2 area and
approximately 6000 m of perimeter and acts as the primary source of drinking water
for the settlements across the city. According to local administration, the lake is
divided into three segments, i.e., pisciculture department, water supply department
and Ranchi municipal park. The sampling location is shown in Fig. 1.

2.2 Sampling of Microplastics from Surface Water

The surface water of lake of depth 10 cm was sampled using fabricated net similar
to Manta net, having pore size of 125 µm, mouth opening of 35 cm × 20 cm, 3 m
long tail, trawled with the help of non-mechanized boat [17]. The whole process
was repeated three times for every stretch. The net was washed thoroughly with the
help of the water jet and the particles along with unwanted materials are collected
in separate buckets for each stretch. The water sample was stored in the bucket and
sieved through 63 µm sieves. The materials retained on sieves were kept for 30 min
and allowed the water to percolate through sieve. The unwanted material was then
removed from each sieve with the help of tweezers and forceps by washing with
distilled water to prevent the loss of MPs. The retained materials on sieves were then
transported to the laboratory for further analysis. The whole process was done for
each stretch separately.

• Stretch 1 (dotted line): This is the pisciculture department area having a perimeter
of 2000m. It is located in southeast direction of the lake. As per RanchiMunicipal
Corporation, this area ismainly surrounded bywater hyacinth. Treatedwastewater
effluents enter the lake in this area.
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Fig. 1 Study area and selected sampling locations along the periphery of Kanke lake

Fig. 2 Size classification of MPs detected
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• Stretch 2 (double dotted line): This is the water supply department area having
perimeter 1700 m. it is located at southwest direction of the lake. This area is
surrounded by rural settlements and a service road for reservoir gate. A monsoon
fed river stream discharge into this area.

• Stretch 3 (dashed line): This is the Ranchi municipal park area having a perimeter
of 750 m. This area is surrounded by reinforced cement concrete stairs and
stainless-steel fence. Recreational activities can be observed in this area.

2.3 Purification of Samples

The materials retained on the sieves were then transferred to beaker of 1 L capacity,
separately for every stretch, with the help of distilled water. Wet peroxide oxida-
tion (WPO) process was used to degrade organic matter from the sample in which
hydrogen peroxide (30% H2O2) with Fenton’s reagent was used in ratio 2:1, respec-
tively [18]. The sample was kept on hot plate at 75 °C for 30 min and kept on the
magnetic stirrer at 1000 RPM. The sample was then allowed to cool down for 30min.
If the organic matter was still visible, then further H2O2 was added and the whole
process was repeated.

2.4 Extraction of MPs by Density Separation

After purification of the sample, the MPs particles were extracted by density separa-
tion using sodium chloride NaCl [19, 20]. The beakers containing samples were kept
on amagnetic stirrer at 1000 RPMand 320 gm ofNaClwas slowly added to 1 L of the
sample. The sample was then stirred for 30 min, and then the solutions were kept for
24 h for significant density separation. MPs particles floated on the uppermost layer
of the beaker due to differences in the densities. The uppermost layer was extracted
and collected in Whatman filter paper. For each stretch, the extracted particles were
distributed into seven replicates, stored in respective seven petri dishes and stored
for further quantification.

2.5 Quantification of MPs

The filter paper containing MPs particles was quantified using a stereomicroscope
(Olympus SZ-61) and a digital camera attached to it. The particles were counted
manually, and shape, size and color were noted for each particle, and images were
captured alternatively [19].
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2.6 Identification of Functional Groups of the MPs

ATR-FTIR technique (Perkin Elmer Frontier™ FT-IR) has been adopted for the
identification of polymer type, detected in water samples [6]. For every MPs type
(fiber,microbeads, films and fragments), only one particle of each shapewas analyzed
under FTIR for polymer identification [21, 22]. Random particles were selected
for the analysis of polymer type using tweezers and forceps. The particles were
carefully removed from filter paper, wrapped in the butter paper and were transferred
to Eppendorf tube. Before initiating the analysis process, the ATR diamond crystal
probe attached with FT-IR was cleaned to prevent any contamination of the samples.
For safety purpose, gloves and mask were put on the face to prevent distortion in the
FT-IR spectral lines. The scanning was initiated for a blank to set up the reference.
Then, the particles were taken out from Eppendorf tube and transferred to diamond
crystal probe with the help of forceps and scanning of the particle was initiated.
The absorption spectra obtained after scanning were analyzed by comparing with
reference spectra and accepted with a match >80% [23].

3 Results and Discussion

3.1 Abundance of MPs in Water Samples

MPs abundance was determined as mean ±SD of items m−3 of sampled water, and
the results have been presented in Table 1. MPs particles were detected in all the
three stretches ranging from 29 ± 2 to 17 ± 2 particles m−3 of sampled water.
The mean abundance detected in stretch 1 (pisciculture area) was 29 ± 2 particles
m−3 of sampled water. In stretch 2 (water supply area), the mean abundance of MPs
detectedwas 22± 2 particlesm−3 of sampledwater. In stretch 3 (park area), themean
abundance detected was 17 ± 2 particles m−3 of sampled water, which is minimum
among all the three stretches. The overall abundance of MPs in the lake was 68 ± 2
particles m−3 of sampled water. Total MPs detected in the Kanke lake was 3 particles
m−3.

Table 1 MPs abundance, MPs types and polymer type

Stretch Length (m) MP abundance (No’s/m3)
Mean ± SD

MPs type

1 2000 29 ± 1 Fiber, film, fragment, microbead

2 1700 22 ± 2 Fragment, fiber

3 750 17 ± 2 Film, fiber, fragment

Overall 4450 68 ± 2 Film, fiber, Fragment, microbead
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Fig. 3 Different shape of MPs detected a Fibers b Films c Microbeads d Fragments

3.2 Morphological Characterization of MPs

The morphological characterization is done based on size, shape, color and type. It
has been observed that most of the particles were of fibers type followed by film,
microbeads and fragments, in all the three stretches (Fig. 3). According to Sathish
et al. [5], the abundance of fibers could be the fishing activity and wastewater effluent
discharge into the lake. The particle size has been subdivided into three categories,
i.e., (a) 50–500 µm, (b) 500 µm to 1 mm and (c) 1–5 mm. As shown in Fig. 2,
relatively, most of the particles lie in the range 50–500 µm. It has been noticed that
the order of color detected was blue > black > red > green > colorless > multicolor.

3.3 Polymer Type

The spectra obtained after scanning clearly show that polymer type of the plastic
particles was polypropylene (PP), polyurethane (PU), polystyrene (PS), high-density
polyethylene (HDPS) and low-density polyethylene (LDPE) (Fig. 4).

4 Discussion

The result of this study confirms that MPs are omnipresent in the Kanke lake. It can
further be stated that this lake is acting as the sink for the MPs from various land-
based activities. Insufficient solid waste management practice and improper fishing
exercise can be accelerating the contribution to the abounding MPs in the freshwater
system.
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Fig. 4 FT-IR spectra of polymer type

The concentration of MPs detected in Kanke lake (300 particles 100 m−3) was
a clear indication that freshwater resources through this lake for the urban sprawl
of Ranchi are vulnerable to plastic pollution. However, there is scarcely any study
done on the freshwater systems of the study area or any other city except a few, in
India. Globally, some studies have been carried out on freshwater systems for the
detection of MPs. In Austrian Danube, Austria, Lechner et al. [15] reported that
mean abundance of MPs was 0.317 particles m−3, Three Gorges Dam, China, [16]
reported that mean abundance of MPs was 4.70 × 103 particles m−3, 29 Great Lake
tributaries, USA, and [14] reported that mean abundance of MPs was 4.2 particles
m−3. The result of this study shows that the overall abundance of MPs in all the three
stretches of Kanke lake is 68± 2 particles m−3 whereas total MPs detected in Kanke
lake were 3 particles m−3, which is a sign of significant plastic pollution.

Identification of MPs using ATR-FTIR techniques confirms that common
synthetic polymers detected were PP, PS, PU, LDPE and HDPE. PP and HDPE
are widely used in packaging applications whereas PS is mainly used for manu-
facturing spectacle frames, plastic cups and plates. Plastic carry bags are generally
manufactured from LDPE [24]. The identification of these synthetic polymers indi-
cates that presence of these microplastic particles is mainly due to human-induced
activity.

Fibers were present in freshwater systems due to fishing net and synthetic textiles.
Most of the fragment particles were originated from disposable cups and plates.
Presence of primary MPs such as microbeads was due to discharge of wastewater
into the lake. Wastewater originating from surrounding settlements contains kitchen
wastewater and bathroom wastewater. Microbeads were mainly used to manufacture
cosmetics, face wash and toothpaste. Thin synthetic polymers like sheets ultimately
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result in films. These thin sheet-like particles originate from plastic carry bags and
laminates [7].

Intake of MPs by the fishes can be a serious concern that can further contaminate
the food web. There are several biological and chemical impacts which impact the
flora and fauna. Chemical impacts include transfer of toxic chemicals which ulti-
mately ends in consumption by organisms at the higher trophic level through the
water. Biological impacts include colonization of microorganisms on the surface of
microplastic particles, which gets transported along with these tiny particles [25, 26].
These particles can become a threat to the aquatic organisms of Kanke lake. There are
several pathways which can cause toxic effects to humans and various mechanisms
which impacts organisms of higher trophic levels [6]. Lu et al. [27] reported that
human health gets effects on gut microbiota due to ingestion of MPs. Distribution of
these particles may vary in terms of concentration which may affect the water quality
of freshwater systems. The permissible limit of MPs ingestion by humans should be
determined.

5 Conclusion

Freshwater systems have been less understood in terms of plastic pollution specif-
ically in India. The current study focuses on the quantification and morphological
characterization of MPs in Kanke lake. This lake serves as a primary water resource
for water consumption for huge settlements in the Ranchi city; hence, MPs pollution
can directly impact the aquatic organisms and human beings. At present, freshwater
systems are continuously downgrading and can be the reason for water scarcity in
terms of water quality. The morphological characterization produces clear evidence
of the presence of these plastic particles due to anthropogenic activities by humans
such as fishing activities and direct littering of plastic debris into the lake. Therefore,
freshwater system such as Kanke lake used for human consumption of water needs
continuous monitoring and should be restricted from plastic littering into the lake. At
the same time, source reduction should also be considered to reduce MPs particles
in the lake.
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Numerical Simulation of Positive Surge
Moving Upstream

Yatindra Kumar, Dhrubajyoti Sen, V. R. Desai, and Abhranil Adak

Abstract The study is focused on numerical simulation of one-dimensional
unsteady flow in open channels using MacCormack Scheme. This scheme is an
explicit numerical method for simulating one-dimensional and two-dimensional
unsteady flow. This study is focused on depth and velocity variation in different
sections of a rectangular flume at different time intervals. A series of experiments
were performed on a multipurpose tilting flume on two different slopes viz., (a)
nearly horizontal (zero slope) and (b) 3% slope. Experimental results are compared
with the results of a computer program developed on the FORTRAN90–95 program-
ming language for simulating the MacCormack scheme. Results obtained from the
developed code show comparable trends with the experimental result.

Keywords Depth variation · MacCormack scheme · Multipurpose tilting flume ·
Positive surge · Velocity variation

Notations

A Cross section area
F Vector comprising of A, g, V and y
g Acceleration due to gravity
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ql Lateral inflow
Q Flow discharge
S Vector comprising of A, g, ql , S0, S f and Vx

S0 Slope of the channel
Sf Slope of the energy line
U Vector comprising of A and V
V Velocity of flow
Vx Component of the velocity of lateral inflow
y Distance from the water surface to the centroid of the area

1 Introduction

Flow in real world open channels is generally unsteady, with flow conditions varying
with respect to time. Unsteady flows are also called transients. From an engineering
perspective, a transient is referred as any pressure wave that is short-lived (i.e., not
static pressure or pressure differential due to friction or minor inflow loss) [15]. The
unsteadiness may be due to natural causes or due to human action. The unsteady
flow conditions are a function of time and space. [4].

The partial differential equations delineate the unsteady flows, and except in very
simplified cases, closed-form solutions are not available for these equations. Finite
difference methods are numerical methods and used for obtaining solutions of partial
differential equations using approximations for derivatives. The MacCormack finite
difference scheme is an explicit numerical technique for analyzing one-dimension
and two-dimensional unsteady flow problems [4].

The rapidly varied transient phenomenon in an open channel, generally known
as "surge," occurs when there is a sudden change in depth or discharge or both.
Such type of transients’ situations occurs during the sudden closure or opening of a
gate in flowing water. A surge with increasing depth is called positive surge while
one with decreasing depth is known as negative surge [15]. Over the past century,
hydraulicians and applied mathematicians studied positive surges. Mathematician
Barré de Saint-Venant [1], Boussinesq [3], Swiss professor Favre [6] and several
other researchers have discussed surge development [2, 6, 9, 10, 13, 14, 16, 18].
Garcia-Navarro and Saviron [7] uses MacCormack finite difference method as a
predictive numerical tool for simulation of unsteady open channel flow. Gualtieri
and Chanson [8] performed several experiments with six different gate opening using
acoustic droppler velocimetry (ADV) and non-intrusive devices for observation of
surge and experimental results matched with various theories. Leng and Chanson
[11] experimentally studied upstream propagation of surges and bores in a large
sized rectangular open channel with a smooth bed having Froude number ranging
between 1.1 and 2.3. Viero et al. [17] analyze experimentally positive surge prop-
agation in slopping open channels and compare experiment results with 0D model
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predictions. Zheng et al. [20] experimentally studied various free surface characteris-
tics of positive surge in an open channel flow and find a close agreement of maximum
wave height at the first wave crest with McCowan theory.

2 Unsteady Flow

In unsteady flow, “flow waves” are generated. A wave may be defined as spatial (i.e.,
with respect to distance) and temporal (i.e., with respect to time). A wave is named
as positive wave if water depth is higher behind the wave than the undisturbed flow
depth and as negative wave if the lower water flow depth behind the wave than the
undisturbed flow depth [4, 15]. The wave celerity is defined as relative wave velocity
with respect to a flowing fluid, whereas absolute wave velocity with respect to a fixed
frame of reference [4, 15].

2.1 Governing Equations for One-Dimensional Unsteady
Flow

The two governing equations used to analysis unsteady, one dimensional, open
channel flow are called the St. Venant equations. They are based on the principles of
conservation of mass and momentum [4, 5, 12].

The conservative form of the continuity equation

∂A

∂t
+ ∂Q

∂x
= ql (1)

The conservative form of the momentum equation

∂Q

∂t
+ ∂

∂x
(QA + gAȳ) = gA

(
S0 − S f

) + Vxql (2)

The conservation forms of the St. Venant equations for one-dimensional unsteady
flow in vector form are

∂U

∂t
+ ∂F

∂x
+ S = 0 (3)

where U =
(

A
V A

)
, F =

(
V A

V 2A + gAy

)
and S =

( −ql
−gA(S0 − SF ) − Vxql

)
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3 MacCormack Method

The MacCormack method is an explicit scheme that utilizes two step predictor–
corrector procedures for solving the governing equations at interior nodes. In
predictor step, backward difference is utilized for the spatial partial derivative
whereas in corrector step, forward difference is utilized for the spatial partial
derivative [4, 19].

3.1 General Formulation

In the predictor step, the partials are defined as under:

∂U
∂t = U ∗

i −Ui

�t
∂F
∂x = Fi−Fi−1

�x

}

(4)

Substituting these values in the St. Venant equation, we obtain:

U ∗
i = Ui − �t

�x
(Fi − Fi−1) − �t Si (5)

The computed value U ∗
i gives A* and V*, which are used to compute F* and S*.

In the corrector step, the partials are defined as:

∂U
∂t = U ∗∗

i −Ui

�t
∂F
∂x = F∗

i+1−F∗
i

�x

}

(6)

Substituting these values in the St. Venant equations, the following is obtained:

U ∗∗
i = Ui − �t

�x

(
F∗
i+1 − F∗

i

) − �t S∗
i (7)

The value of the dependent variable at the next time unknown step j + 1 is finally
obtained as:

U+
i = 1

2

(
U ∗

i +U ∗∗
i

)
(8)
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3.2 Boundary Conditions

The channel is subdivided intoN (in the present case, it is 50) reaches of equal length,
and there are N + 1 computational nodes. Thus, there are 2(N + 1) unknowns for
each new time step. For the interior nodes, 2(N−1) equations are obtained using
finite difference techniques and two at boundary nodes, and remaining two equa-
tions are provided by applying principles of method of characteristics [19]. In case
of subcritical flow, a boundary condition must be defined for both the upstream and
downstream boundaries whereas for supercritical flow, none is required at the down-
stream boundary and two boundary conditions required for the upstream boundary.
For subcritical flow, the minus characteristic equation will be applied at the upstream
boundary, whereas the plus characteristic boundary equation at the downstream
boundary [4]. In supercritical flow, both the plus and minus characteristics boundary
equations will be applied at the upstream boundary. In the present simulation for
downstream boundary, discharge is considered zero.

3.3 Initial Conditions

At the start of the simulation (t = 0), the values of the dependent variables (V and y
or Q and A) for all nodes are referred to as initial conditions.

4 Experimentation

Experiments were conducted at the Hydraulic and Water Resources Engineering
Laboratory, Department of Civil Engineering, Indian institute of Technology,
Kharagpur in themultipurpose tilting flume apparatus (Fig. 1) havingwidth, 0.075m,
depth, 0.3 m, and length, 4.9 m. AnAgilent data acquisition systemwas connected to
pressure sensors which were placed at different locations at the bottom of the flume.
The pressure sensors were used to measure pressure variation during flow of water
with respect to time, which in turn gave the changes in depths. Each pressure sensor
had a capacity of 0.5 m. The Manning’s roughness coefficient was estimated to be
0.008. The sidewalls of the apparatusweremade of transparentmaterial. In the exper-
iments, the pressure sensors were calibrated initially, and a suitable equation relating
the sensor output in millivolts (mV) versus water depth (m) was obtained which was
used in converting the electrical signals to equivalent water depths. Figure 2 shows
a photograph of a moving surge, and Fig. 3 indicates the location of the pressure
sensors at the bottom of the hydraulic flume.

The experiments were conducted for the following two conditions:



288 Y. Kumar et al.

Fig. 1 Experimental flume

Fig. 2 Movement of surge

Experiment Discharge (m3/s) Initial water depth (m) Bed slope

1 0.00425 0.086 0.000

2 0.0030 0.055 0.003
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Fig. 3 Experimental setup in the experimental flume

In each case, initial steady state conditions were produced by running the flow
for specified duration till steady state conditions are reached. Subsequently, transient
conditions were produced by closing the downstream gate suddenly, and the data
logger activated for measuring the transient pressure variation at each of the gauges.

The reading of pressure sensors was recorded with the help of bench link data
acquisition unit. These readings (recorded inmillivolts) were converted to depth with
help of the respective calibration equations of the pressure sensors. Water depth in
channel was measured with point gauge having accuracy ±1mm.

5 Simulation and Results

Experimental results are compared with results obtained from the FORTRAN code
for McCormack scheme. From the experiments, water pressures are obtained at
the different locations of sensors with respect to time. Simulation is carried out
between water depth variation with respect to time at different location of pressure
sensors.Water depth variationwith respect to longitudinal distance andwater velocity
variation with respect to longitudinal distance is also obtained from MacCormack
Numerical scheme and plotted the same.



290 Y. Kumar et al.

5.1 Calibration Equations of Pressure Sensors

Calibration is performed for different pressure sensor locations in the channels for
converting data logger reading to equivalent depth at that pressure sensor loca-
tions. After calibration of pressure sensors, the following equations are obtained
for different pressure sensors.

Pressure sensor 105: Y = 0.969 X−25.17, Pressure sensor 106: Y = 1.24 X −
30.08
Pressure sensor 112: Y = 1.166 X−33.41, Pressure sensor 108: Y = 1.074 X −
28.82
Pressure sensor 110: Y = 1.126 X −26.97, Pressure sensor 111: Y = 1.061 X −
21.72.

5.2 Results of the Flume Having Zero Bed Slope
(Experiment Set 1)

5.2.1 Simulation Plot of Water Depth with Respect to Time

See Figs. 4, 5, 6, 7 and 8, and 9.

Fig. 4 Water level variation with respect to time at nodal point 10 (location of pressure sensor 105)

Fig. 5 Water level variation with respect to time at nodal point 15 (location of pressure sensor 106)



Numerical Simulation of Positive Surge Moving Upstream 291

Fig. 6 Water level variation with respect to time at nodal point 19 (location of pressure sensor 112)

Fig. 7 Water level variation with respect to time at nodal point 23 (location of pressure sensor 108)

Fig. 8 Water level variation with respect to time at nodal point 35 (location of pressure sensor 110)

Fig. 9 Water level variation with respect to time at nodal point 48 (location of pressure sensor 111)

5.2.2 Plot of Water Depth with Respect to Longitudinal Distance
from MacCormack Scheme Result

See Fig. 10.
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Fig. 10 Variation of water depth with respect to longitudinal distance

Fig. 11 Variation of water velocity with respect to longitudinal distance

5.2.3 Plot of Water Velocity with Respect to Longitudinal Distance
from MacCormack Scheme Result

See Fig. 11.

5.3 Results of the Flume Having Slight Bed Slope
(Experiment Set 2)

5.3.1 Simulation Plot of Water Depth with Respect to Time

See Figs. 12, 13, 14, 15, 16 and 17.

5.3.2 Plot of Water Depth with Respect to Longitudinal Distance

See Fig. 18.
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Fig. 12 Water level variation with respect to time at nodal point 10 (location of pressure sensor
105)

Fig. 13 Water level variation with respect to time at nodal point 15 (location of pressure sensor
106)

Fig. 14 Water level variation with respect to time at nodal point 19 (location of pressure sensor
112)



294 Y. Kumar et al.

Fig. 15 Water level variation with respect to time at nodal point 23 (location of pressure sensor
108)

Fig. 16 Water level variation with respect to time at nodal point 35 (location of pressure sensor
110)

Fig. 17 Water level variation with respect to time at nodal point 48 (location of pressure sensor
111)
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Fig. 18 Variation of water depth with respect to longitudinal distance

Fig. 19 Variation of water velocity with respect to longitudinal distance

5.3.3 Plot of Water Velocity with Respect to Longitudinal Distance

See Fig. 19.

6 Summary and Conclusions

6.1 Summary

The partial differential equations whose analytical solution either does not exist or is
difficult to be solved may be done so by employing numerical solution techniques.
The finite different methods are useful in solving nonlinear partial differential equa-
tions such as “Saint-Venant equations.” The concept of characteristic curves is useful
in visualization of wave propagation and the development of the boundary conditions
for the case of explicit finite difference methods. In the present work, the MacCor-
mack scheme is applied for analyzing one dimensional, unsteady open channel flow
problems.



296 Y. Kumar et al.

The main focus of the analysis is based on simulation of water depth calculated
by MacCormack scheme and experimental result and variation of water depth with
respect to nodal points and variation of water velocity and water depth with respect
to time and nodal points located along the length of the flume.

7 Conclusions

The findings of the study may be summarized as follows:

1. The plots of the experimental observations and simulated values using numerical
scheme follow approximately similar trends, within experimental error.

2. Unsteady flow conditions can be successfully simulated by numerical schemes
like the finite differencemethod although the physical parameters like the channel
roughness has to be carefully evaluated through standard physical experimental
measurements under steady state conditions.

3. Electronic pressure sensors can be used to capture the transient conditions accu-
rately but this has to be supplemented with accurate calibration charts relating
electric voltage outputs from the sensors and the water pressure depths found out
experimentally.

4. The results of this simulation conform that the technique may be used to predict
numerically the transients which occur in open hydropower channels conveying
water to hydroelectric stations, where load rejection may cause turbines to shut
down resulting in surges traveling up along the channel.
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Error Estimation for Forecasting
of Orographic Rainfall Using Regression
Method

Pooja Verma, Swastika Chakraborty, and Pragya Jaiswal

Abstract Forecastingmodel ofmonthly orographic rainfall, which is fundamentally
characterized by a long occurrence periodwithin a year not havingmuch ofmaximum
rain rate values, has been developed using regression approach. The analysis has
been done on the basis of historical data of rainfall of two hill stations of different
altitude,Majitar andGhum.Performance of the developedmodel is evaluated through
exhaustive error calculation. Goodness of fit value shows that the performance of the
developed model is acceptable for the two stations having different altitude. F-test
shows the statistical reliability of the prediction of rainfall. Lower root mean square
error (RMSE) value indicates good prediction of stochastic-deterministic events like
orographic rainfall.

Keywords Mean square error · Root mean square error ·Mean absolute error ·
Orographic rainfall · Auto-regressive moving average · Auto-regressive integrated
moving average

1 Introduction

Rainfall Modeling

Orographic rainfall is caused by lifting of moist air across the upslope of hills. As
the air uplifts, it cools, resulting in orographic cloud which converts to widespread
long duration rainfall. Orographic rainfall over the hills covers nearly sixty five
percent of time during a year. As a consequence, instability of soil moisture causes
landslide affecting badly the habitat around the hills.Over the years, there are somany
attempts for the prediction of nonlinear time series [1] using regression approach
taking more than one input as a cause of rainfall and single input as a cause of
rainfall [2]. For the agricultural dependent economy like India, timely prediction of
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rainfall is extremely important. Some literatures compare the method of regression,
neural network, and clustering of data to get a better result in the prediction [3] of
seasonal event like rainfall. Some literature [4] compares the approaches based on
auto-regressive integrated moving average (ARIMA), the fuzzy time series (FST)
model, and the non-parametric method (Theil’s regression). In some work [5, 6],
conventional regression model is modified for the prediction of rainfall of different
nature by iterating the past values and thereby adding some percentage of error to
the input values [7] or taking multiple input like cloud liquid water content, wind
gust, humidity, and temperature as a cause of rainfall.

As the rainfall prediction is very important considering agriculture of the country,
considering risk [8] due to landslide as a consequent effect of rainfall, this work
investigates the best modification of conventional statistical prediction models to
predict the rainfall over high rainfall hill region, and the developed model has been
validated by the remote sensing data of different time duration.

2 Study Area

See Fig. 1.

Fig. 1 Study area
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Fig. 2 Methodology of
work

2.1 Description of Study Area

The rainfall of the study area taken here, Majitar and Ghum, is orographic in nature
which is having sudden rain for long duration for more than fifty percent (March to
October) of an average year. For this rainfall, we have collected the time series data
of two northeastern Indian stations from the Giovani (NASA). This rainfall is used
for the prediction of rainfall with the help of the ARIMAmodel technique for future
use. If it can be done with sufficient time ahead, and habitat may be protected from
the immediate devastating effect of rainfall.

Majitar is a small village in Sikkim, and its latitude and longitude are 27.1876° N
and 88.4997° E with an altitude of 200 m (660 ft) above sea level. Climate of Majitar
is subtropical, lot of rainfall in the month of May, June, July, August, and September.
The major cause of rainfall in Majitar is moisture moving across the upslope of hills
accompanied by strong wind gust and low cloud cover. So, it is very important to
predict the rainfall over the area before it is happening to prevent habitat from the
immediate risk of heavy rainfall.
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On the other hand, Ghum is a small hill station near Darjeeling Himalayan
hill region of West Bengal, India. Its latitude and longitude are 27.0008° N and
88.2437° E, respectively, it lies on 2025 m above sea level, and the climate is warm
and temperate.As comparingwithwinters (November to February), summers (March
to October) have much more rainfall with an average temperature 13.9 °C. As it is
also the hilly region and due to orographic nature of rainfall, it is very important to
study the rainfall feature of this area to prevent the habitat from the adverse effect of
landslide.

2.2 Data Source

Giovani is theWeb data source for providing user theNationalAeronautics and Space
Administration (NASA) geophysical gridded data from various satellites and surface
observations to analyze or to derive important scientific conclusions. It facilitates
researcherswith the capability to analyze or examine data on atmospheric parameters.
Historical satellite-driven monthly rainfall data of thirty-nine years (1980–2018)
having spatial resolution of 1° × 1° for two northeast (NE) Indian hill stations
having very slight climatic variation is considered in this study.

3 Methodology

The historical data of thirty-nine years of the two sites viz Majitar (altitude 200 m)
and Ghum (altitude 2258 m) are pre-processed involving cleaning part to avoid any
spurious value or to fill any missing value. After this step, the data is smoothened to
avoid any sudden spike in the data. The data after pre-processing and smoothening is
taken as the input of the for the ARIMA model. ARIMA model is preferred here for
prediction as it has a fixed structure to suit for the prediction of time series sequential
data. The ARIMA model is used for the forecasting monthly precipitation of the
two stations Majitar and Ghum with a step of ten step ahead. The model coefficients
specifically the model order and model delay are changed to various values, and
at each step, the prediction error is calculated. In that way, the model is tuned for
lowest prediction error. Then, the error is calculated in terms of MSE, RMSE, SI, R2

value, and MAE between the dataset used as the input for ten step ahead prediction
of rainfall and predicted series of rainfall by the tuned model.

Following equations are used for analysis:
The ARIMA model equations are

A(z)y(t) = C(z)e(t)
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Equation for Majitar:

A(z) =1− 4.709z−1+ 10.1z−2− 12.74z−3+ 9.994z−4− 4.609z−5
+ 0.9673z−6C(z) = 1− 3.365z−1+ 5.374z−2− 4.935z−3+ 2.521z−4
− 0.3701z−5− 0.3719z−6+ 0.287z−7− 0.08603z−8

Equation for Ghum:

A(z) = 1− 4.219z−1+ 8.28z−2− 9.609z−3+ 6.879z−4− 2.82z−5+ 0.4886z−6C(z)

= 1− 2.699z−1+ 3.652z−2− 2.659z−3+ 0.9706z−4

4 Results

From the thirty-nine years of dataset, we find that comparison of the rainfall inten-
sities forecasted by the two procedures indicates that forecast of the average rainfall
intensity is closer to the observed value which is further counter confirmed by the
lower error values between the prediction and actual values of the two stations.

Figure 3 shows the rainfall of thirty-nine years (1980–2018) of the twohill stations,
Majitar and Ghum having altitude 200 m and 2258 m, respectively. So, this figure
shows that at Majitar, the rainfall is quite high compared to other hill Ghum. After
that, the predicted value of precipitation ten step ahead is found in Fig. 2. for the two
stations, so that an early indication of extreme rainfall can be obtained.

Figure 4 shows the plot of actual rainfall with predicted rainfall. From the figure,
it is very clear that the model developed successfully predicted the rainfall over this
area. After doing prediction with ten step ahead for thirty-nine years, we have done
error estimation with the help of the parameters like R2 value also F-statistics and P-
value for three hill stations. F-statistics or fixation statistics indicate the statistically
expected level of attribute of discrepancy in a dataset. It is mathematically calculated
as the ratio of two scaled sums of squares of the elements of the dataset. Therefore,
it reflects the variability within the dataset.

The p-value signifies the level of marginal significance within a statistical
hypothesis test representing the occurrence of a given feature within the dataset.

F-test of Table 1 indicates that the observed R-squared is reliable and is not a
random selection for the dataset used. Therefore, the prediction model is statistically
reliable and can be useful for complex rainfall like orographic rainfall. Percentile test
(P Test) further confirms the result of F-test. Before all the models are experimented,
the residual diagnostics test has been done, and best models produce white noise
residuals with well-behaved ACF plots that are selected. As per Table 2, the model
coefficients that are less than ten show the simplicity of the prediction of complex
variable like orographic rainfall. RMSEvalue of the dependent variable like historical
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Fig. 3 Rainfall of thirty-nine years (1980–2018) of two hill stations (Majitar and Ghum)

rainfall as indicated in Table 2 shows nearly an expected estimation. For scale-free
measures of fit, MAE is calculated. First a couple of “best possible” models are
selected, and after that best n estimated models based on the lowest RMSE or MAE
has been selected for the prediction.

This table shows that the various parameters after prediction of rainfall give the
better result with scatter index which is minimum in Majitar, and mean absolute
error (MAE) is also minimum in Majitar because of its higher altitude. So, we fix
the model na and nc value which is 6 and 4 for Ghum, but for Majitar it is 6 and 8
for the betterment of result, and na and nc are polynomial order and delays of the
model, respectively.

5 Summary and Conclusion

Rainfall has got a direct impact on agriculture, and on the other hand, it is also the
major cause of the natural disasters like landslide. So, in order to arrange for any
mitigation of the above said issues, we need to predict the event at an early stage
of it happening. The regression model tuned for this work shows acceptable error
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Fig. 4 Ten step ahead for prediction for Majitar and Ghum (1980–2018)

Table 1 Table of parameters of the predicted rainfall of the two hill stations (R2 value, F-statistics,
and P-value)

Stations R2 F-statics P-value

Simulated Recorded Simulated Recorded

Majitar 0.8799 0.898 0.898 0.8767 0.5453

Ghum 0.8666 0.891 0.891 0.8925 0.5503

Table 2 Parameters of the two hill stations (Majitar andGhum) are SI (Scatter index,mean absolute
error, mean square error, and root mean square error)

Stations SI MAE na nc MSE RMSE

Majitar 0.074 0.091 6 8 13.96 20.708

Ghum 0.763 0.1 6 4 9.408 15.043

value indicating better prediction. In future, rainfall data of more stations with higher
altitude is necessary to validate the improved orographic rain prediction model.
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