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Abstract. Dynamic networks and their evolving nature have gained the attention
of researchers with its ubiquitous applications in a variety of real-world scenar-
ios. Learning the evolutionary behavior of such networks is directly related to
link prediction problem as the addition and removal of links or edges over time
leads to the network evolution. With the rise of large-scale dynamic networks like
social networks, link prediction in such networks or otherwise temporal link pre-
diction has become an interesting field of study. Existing techniques for enhancing
the performance of temporal link prediction leverages the notion of matrix fac-
torization, likelihood estimation, deep learning and time series based techniques.
However, building a framework for temporal link prediction that preserves the non-
linear varying temporal properties of dynamic networks is still an open challenge.
Here, we propose a unified framework that incorporates Network Representation
Learning (NRL) and time series analysis for temporal link prediction. Our exper-
imental results on various real-word datasets show that the proposed framework
outperforms the state-of-the-art works.

Keywords: Dynamic networks · Temporal networks · Link prediction · Network
Representation Learning (NRL) · Time series

1 Introduction

In the past fewyears, there have been intensive researches dealingwith the study of highly
dynamic networks or temporal networks [1] whose topologies or characteristics change
as a function of time. Almost all the real-world complex phenomena can be modeled
as dynamic networks since they can model the evolving nature quite efficiently. For
instance, social networks, communication networks, biological networks etc. have an
underlying structure of dynamic networks where entities and relationships are relatively
short and instantaneous. Recently, the evolutionary behavior of such networks gained
the attention of researchers with its ubiquitous applications in a variety of real-world
scenarios. Moreover, learning the evolutionary behavior is directly related to the link
prediction problem [5] as the addition and removal of edges or links over time leads to
the network evolution. With the rise of large-scale dynamic networks, link prediction in
such networks also known as temporal link prediction has become an interesting field of
study. The goal of this task is to predict the links in the network that would appear in its
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future state of time under the assumption that the network is complete. Unlike missing
link prediction in static networks, temporal link prediction is a challenging task driven
by its ubiquitous applications in a variety of scenarios. Recommending new products in
e-bay or amazon, friend suggestions in online social networks are some of the obvious
examples. In biological networks, predicting the interactions between molecules at a
specific time stamp can help us better understand the temporal interaction between them.
This can provide useful temporal information that indicate the stage of a specific disease
such as cancer. Therefore temporal link prediction plays an important role in disease
prediction task. In addition, this task can be used to predict the academic collaborations
in co-authorship and citation networks. Furthermore, temporal link prediction in terrorist
communication networks help us to predict and capture the most important information
related to the issue of national security.

The advancements in deep learning has shown its outstanding performance in var-
ious fields like financial services, health care, etc. to find better and faster decisions in
today’s data-driven world. The rapid growth of deep learning techniques extended its
utility towards the area of social network analysis. Using the deep layers of non-linear
transformation, deep learning integrated this field to better capture the non-linear varying
temporal patterns in dynamic networks. Recent trends in exploring such patterns lever-
ages the notionofNetworkRepresentationLearning (NRL) techniques [2–4] that embeds
nodes in the network into a low-dimensional vector space by preserving structural prox-
imities of the network. The key idea behind this technique is to generate continuous
vector space representations for nodes in the network in such a way that the structural
proximity is preserved. Such representations of real-world networks encode social rela-
tions in a continuous vector space and enables the original network to be exploited
easily for further analysis. This lead to the emergence of various network embedding
approaches for temporal link prediction rather than the computationally intensiveMatrix
Factorization (MF), Maximum Likelihood (ML) approaches. Furthermore, time series
analysis is a well-studied area that aims at revealing significant statistics and character-
istics of data. The key idea is to extract the underlying structure of the observed data.
Time series can best capture the change over time under the assumption that past events
are good starting points for the prediction of future. Time series forecasting aims at
predicting the future scores based on the previously observed time series scores. More-
over, the frequently evolving nature of dynamic networks makes time series a promising
option for temporal link prediction. Several works deployed time series forecasting for
temporal link prediction [6–8].

In general, the movements to enhance the performance of temporal link prediction
depends on the effectiveness in capturing the evolving nature of dynamic networks
and extracting the non-linear varying temporal patterns. However, building a unified
model that preserves all the complex non-linear varying patterns in dynamic networks
is an open challenge. To address this challenge, we propose a unified framework that
incorporates NRL techniques and time series analysis for link prediction in dynamic
networks. Initially,we take snapshots of the network at regular intervals of time to capture
the evolving nature. Inspired by NRL techniques, we extract the complex features in
dynamic networks bypreserving the networkproperties. This information is incorporated
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into time series analysis where the time series for each node pair is constructed and future
scores are predicted. Link prediction task is performed based on the predicted scores.

2 Problem Definition

This section provides a formal definition for temporal link prediction. “Let G = (V, E)
be a dynamic network, where V is the set of vertices and each edge (u, v) ∈ E represents
a link between u and v. Given the snapshots of G represented as G1, G2,…, Gt from time
step 1 to t, how can we predict the network for a next time step Gt+1?” Fig. 1 depicts an
overview of temporal link prediction.

Fig. 1. Overview of temporal link prediction

3 Related Works

The literature in the field of temporal link prediction can be broadly classified into six
based on the techniques used: Matrix Factorization (MF) models, probabilistic models,
DeepLearning (DL)models, time series basedmodels and others.MFor otherwise called
matrix factorization techniques aims at decomposing amatrix into its factors and thereby
makes complex operations easier. Majority of the works on matrix factorization based
temporal link prediction deploy Non-negative Matrix Factorization (NMF) technique
[13–16]. Probabilistic models deploy maximum likelihood approaches or probability
distributions instead of fixed values. There exists several probabilistic models for tem-
poral link prediction [17, 18]. A few works on temporal link prediction rests on spectral
graph theory, which is the study of properties of a graph in relationship to the eigenvalues
and eigenvectors associated with the graph [9, 10].

Time series based temporal link prediction deploys various time series forecast-
ing models for predicting links in the network for a future time period. Time series
score is constructed by computing various similarity measures between each node pairs
in the network. Time series forecasting aims at predicting the future scores based on
the previously observed time series scores. Time series based temporal link prediction
frameworks take the adjacency and occurrence matrices corresponding to each snapshot
network as input and performs temporal link prediction in three steps: node similarity
score computation, node similarity score prediction and link prediction. Univariate time
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series based temporal link prediction [6] takes into account node’s local neighborhood
based similarity measures. Unlike univariate time series models, multivariate time series
link prediction models [7, 8] integrate temporal evolution of the network, node similar-
ities and node connectivity information. Deep learning (DL) also called deep structured
learning has shown its outstanding performance in various real-world scenarios. Using
the deep layers of non-linear transformation, deep learning integrated this field to better
capture the non-linear varying temporal patterns in dynamic networks. Recent advance-
ments in DL leverages the notion of NRL for temporal link prediction. NRL or otherwise
graph embedding techniques eliminated the need for painstaking feature engineering.
The goal of this approach is to represent a graph in a low-dimensional vector space by
preserving all the network properties. Different algorithms for graph embedding differs
in the way they preserve all the network properties. A very few works in temporal link
prediction concentrated on modelling an RBM [11].

This study revealed that there exists several NRL techniques which gives the latent
representations for nodes in the network by preserving the local and global properties.
In addition, the frequently changing nature of dynamic networks make time series a
promising option for temporal link prediction. There exists several techniques based on
time series analysis for temporal link prediction. However, all of them deploy neighbor-
hood based similarity measures and thereby ignores the global properties of the network.
Here, we propose a unified framework that incorporates NRL techniques and time series
analysis for temporal link prediction.

4 Proposed Method

In this section, we introduce the proposed network embedding approach for time series
based temporal link prediction. Our framework incorporates NRL based techniques and
time series for temporal link prediction. The general architecture of proposed framework
given in Fig. 2 is composed of four major phases: Network Representation Learning,
Time Series Construction, Time Series Forecasting, Link Prediction. Initially, snapshots
of the evolving network is taken at regular intervals of time. This enables to analyze the
network structure for consecutive time periods.

4.1 Network Representation Learning (NRL)

NRL has been inspired from the language modeling techniques where words are
replaced by nodes in the network. This methodology maps network vertices into a
low-dimensional vector space, where all the network properties are preserved. Given
a network G = (V, E), NRL finds a mapping function �: v ∈ V → R

|V|xD, where
D<< |V|, such that every node v ∈ V is mapped into a D-dimensional vector space by
preserving the structural proximity among nodes. Such latent representations of real-
world networks encode social relations in a continuous vector space. This facilitates the
original network to be easily deployed for further analysis. In the proposed framework,
we deploy the most recent NRL techniques such as Node2Vec [3], SDNE [2] and DNGR
[4]. Figure 3 depicts the latent representation of a network obtained using SDNEmethod.
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Fig. 2. Architecture diagram

Fig. 3. A network and its latent representation

Node2Vec is an algorithmic framework that leverages the notion of random walks
that preserves the network neighborhood of nodes to learn continuous feature repre-
sentations for nodes in the network. The feature learning framework is introduced by
extending the SkipGram architecture which optimizes the objective function given by
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Eq. 1, where NS(u) is the neighborhood of node u and f is the feature representation of
the corresponding node.

max
f

∑

u∈V
logPr(NS(u)|f(u)) (1)

SDNE is a semi-supervised framework that captures the highly non-linear structure
of the networks. Inspired from the recent advancements in DL, this framework utilized
deep autoencoders for learning latent representation of the network. Autoencoders have
a deep neural network architecture and is composed of two parts: encoder and decoder.
The encoder module is composed of multiple non-linear functions that maps the input
data into its corresponding representation space. Decoder also consists of multiple non-
linear functions that map the representations into a reconstruction space. SDNE exploits
the first and second order proximities of the network to distinguish between the global
and local network structure. This enables to learn the latent representations by preserving
the structural proximities of the network.

DNGR is also an autoencoder based NRL framework. The model consists of a ran-
dom surfing and context weighting module that generates the probabilistic distribution
of the co-occurrence matrix and Stacked Denoising Autoencoder (SDAE) for dimen-
sionality reduction. Given a network, DNGR performs a random surfing process (similar
to PageRank) to generate a weighted co-occurrence matrix followed by the construction
of Positive Pointwise Mutual Information (PPMI). This matrix contains the structural
information of the network and it is given to SDAE to generate the latent representation
for the network by optimizing the following objective function (see Eq. 2), where xi is
the input data and h(yi; θ) is the reconstructed data.

argminθ

n∑

i=1

||xi − h(yi; θ)|| (2)

4.2 Time Series Construction and Forecasting

Time series construction phase takes as input the node embeddings obtained in the
previous phase. For each pair of nodes, a similarity score is computed based on their
low-dimensional node vectors. Let �t(u) and �t(v) be the embeddings of two nodes u
and v respectively at time t, cosine similarity is defined as:

Cossim = �t(u).�t(v)
|�t(u)||�t(v)| (3)

In addition to the similarity score computation, we analyze the change over time by
modeling a time series for each pair of nodes. The cosine similarity scores of node pairs
over time represented as time series enables to characterize the change in position of
nodes in the embedding space.

The time series thus constructed is taken as input for time series forecasting phase.
In the proposed system, we deploy ARIMAmodel [12] which maximizes the likelihood
function. Once the time series is constructed, the future score values are predicted using
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ARIMA (p, d, q) model. For a pair of nodes (u, v), the model which is applied to predict
the score for time t by considering p autoregressive terms and q moving average terms
is given by Eq. 4, where �i and θj represents constant terms and ∈t is the white noise.
ARIMA model is applied with different p, d, q values. The parameter values giving
minimum Akaike Information Criteria (AIC) value are utilized for predicting the future
score values for each node pair.

Score(u, v, t) =
p∑

i=1

�iScore(u, v, t − i) +
q∑

j=1

θj ∈t−j + ∈t (4)

4.3 Link Prediction

In this phase, the future time series scores estimated in the previous phase are used to
predict how likely two given nodes are to connect in future. First, each node pair are
sorted based on the predicted similarity score. The sorted list is compared with actual
links in the network for a future time.

5 Experiments

In this section we conduct experiments on several real-world datasets to evaluate the per-
formance of the proposed temporal link prediction framework. Here, we utilize suitable
evaluation measures to compare the accuracy of the method with the baseline methods
under different scenarios. All the experiments were conducted on a machine with 15.6
GiB RAM and hexa-core processor with 3.2 GHz speed.

5.1 Datasets Used

Various standard real-world datasets are available to evaluate the performance of
temporal link prediction. The following datasets were used in our experiments.

1. Enron: This dataset consists of emails between the employees in Enron Inc. from
January 1999 to July 2002. Each node in the network represents a user and a link
represents email communication between them.

2. Haggle: This network describes human contact information where contacts between
people are measured by some wireless devices. Nodes represents users and links
between them indicates a contact.

3. Hep-ph: This a collaboration graph of authors of scientific papers from Hep-Ph
section of arXiv archive. The data covers papers in the period from January 1993 to
April 2003.

4. Radoslaw: This network represents the email communication between employees
in a mid-sized manufacturing company. Nodes in the network represents employees
and edges between them are individual emails.

Table 1 shows the statistics of the datasets used. For Hep-ph dataset, we consider
only the most popular nodes and it consists of 265 nodes and 19,736 edges. All the other
datasets are used as it is.
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Table 1. Statistics of the datasets used

Dataset #Nodes #Edges #Timestamps

Enron 150 150 27

Haggle 274 274 6

Hep-ph 28,093 28,093 9

Radoslaw 167 167 10

5.2 Results and Analysis

The proposed framework is compared with some of the state-of-the-art works to evaluate
the performance. The evaluation metrics used are Area Under the Curve (AUC) [16, 19]
and Mean Average Precision (MAP) [2]. First, the system is compared with static link
prediction techniques. Second, the evaluation of the proposed framework with state-of-
the-art time series based temporal link prediction techniques is performed. Moreover,
the effect of various network embedding techniques on the proposed framework is also
observed. In this paper, static techniques are denoted as st-cn, st-jc, st-aa and the proposed
time series based framework is denoted as ts-node2vec, ts-sdne and ts-dngr.

Comparison with Static Link Prediction Techniques
On comparing the time series based framework which deploy local similarity indices
and proposed framework on static link prediction techniques, it was found that the time
series based approaches gives a better prediction results. Figure 4(a) shows that time
series based local similarity metrics (ts-aa) for temporal link prediction improves the
AUC scores for static link prediction using local similarity metrics (st-aa) by 14.75%,
29.09%, 18.3% and 32.7% for Enron, Haggle, Hep-ph and Radoslaw datasets respec-
tively. In addition, the proposed framework (ts-node2vec, ts-sdne, ts-dngr) gives better
AUC scores than that for static network embedding techniques (st-node2vec, st-sdne,
st-dngr). The result shows that the time series based temporal link prediction techniques
performs better than static link prediction techniques which depends solely on static
network at a particular time period.

Comparison with Time Series of Neighborhood Based Similarity Metrics
The MAP scores obtained on comparing the proposed framework with state-of-the-art
time series based techniques is shown in Table 2. Better prediction results are obtained
by taking top 20% links as connected and the rest as disconnected links. The observed
results on evaluating the performance of proposed framework in terms of the AUC value
computed is depicted in Fig. 4(b). The proposed system shows better results than time
series based method using neighborhood based similarity measures for all the four real-
world datasets. This confirms that the ability of NRL techniques to generate deep and
latent representations of the network improves the prediction results.

Effect of Various Network Embedding Approaches
The performance of the system on three recent network embedding techniques are com-
pared here. The observation of the prediction results on various embedding techniques
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Fig. 4. Comparison of the proposed system with (a) static link prediction techniques (b) time
series based link prediction techniques

is shown in Fig. 5. Among the three network embedding techniques, SDNE gives better
prediction results for Enron and Haggle datasets. The feature dimension for SDNE is
set as d = 16 for both the datasets. Since SDNE is found to be suitable for capturing
non-linear patterns, it confirms that joint objective function of autoencoder designed for
SDNE better captures the local and global structures in Enron andHaggle networks quite
efficiently. Moreover, Node2Vec framework gives a better prediction result for Hep-ph
and Radoslaw datasets. For this experiment, the feature dimension for Node2Vec is set
as d = 128 for both the datasets. It confirms that the random walk based approach in
Node2Vec better captures the community structure in these networks effectively and
hence gives a better prediction result.
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Table 2. Comparison of MAP scores of proposed system with baseline methods

Method Enron Haggle Hep-ph Radoslaw

Ts-cn 0.04 0.07 0.03 0.04

Ts-jc 0.06 0.10 0.04 0.03

Ts-aa 0.04 0.06 0.02 0.04

Ts-node2vec 0.09 0.11 0.07 0.09

Ts-sdne 0.08 0.30 0.05 0.08

Ts-dngr 0.12 0.19 0.06 0.17

Fig. 5. Effect of various network embedding approaches

6 Conclusion

In this paper, we proposed a unified framework for temporal link prediction which
incorporated NRL based techniques and time series analysis. One of the key idea of our
framework is to capture the non-linear temporal patterns in dynamic networks using net-
work embedding techniques. Moreover, the framework is extended to incorporate time
series forecasting models for prediction, since time series best captures the change over
time. Experiments conducted on four real-world datasets show that the proposed system
outperforms the state-of-the-art works. In future, the static network embedding tech-
niques can be extended to incorporate dynamic behavior of networks. Dynamic network
embeddings techniques can be deployed to perform the temporal link prediction task.
The strength of dynamic network embedding techniques can be incorporated for time
series construction to yield better prediction results. Moreover, leveraging different neu-
ral network models like LSTM for time series forecasting is also an interesting direction
towards enhancing the performance of time series based temporal link prediction.
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6. Güneş, İ., Gündüz-Öğüdücü, Ş., Çataltepe, Z.: Link prediction using time series of
neighborhood-based node similarity scores.DataMin.Knowl.Discov.30(1), 147–180 (2015).
https://doi.org/10.1007/s10618-015-0407-0
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