
Lecture Notes in Mechanical Engineering

Anil Kumar
Amit Pal
Surendra Singh Kachhwaha
Prashant Kumar Jain   Editors

Recent 
Advances in 
Mechanical 
Engineering
Select Proceedings of RAME 2020



Lecture Notes in Mechanical Engineering

Series Editors

Francisco Cavas-Martínez, Departamento de Estructuras, Universidad Politécnica
de Cartagena, Cartagena, Murcia, Spain

Fakher Chaari, National School of Engineers, University of Sfax, Sfax, Tunisia

Francesco Gherardini, Dipartimento di Ingegneria, Università di Modena e Reggio
Emilia, Modena, Italy

Mohamed Haddar, National School of Engineers of Sfax (ENIS), Sfax, Tunisia

Vitalii Ivanov, Department of Manufacturing Engineering Machine and Tools,
Sumy State University, Sumy, Ukraine

Young W. Kwon, Department of Manufacturing Engineering and Aerospace
Engineering, Graduate School of Engineering and Applied Science, Monterey,
CA, USA

Justyna Trojanowska, Poznan University of Technology, Poznan, Poland



Lecture Notes in Mechanical Engineering (LNME) publishes the latest develop-
ments in Mechanical Engineering—quickly, informally and with high quality.
Original research reported in proceedings and post-proceedings represents the core of
LNME. Volumes published in LNME embrace all aspects, subfields and new
challenges of mechanical engineering. Topics in the series include:

• Engineering Design
• Machinery and Machine Elements
• Mechanical Structures and Stress Analysis
• Automotive Engineering
• Engine Technology
• Aerospace Technology and Astronautics
• Nanotechnology and Microengineering
• Control, Robotics, Mechatronics
• MEMS
• Theoretical and Applied Mechanics
• Dynamical Systems, Control
• Fluid Mechanics
• Engineering Thermodynamics, Heat and Mass Transfer
• Manufacturing
• Precision Engineering, Instrumentation, Measurement
• Materials Engineering
• Tribology and Surface Technology

To submit a proposal or request further information, please contact the Springer
Editor of your location:

China: Ms. Ella Zhang at ella.zhang@springer.com
India: Priya Vyas at priya.vyas@springer.com
Rest of Asia, Australia, New Zealand: Swati Meherishi
at swati.meherishi@springer.com
All other countries: Dr. Leontina Di Cecco at Leontina.dicecco@springer.com

To submit a proposal for a monograph, please check our Springer Tracts in
Mechanical Engineering at http://www.springer.com/series/11693 or contact
Leontina.dicecco@springer.com

Indexed by SCOPUS. All books published in the series are submitted for
consideration in Web of Science.

More information about this series at http://www.springer.com/series/11236

mailto:ella.zhang@springer.com
mailto:priya.vyas@springer.com
mailto:swati.meherishi@springer.com
mailto:Leontina.dicecco@springer.com
http://www.springer.com/series/11693
mailto:Leontina.dicecco@springer.com
http://www.springer.com/series/11236


Anil Kumar · Amit Pal ·
Surendra Singh Kachhwaha · Prashant Kumar Jain
Editors

Recent Advances
in Mechanical Engineering
Select Proceedings of RAME 2020



Editors
Anil Kumar
Department of Mechanical, Production &
Industrial and Automobile Engineering
Delhi Technological University
North West Delhi, Delhi, India

Surendra Singh Kachhwaha
Department of Mechanical Engineering
Pandit Deendayal Petroleum University
Gandhinagar, Gujarat, India

Amit Pal
Department of Mechanical, Production &
Industrial and Automobile Engineering
Delhi Technological University
North West Delhi, Delhi, India

Prashant Kumar Jain
Department of Mechanical Engineering
Indian Institute of Information Technology
Design & Manufacturing
Jabalpur, Madhya Pradesh, India

ISSN 2195-4356 ISSN 2195-4364 (electronic)
Lecture Notes in Mechanical Engineering
ISBN 978-981-15-9677-3 ISBN 978-981-15-9678-0 (eBook)
https://doi.org/10.1007/978-981-15-9678-0

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Singapore Pte Ltd. 2021
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-15-9678-0


Foreword

I am pleased to know that an International Conference on “Recent Advances in
Mechanical Engineering” (RAME 2020) is being organized by Department of
Mechanical Engineering, Delhi Technological University (DTU), on September 18
and 19, 2020. I welcome all the delegates and participants across the globe for partic-
ipating in RAME 2020 conference at DTU. I am sure that RAME 2020 conference
will bring together the national and international talents.

The role of mechanical engineering is inevitable to improve productivity, product
quality and safe working environment in the applied fields for the society at large.
The conference shall provide excellent opportunities for researchers, scientists and
industrialists to share and converse on the latest developments in the areas ofmechan-
ical engineering. The publication of the conference proceedings in Lecturer Notes
in Mechanical Engineering, Springer, will give a new benchmark and more insight
to the R&D initiatives in these areas. I also hope that the conglomeration of eminent
experts will highlight the importance of research and innovation and discuss the best
global practices.

I congratulate the organizing team of RAME 2020 conference and wish that
the conference will be a grand success and help in branding Delhi Technological
University as a leading research university.

Prof. Yogesh Singh
Vice-Chancellor

Delhi Technological University
New Delhi, India
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Preface

Mechanical engineering is the application of physical principles of science and engi-
neering to the creation of useful systems, devices, objects and machines. This basic
perception of mechanical engineering still holds good, while it has evolved into
various new fields. Mechanical engineering is thus deep rooted in to a vast engi-
neering canvas and is in the service of mankind at all levels. Therefore, there is also
a need to understand the design principles for environment, life-cycle design and
sustainable development.

It is our pleasure to present the academicians and scholars, the proceedings of the
research papers scheduled for presentation at the 2nd International Conference on
“Recent Advances in Mechanical Engineering” during 18–19 September 2020 at the
Department of Mechanical, Production and Industrial and Automobile Engineering
and Centre for Energy and Environment, Delhi Technological University (Formerly
Delhi College of Engineering), Delhi-110 042 (India). This conference is in series
with earlier international conference RAME-2016 organized by the Department of
Mechanical Engineering, Delhi Technological University (Formerly Delhi College
of Engineering), Delhi-110 042 (India). The conference was very well received, both
by the industry and academia.

The core organizing committee for organizing RAME-2020 is:

• Chief Patron: Prof. Yogesh Singh, Hon’ble Vice-Chancellor
• Patron: Prof. Samsher; Prof. S. K. Garg
• Chairman: Prof. R. S. Mishra; Prof. Vipin; Prof. S. Maji
• Co-Chairman: Prof. Vikas Rastogi; Prof. Raj Kumar Singh; Prof. Atul Agrawal
• Convener: Prof. Amit Pal
• Co-Convener: Prof. Vijay Gautam; Prof. Quasim Murtaza and Prof. Rajesh

Kumar
• Organizing Secretary: Dr. Anil Kumar
• Joint Organizing Secretary: Dr. Girish Kumar; Dr. N. A. Ansari and Dr. N.

Yuvraj
• Treasurer: Dr. M. Zunaid

vii



viii Preface

The proceeding consists of papers contributed by leading academicians, research
scholars and experts from the industries. The conference papers cover both research
areas and the latest trends in the industry. 96 papers from 300+ authors and about 450
participants attended the conference. In all, qualitative papers would be selected to
present during the conference. Themain topics of the conference have been classified
into the following four categories:

• Thermal Engineering
• Energy Science and Engineering
• Design and Development
• Industrial and Production Engineering

The technical advisory committee is pleased to mention that the papers have been
received on all these topics. Such a voluminous proceedings is not possible without
the generous support received from various quarters. The committee would like to
put on record its deep appreciation for the persistent efforts of all reviewers.

We are grateful to all the authors of the papers for having made their contributions
to enrich this international conference of RAME-2020.

It is our immense pleasure to express our heartful gratitude to Prof. YogiD.Goswami,
University of South Florida, USA; Prof. H.C. LIM, Pusan National University, South
Korea; Prof. Afzal Husain, Sultan Qaboos University, Oman; Dr. Nitin Upadhyay,
University of Modern Science, Dubai, UAE; Dr. Ashish Shukla, Loughborough
University, UK;Dr. ShyamS. Pandey,Kyushu Institute of Technology, Japan; andDr.
Jan Banout, Czech University of Life Science Czech Republic and other colleagues
in India and abroad.

Special acknowledgement is made to the support of expert papers and also the
generous support received from our distinguished alumnus of DTU, the leading
industrialist. We also acknowledge the excellent cooperation received from our
colleagues and experts on the review panel, for their painstaking efforts in reviewing
the papers.

We duly acknowledge the sponsors with thanks and extend full credit to the publisher
(Springer) for accepting the proposal to publish conference proceedingswith the book
title ‘Recent Advances in Mechanical Engineering’ under the series title ‘Lecture
Notes in Mechanical Engineering’.

We sincerely hope that engineering communitywould find this publication a valuable
source of knowledge to profess mechanical engineering in the knowledge age.

North West Delhi, India
North West Delhi, India
Gandhinagar, India
Jabalpur, India

Anil Kumar
Amit Pal

Surendra Singh Kachhwaha
Prashant Kumar Jain
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1 Introduction

The heat transfer systems are commonly associated with different types of heat
transfer equipmentwho isworking based on sensible heat transfer, latent heat transfer
and mixed mode of these two types [1]. The heat transfer system can be designed
into single tube and multi-tube type [2], cross flow heat transfer, evaporators and
condensers, hollow cylindrical type heat pipe equipment [3], etc. The motivation
for making an experimental setup of heat pipe insulated with vacuum chamber is
to obtain high exchanger compactness in given surface area having size, position
and weight limitations [4, 5]. The heat transfer systems are normally based on the
transferring heat from hot fluids to cold fluids with the help of different types of
equipment which are used in a variety of engineering applications. The heap pipe
system has been divided into three sections, i.e., evaporator, adiabatic and condenser
section.[1] The heat transfer inside the heat pipe between hot and cold fluids is by the
forced convection or natural convection. The manufacturers normally depend upon
the local vendors for procurement of accessories including heat exchangers working
under natural or forced convection whichmay not be optimally designed. Since these
heat exchangers are to be acquired in a new design of model with configurations and
layout, therefore, even well composition of heat exchangers in a particular configu-
ration is subjected to change in thermal performance [6]. There are a lot of methods
to amplify the transferring heat from hot fluids to cold fluids with the help of heat
exchanger equipment; onemay look for a solution in the given situation. If the area of
heat transfer is increased, then heat transfer will be increased, and the other solution
is increasing the flow rate of working fluids may be increasing the heat transfer. The
first solution takes more space, so it is not helpful for minimum space area and the
other solution required more pressure drop between inside section of heat pipe and
atmosphere. All these types of studies are limited to forced convection because they
need some external forces for transferring the heat by heat pipe in heat exchanger.
Therefore, to make heat pipe, heat exchanger under natural convection is required
for transferring the heat without any external forces [7] (Fig. 1).

The literature survey reported that the temperature difference between the surface
and the working fluids is created natural convections without any external forces.
And a model can be developed for transfer the heat through a heat pipe under natural
convection conditions [7]. The size and thermo physical properties of material of
heat pipe also involve transferring the heat under natural convection conditions [8].
The temperature difference between surface and fluids indicates that good working
conditions under natural convection conditions and huge amount of heat transfer
through the heat pipe insulated with vacuum chamber. The heat transfer through
the natural convection also depends on the properties of fluids, design of heat pipe,
position of heat pipe [9] and working environments [3, 9]. These all are critical
parameters that affected transferring the heat under natural convective conditions.
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Fig. 1 Heat pipe

2 Design Considerations

The present investigation aims at low temperature application, such as cooling of
transformer oil, cutting fluids and generated heat from the CPU should be dissipated,
and therefore, the operating temperature range of 40–61 °C has been considered.

The availability, cost, properties and operating conditions of fluids are the basic
parameters of fluids for selection as working fluids working under natural convection
at low temperature range [10]. The viscosities of fluids should be low at liquid
and vapor conditions. Based on all above parameters, water, ethanol, methanol and
butanol are used as working fluids [11]. The maximum possible heat transfer occurs
when water is used as working fluids as compared to the other working fluids.

2.1 Development of Analytical Model

An analytical model of heat pipe has been developed to calculating coefficient of
heat transfer and heat transfer rate when heat pipe working under natural convec-
tion conditions at 40–61 °C inlet heating temperature range [3, 12]. The different
heat transfer correlations available in the literature have been used to compute the
coefficient of heat transfer, rate of heat transfer across evaporator system of the
HPHE.

The analytical considerations for analyzing the HPHE are

1. Laminar flow or turbulent flow regime has been assumed in the evaporator side
[2].
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2. A temperature range of 40–61 °C is assumed for the heating (hot) fluid in the
evaporator section for low temperature applications [3, 12].

3. The thermodynamic properties of heating fluids (water, ethanol, methanol[12]
and butanol) and ambient air have been evaluated at the mean temperature of
fluids [11].

4. Glass vacuum chamber is used as insulating material surrounding the heat pipe
for minimum heat loss to atmosphere [13].

2.2 Mathematical Formulations

To determine theCCHT, theHPHEhas beenmodeled as a thermal resistance network
[4]. The CCHT have been computed on the internal surface of evaporator. For natural
convection condition, the correlations have been taken from a text book of Engi-
neering Thermodynamics written by G.F.C. Rogeks and Y. R. Mayhew. The calcu-
lation of CCHT and RHT across the heat pipe under natural convection is described
below:

Nu = C(Gr × Pr.)n (1)

Natural convection heat transfer from inclined tube from y-axis is computed by
the correlations of

Nu = C(Gr × Pr × cos θ)n (2)

where Gr, Pr and Nu represent the value of Grashoff number, Prandtl number [10]
andNusselt number [7, 6], respectively,C and n are constant. θ is angle of inclination
of heat pipe from vertical axis or y-axis [4].

The fluid flow will be laminar flow

Nu = 0.590 × (Gr × Pr× cos θ)0.25, (3)

For 104 < (Gr × Pr × cos θ ) < 109.
The fluid flow will be turbulent flow

Nu = 0.590 × (Gr × Pr × cos θ)1/3, (4)

For 109 < (Gr × Pr × cos θ ) < 1012

Nu = (ht × L1)

K
(5)
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where ht or htheoretical represents the theoretical value of coefficient of convective heat
transfer in W/m2 °C, L1 is the length of heat pipe in m, and K represents the thermal
conductivity of fluids in (W/m °C).

The heat transport rate by HPHE has been computed by following correlations:

Qtheoretical = V .I (6)

where V = Voltage in Volt, I = Current in ampere.

3 Experimentation

The test rig has been designed in amanner such that calculates the value of coefficient
of heat transfer and heat transfer rate at different tilt angles under natural convection
conditions. A test setup is shown in Fig. 2. The total length of heat pipe is 500 mm,
and thickness of heat pipe is 4 mm. The evaporator, adiabatic and condenser lengths
are 100 mm, 300 mm and 100 mm, respectively. The evaporator section is insulated
with glass chamber when the internal pressure of glass chamber is less then vacuum
pressure. The adiabatic section is insulated with glass chamber when the internal
pressure of glass chamber is less than vacuum pressure. The condenser is exposed to
a chamber made of glass box having length, width and height are 100 mm, 100 mm
and 100 mm, respectively, which filled with flowing water at ambient temperature.
The condenser removes the heat by natural convection. The working fluids (water,
ethanol, methanol and butanol) heated through an electrical heater. Temperature
data logger has been used to measure the value of temperature with the help of
thermocouples. There are ten thermocouples used for measuring the temperature

Fig. 2 Experimental setup of heat pipe insulated with glass vacuum chamber
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from different–different locations of heat pipe. Two thermocouples are mounted with
the external surface of evaporator, three thermocouples aremountedwith the external
surface of adiabatic section, and other four is mounted with the condenser section.
One thermocouple is left open in the atmosphere to take a reading of atmospheric
temperature. A voltmeter is used to measure the voltage reading in volt, and ammeter
is used to take the reading of current in ampere.

The coefficient of convective heat transfer under natural convection was deter-
mined with the help of experimental reading. The practical value coefficient of
convective heat transfer in W/m2 °C was computed as follows:

hp = Q

A ∗ dT
(7)

The transferring heat by the heat pipe has been calculated with the help of
experimental reading. The practical heat transfer rate in W/m2 °C was computed
as follows:

Qpractical = q1 − q2 − q3 (8)

q1 = Heat input to the evaporator in W [5]

q1 = m.cp.�t

time
(9)

q2 (Heat loss from adiabatic section) [5]

q2 = h.Aa.(T adiabatic − T atm) (10)

q3 (Heat loss from condenser) [5]

q3 = h.Ac.(T condenser − T atm) (11)

wherem represents the value ofmass flow rate, cp represents the value of specific heat
at given inlet heating temperature, and �t = temperature difference between walls
of heat pipe to atmosphere, Aa = area of adiabatic section, Ac = area of condenser
section, h = coefficient of convective heat transfer.

4 Results and Discussions

The experimental values of CCHT and RHT of the heat pipe insulated with vacuum
chamber under natural convective conditions have been calculated. The analytical
values are used to validate the experimental model whether model worked under
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natural convection conditions or not. This paper shows the results and comparisons
of experimental values of different–different working fluids.

4.1 CCHT When Water, Ethanol, Methanol and Butanol
Used as Working Fluids

The practical value of CCHT has been calculated with the help of experimental setup
for different–different fluids separately. The results of practical value with respect
to the inlet temperature of evaporator and tilting angles of heat pipe from vertical
axis [11] for water [11, 10], ethanol, methanol [12] and butanol are used as working
fluids are shown in Table 1 and Figs. 3, 4, 5, 6 and 7.

Figures 3, 4, 5, 6 and 7 show the results of practical values of CCHT with respect
to the inlet heating temperature for water, ethanol, methanol and butanol used as
working fluids at different inlet temperature of evaporator.

The value of CCHT is influenced by angle of inclination of heat pipe from vertical
axis. It has been observed that the angle of inclination of heat pipe increases from
vertical axis 0° to 15°, the coefficient of convective heat transfer increases, and it
starts decreasing beyond 15° tilt angles for inlet evaporator temperature 61 °C and
methanol, ethanol and butanol used as working fluids.

4.2 RHT of HPHE for Water, Ethanol, Methanol
and Butanol Used as Working Fluids

The practical value of RHT has been calculated with the help of experimental setup
for different–different fluids separately. The results of practical value with respect to
the inlet temperature of evaporator and tilting angles of heat pipe from vertical axis
[4] for water [11], ethanol, methanol [12] and butanol are used as working fluids are
shown in Table 2 and Figs. 8, 9, 10, 11 and 12.

Figures 8, 9, 10, 11 and 12 show the results of practical values of RHT of HPHE
with respect to the inlet heating temperature for water, ethanol, methanol and butanol
used as working fluids, and the arrangements of heat pipe inclined at different–
different tilt angles from vertical axis of HPHE.

The result shows that theHPHEgives themaximumheat transport ratewhenwater
is used as a working fluid as compared to ethanol, methanol and butanol. In the case
of inclination of heat pipe from its vertical position, it gives good thermal execution
when heat pipe is inclined at 45° tilt angles at all the range of inlet temperature of
the evaporator and methanol is used as a working fluid.
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5 Conclusions

The significant observations and conclusions obtained from this investigation are as
follows:
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5.1 For the CCHT of a Heat Pipe

1. The fluid temperature increases, then CCHT increases, and the inclination of
heat pipe increases from vertical axis, then the CCHT decreases.

2. The maximum practical value of CCHT is 1839.22 W/m2 °C at 0° angle of
inclination of heat pipe from vertical position at 61 °C inlet fluid temperature
of evaporator when water used as working fluid.

3. The minimum practical value of CCHT is 264.94 W/m2 °C at 60° tilt angle of
heat pipe from vertical position at 40 °C inlet fluid temperature of evaporator
when ethanol used as a working fluid.

4. The result shows that the HPHE gives the maximum heat transport rate when
water is used as a working fluid as compared to ethanol, methanol and butanol.
In the case of inclination of heat pipe from its vertical position, it gives good
thermal execution when heat pipe is inclined at 45° tilt angles at all the range
of inlet temperature of the evaporator, and methanol is used as a working fluid.
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Fig. 8 RHT of HPHE when heat pipe inclined at 0° angles and different fluid used
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Fig. 9 RHT of HPHE when heat pipe inclined at 15° angles and different fluid used
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Fig. 10 RHT of HPHE when heat pipe inclined at 30° angles and different fluid used

5.2 For the Heat Transport Rate

1. The inlet heating temperature of fluids increases, then RHT also increases, and
the inclination of heat pipe increases from vertical axis, then the value of RHT
decreases.
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Fig. 11 RHT of HPHE when heat pipe inclined at 45° angles and different fluid used
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Fig. 12 RHT of HPHE when heat pipe inclined at 60° angles and different fluid used

2. The maximum practical value of RHT of HPHE is 775.90 W at 0° tilt angle of
heat pipe from vertical position at 61 °C inlet fluid temperature of evaporator
when water used as working fluid.

3. The minimum practical value of RHT of HPHE is 43.80 W at 60° tilt angle of
heat pipe from vertical position at 40 °C inlet fluid temperature of evaporator
when ethanol used as a working fluid.

4. It has been observed that water gives the good performance of heat pipe heat
exchanger under natural convection condition for high heat transfer.

5. It has been observed that ethanol gives the good performance of heat pipe heat
exchanger under natural convection condition for low heat transfer.
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Commissioning Process and Energy
Analysis in the Building: A Case Study
for Ranchi City

Om Prakash , Bharath Bhushan , Anil Kumar , and Ankish Aman

1 Introduction

Hospitals come under the category of high electricity consuming buildings because
of their high-cost operative equipment, human gathering and ecological parameters.
Hospitals are the second biggest vitality buildings with energy utilization per square
foot twice that of other buildings. The energy utilization of hospital buildings is
intricate than that of standard commercial or corporate buildings. Its day-to-day
utilization of electricity for lighting, lifts, ventilation, cooling and heating water is
more. Fuel and natural gas are being used as the main source for high-temperature
water, stream, sanitization and disinfectant washing and so forth. This paper uses
a hospital building layout located in a composite climatic area like Ranchi city. A
design case is prepared which is compared with a baseline model of the hospital
building which is based on ASHRAE 90.1-2010 standards.

As per energy analysis, eQuest software is used for generating results of this
building. It is analyzed that current design of the building is nearly 11.37% better
than baseline. Building’s energy simulation is performed to analyze annual energy
consumption of the building. Energy modeling takes into account of different factors
like climatic data (weather data) of the specified site location, building envelope
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parameters, lighting factors, air-conditioning parameters, etc. The commissioning
plan serves as a reference for the entire commissioning team includes user, design
professionals, contractors, commissioning authority, vendors and various activities
that comprise the commissioningprocess.Working together, the commissioning team
will pursue the user’s goals including optimizing operational performance, energy
efficiency, durability, maintainability and flexibility of the building systems.

2 Methodology

2.1 Building Specifications and Commissioning

The hospital is located in the composite climatic area of Ranchi, capital city of Jhark-
hand state, India. The total construction area of the hospital is 35,000 ft2. built-up area
100,000 ft2. where operation zone is built and hospitalization area is 68,842.5 ft2,
500 ft2. logistics area which include laundry room, cafeteria and equipment rooms
and the area of 900 ft2. is built for apartments where doctors and nurses reside. The
post-installation plan of equipment and systems is required for commissioning in
this building and it includes [1]:

1. Mechanical ventilation and air-conditioning (MVAC) system

• Terminals in owner scope.
• Air handling units in auditorium and basement back of house (BOH).
• MVAC controls in store.

2. Lighting system

• Artificial lighting fixtures.
• Emergency lighting systems.
• Lighting controls relevant to above.

3. Electricity system

• All distribution boxes and their accessories.
• Two electricity meters in store.

4. Solar rooftop plant

• I-V curve.
• Voc, Isc measurement.
• PV panel adjustment.

2.2 Responsibilities in Commissioning Process [2]

• Organize the commissioning team.
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• Facilitate and prepare a commissioning plan that portrays the commissioning
procedure to achieve the Owner Project Requirements.

• Verify that the Commissioning Process exercises are expressed plainly in all
extents of work.

• Review and remark on the capacity of the plan report to accomplish the Owner
Project Requirements for the authorized frameworks and congregations.

• Review the plans and specification for their fulfilment in all territories identi-
fying with the commissioning procedure. This incorporates confirming that the
Owner Project Requirements have been accomplished and there are satisfactory
gadgets remembered for the structure to appropriately test the frameworks and
congregations and record the presentation of each design.

• Schedule and document review, coordination of meetings, issues resolution and
disposition.

• Review contractor’s submittals for compliance with the Owner Project Require-
ments and Basis of Design.

• Prepare the pre-functional test procedures based on approved equipment and
systems submittals and provide them to the contractor for execution.

• Author the Functional Performance Test procedure and provide then to the
contractor for review and comments.

• Supervise and whiteness the commissioning team members in completion of
testing systems and assemblies.

• Verify the results and prepare a list of deficiencies.
• Repeat implementation of tests to accommodate seasonal testing or to correct

recorded deficiencies.
• Schedule initial owner training session before the contractor training.
• Prepare the final commissioning process report.
• Assemble all details of final documentation including commissioning process

report and systems manual.
• Submit this documentation to the owner or user for audit and acknowledgment.
• Recommend acknowledgement congregations to the owner and executing the

recommended details.

2.3 Design Professional’s Responsibilities [2]

• Assist in the documentation.
• Obtain approval from the owner for revisions to the Owner Project Requirements.
• Document the Basis of Design.
• Prepare the Contract Documents, including the commissioning process require-

ments and recommendation by the commissioning authority.
• Respond to commissioning team plan accommodation, audit remarks and issues.
• Provide design information varying by the commissioning authority.
• Specify and confirm that the activity and support of the frameworks and

congregations have been sufficiently itemized in the Construction Documents.
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• Review and fuse the commissioning authorities’ remarks from the submittals audit
process.

• Participate in the underlying activities and support faculty and tenants’ instruc-
tional courses by introducing the venture Basis of Design.

• Review and comment on the commissioning authority’s commissioning reports
and issues log.

• Participate in issues resolution.
• Review and comment on the last commissioning report and issues log.

2.4 Mechanical Ventilation and Air-Conditioning (MVAC)
and Cx Plan

The MVAC designer by taking the responsibility to draft the Basis of Design
document and reviewed it to ensure the document include all the following items
[3]:

• Primary design assumptions for the MVAC system.
• Standards and guidance referred for the MVAC design.
• Narrative descriptions of the MVAC systems.

The observation is positive. The document is clear and complete and addresses the
requirement raised in the documents. As indicated in the first section, Cx plan is an
important guidance to the entire Cx process adopted in the project. OPR development
and review process are as follows: [3]:

• BOD development and review process.
• Design review process.
• Specification development requirement and review process.
• Contractor review process including checklist.
• Testing method statements, development requirement and review process.
• Pre-commissioning review process including checklist.
• Functional testing review process including checklist.
• System manual development process and required documentation list.
• O&M training requirement and review process.
• After occupancy performance review process.

2.5 Requirements in Commissioning Process

MVAC designer and engineers develop the technical specification in tabular form.
The document details include the commissioning requirements, technical acceptance
level, referred standards, tools to be used, documentation requirements and O&M
requirements [4]. The requirements for the commissioning process are as follows:
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• Verification of Installation and Performance
During construction phase, site visits need to be conducted to ensure the instal-
lation and performance of the major energy consumption systems to satisfy
owner’s requirement. To ensure the observation accurately, all the on-site checking
including mechanical checking, electric checking, functional and performance
testing shall follow the method statements/checklists as agreed by the MVAC
contractor [4].

• Activities for IGBC NB Commissioning Credit
The design review document issued before the construction was to ensure the
design’s compliance with OPR and BOD, as well as related to IGBC credits
which will be pursued by the building. During the design evolving stages, regular
design review should be done to ensure all the design changes will not affect the
compliance with above-mentioned requirements [5].

• Contractor Submittal Review
Equipment specification, construction drawings, testing documents were
submitted by the main contractor. Lucas Wang conducted the review to ensure
equipment to be installed, installation methods and testing methods fulfill
requirements raised in OPR, BOD, design documents and specification [5].

• Training
The main contractor provided operation and maintenance training for ICAI, Pune
Chapter O&Mstaffs. Training reviewwas conducted by Sprout through reviewing
the training documents. Post-occupancy review need to be conducted at the site
after 12 months to review the performance of commissioned systems [5].

3 Result and Discussion

Tables 1 and 2 explain the observations recorded for building analysis. Building
resolution and its status are given by providing the issues of the building. Deadlines
to the issues to be resolved and present status of the building are also discussed in
Table 1.

3.1 Energy Consumption Analysis in the Building

The power feeding is acknowledged by means of three 8 kV high-voltage links and
utilizes eight transformers with a diesel generator set for hardware use. Electrical
energy is utilized for heating, ventilation, air conditioning, lifts, lighting, offices,
kitchens and clinical. The primary energy utilization equipments are central air-
conditioning framework, ventilation, lighting framework and high-temperaturewater
heating system.

The building has cold source system of three 750-standard ton centrifugal units
and a lot of one 360-standard ton screw conveyor, with COP of 5.8. The heat source



24 O. Prakash et al.

Table 1 Issue log record

S. No. Issues Date Resolution Responsible
party

Status Action
deadline

1 All
incandescent
light bulbs
must be
replaced by
LED

2017.11.22 Improve
drawings

MEP Solved 2018.04.22

2 Please clarify
the control
logics of
terminals
group running
and controls

2018.12.22 Improve
drawings

MEP Solved 2019.02.22

3 Recommend
adding proper
grills for the
air outlets

2018.12.22 Improve
drawings

MEP Solved 2019.03.27

4 In the MVAC
schematic
drawings, no
amount of
supplied fresh
air is label

2018.12.22 Improve
drawings

MEP Solved 2019.03.29

5 The power of
lighting
fixtures is not
consistent
between the
drawing sand

2018.12.24 Improve
drawings

MEP Solved 2018.12.24

6 Dust has
solidified in
PV panel

2018.12.24 Remove Dust
through water
sprinkling

MEP Solved 2018.12.31

7 Overheating of
solar PV
conductors
(cables)

2018.12.24 Troubleshoot
faulty wiring
system

MEP Solved 2018.12.31

8 Auditorium
lighting switch
is not working

2018.12.26 Modify the
installation

MEP Solved 2018.12.31

9 The amount of
fresh air is not
marked in the
drawings

2018.12.26 Improve
drawings

MEP Solved 2018.12.31

(continued)
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Table 1 (continued)

S. No. Issues Date Resolution Responsible
party

Status Action
deadline

10 Lamps are
required to
replace by
LEDs, as
required before

2018.12.26 Replace lamps
by LEDs

MEP Solved 2018.12.31

Table 2 Construction phase

S. No. Issue Date Resolution Deadline

1 The air ducts need to protect
well from dust before
construction

2017.06.29 Protect the air duct 2017.06.29

2 In auditorium area, the air
outlets need to protect

2017.07.05 Protect the air outlets 2017.07.07

3 The installation of wiring
supporter not meet the
specification

2017.08.30 Modify the installation 2017.09.06

4 All air vents need to be
cleaned well before
commissioning

2017.11.26 Protect the air vents 2017.11.30

5 The installation of lighting is
askew

2017.12.28 Modify the installation 2018.01.10

6 Unusual noise from one
terminal during operation

2018.02.12 Fix it or reduce noise by
methods

2018.02.17

7 One circuit cannot
self-locking when push the
button

2018.02.13 Re-connect the wiring 2018.02.17

8 One switch (classroom)
cannot turnoff

2018.02.13 Replace 2018.02.17

9 Two lighting circuits are
different as the design
drawings

2018.02.17 Modify the installation 2018.02.23

10 One emergency lighting (1F)
doesn’t light on when cutting
out the power

2018.02.17 Re-connect the wiring 2018.02.23

11 Readings on one thermostat
are difficult To read

2018.02.23 Calibrate thermostat 2018.02.27

12 Add labels for terminals as its
serving area

2018.02.23 Label each controllers with
its terminal

2018.02.27
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is given by a lot of three 2791 kW vacuum high-temperature water boilers. Table 3
shows the building energy analysis.

Table 3 Energy analysis of the building

Parameter Baseline case (ASHRAE
90.1–2010)

Design case

Roof U value (Btu/h f2 °F) 0.063 Btu/h f2 °F 0.05 Btu/h ft2 °F (150 mm thick
RCC slab + 75 mm thick XPS
over deck insulation)

Wall U value (Btu/h f2 °F) 0.124 Btu/h ft2 °F 0.11 Btu/h ft2 °F (U) (200 mm
thick AAC blocks)

Glazing U value (Btu/h f2 °F) 1.2 Btu/h ft2 °F (glazing
U-Value)

0.26

Glazing shading coefficient 0.29 (glazing shading
coefficient)

0.31

Window-to-wall ratio (%) 5.0 5.0

LPD parking (W/f2) 0.19 0.19

LPD corridor (W/f2) 0.66 0.66

LPD other space ASHRAE 90.1 Same as base case

EPD 9.35 W/ft2 Same as base case

Fenestration N/A 50% (glazing VLT)

Window-to-wall ratio 5.0% 5.0%

Elevator load Same as design case 228 kW

Escalator load 327 kW

Lighting power density (space
area method)

Corridor—0.66 W/ft2 0.66 W/ft2

Parking—0.19 W/ ft2 0.19 W/ft2

Other space: ASHRAE
90.1

ASHRAE 90.1

Occupancy 5800 ft2/Person 5800 ft2/Person

HVAC system 2 nos. equally sized
water-cooled centrifugal
chiller

2 nos. screw chiller + 4 nos.
centrifugal chillers

Coefficient of performance 6.17 Chiller (multiplex)—4.68

Centrifugal chiller—5.5

Fan power 0.0010 kW/cfm 0.0008 kW/ft3/min

Fan control Variable speed Variable speed
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Table 4 Proposed ECMs for
energy savings in the building

Proposed ECMs Energy savings (%)

Proposed design 11.38

Improved lighting in parking and corridor 12.1

Screw chiller COP 5.0 12.2

Centrifugal chiller COP 6.10 13.7

VSD-driven centrifugal chiller 14.9

VFD controlled pump 17.0

Centrifugal chiller COP 6.30 17.5

Centrifugal chiller COP 6.50 17.8

Screw chiller COP 5.50 17.97

3.2 Building Energy Optimization

The building analysis is done by energy simulation at first to provide the best suit-
able recommendation and renovation purpose of the building. The analysis simula-
tion input parameter result is present in the given Table 4. This analysis provides
insight about how the project shall perform and how the building’s energy systems’
performance integrated with each other. This simulation results also provides
results to assess how building shall perform in its various end uses like air condi-
tioning, lighting, miscellaneous equipment, pumps etc. Figure 1 shows the energy
consumption of building components.

It is prescribed to modify the air supply as indicated by the indoor CO2 level such
that it spares energy utilization. It is prescribed to set up an air source heat siphon
unit that supplies residential high temperature water as per the real needs to improve
energy productivity. It is prescribed to utilize numerous channels to freely control the
lighting in open territory, to rework the lighting in the zone, and to utilize the light
sensor to naturally control the daylight to accomplish energy investment funds. The

Fig. 1 Comparison of building energy components and its consumption
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garage and open region lighting are consistently on for 24 h leadingmisuse of energy.
Therefore, utilize microwave induction system and light detecting sensor in open-air
lighting of the carport by this lighting is consequently controlled off in the daytime.
Miscellaneous equipment consume 35% of total building energy incorporates PCs,
machines, refrigerator, individual space radiators and other clinic gear stacks typi-
cally served through ordinary electrical repositories. Container power does exclude
task lighting, gear utilized for HVAC purposes, open or shut refrigeration cases,
stroll in coolers and fridges, lifts and electrically operated clinic hardware. In order
to increase building operational, proposed ECMs if implemented can escalate the
building’s energy savings to 17.97%.

4 Conclusion

In this paper, the main purpose of the simulation is to find the possible energy savings
of the hospital layout as baseline. The result generated in the simulation is 17.97%
energy savings, and this percentage obtained is based on energy conservation and
management factors. The conclusions of the study are as follows:

1. Optimum utilization of the electricity, daylight energy savings, building enve-
lope, renewable energy generation and adopting it as amajor source of electricity
to the building are the parameters for energy efficiency and conservation.

2. In the process of energy conservation management techniques, design drawings
of the building are reviewed before construction and documents are issued.

3. All equipment specification, construction drawings, testing documents were
submitted by the main contractor. These documents focus particularly on
operating the interactions between equipment and systems.

4. The on-site inspection after 12 months to review the performance of commis-
sioned systems. As a result of commissioning work, the owner is satisfied with
the performance of both MVAC system and lighting systems.

As project’s commissioning for building equipment and systems succeed in
getting such achievements, the further energy analysis and optimization suggestion
would provide user the future trend and advanced technology.
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Fabrication of Metal-Doped Polymer
to Study Its Thermal and Mechanical
Properties

Isha Joon, Subhra Das , and Chandra Mohan Srivastava

1 Introduction

Polymers are abundant in nature, and they are found in all the living systems. Mate-
rials like paper, wood and leather all are part of polymers only. During early civi-
lization, all a man needed was food and shelter to protect him from extreme harsh
conditions of weather. These shelters were primarily made of wood, bamboo, dry
grass, animal skin/leather which may be classified as natural polymers [1, 2]. With
the changing need of the people, polymers have undergone major changes in its
fabrication technique, thereby leading to its usage in wide range of industries.

Natural polymers are having their intrinsic importance, but it is synthetic poly-
mers that are widely used in today’s lifestyle [3]. First manmade polymer was made
by modification of natural materials in nineteenth century, whereas fully synthetic
polymers were produced in twentieth century during chemical expansion. These
synthetic polymers are called plastics in modern society [4, 5]. Today, synthetic
polymers have become an important part of construction materials and many other
applications due to its superior properties like high compressible strength, corrosion
resistance, insulation properties and lower cost [6, 7].

Polymers together with ceramics are an important part of construction industry,
automobile industry and household product industry. The rapid growth of these poly-
mers is due to the availability of basic rawmaterials, ensemble of technical properties
specific for polymers such as lightweight, stability, strength and easy, efficient and
flexible processing methods [5, 8].
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Research in the field of polymer has taken a greater leap with new advancement
in technology and new inventions and metal-doped polymer (coordination polymer
type) is one of them [9]. The metal-doped polymers find its application in major
areas like aerospace industry, ship and building constructions because of high specific
and compressive strength [10, 11]. Fibres in the form of metals reinforcement are
the major reason for providing stiffness and strength to the composites. Several
researchers have put their efforts to improve the properties of polymer composite
based on the growing demand of the industry. Silica-epoxy nanocomposites are
showing significant enhancement ofmechanical properties such asYoung’smodulus,
tensile stress and yield stress with increasing particle loading. Fracture toughness of
silica-epoxy nanocomposite also increases with increase in particle loading [12].

The thermal conductivity of epoxy resin composites filled with combustion-
synthesized hexagonal boron nitride (h-BN) particles was found to be a factor of
particle size. Thermal conductivity increased with increase in filler content to a
maxima and then starts deceasing with the increase in filler content because of hori-
zontal orientation of h-BN particles at higher loadings [13]. Struzziero et al. [14]
developed amethodology for themeasurement of thermal conductivity of thermoset-
ting polymers during their cure. Researchers have also studied the impact of loading
epoxy resin with silicon carbide nanowires and had reported 106% enhancement in
thermal conductivity [15].

In this paper, an attempt has been made to fabricate metal-doped polymer with
the expectation to improve its mechanical and thermal properties. The metal-doped
polymer has been fabricated using epoxy resin as base polymer which is doped with
aluminium powder. Hand layup technique has been used for the fabrication of the
polymer. This technique is quite cost-efficient and requires less tool to fabricate
polymer in a smaller scale [6, 16]. Thermal and mechanical properties of the metal-
doped polymer thus synthesized are studied and compared with epoxy resin and
polyvinyl chloride (PVC).

2 Materials and Methods

2.1 Material Used

Polymer used: Epoxy resin.

Metal used: Aluminium. The main reason for combining aluminium with epoxy is
because of its availability, high thermal conductivity, malleability and ductility.

Hardener used: Xin-900.
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2.2 Fabrication Technique of Epoxy Resin

Hand layup technique has been used for fabrication of epoxy resin [6, 17].

Step I: Mould preparation: A simple wooden sheet covered with plastic sheet is
used to prepare the mould. The mould of required size is cut out of cardboard sheet
and is fixed on the wooden sheet using cello tape. Clay is applied inside the mould
to lock it from every corner so that there is no leakage. Mixture when poured in this
mould can take desired shape.

Step II: Mixture Preparation: Resin and hardener were taken in the ratio of 5:4.
The resin is poured in a dry beaker. It is heated on a hot plate. The resin is rotated
with glass rod in a slanted manner in order to remove air bubbles. Resin is removed
from hot plate time to time so that it does not start decomposing. Temperature of
resin should not exceed 70 °C else it starts decomposing. After removal of all air
bubbles, the resin is removed from hot plate and hardener is then added slowly by
continuously stirring the mixture to form a homogeneous mixture. The mixture is
heated again for a few minutes so that excess moisture can be removed.

Step III: Sample Preparation: After removing the mixture from hot plate, it is
poured into the mould and is spread evenly in a Long Line form. After pouring the
sample in mould, the wooden plate is tapped gently along a table or slab so that
any air bubble formed during pouring is removed and the mixture does not become
brittle.

Polymerization: The mixture is allowed to set at room temperature for about 3–
4 h. Then it is kept in oven for 24 h at temperature between 24 and 26 °C so that
polymerization takes place completely. If polymerization is not complete (i.e. after
removing sample from the mould it bends easily), then it is again kept in oven for
12 h at same temperature. After solidification, post-curing is done by putting the
solidified sample at 40–50 °C in oven for 24 h more.

Step IV: Cutting of Sample: The sample is then cut using a cutter into desired shape
and size.

2.3 Fabrication Technique of Metal-Doped Polymer

Hand layup technique has been used to dope aluminium to epoxy resin [16]. The
steps to prepare a sample are described below:

Step I: Mould preparation: A simple wooden sheet covered with plastic sheet is
used to prepare the mould. The mould of required size is cut out of cardboard sheet
and is fixed on the wooden sheet with the help of tape. Clay is applied inside the
mould to lock it from every corner so that there is no leakage. Mixture when poured
in this mould takes desired shape.
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a b

Fig. 1 a Powered form of sample, b mixture poured in mould

Step II:Mixture Preparation: A beaker is taken and dried completely. No moisture
should be present inside the beaker as it will lead to bubbles formation inside the
resin. The resin is being poured in the beaker. It is being heated on hot plate and is
rotated with glass rod in a slanted manner to remove air bubbles. It is removed from
hot plate time to time so that it does not start decomposing. Temperature of resin
should not exceed 70 °C else it can start decomposing.

Addition of Metal: After removal of air bubbles, the resin is allowed to cool a little
and then hardener (28 ml) is added slowly by continuously stirring the mixture to
form a homogeneous mixture. The resin and hardener should be taken in a ratio of
5:4. After addition of hardener, it is heated again for few minutes more and metal is
added slowly by continuously stirring the mixture.

Step III: Sample Preparation: After removing the mixture from hot plate, it is
poured into the mould and is spread evenly in a long line form as shown in Fig. 1.
After pouring the sample in mould, wooden plate is tapped gently along a table or
slab so that any air bubble formed during pouring is removed and the mixture does
not become brittle.

Polymerization: The mixture is allowed to set at room temperature for about 3–
4 h. Then it is kept in oven for 24 h at temperature between 24 and 26 °C so that
polymerization takes place completely. If polymerization is not complete (i.e. after
removing sample from the mould, the sample bends easily), then it is again kept in
oven for 12 h at same temperature.

Step IV: Cutting of Sample: The sample is then cut using a cutter into desired shape
and size as shown in Fig. 2. A schematic diagram for the fabrication technique is
shown in Fig. 3:
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a b c

Fig. 2 a Sample A, b Sample B and c Sample C

Fig. 3 Fabrication technique for epoxy resin doped with aluminium

3 Characterization Techniques

Three samples were prepared with different concentration of aluminium in epoxy
resin, viz. Sample A (with 1%wt. metal in polymer), Sample B (with 3%wt. metal in
polymer) and Sample C (with 5% wt. metal in polymer). A simple heat transfer test
was conducted in laboratory to check thermal characteristics of the three samples.
Three samples were kept under a solar simulator in such a way that only the top
surface receives heat and the bottom is exposed to ambient air. Temperatures of top
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Fig. 4 Simple heat transfer
analysis for Samples A, B
and C

and bottom surfaces were measured at an interval of 15 min and are plotted in Fig. 4
to identify the sample which transfers heat efficiently.

It was observed that Sample C outperformed other two samples. Hence, only
Sample C was sent to various laboratories for characterization.

3.1 Dynamic Mechanical Analysis (DMA)

Sample C of metal-doped polymer was first sent for dynamic mechanical analysis at
Netaji Subhas Institute of Technology, New Delhi.

Composition of Sample C

Total polymer = 63 ml (9 cm/7 cm/1 cm = vol of mould).

Resin + hardener = 35 + 28 ml.

Metal = 5% of 63 ml = 3.15 ml.
The rheological material behaviour of the sample is measured as a function of

temperature.
TheDMAcurve for epoxy resinmeasured at a temperature range of 30.5–93.75 °C

is shown in Figs. 5 and 6. From the graph, it is clear that the drop in storage modulus
(E′) and peak in damping factor between 60 and 70 °C is due to glass transition
temperature (Tg) of the polymer. This drop indicates that the polymer starts melting
after this temperature. It can be concluded that melting point of the metal-doped
polymer is around 60 °C and thus can used for applications requiring temperature
below 60 °C. In Fig. 5, the viscoelastic properties were studied and the results are
shown in graph. In the graph, it is clear that the value of G′ is more than G′′. The
drop in storage modulus of the sample is due to the thermal relaxation of the polymer
chain.

Glass transition temperature Tg is also observed between 30 and 60 °C which
are called beta and gamma transitions. The reason for these transitions is due to the
internalmotionof polymermixture as opposed to large scalemotion that accompanies
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Fig. 5 Storage modulus G′
and Loss Modulus G′′ as a
function of temperature

Fig. 6 Loss factor for
Sample C as a function of
temperature

the Tg. These small transitions are very difficult to observe in differential scanning
calorimetric technique but can be observed clearly inDMA.These transitions are very
important as they help to determine resistance of the polymer. The glass transition
temperature of the metal-doped polymer (Sample C) has shown a significant growth
as compared to a polymer without metal whose Tg is less than 60 °C.
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Fig. 7 Tensile stress as a
function of tensile strain for
Sample C

3.2 Tensile Strength

The Sample C has been tested for thermal conductivity, compressive strength
and tensile strength at Laboratory for Advanced Research of Polymeric Materials,
Bhubaneswar (LARPM).

When tensile strain is low, the sample obeys Hooke’s law to a reasonable approxi-
mation, so that stress is proportional to strain as shown in Fig. 7.As strain is increased,
the sample slowly deviates from this linear proportionality and this corresponds to
0.5% tensile strain. This nonlinearity is usually associatedwith stress-induced plastic
flow in the sample. In this stage, the material undergoes rearrangement of its internal
molecular or microscopic structure, in which atoms are moved to new equilibrium
positions. Materials lacking this mobility are usually brittle rather than ductile. It has
been observed that tensile stress that the sample can withstand at maximum load is
38.3 MPa.

3.3 Compressive Strength

The compressive strength is the measurement of pressure that the sample can with-
stand by putting a considerable amount of weight on it [7]. A weight placed on the
sample at a particular point and the compression of the sample is noted down till
it reaches its breaking point. The compressive strength test has been conducted on
Sample C at 23 °C. A maximum load of 28,824 N has been applied on the polymer,
and corresponding stress has been observed. From Fig. 8, it is observed that that the
Sample C is the able to bear stress around 55 MPa with less than 1 mm of compres-
sive extension in the sample; beyond this point with the increase in compressive
stress, there is stretching of the polymer. The stretching continues till stress reaches
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Fig. 8 Compressive stress
of Sample C as a function of
compressive extension

Table 1 Thermal
conductivity of metal-doped
polymer (Sample C)

Thickness of
the sample
(cm)

Temperature
(°C)

Thermal
resistance
(m2K/W)

Thermal
conductivity
(W/mK)

0.3450 32.89 2.05e−002 0.168

0.3450 42.91 1.85e−002 0.187

0.3450 53.04 1.79e−002 0.193

153.6 MPa which corresponds to the break point for the aluminium-doped epoxy
resin.

3.4 Thermal Conductivity

Sample C was sent to LARPM to conduct thermal conductivity test. Table 1 gives
thermal conductivity and thermal resistance of sample at different sample temper-
ature. It is observed that thermal conductivity of aluminium-doped epoxy resin
increased with increase in temperature.

4 Comparing Properties of Aluminium-Doped Epoxy Resin
with Epoxy Resin and Polyvinyl Chloride

The tensile strength, compressive strength and thermal conductivity of aluminium-
doped epoxy resin are compared with that of epoxy resin and polyvinyl chloride
(PVC) and are given in Table 2. It is observed that tensile strength of aluminium-
doped epoxy resin increased by 16%, compressive strength increased by almost
43% and thermal conductivity increased by 12%. This shows that there is significant
increase in thermal and mechanical properties of epoxy resin due to metal doping.
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Table 2 Tensile strength,
compressibility and thermal
conductivity of metal-doped
polymer, polyvinyl chloride
(PVC) and epoxy resin

Properties Metal-doped
epoxy resin

PVC Epoxy resin

Tensile
strength (MPa)

38.302 52 [18] 33 [19]

Compressive
strength (MPa)

153.69 66.18 [20] 68.94 [21]

Thermal
conductivity
(W/mK)

0.168 0.16 [18] 0.15 [13]

The properties of aluminium-doped epoxy resin are compared with PVC which
is commonly used in various industrial applications. It is observed that metal-doped
epoxy resin has higher thermal conductivity and compressive strength than PVC but
lower tensile strength.

5 Conclusions

This paper has dealt with fabrication and characterization of metal-doped polymer.
For the fabrication of metal-doped polymer, epoxy resin is used as base polymer to
which aluminium powder is added. Hand layup technique is used to fabricate the
metal-doped polymer because of its simple and cost-effective technique.

Initially, three samples were made with different concentration of aluminium
in epoxy resin (1 wt%, 3 wt% and 5 wt%). The samples were tested under solar
simulator to test for heat transfer through these samples. It was observed that Sample
C having 5 wt% concentration of aluminium in epoxy resin transfers heat efficiently
compared to other two samples. Sample C was then sent to various laboratories for
further characterization.

DMA of Sample C suggests that melting point of the sample is around 60 °C and
thus is suitable for applications which require temperature below 60 °C. The glass
transition temperature of aluminium-doped epoxy resin (Sample C) is 60 °C.

It was observed from tensile strength test that tensile stress that Sample C could
withstand at maximum load is 38.3 MPa. The compressive strength test on Sample
C reveals the fact that sample can bear stress around 55 MPa with less than 1 mm of
compressive extension in the sample, and beyond this level, stretching of polymer
was observed with the increase in compressive stress. The stretching continues till
stress reaches 153.6 MPa which corresponds to the break point for the polymer.
Thermal conductivity of aluminium-doped epoxy resin (Sample C) increased with
the increase in temperature. It was observed that thermal conductivity varied from
0.168 to 0.193 W/mK.

Significant improvement in thermal and mechanical properties was observed
in aluminium-doped epoxy resin in comparison with normal epoxy resin. Tensile
strength increased by 16.06%, compressive strength increased by 121.93% and
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thermal conductivity increased by 12%. Also, a comparison of these properties with
PVC shows that tensile strength of Sample C is less than PVC but compressive
strength and thermal conductivity of Sample C are more than that of PVC. Thus,
it can be concluded that thermal and mechanical properties of epoxy resin can be
enhanced by doping aluminium.
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Investigation on Heating Load
for Polyhouse Located in Agra: A Case
Study

Pankaj Kumar , Amit Yadav , Anil Kumar , Nitin Yadav ,
and Ashok Yadav

1 Introduction

Protected cultivation is a specific horticultural framework where plants are devel-
oped by methods for controlling their typical habitat to drag out the collecting
time frame, improve item quality, balance out creation, and give items when open
field cultivation is limited [1]. Polyhouse development has extended during the most
recent couple of years around the globe of various territories due to restriction of
the ecological conditions. The general target of protected cultivation is to modify
the habitat, through various procedures to identify the ideal habitat the condition
of the harvest. In specific locations, the limitation of solar radiation or the insur-
ance against the wind, slope, or other environmental conditions is additionally the
goal of protected cultivation. Protected cultivation is additionally utilizing accessible
soil, water, energy, space, and climatic assets; for example, sun-oriented radiation,
humidity, temperature, and carbon dioxide present in the environment. Modern poly-
houses are furnished with different warming and cooling gadgets, for example, radi-
ators, coolers, fans. Since warmers and coolers expend a considerable measure of
energy in inadequately protected polyhouses, sparing the energy has been a signifi-
cant assignment for producing the agro-items, especially in long periods of high oil
costs. Polyhouse cultivating is gradually picking up prevalence in India as well. A
farmer can make immense benefits from polyhouse cultivating [2]. Be that as it may,
numerous individuals do not know about polyhouse or even nursery; thus, through
this study, they will become more acquainted about polyhouse and its advantages.
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Polyhouse cultivations are significantly gaining popularity in India too to nourish-
ment creation, yet require a lot of vitality to keep up theirmicroclimate in localeswith
cruel atmospheres. This paper evaluated the internal heating load required to main-
tain ideal conditions for a polyhouse nurseries situated in DEI, Agra, during winters
utilizing inside temperature changes and heat transfer coefficients. Polyhouse nurs-
eries have a significant job in supporting stable vegetable production and supply
in everywhere throughout the world. In any case, one of the significant limitations
of nurseries is their energy cost because an appropriate microclimate for vegetable
productionmust bemaintained regardless of extreme climate conditions, particularly
in winter [1, 2]. The increase of the world population and energy consumption has
directed researchers and scientists to produce an ample quantity of food and energy by
mistreatment different sources. Additionally, climate changes and inadequate water
resources reveal that protected cultivation in 493 greenhouses has become the favored
thanks for develop the agricultural sector. Polyhouse production is distributed, taking
advantage of favorable climate (air temperature, ratio, and lighting) whereas keeping
the operational price at a minimum [3].

The worldwide protected cultivation was 280,000 ha (without taking into consid-
eration China wherever the area coated is calculated in 1,250,000 ha) in 2002. In
Europe, the entire space of protected cultivation in 2005 is predictable to 126,000 ha
[4]. The European nation is in the first place with 38% of the entire E.U. space
of protected cultivation installations, followed by European nations with 22%.
In contrast, Greece is within the sixth place with only 4%. Regarding Greece,
protected cultivation production represents one among the foremost essential sectors
of agriculture [5].

2 Material and Methods

2.1 Description of Polyhouse

A polyhouse generally referred to as a polytunnel has semi-circular, square, or elon-
gated in form. It is made of steel structure and covered with polythene. The inside
heats up as a result of incoming radiation from the sunwarms plants, soil, and alterna-
tive things within the building quicker than heat will escape the structure. Air warm
by the heat from hot interior surfaces is preserved within the building by the roof
and wall. Temperature, humidness, and ventilation are controlled by instrumentation
mounted within the polyhouse or by manual gap controlling of vents. Polyhouses
are employed in temperate regions in similar ways that to glass greenhouses and
row covers. Polyhouses are accustomed to providing a higher temperature or humid-
ness than that is out there within the space. However, they may also shield crops
from intense heat, bright daylight, winds, hailstones, and cold waves. It enables
fruits and vegetables to be fully grown from time to time typically in the off season;
market gardeners usually use polyhouses for season extension. The most purpose
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of polyhouse is to form a microclimate that simulates the temperatures and alterna-
tive weather conditions of a location. Every aspect influencing a crop is controlled
in an exceedingly polyhouse. Polyhouses are usually employed in horticulture and
plant nurseries because the revenue price of the plants will justify the expense [2,
6]. There is a range of polyhouses regarding form, dimensions, and materials used
for frame and coverage. Most conventional materials for the greenhouse frame are
wood, aluminum, and steel, whereas for coverage are synthetic resin. The selec-
tion of polyhouses depends upon climate conditions specific location, technological
development, economy characteristics, and also the nature of the crop. Because of
the ecological management framework, polyhouse are of two categories: (1) Natural
aired polyhouse—this sort of polyhouse or nursery does not have any ecological
management framework except adequate ventilation to spare the harvests from unfa-
vorable environmental conditions. (2) Environmental controlled polyhouse—they
are developed primarily to expand the developing time of harvests or to create the
slow time of the year yield by dominant the sunshine, temperature, dampness, and
so on [7]. The adjustment of every variable influencing the indoor surroundings
of a polyhouse could be an effective procedure. The dynamic behavior of poly-
house climate could be a combination of physical processes involving energy and
mass transfer happening within the polyhouse further as between the polyhouses
and also the outside surroundings. These processes depend upon the surface climate
conditions, the polyhouse structure, kind and growing part of the plant. Typically,
ventilation and heating will be accustomed to modifying within the temperature,
humidness, and CO2 concentrations, whereas shading and artificial lightweight to
boost radiation conditions for the plants [8]. The structure of a polyhouse typically
is not sufficient to stay within air temperature at an acceptable level for optimum
growth, particularly in a cold climate.

Additionally, the shortage of heating systems has adverse effects on the yield,
cultivation time, quality, and quantity of the polyhouse products; therefore, auxiliary
heating systems must be needed [3]. Heating systems square measures either of
local or central. Local heating systems accommodate heaters from biomass, diesel,
or paraffin, or maybe electricity. On the opposite hand, heating system systems used
alone or together, looking on depending on the particular polyhouse installation [9].

2.2 Construction and Methodology

Single span polyethylene plastic is chosen for this study. Experimental polyhouse is
wrapped of a single-layered sheet of 4-mm-thick polyethylene film. It is installed in
the cultivation division of DEI Agra (27.1767° N, 78.0081° E). A variety of models
for polyhouse calculations are developed that classified as static, dynamic, and inter-
mediate. Static models calculate energy consumption through overall thermal losses.
They are simple, and their precision is restricted (±25% error). Dynamic models, on
the other hand, show precision exactness (±10% error); however, they are compli-
cated and challenging using in simulation over long periods [8]. Static models have
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Fig. 1 Measurements of experimental polyhouse

Fig. 2 Front view of experimental polyhouse [11]

been used to calculate the heating load of a reference polyhouse in Dayalbagh Educa-
tional Institute, Agra. Calculations were performed using meteorologic information
(ambient air temperature, etc.), besides as thermal characteristics of the cover mate-
rial. The necessary meteorologic data for the calculations data of heating loads
(ambient air temperature with the help of RTD PT100 temperature indicator, the
thickness of the sheet using a vernier caliper, etc.) are measured.

The polyhouse has dimensions of 12.40 m × 7.80 m × 5.23 m (Fig. 1). Total
covered area is 104.34 m2 with 460 m3 volume. Covering material is synthetic
resin plastic (PE). The interior climate conditions consult with the optimum growing
conditions for the plants that range from 25 to 32 °C for the day hours. Hence, in
our calculations, the internal reference temperature to be maintained once removing
additional heat from polyhouse is 30 °C [2, 10] (Figs. 2 and 3).

2.3 Measurement and Energy Analysis

The internal atmospheric temperature and outside air temperature were measured
using the RTD PT100 temperature sensor. This sensor is connected with a digital
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Fig. 3 Side view of experimental polyhouse [11]

temperature indicator that shows the temperature with a resolution of 0.1 °C. Sensors
were placed at gutter height, to avoid the shading from the crop. Temperatures were
recorded at three distinct locations; at the center, and the other two are at a distance of
one meter from north faced and south faced walls. All three locations are in a straight
line within the polyhouse. Observations were recorded at an interval of 2 h from 8
am to 6 pm placing the sensor at 2.0 m altitude to avoid any temperature variation.
Daily average temperature recorded is given in Table 1. Other measurements like
height, length, width were measured using a 10-m-long measuring tap.

Volume Calculation [12, 13]
For the measurement of volume, polyhouse is divided into two parts, so that, the
volume can be calculated easily. Part 1 is cuboid of size 12.4 m × 7.8 m × 3.45 m,
whereas Part 2, is a Quonset having a width of 7.8 m, length 12.4 m, a radius of
curvature 5.16 m and central incident angle of curvature is 98.17° (Fig. 4).

Volume of Polyhouse = Volume of Part 1 + Volume of Part 2

= lbh + [(
Pi ∗ θ ∗ R2 ∗ l/360

) − {b ∗ (R − h1)/2}] ∗ l

where

l = length of polyhouse = 12.4 m

b = width of polyhouse = 7.8 m

H = total height of polyhouse = 5.23 m

h = Side height of polyhouse = 3.45 m

Pi = 3.143

θ = angle of intercept at center by curved part 2 = 98.17°, [12]
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Table 1 Daily average temperature and heating load

Day Average
temperature in
°C

Heating load
(KW)

Day Average
temperature in
°C

Heating load
(KW)

1-Dec-19 26 17.7378 16-Dec-19 20 4.43445

2-Dec-19 28 8.8689 17-Dec-19 18 53.2134

3-Dec-19 27 13.30335 18-Dec-19 22 35.4756

4-Dec-19 29 4.43445 19-Dec-19 19 48.77895

5-Dec-19 28 8.8689 20-Dec-19 21 39.91005

6-Dec-19 27 13.30335 21-Dec-19 23 31.04115

7-Dec-19 29 4.43445 22-Dec-19 18 53.2134

8-Dec-19 27 13.30335 23-Dec-19 17 57.64785

9-Dec-19 28 8.8689 24-Dec-19 21 39.91005

10-Dec-19 26 17.7378 25-Dec-19 18 53.2134

11-Dec-19 27 13.30335 26-Dec-19 17 57.64785

12-Dec-19 28 8.8689 27-Dec-19 16 62.0823

13-Dec-19 24 26.6067 28-Dec-19 19 48.77895

14-Dec-19 23 31.04115 29-Dec-19 21 39.91005

15-Dec-19 25 22.17225 30-Dec-19 15 66.51675

Month’s average temperature in °C 22.9

December’s average heating load in KW 31.484595

Fig. 4 Schematic diagram of experimental polyhouse [11]

R = radius of curver part 2 = 5.16 m, [12]

I.e., Volume V = 460 m3 (Approximate).
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Heat flow rate in the polyhouse [14, 15]
The required heating load formaintaining the ideal environmentwithin the polyhouse
is calculated using Fourier’s law of heat transfer [16].

Q = −K ∗ A ∗ dT/dx

where

Q = Heat flow rate per second in kW

A = Surface are of Polyhouse = 104.34 m2, [12]

K = Thermal conductivity of polyethylene sheet = 0.17 W/m k, [13], 15]

dT = Temperature difference b/w inside and outside of the polyhouse

dx = thickness of polyethylene sheet = 4 mm.

3 Results and Discussion

Measurements were carried out during daylight hours for December 2019. The
monthly average temperature was significantly lower than inside the polyhouse
(22.9 °C) compared to the required average environmental temperature (30 °C)
that generates a heating load of 31.5 kW. The lowest temperature was observed on
30/12/2019, where it was 15 °C that generates a heating load of 66.12 kW. In contrast,
themaximum temperature was observed on 07/12/2019, where it was 29 °C, which is
very close to the required temperature range and generates a heating load of 4.43 kW
(shown in Table 1 and Fig. 5).
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Fig. 5 Warming load pattern and temperature pattern throughout the month
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4 Conclusion

The present study on heating loads of polyhouses is focused on—460 m3 volume
polyhouse used for potato cultivation. Potato is a dominant crop cultivated in the
northern part of India. Meteorological data such as air temperature, solar radia-
tion, humidity, and wind speed are in high temporal resolution (semi-hourly). Static
models calculate energy consumption through the total thermal losses methodology
is used to determine heating load requirements. Results show that the heating load
during the whole month is quite realistic and easy to achieve with an average value
of 31.5 kW. The after-effects of all heating loads vacillations during the long stretch
of December are comparative.
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Levelized Cost Computation of Novel
Thermoelectric Modules

Pradyumn Mane and Deepali Atheaya

Nomenclature

TEG Thermoelectric generator
ZT Figure of merit of thermoelectric module
η Performance efficiency
Pgen Power generated by thermoelectric module
V Thermoelectric voltage
R Internal resistance
RL Load resistance
m Ratio of load resistance to internal resistance
Sp Seebeck coefficient of p-type thermoelectric material
Sn Seebeck coefficient of n-type thermoelectric material
�T Temperature difference
A Area of the metallic plate
F Fill factor
L Length of thermoelectric leg
σ p Electrical conductivity of p-type thermoelectric material
σ n Electrical conductivity of n-type thermoelectric material
G Cost-performance metric
C Total capital cost
ρ Density of thermoelectric material
CB Thermoelectric material cost
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CM Thermoelectric manufacturing cost
CA Areal manufacturing cost
CHX Cost of heat exchangers
U Heat transfer coefficient
Cp Capital cost of p-type thermoelectric leg
Cn Capital cost of n-type thermoelectric leg
LCOE Levelized cost of energy
C′ Overnight capital cost
Ot Operation cost for a lifespan of t years
Mt Maintenance cost for a lifespan of t years
Ft Fuel cost for a lifespan of t years
Et Energy generated for t years
r Discount rate
t Duration in years
Pgmax Maximum power generation
Gmax Maximum cost-performance metric

1 Introduction

Thermoelectric generator (TEG) uses Seebeck principle and converts thermal energy
directly into electricity, without using any moving parts [1]. Thermoelectric couple
is a pair of thermoelectric legs. Thermoelectric couples connected in series form
a thermoelectric module or TEG. TEG has applications in automobiles, industries,
deep space exploration, thermal power plants, military, etc. It has longer lifespan,
weighs less than a battery, has no moving parts, makes no noise and is a convenient
power source.

In spite of longer lifespan, TEG face many commercialization challenges due
to high material cost and low performance efficiency. Efficiency of typical TEG
remains below 10% and has limited applications due to high toxic materials and
manufacturing challenges of such materials [2]. Zhang et al. [3] have reported that
organic thermoelectric materials were cost effective, easy processing and non-toxic.
They have also suggested that organic polymer thermoelectric materials showed
lower performance efficiency than inorganic thermoelectric materials. Wang et al.
[4] suggested that the system performance with organic polymer-inorganic thermo-
electric composites was good. Developments in nanotechnology resulted to achieve
efficient thermoelectric materials [5]. Li et al. did a comprehensive review on the
recent progress of two-dimensional nanomaterials for bulk and thin-film thermo-
electric materials [6]. An extensive review of the thermoelectric characteristics of
bulk phases of boron nitride, boron nitride nanotube, boron nitride nanoribbon, boron
nitride quantumdots and boron nitride compositeswas presented by Sharma et al. [7].
Recently, superconductivity andmagnets showed significant increase in performance
efficiency of TEG [8–11].
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Fig. 1 Global
thermoelectric generator
market revenue, 2015–2021
(USD Million)
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Many automotive companies like BMW, Honda, Ford, GM, Toyota, etc., have
showed their interest in TEG to convert exhaust waste heat into electricity. This
technology was experimentally verified to achieve fuel efficiency of 25–50% [12].
Alphabet energy invested $49.5 M into low-cost thermoelectric generator for indus-
trial applications [13]. Their product named E1 had efficiency of 2.5% during its
launch in 2014. The company assures that with further research and development,
E1will reach efficiencyup to 10%.UsingE1, thermoelectric generator saves 50,000L
of diesel fuel annually. NASA used radioisotope thermoelectric generators (RTGs)
to power Voyager spacecrafts, Curiosity rover, Cassini spacecraft, New Horizons
spacecraft, etc. [14, 15]. RTGs developed and used by NASA had efficiency of 3–7%
and development cost of more than $83 M for each space missions. Thermoelectric
generators have lifespan of minimum 10 years and can go up to 50 years without
maintenance [15].

A research on global thermoelectric generator market was carried out by Zion
Market Research [16]. The study provided historic data of year 2015 and forecasted
for 2016–2021 on basis of revenue (USD Million) (Fig. 1). It displayed global ther-
moelectric generator market revenue from 2015 to 2021. The global thermoelectric
generator market was valued at $279.3 M in 2015 and expected to be valued at
$610 M in 2021, growing at a compound annual growth rate (CAGR) of slightly
above 13.8%.

The studywas carried by segmenting themarket basedon regions, applications and
sources. The results indicated that TEG market is growing globally. North America
was a leading region for thermoelectric generator market followed by Europe and
Asia Pacific where Asia Pacific expected to show promising growth in upcoming
years due increased demand of TEG by automotive manufacturers and industries.
Applications of TEG in automotive, industrial, aerospace and defense sectors were
studied. Applications of TEG in automotive sector shared the largest TEG market
share of 57.8%, whereas TEG in industrial sectors expected to grow moderately
in upcoming years. The research analyzed that the global thermoelectric generator
market was dominated by waste heat recovery systems and expected to grow over
the estimated period.

LeBlanc et al. [2] investigated fabrication cost, device efficiency and commercial
feasibility of 30 thermoelectric materials. They have also evaluated manufacturing
process and system cost was also evaluated to provide product development and
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commercial feasibility contexts. Optimization and analysis of novel thermoelec-
tric module were proposed by Mane and Atheaya [17]. The simulated results indi-
cated Pb1−xMgxTe0.8Se0.2 and n-type PbTe, Pb1−xMgxTe0.8Se0.2 and CoSb3−xTex,
Cu12Sb4S13 and CoSb3−xTex thermoelectric modules to show efficiency above 10%.
This research paper analyzes the cost for these novel thermoelectric modules, esti-
mating the levelized cost of TEG integrated thermal power plant and comparing the
TEG with other renewable sources are the novelty of this research paper.

2 Manufacturing Process Used for TEG Production

Manufacturing is a major challenge for TEG. The manufacturing process for ther-
moelectric devices varies based on the type of thermoelectric material. Figure 2
displays typical manufacturing process flowchart for TEG [18]. Ball mill and spark
plasma sintering (SPS) are the typicalmachineries used in themanufacturing process.
The ball mill is a type of grinder used to grind and blend materials for use in
mineral dressing process, paints, ceramics and selective laser sintering. Spark plasma
sintering machine uses spark plasma sintering technique which sends pulsed or
un-pulsed DC or AC current through the graphite die. Thermoelectric materials
are synthesized through ball milling powders of the constituent elements. In the
ball milling process, the constituent elements are completely mixed. Then, they are
consolidated into ingots through hot pressing or spark plasma sintering. The consol-
idation process depending upon the thermoelectric operating temperature may occur
at higher temperature (1000 K) in order to densify the material.

Fig. 2 Steps for manufacturing of TEG
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The ingots are then diced to form the thermoelectric legs, and the material brit-
tleness would be a primary concern in this step. Any chipping of a thermoelectric
leg changes the leg surface area and influences both the leg’s thermal and elec-
trical resistance. This in turn affects the system’s performance, particularly, when
the geometry of each leg not same. Connections are made between thermoelectric
legs and conductive metal plate. Achieving perfect contact at the interface is a major
challenge. Microscopic roughness on the surfaces forms air-filled voids when the
surfaces are pressed together. These voids decrease the surface area that is actually
in contact. Potential surface coatings, such as oxides or other impurities, affect both
the thermal and the electrical conductivity over an interface. The magnitude of the
thermal contact resistances is decreased by minimizing the area of the voids, either
by smoothing or softening the surfaces, or by increasing contact pressure. Another
way to lower contact resistances is by filling the voids with a material with high
conductivity. A thin layer of thermal grease or graphite is commonly used to fill the
voids and enhance thermal contacts. Such a material has far better thermal conduc-
tivity than air, but much lower thanmetals. A commonmethod for lowering electrical
contact resistances is to cover the surface with a soft, electrically conducting mate-
rial that is resistant to oxidization. A technically beneficial but expensive choice of
coating material is gold. Studies shows, nickel (Ni) to be a best cost-efficient mate-
rial to connect the semiconductor–metal surfaces [19]. Nickel (Ni) is electrically
conductive material, resistant to oxidization, has diffusion ability, cost efficient and
manufacturability of connection. The completed module is tested with X-ray diffrac-
tometer (XRD), laser flash apparatus (LFA), DC four-probe method and differential
voltage to verify the phase structures, thermal conductivity, electrical conductivity
and Seebeck coefficient, respectively.

3 Cost Analysis of Novel Thermoelectric Modules

In this research paper, three novel thermoelectric modules are proposed on basis
of the simulation results achieved in previous research work. Table 1 indicates the
thermoelectric materials and efficiency achieved in the simulation [17].

Here, ZT is the unitless figure of merit of thermoelectric module whose value
important to identify the efficiency of thermoelectricmodule. The temperature differ-
ence was set at 800 K and 300 K at hot terminal and cold terminal, respectively. The
power generated by thermoelectric modules is calculated by following [10].

Table 1 Simulation results
of the proposed
thermoelectric modules

Thermoelectric materials ZT η (%)

P-type material N-type material

Pb1−xMgxTe0.8Se0.2 n-type PbTe 1.30 17

Pb1−xMgxTe0.8Se0.2 CoSb3−xTex 1.20 16

Cu12Sb4S13 CoSb3−xTex 0.6 10
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Pgen =
[
V 2

R

]
m

(m + 1)2
(1)

where thermoelectric voltage (V ) is defined to product of Seebeck coefficients of
p-type thermoelectric material and n-type thermoelectric material with temperature
difference, i.e., (Sp − Sn)�T. The ratio of load resistance (RL) to internal resistance
(R) is defined to be m. The internal resistance is formulated by following [10].

R =
{
2L

AF

}[
1

σp
+ 1

σn

]
(2)

where L is the length of the thermoelectric leg and A is the area of the metallic
plate onto which thermoelectric legs are electrically and thermally connected. The
σ p and σ n are electrical conductivities of p-type and n-type thermoelectric materials,
respectively. Fill factor (F) is the ratio of the area covered by thermoelectric material
to plate area. To identify an optimum geometry of thermoelectric module, cost-
performance metric (G) is formulated by following [10].

G =
[

C

Pgen

]
(3)

where C is the total capital required to manufacture TEG. This capital is sum of
thermoelectric material cost (CB), thermoelectric manufacturing cost (CM), areal
manufacturing cost (CA) and cost of heat exchangers (CHX ) and also depends upon
the plate area, fill factor, heat transfer coefficient (U) and density of thermoelectric
material. Cp and Cn are the capital cost of p-type and n-type thermoelectric legs
whose sum determines the total capital cost of TEG [10].

Cp = [(
CB,p + CM,p

)
ρpL p + CA,p

] × AF + CHX ×U A (4)

Cn = [(
CB,n + CM,n

)
ρn Ln + CA,n

] × AF + CHX ×U A (5)

C = Cp + Cn (6)

Levelized cost of energy (LCOE) is often used to estimate the cost to generate
electricity. Typically, LCOE is the ratio of total cost to power generated throughout
its lifespan. The total cost includes the maintenance, financial discount, uptime, etc.,
for the system’s lifespan. Determining LCOE is application-specific due to its input
parameters and is formulated by following [10].
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LCOE = C ′ +
∑n

t=1(Ot+Mt+Ft )
(1+r)t∑n

t=1 Et

(1+r)t

(7)

where C′ is the initial investment or overnight capital cost and Ot , Mt , Ft are oper-
ating, maintenance and fuel cost, respectively, for a lifespan of t years. The Et is the
energy generated for t years and r is the discount rate. The unit for LCOE is $/MW
h, whereas for cost-performance metric it is $/W [10]. The units for thermoelectric
material cost, thermoelectric manufacturing cost, areal manufacturing cost and cost
of heat exchangers are $/kg, $/kg, $/m2 and $/(W/K), respectively.

4 Methodology

Figure 3 displays the flowchart of methodology which was followed throughout this
research. The values for the length of thermoelectric leg, plate area and fill factorwere
considered to be 10 mm, 55 mm2 and 0.91, respectively [17]. For determining the
power generation, the ratio of load resistance to internal resistance was considered
to be 1, i.e., defined to be maximum power generated and �T was considered to be
500 K. The methodology was divided into three major categories: cost analysis of
novel thermoelectric module, cost analysis of TEG integrated thermal power plant
and comparison of TEG with other renewables.

To analyze the cost of novel thermoelectric module, cost-performance metric
was evaluated by using Eq. (3). Thermoelectric module total capital cost for the
proposed thermoelectric materials was evaluated by using Eq. (6) and power gener-
ated was evaluated by using Eq. (1). The total capital cost was divided into three
divisions, namely thermoelectric material cost, thermoelectric manufacturing cost

Fig. 3 Flowchart of methodology
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and areal manufacturing cost. These costs were obtained through estimates provided
by equipment vendors. The cost of thermoelectric material was considered for the
pure form of materials. The cost of heat exchangers was assumed to be zero as water
coolant would be used to maintain temperature at cold terminal whose cost would be
included in maintenance of the system while determining LCOE for TEG integrated
thermal power plant. The lifespan of TEG and thermal power plant were assumed to
be 20 years and operating duration of 365.25 days per year and 24 h per day for deter-
mining LCOE for TEG integrated and non-integrated thermal power plant. During its
lifespan, it was assumed that the TEG and the thermal power plant run in ideal condi-
tions, i.e., with minimal maintenance and no major breakdown. The values of LCOE
were determined by Eq. (7) and the discount rate was assumed to be 3%. The radius
and length of the power plant’s pipe was assumed to be 0.410 m and 4400 m, respec-
tively. The TEG integrated with thermal power plant was assumed to have 200 M
thermoelectric couples which were assumed on the basis of the ratio of the surface
area of the plant’s pipe to the area occupied by a thermoelectric couple. The load of
thermal power plant was assumed to be 210 MW. The cost-performance metric is
estimated to vary by maximum 5% for the proposed thermoelectric materials [10].
The TEGwith lowest cost-performancemetric was consideredwhile comparingwith
other renewable sources. These renewable sources were compared for same power
output and evaluated on the basis of carbon footprints, manufacturing cost, weight
and area occupied.

5 Results and Discussion

5.1 Cost Analysis of Novel Thermoelectric Modules

The total capital cost for a thermoelectric couple and power generated by a ther-
moelectric couple was determined by Eqs. (6) and (1), respectively. The cost-
performance metric was determined by Eq. (3) for novel thermoelectric modules.
Table 2 indicates the cost summary for every cost component while determining the
total capital cost for the proposed thermoelectric materials [10].

It was observed that thermoelectric material’s cost is the dominant cost for manu-
facturing TEG as compared to other classes. Tellurium (Te) is a rare earth metal,

Table 2 Cost summary for the proposed thermoelectric materials

Thermoelectric material ρ (kg/m3) CB ($/kg) CM ($/kg) CA ($/m2)

Pb1−xMgxTe0.8Se0.2 8160 1200 0.06 168.23

n-type PbTe 8160 1200 0.06 168.23

CoSb3−xTex 6500 1400 1.26 168.23

Cu12Sb4S13 4900 180 1.10 168.23
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Table 3 Cost analysis of novel thermoelectric modules

Module
no.

Thermoelectric materials Cp ($) Cn ($) C ($) Pgmax (W) Gmax ($/W)

P-type material N-type
material

1 Pb1−xMgxTe0.8Se0.2 n-type PbTe 4.91 4.91 9.82 0.845 11.62

2 Pb1−xMgxTe0.8Se0.2 CoSb3−xTex 4.91 4.57 9.48 0.945 10.03

3 Cu12Sb4S13 CoSb3−xTex 0.45 4.57 5.02 0.230 21.83

hence, the cost of lead telluride-based materials and skutterudites (cobalt arsenide-
based mineral) is high as compared to tetrahedrites (natural mineral with similar
structure of Cu12Sb4S13). Table 3 indicates the cost analysis of novel thermoelectric
modules.

The module no. 3 was observed to be the cheapest thermoelectric module to
manufacture due to the use of natural mineral tetrahedrite, whereas the module no.
1 was the costliest thermoelectric module due to the use of rare earth element Te.
On other hand, the module no. 2 was observed to have highest value of maximum
power generation, whereas the module no. 3 was observed to have lowest value of
maximum power generation. As we have considered the maximum power generation
metric, maximum cost-performance metric was determined. It was observed that the
module no. 2 generates cheapest electricity as compared to other thermoelectric
modules with module no. 3 to be the most costly to generate electricity. The module
no. 3 has the lowest power output as compared to its total capital cost, thus, having
highest cost-performance metric. The module no. 2 has the highest power output as
compared to its total capital cost, thus, having a low-cost-performance metric, thus,
observed to be the best thermoelectric module than others. The values of capital
cost and power generation are for a thermoelectric couple. Since TEG has n number
of thermoelectric couples connected in series, the capital cost and maximum power
generation will be nC and nPgmax, respectively. The value of Gmax remains same for
TEG.

5.2 Cost Analysis of TEG Integrated Thermal Power Plant

LCOE was determined for thermal power plant, TEG and TEG integrated thermal
power plant for a lifespan of 20 years. Table 4 displays the total cost and energy
generated throughout the lifespan of the system. LCOE in Table 4 was determined by
Eq. (7). LCOE of traditional thermal power plant has been done by following Kumar
et al. [20] and reported in Table 4. The overnight capital for TEG was determined
by multiplying number of thermoelectric couples with the total capital from Table
3 and additional cost to integrate the TEG with thermal power plants. Module no.
3 from Table 3 was considered while determining the LCOE of TEG, since, the
cost-performance metric of it is less as compared to others.
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Table 4 LCOE of the proposed systems

System C′
(M$)

Ot (M$) Mt (M$) Ft (M$) Et (MW h) r (%) t (years) LCOE
($/MW
h)

Thermal power
plant

300 500 70 430 1,840,860 3 20 838.26

TEG 2000 0 0 0 33,135,480 3 20 109.25

TEG-integrated
thermal power
plant

2300 500 70 430 34,976,340 3 20 147.62

It was observed that overnight capital for TEG integrated thermal power plant
is 6.67 times higher than non-integrated thermal power plant. However, there was
a huge increase in energy output for TEG integrated thermal power plant. Thus,
decreasing the LCOE of TEG integrated thermal power plant. It was observed that
LCOE decreases by 82.4%. Thus, it was observed that TEG integrated thermal power
will produce electricity at a very lower cost than non-integrated thermal power plant.

5.3 Comparison of TEG with Other Renewables

In present researchwork solar, wind and battery technologieswere comparedwith the
proposed thermoelectric technology to analyze the capability of TEG. The renewable
sourceswere compared (Table 5) on the basis of carbon footprints, capital cost,weight
and area occupied. Solar technology was considered as a reference line and further
analysis were carried. Carbon footprints analysis indicated that almost all renewable
sources relatively emit same carbon footprints [21–23]. Capital cost was analyzed on
the basis of cost-performance metric ($/W) [24–26] and it indicated that wind energy
is relatively expensive and TEG has been found to be cheaper than wind energy but
expensive as compared to battery and solar technology. Weight analysis exhibited
TEG to be lightest compared to others. Area occupied was analyzed on the basis of

Table 5 Pugh chart of renewable energy sources

Evaluation
criteria

Weight factor Solar technology Lithium–ion
battery

Wind energy
harvesting

TEG

Carbon
footprints

10 0 0 −1 0

Capital cost 9 0 −5 −10 −2

Weight 7 0 0 −10 +3

Area
occupied

8 0 +4 −10 +2

Total 0 −13 −250 +19
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same power output, i.e., 1.5 MW and it showed that TEG to be second to consume
less area after lithium–ion battery.

The results for individual criteria were multiplied by the arbitrary weight factor
and summed to analyze the total relative score. The results from the Pugh chart
indicated TEG weighted less than a battery, occupied less space than solar panels
and turned out to be reliable renewable technology.

6 Conclusion

Based on present studies following conclusions have been made.

• Pb1−xMgxTe0.8Se0.2 andCoSb3−xTex-based TEGhas the lowest cost-performance
metric and could be used for various thermoelectric applications. This is because
it has the highest power output as compared to its total capital cost, implying to
be the best TEG than others.

• Cu12Sb4S13 and CoSb3−xTex-based TEG is cheapest thermoelectric module as
compared to other studied novel thermoelectric modules. This is due to the use
of natural mineral tetrahedrite.

• Pb1−xMgxTe0.8Se0.2 and CoSb3−xTex-based TEG has the highest power output as
compared to other studied novel thermoelectric modules. This is due to their high
efficiency which was observed while performing the simulation.

• Levelized cost of energy decreases by 82.4% in TEG integrated thermal power
plant as compared to non-integrated thermal power plant.

• Proposed TEG weighs less than a battery, occupies less space than solar panels
and is a reliable renewable technology.
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Numerical Investigation of Heat Transfer
Characteristics of Al2O3–H2O Based
Nanofluid Flow in Light Water Nuclear
Reactor

Deepak Sharma

1 Introduction

At present, energy demand is rising speedily owing to growth in population [1].
Because of lesser thermal conductivities of conventional fluids like oil, water, and
ethylene, glycol performed an important role for cooling and heating in several indus-
tries. They are not giving an improvement in heat transfer. With great effort, various
researches have been performed in the area of improvement in heat transfer like using
channels in micro form and extended surface used for enhanced in heat transfer rate.
But due to rising demand of energy, rate of cooling and heating need is rising day by
day. Solid metals have higher thermal conductivity when it is in nano-size. Several
researchers have performed investigation on thermo-physical properties of suspended
solid metals in the conventional base fluids like water and ethylene glycol. Lots of
studies have been done on micrometer- and millimeter-sized particles. Due to large
size of particle, various problems are raised like resistance in fluid flow, clogging,
etc. When the nano-sized solid particles dispersed in base fluid like water, then that
fluids are called nanofluids [2]. When particle size is smaller in size, heat transfer
will be more in comparison with large particle size. Heat transfer will be also more
when the volume concentration is small compare to more volume concentration. The
using of nano-sized particles has various advantages like less clogging, higher heat
transfer rate, large surface area, and stable in nature, that is why nanofluids are next
generation fluids. Roetzel and Xuan [3] performed theoretical studies in enhance-
ment in heat transfer of nanofluids. Nasr Esfahany [4] recently performed experiment
in horizontal pipe using CuO/water nanofluid for enhancement in coefficient of heat
transfer. Nanburu et al. performed numerical analysis of three distinct nanofluids
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(SiO2, CuO, and Al2O3) inside a round pipe with fixed heat flux in turbulent condi-
tion. Thermal properties of nanofluid were dependent in nature with temperature.
Fotukian et al. [5] research represents when little amount of Al2O3 nanoparticles
suspended in the water, heat transfer improved, but changing particle volume frac-
tion of Al2O3 nanoparticle did not signify a sensible effect on heat transfer. The
key aim of present analysis is to numerically identify the consequences of varying
particle concentration and varying flow rate of nanofluid at the performance in heat
transfer enhancement and drop in pressure in turbulent phenomenon inside a one
sixth portion of hexagonal fuel rod assembly. The reactor in this investigation is
considered as VVER 440 reactor.

2 Computational Domain for Analysis

For the numerical investigation, the fuel rod assembly of VVER reactor is taken.
The arrangements of rods in the fuel rods bundle are shown in Fig. 1 given below.
The reactor fuel rod bundle contains 61 rods which are arranged in hexagon format.
The fuel rod bundle is divided into six symmetric sectors. As the six sectors are
symmetrical to each other. The single sector 1/6th segment of the computational
domain is selected for computational domain, which is showing in Fig. 2. The 1/6th
segment of computational domain is considered for simulation which is in triangular
shape. The selected computational domain consists a central rod, four half rods, and
eight full rods. The numerical parameters for computational domain are given in
Table 1.

For computational domain, four meshes of different element sizes are tested. For
verification, the mesh stability of annular channel and 1/6th fuel rod channel four
mesh sizes are taken (MESH 1–4). The convergence criterion is satisfied very well.

Fig. 1 VVER fuel rod assembly of 62 fuel rod and its 1/6th part
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Fig. 2 Computational domain for analysis

Table 1 Numerical parameters for computational domain

Particular Specification

Inner radius (mm) 7.57

Outer radius (mm) 9.1

Pitch (mm) 12.75

Reynolds no 10,000–30,000

Geometry type Hexagonal

Nanoparticle size (nm) 10, 20

Heat flux (W/m2) 50,000

Inlet temperature (K) 298

Volume concentration (%) 1, 2, 3

Number of elements, nodes, and convergence factor of computational domain are
mentioned in Table 2 (Fig. 3).

A single-phase technique is considered in this present investigation, so few
assumptions have been considered to solve the various governing equations for steady
fluid flow:

• Non-radiation effects are considered, and viscous effect are negligible.
• The nature of flow is Newtonian, incompressible, and turbulent.
• The phase of particles and fluid are in thermal equilibrium.

Table 2 Grid test for computational domain

Details Grid 1 Grid 2 Grid 3 Grid 4

Number of nodes 284,520 284,738 287,558 352,488

Number of elements 731,575 732,321 745,055 1,105,421

Skewness 0.88245 0.88552 0.88821 0.85254

Orthogonal quality 0.16322 0.16310 0.14630 0.16099
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Fig. 3 Numerical grid for computational domain

Navier–Stokes equations for incompressible flow can also be presented in
Cartesian coordinate that are mentioned below:

Mass conservation:

∇(
ρeffV

) = 0 (1)

Momentum conservation:

∇ · (
ρeffVV

) = −∇P + μeff∇2V − ρeff∇
(
v′v′) (2)

Energy conservation:

∇ · (
ρeff Cp,effVT

) = ∇ · (
(keff + kt )∇ · T )

(3)

3 Nanofluid Thermo-physical Properties Correlations

For heat transfer analysis in nuclear reactor, various nanofluid thermo-physical prop-
erties are required like effective thermal conductivity, effective viscosity, effective
specific heat, and effective density. So the calculations of these properties have been
calculated by some empirical correlations.

Effective nanofluid density:

Wang and Mujumdar have given the empirical correlation for calculation of density
[6]:

ρnf = (1 − ∅)ρbf + (∅)ρnp (4)
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Nanofluid specific heat:

Wang and Mujumdar have also given the empirical correlation for calculation of
specific heat [7]:

Cp,nf = (1 − ∅)ρbfCp,bf + (∅)ρnpCp,np

(1 − ∅)ρbf + (∅)ρnp
(5)

Nanofluid viscosity:

Corcione [8] has proposed the correlation for calculation of nanofluid viscosity.

μnf

μbf
= 1

1 − 34.87
(
dnp/dbf

)−0.3∅1.08
(6)

where dbf = Molecule Equivalent diameter of base fluid, that is given below:

dbf = 0.1

(
6M

Nπρbf0

)1/3

(7)

where N = Avogadro number, M = Base fluid Molecular weight, and ρbf0 = Base
fluid mass density considered at T = 293 K.

Effective Nanofluid Thermal conductivity:

Incropera [9] was proposed the correlation for determination of effective nanofluid
thermal conductivity:

knf
kbf

= 1 + 4.4Re0.4np Pr
0.66
bf

(
T

Tfr

)10(knp
kbf

)0.03

∅0.66 (8)

where T fr = Base fluid freezing point (around 273.16 K). The relation of Reynolds
number is presented as:

Renp = 2ρbfκBT

πμ2
bfdnp

(9)

These relations are valid for only diameter of particles between 10 and 140 nm,
particle concentration lies in the range of 0.3–9%, and temperature lies in the range
of 294–324 K (Table 3).
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Table 3 Properties of Al2O3–H2O based nanofluid

Properties Water 1 vol% 2 vol% 3 vol%

Density, ρ (kg/m3) 994 1026 1056 1085

Specific heat Cp (J/kg K) 4176 4047 3923 3806

Thermal conductivity k (W/m2 K) 0.623 0.631 0.649 0.672

Viscosity, μ (Pa s) × 10–4 8.86 9.15 9.39 9.63

Fig. 4 Numerical versus
experimental results
comparison at Re = 3500

4 Verification and Validation

Numerical simulation is conducted for a set of combinations of volume concentration
of nanofluid, particle sizes, and coolant flow rates. The fixed heat flux is provided to
the rod wall. Nanofluid is injected at the entry of the fuel rod channel which flows
upward to downward due to the gravity apply on the coolant. Initial boundary condi-
tion is provided at the innermost wall of annular channel and 1/6th fuel rod channel.
The intensity of turbulence is kept fixed 10% at entry. Comparison of simulated result
with analytical result signify precise in nature. Results of numerical investigation are
validated by Abbassi and Talebi [10]. The wall temperature profile near walls is
mentioned in Fig. 4 for constant Reynolds number at 1 vol% and 2 vol%.

5 Result and Discussion

For a triangular segment of fuel rod assembly, simulation has been performed to
identify the heat transfer enhancement by using advanced fluid, i.e., Al2O3–H2O
based nanofluid. The range of Reynolds number in this analysis is in the series of
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(a) (b)

Fig. 5 a Clad wall temperature, b heat transfer coefficient at ∅=1%

(10,000–30,000), particle diameter is in the range of 10–20 nm, and particle volume
fraction is in series of (0–3%). The consequences of volume fraction and Reynolds
number on characteristics of heat transfer are discussed and analyzed in this section.
Contours of clad temperature and heat transfer coefficient are shown in Fig. 5.

5.1 Effect of Reynolds Number of Al2O3–H2O Based
Nanofluid on Heat Transfer Characteristics

In this analysis, three distinct values of Reynolds no. have been taken to predict
the consequences of Reynolds number on profiles of clad wall temperature and heat
transfer coefficient. From graphs (Figs. 6 and 7), it is clear that heat transfer improve-
ment takes place with rising Reynolds number owing to gradient of temperature rises
at the wall. Wall temperature is reducing and heat transfer coefficient is rising with
rise in Reynolds number.

5.2 Effect of Volume Concentration of Al2O3–H2O Based
Nanofluid on Heat Transfer Characteristics

In this analysis, three distinct values of particles volume fraction have been taken to
predict the consequences of volume fraction on profiles of clad wall temperature and
heat transfer coefficient. It can be seen from graphs (Figs. 8 and 9) as the particles
volume fraction is rising wall temperature drops. But it is reducing more for 1%
volume fraction of particles with compare to 2% and 3% because of greater thermal
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Fig. 6 Clad wall temperature at varying Reynolds no

Fig. 7 Heat transfer coefficient at varying Reynolds no

conductivity of NPs. But the enhancement in heat transfer takes place as the particles
volume fraction increases by reason of higher thermal conductivity of Al2O3–H2O
based nanofluid in comparison with pure water.
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Fig. 8 Clad wall temperature for varying weight concentration of NPs

Fig. 9 Heat transfer coefficient for varying weight concentration of NPs

6 Conclusion

In this present analysis, effect of advanced fluid properties on heat transfer char-
acteristics has been recognized. The 1/6th segment of computational domain has
been considered for numerical simulation. Enhancement in heat transfer is reported
in this analysis by using Al2O3–H2O based nanofluid with single-phase technique
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and heat flux is taken as constant. Numerical results show that enhancement in heat
transfer takes place by reason of enhanced thermal conductivity of using Al2O3–H2O
based nanofluid compared to conventional fluid. In this analysis, HTC and clad wall
temperature are compared with Al2O3–H2O based nanofluid and without nanofluid.
Various consequences are obtained from this numerical investigation are:

(a) Wall temperature of clad is reducing with rising in volume fraction of NPs and
Reynolds number of Al2O3–H2O based nanofluid by reason of higher thermal
conductivity.

(b) Enhancement in heat transfer expressively rises after mixing of Al2O3 NPs in
the base fluid in comparison with pure water.

(c) With increase in Reynolds number and varying volume fraction of NPs local
HTC rises up to 25%.
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Effect of Obstruction Aspect Ratio
in a Suddenly Expanded
Micro-combustor

Arees Qamareen , Shahood S. Alam , and Mubashshir A. Ansari

Nomenclature

cp Specific heat
u Longitudinal velocity
v Transverse velocity
x Axial distance of the combustor
r Radial distance of the combustor
k Thermal conductivity of gaseous species
k Turbulent kinetic energy
ks Solid wall thermal conductivity
T s Wall temperature
T o Temperature of combustor outer surface
ho Heat transfer coefficient of ambient
h Enthalpy
p Pressure in the gaseous zone
Yi Species mass fraction
q Heat generation rate per unit volume
Di Diffusion coefficient of species in the mixture
ρ Density
ε Outer wall surface emissivity
ε Turbulent energy dissipation
μ Molecular viscosity
ωi The species mass generation rate per unit volume
ϕ Equivalence ratio of the incoming mixture
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1 Introduction

Recently, the progress of MEMS (Micro-Electro-Mechanical Systems) technology
has brought about extremely good demand for portable electronics devices [1].
Thesemicro-scaled devices such as robots, micro-gas turbines, satellites, and propul-
sion devices are continuously evolving. Conventional lithium-ion batteries used
as power inputs in MEMS have several drawbacks such as shorter life durations,
time-consuming recharging times, bulky design, and lower energy densities.

Combustion of hydrogen or hydrocarbon fuels releases their high energy density
which is utilized by the micro-power generation devices [1, 2]. The micro-scaled
combustor is a vital module of these power generating systems. The conversion of
chemical energy of fuels into heat energy takes place by means of combustion. The
micro-combustors are required with an extensive and stable functioning range.

Researchers [2] lately have been focusing on combustion-based direct micro-
power generation devices such as Micro Thermo Photo Voltaic (MTPV) and Micro
Thermo Electric (MTE) generators. These power devices are better because of the
greater energy densities of hydrocarbon fuels and elimination ofmoving parts.MTPV
[3] electricity generation is appealing due to a dramatic increase in their extensive
applications. They are also attractive because of the widespread range of fuel sources
and high dependability.

Micro-combustor being the core component of MTPV systems needs attention
to improve flame stability and conversion efficiency [4–8]. The hydrocarbon fuel
releases the heat energy in the micro-combustor and the combustor wall serves as
an emitter. PV cells convert this emitted thermal radiation energy from the wall into
electrical energy. The conversion efficiency related to the PV cell can be increased
by an enhancement of emitter temperature.

High surface to volume ratio of the micro-scale combustors offers appropriate
opportunity to attain superior radiation power yield per unit of input energy as
compared to themacro-scale devices. Amajor challenge for micro-combustor design
is to achieve an optimum equilibrium between the capability of the combustor mate-
rial to sustain heat and maximization of heat output per unit volume. Extreme heat
loss from the outer wall of combustor not only suppresses ignition but even quenches
the reaction. The combustor size reduction leads to a decrease in the residence time
of the reactants hence deterring efficient mixing and combustion process.

Combustion stability can be achieved during combustion when the mixture
residence time is greater than the time of chemical reaction and the combustor
dimension is sufficiently larger than the thickness of adiabatic flame [9]. MTPV
micro-combustors face two crucial challenges in the form of flame stability and
non-homogenous temperature distribution of the wall.

Tang et al. [11] studied baffles insertedmicro-planar typemicro-combustor numer-
ically and demonstrated that the combustor efficiency is enhanced because of the
presence of baffles. Bluff bodies were also found to influence the micro-combustor
performance positively, principally the flame stability. Bluff body shape was also
found to affect the micro-planar combustor performance as investigated by Bagheri
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et al. [12], who resolved that the micro-combustors having wall-blade bluffs had
the maximum temperature on the outer surface and an unwavering flame. Fan et al.
[13] studied the dimensional influence of the bluff body in a micro-combustor on the
blow-off limit. Zhang et al. [14] investigated the conversion rate of methane along
with blow-off limit in a cubical combustor of micro-scale size with a hemispherical-
shaped hollow bluff body. The presence of the insert was found to enhance the limit
of flame blow-off.

Though a substantial amount of literature is available related to simple micro-
combustors having bluff bodies but micro-combustors with a backward-facing step
and obstruction parametric study still needs to be explored in detail.

In this study, the performance of the suddenly expanded micro-combustor with
an obstruction was compared with the one without any obstruction. The aspect ratio
of the block insertion was varied and studies were conducted for a range of mixture
inlet velocities.

2 Mathematical Model

2.1 Micro-combustor Computational Domain

Figure 1 shows the physical geometry model of a simple micro-combustor with
a backward facing step used in the present numerical work. Premixed H2 and air
arrives into the micro-combustor at a particular velocity (u) and equivalence ratio
(φ) through the inlet. Exhausted gases leave the combustor from the right side located
outlet.

The swirl component of velocity is assumed to be zero, which implies that a
symmetrical flow can be considered in regard to the centerline. Simplification of the
geometry leads to a two-dimensional axi-symmetric model. By considering half of
the geometry, the reduction in computational time is achieved.

Several assumptions are made to further simplify the problem:

(1) Dufour effects are neglected;
(2) Gas radiation is considered insignificant;
(3) Pressure and viscous stress work are absent;
(4) Combustion process is steady-state.

For the cylindrical axi-symmetric micro-combustor, the equations of continuity,
momentum, species, and energy in the gaseous phase are listed [15] as:

Fig. 1 Schematic diagram showing boundary conditions
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Continuity equation:
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Energy equation:
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Species conservation equation:
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Energy balance equation in the solid combustor wall is:
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Fig. 2 Design features micro-combustors with block inserts having variable aspect ratio

2.2 Geometric Model

The design features of micro-combustors with and without triangular block insert
are shown in Fig. 2. In the micro-combustor, total length (L) and inlet length (Li)
are 27 mm and 7 mm, respectively. The dimensions hi (inlet channel height) and
hs (step height) are 0.5 mm each. The thickness of the solid combustor wall (ht)
is also 0.5 mm. A triangular block is inserted into the micro-channel which is at
a distance from the combustion chamber inlet. The height (b) and location (h) of
the obstruction are fixed at 0.5 and 2 mm, respectively. The length of the block
(d) is a variable geometric parameter. With the intention of showing the impact of
obstruction on the outer wall temperature of the micro-combustors (MC1, MC2,
MC3), the dimensionless block length-to-height ratio (Aspect Ratio) is expressed as
AR = d/b = 1, 2, and 3 respectively.

2.3 Computational Scheme

H2 and air have been chosen as the fuel and oxidizer, respectively, and steel was
considered for the combustor and block. Gas mixture density was obtained from
ideal gas equation and Cp, μ, and k were calculated from mass fraction weighted
average of the species properties. Piecewise polynomial fitting of temperature was
done for the specific heat of each species. For stainless steel, a reduced value of
thermal conductivity was used [16].
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A globalH2–air oxidationmechanism is employed. Two-dimensional fully elliptic
simulations based on the governing equations are carried out such that heat transfer
in the solid phase besides heat and mass transfer in the gas phase is treated explicitly.
The computational domain was created and discretized by using ANSYS Design
Modeler and Workbench Mesh Preprocessing Software. The principal equations
together with pertinent boundary conditions were resolved by using the commer-
cial finite volume solver ANSYS FLUENT 16.0. The convergence criterion that
is set for all the equations is 10–6, including continuity, specie, energy, and turbu-
lence. For the k–ε turbulence model, k = 1 × 10–3 and ε = 1 × 10–3 are fixed. A
second-order upwind scheme is used for discretization of governing equations and
pressure–velocity decoupling is done by the application of Semi-Implicit-Method-
for-Pressure-Linked-Equations (SIMPLE) algorithm. Finite Rate/Eddy Dissipation
Model is used for chemistry-turbulence interaction modelling.

Uniform H2–air mixture velocity (4–48 m/s) and species distribution (φ = 0.8),
temperature (300 K) is considered. At the outlet, the species and temperature gradi-
ents are given a value of zero and a far-field pressure boundary condition is specified.
Inlet and outlet walls of the combustor are considered as adiabatic as the heat losses
through these surfaces are quite insignificant. Coupled boundary condition is valid at
the gas–wall interfaces since the surfaces experience both conduction and convection
heat transfer. At these interfaces, zero diffusive flux of species and no-slip boundary
condition are indicated. The surface to surface radiation is ignored while both radia-
tion (ε = 0.6) and convection (ho = 10 W/m2 K) effects are considered for the outer
wall.

3 Results and Discussion

Simulations are a great means to examine the experimental results and to obtain an
in-depth insight into the combustion phenomenon occurring within the micro-scaled
combustors which are otherwise difficult to visualize. The present numerical study
has been carriedout to comprehend the crucial factors that decree thewall temperature
distribution rather than to obtain an extremely refined computational model having
accurate estimation. Inherent stiffness of the equations makes it difficult to obtain
numerical convergence. In numerical simulations, a quad multi-zone mesh is used
with 1.1 × 105 numbers of nodes (see Fig. 3). Finer grids were also verified (not
presented here), with no noticeable difference of T out witnessed.

The numerical result for the case with inlet velocity = 12 m/s, φ = 0.8, and ε =
0.6 was verified against the results (Fig. 4) that were obtained experimentally by Li
et al. [10]. Difference in the temperature profiles may be due to various assumptions
and problem simplifications in the numerical simulations. Consideration of global
H2–air reaction scheme which does not have several intermediate reactions [6] that
are otherwise considered in the detailed mechanisms also causes such differences in
numerical and experimental results.
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Fig. 3 Demonstration of mesh near the block inserted in the micro-combustor

Fig. 4 Validation of
numerical results with
experimental results of Li
et al. [10]
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Figure 5 summarizes a comparative study of temperature distribution and T out

plots of different micro-combustors as the inlet mixture velocity varies from 4 to
48 m/s while the equivalence ratio of the H2–air mixture is set to 0.8. The flame
is located in the combustion chamber where the presence of maximum temperature
gradient is observed. It is witnessed that as the inlet velocity is augmented, the outer
wall temperature for all the micro-combustors increases dramatically. As observed
from the figure, when the inlet velocity is increased, rise in T out is observed with
the location of peak temperature shifting downstream. With an increase in the inlet
velocity, the high-temperature region behind the block gets enlarged gradually as
well as its position moves downstream. The increase in the inlet velocity lowers the
temperature in the area before the block but a greater temperature is observed near
the micro-combustor outlet. This takes place due to shifting of the flame toward the
combustor exit.

An increased amount of incoming fuel leads to larger amount of heat released
in the combustion chamber as well as the lengthening of the flame. Upon further
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increase in the inlet velocity, sustenance of combustion in the combustion chamber
is difficult due to greater amount of heat loss from the combustor.

As also observed from the contours shown in Fig. 5a, it is shown that the flames
are attached on the upper side of the backward-facing step due to the recirculation of
high-temperature gases in the step corner. In this case, even though at higher velocity a
lengthier and stretched flame is observed, the flame site is affected marginally, which
qualitatively clarifies the reason of downstream shifting of the peakwall temperature.
For Fig. 5b–d, the flame moves behind the obstruction and two recirculation zones
are formed—one after the step and other behind the block.

Figure 6 summarizes a comparative study of T out distribution of the geometries,
at a particular inlet velocity. It is seen that for all the micro-combustors with blocks,

Fig. 5 Temperature contours and Tout plots for micro-combustors: a without block [MC], b with
block of aspect ratio 1 [MC1], c with block of aspect ratio 2 [MC2] and d with block of aspect ratio
3 [MC3]
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Fig. 5 (continued)

the maxima of T out is more as compared to the combustor with no obstruction (of
the order of 40 K) for the entire velocity range. A slight shift in the maxima with
respect to the aspect ratio of block is also observed along the axial direction. Overall
performance of the micro-combustors with block insertion is better and a higher T out

is observed as compared to the case without block.

4 Conclusions

Premixed H2–air combustion in micro-combustors with a backward-facing step and
triangular obstruction was studied numerically for varying inlet velocities and aspect
ratio of block insert. The outer wall temperature was observed to increase with an
escalation in flow velocity, with the peak temperature location shifting downstream.
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Fig. 6 Comparison of outer wall temperature distribution between different micro-combustors at
different inlet velocities

The micro-combustors with block insertion performed better and a higher outer wall
temperature (approximately 40 K difference) were observed as compared to the case
without block but the aspect ratio of the block only slightly effected the temperature
profile along the outer wall.
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Impact of Roof Colour Paints
on the Indoor Temperature
in a Non-conditioned Building
of Composite Climate

S. P. Singh and Mohan Rawat

1 Introduction

Climate change creates discomfort levels in buildings due to rapid urbanization.
Green areas replaced by roads, roofs and facades in cities and all of these compo-
nents absorb heat from the Sun and cause the warming of these spaces to produce
urban heat island effect [1]. About 45% population of the world lived in urban
areas, and 60% population will shift till 2025. The temperature of the metropolitan
regions is always higher than the rural areas, so the requirement of thermal comfort
is an essential concern in urban areas for human health quality [2]. In buildings,
thermal performance is influenced by the solar absorptance and reflectance of the
roof, particularly for non-conditioned buildings. High albedo paints are a passive
building strategy to reduce the energy demand in building [3]. Different strategies
have adopted for energy-saving measures for buildings worldwide. An increase in
solar reflectance of the outer surface of roof layers is a cost-effective technique to
resolve the problem of high cooling load in buildings [4].

The peak electricity demand increased by 1.5–2.0% for every 0.5 °C increase in
temperature due to the urban heat island effect in urban areas. It reduced the coeffi-
cient of performance of air-conditioning systems. An urban surface with high albedo
paints is a verifiable and measurable urban heat island (UHI) mitigation strategy to
cool the cities [5]. In composite climate, summer characterized by substantial solar
isolation therefore, the outdoor temperature is higher with low relative humidity (10–
25%) in India. Major parts of India are located in a composite climate where heat
gains through the roof create indoor discomfort. Mostly construction materials used
in the buildings are reinforced concrete cement (RCC) followed by concrete, brick,
tiles and mud. So the requirement of thermal comfort is an essential need due to
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the higher heat gain entered in the buildings [6]. Cool paints with higher reflectance
(0.3–0.80) improved comfort and also provide opportunities for energy efficiency in
non-conditioning buildings of composite climate. High albedo roof reduced energy
consumption and cooling load to a large extent and maintained indoor temperature
at a comfort level [7].

In this paper, the study presents a modified Fourier admittance method to see the
effect of the different roof structures with cool colour paints and prediction for hourly
floating room temperature for the non-conditioning building of composite climate,
New Delhi. No major research work is carried out for the selection of suitable roof
structures in buildings with colour paints or surface treatment of roofs for composite
climates. Therefore, this study presented a comparative analysis for the selection of
the roof configuration with paints in the summer season (April–July).

2 Analysis

For time-varying functions like solar radiation and ambient air temperature can be
expressed in terms of the Fourier series in relationships of harmonic components [8]:

Ty(t) = Real
+x∑

−x

Ty=a,R,W exp(inωt) (1)

whereω= 2π/(24× 3600) is the daily frequency and subscripts y= a,R,w represent
ambient temperature, dry bulb room temperature and wet bulb room temperature,
respectively.

The ambient temperature and solar radiation can be expressed individually in
terms of Fourier analysis [9]

Ta =
∑

n

Tan exp(inωt) (2)

Hs =
∑

n

Hsn exp(inωt) (3)

The room temperature is an important parameter and determined by the net amount
of heat gain loss through all its components. The energy balance equation written as
follows [10]:

Mτ

d

dt
=

[ +x∑

−x

Ty=a,R,W exp(inωt)

]
=

∑
Q̇i (4)

where Mτ is the thermal mass of the room air and Q̇i is a heat gain due to the infiltra-
tion from ambient into room. The solution of Eq. (4) governs different harmonics of
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the room air temperature, and same can be combined together to give hourly floating
room temperature, i.e.

Tr (t) =
+x∑

−x

Ty=a,R,W exp(inωt) (5)

3 Results and Discussion

For simulation, a building (7.5× 6.5× 2.7 m) of roof area (48.75 m2) was analysed
monthly from April–July of the summer season of composite climate. A room of a
building had two windows (size 1.05 m2 each) on east and west sides and door (size
2.0 m2), which was assumed to be located on the east side, as indicated in Fig. 1.

In the composite climate of New Delhi, the thermal performance of the non-
conditioned building was characterized and demonstrated for a room using eight
different roof configurations. Seven composite roof structures with a layer of cool
paint (coating) and one without paint as a base case examined for the summermonths
(April–July). The different roof structures and details of all roof composition are
described in Table 1. The climatic parameters, i.e. mean monthly radiation and an
ambient temperature of New Delhi (28.6° N, 77.2° E) have been shown in Fig. 2. In
the simulation, hourly floating room temperatures are evaluated for different config-
urations for eight roof structures, i.e. base case, R-1, R-2, R-3, R-4, R-5, R-6 and R-7.
The study assessed hourly floating room temperature for four months (April–July)

Fig. 1 Test room of a building
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Table 1 Details of different roof structures

S. No. Illustration

1 Base Case
Brick Tile (50  mm)
Mud Phuska (75 mm)
RCC (120 mm)
Plaster (60 mm)

2 R-1 Cool Coating (0.5 mm)
Galvanized Steel (8 mm)
Concrete (100 mm)
Plaster (10 mm)

3 R-2
Albedo bright white paint (10 mm) 
Cement Mortar (20 mm)
Dense reinforced concrete (150 mm)
Cement plaster with sand aggregate
(20 mm)

4 R-3 Cool Coating (0.5 mm)
Ferro Cement (30 mm)
Concrete (100 mm)
Plaster  (10 mm)

5 R-4
Cool Coating (0.5 mm)
Plaster  Concrete Block (125 mm)
Plaster  (10 mm)

6 R-5
Aerogel Based Coating (40 mm)
Concrete ( 250 mm)
Glass Wool (160 mm)
Plaster  (13 mm)

7 R-6 Cool Coating (0.5 mm)
Mortar (20 mm)Mortar (20 mm)
Concrete (250 mm)
Plaster (13 mm)

8 R-7
Aerogel Based Coating (40 mm)
Mortar (20 mm)
Concrete (250 mm)
Plaster (13 mm)

(continued)
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Table 1 (continued)

S. No. Illustration

9 Walls
Plaster (12.5 mm)
Brick (230 mm)
Plaster (12.5 mm)
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and its variation for twenty-four, as shown in Figs. 3, 4, 5 and 6. The thermo-physical
properties of roof and wall structures used in the simulation is described in Table 2.

Figure 3 represents an hourly floating room temperature across all roof structures
in April month. The maximum room temperature about 34.9 °C achieved in the roof
structure, R-4 with variation in maximum and minimum temperature was 9.7 °C. On
the other hand, roof structure, R-6 performed better with a maximum temperature of
32.6 °C and temperature variation about 4.9 °C throughout the 24 h cycle period.

Room temperature distribution forMay is represented in Fig. 4, and themaximum
temperature is attained in the roof structure, R-4 about 38.6 °C. The variation in
maximum and the minimum hourly floating temperature was 9.6 °C in this struc-
ture. While the best performance found in the roof structure, R-6 with maximum
temperature of 36.4 °C and variation of maximum and minimum temperature are
about 5.0 °C. In June, the maximum temperature is found in roof structures, R-4,
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about 38.9 °C with a variation of 7.4 °C of maximum and minimum temperatures,
as indicated in Fig. 5. In this month roof structure, R-6 performed better in terms of
maximum andminimum temperature deviation of 3.9 °C. Remaining roof structures,
base case, R-5 and R-7 also have shown better results with minimal temperature vari-
ation. Roof structures, R-1, R-2 and R-3, were not performed better in this month. In
July, temperature variations achieved in roof structures were quite low as compared
toMay and June, as shown in Fig. 6. Maximum temperature is found in the structure,
R-4, around 34.4 °C with the variation of 5.1 °C hourly floating room temperature
during day and night time operation. Roof structure, R-6, performed better with
minimum temperature variation.

Simulation results are compared to all roof structures for hourly floating tempera-
tures deviation in all four months (April–July). In the composite climate, the average
hourly floating temperature for the roof structure, R-4, is higher in all four months. In
all four months (April–July), the average maximum temperature of roof structure-R4
is 36.7 °C. Because of high thermal conductivity and lower thermal mass of plastered
concrete block compared to other roof structures, it is more sensitive for heat gain in
the summer period. Simulation results also assessed that average temperature varia-
tion of four months is about 7.9 °C. The comparative analysis revealed that the best
thermal performance of the roof is achieved in the roof structure, R-6. The average
of maximum and minimum temperature variation in all four months is 4.2 °C for this
structure (R-6). This structure is a combination of concrete and mortar with a surface
coating of paint with less diffusivity, and lower heat is gain entered in daytime oper-
ation. Higher reflectance and emittance properties of cool paints also reflect most of
the heat flux towards the surrounding, which leads to lower temperature variation.

In the case of other remaining roof structures, thermal performance of the roof
structures base case, R-5 and R-7, performed better in terms of minimum hourly
variation of floating temperatures because of effective thermal conductivity and
lowered thermal mass compared to other roofs. Simulation results also proved that
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cool paints are most effective in composite climates where maximum diurnal vari-
ation is achieved. The average variation in hourly floating room temperature for all
roof structures for four months (April–July) for composite climate, New Delhi, has
shown in Table 3.

4 Conclusion

The following conclusions are drawn from a simulation study aiming to evaluate
the impact of using cool coatings on comparative hourly floating room temperature
profiles to construct a better roof in non-conditioningbuildings for composite climatic
zone.

1. Roof structure (R-6), i.e. concrete, mortar with colour paint coating combina-
tions should be preferred for composite climates for non-conditioning buildings
in the composite climatic zone.

2. Roof structures, R-2, R-5 and R-7, are the best roofs in attaining a minimum
hourly floating room temperature. However, roof structure, R-4, revealed the
worst performance. So all types of roofs with a surface coating of paint with
higher reflectance showedbetter thermal performance comparedwithout surface
coating of paints.

The simulation assessed that roof structures, i.e. R-2, R-5 and R-7 with aerogel-
based coating are a useful technique for reducing indoor room temperatures and
maintaining thermal comfort in non-conditioning buildings in composite climate.
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An Overview of Various Techniques
of Atmospheric Water Extraction
from Humid Air

Vikrant Mishra and Kushal Saxena

1 Introduction

Water is one of the most precious resource available on the earth which is essential
for existence of life. Water is available in plenty amount on our earth but only 3%
of the total water resources can be stated as fresh drinkable water [1]. Specially in
desert areas, many people face scarcity of fresh drinkable water. Many researchers
have described numerous methods to solve this problem of fresh water scarcity.
There is a need to develop new sources of pure water at low cost. Extraction of water
vapors from surrounding air can be a viable approach at humid locations. India have
a potential of utilizing this atmospheric water extraction technique due to humid
weather at many locations throughout the year [2].

The atmospheric air is an abundant source of water which has huge potential
in form of water vapors. These water vapors can be restored from humid air by
practice of condensation of moisture and this water can be stored for its future use
in harvesting, drinking, etc. In the present work, an attempt is made to discover
these techniques to condense the moisture present in air with the help of atmospheric
water generator. Water extraction from the air can be done using Peltier modules
or by refrigeration method, mechanical method, adsorption method, or absorption
method [4]. In this paper, an overview of solar assisted chemical desiccant-based
adsorption and absorption method is firstly presented in which desiccants (Mostly
CaCl2 and its composites) are used to adsorp or absorp the water vapors from the
surrounding air and solar energy can be utilized to regenerate the water vapors and
these regenerated water vapors can be condensed in the form of fresh water.

In the later part, literature review of recent work in atmospheric water extrac-
tion using Peltier modules has been presented. Peltier device is composed of
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ceramic substrates with n-type semiconductors and p-type semiconductors sand-
wiched between them. A Peltier device works upon Peltier effect in which when the
device is provided an emf through an electric power source then it produces two
junctions as hot and cold sides. This popular Peltier effect can be combined with a
number of equipments such as heat sink, fans, cold fins to develop an atmospheric
water generator as a solution to scarcity of water [19].

2 Review of Water Extraction Techniques Based
on Adsorption and Absorption Methods

Freshwater can be generated from the humid air by variousmethods such asmechan-
ical, refrigeration, adsorption and absorption. Many researchers have focused on
adsorption and absorption method with various kinds of adsorbent and absorbent
materials. In this section, an overview of some of the previous works have been
presented.

Alayli et al. carried out an experiment to extract fresh water from humid air. In
this experiment, authors used several mineral adsorbents to adsorb the water vapors
present at the surroundings. Then, the adsorbedwater vapor particleswere evaporated
using solar energy and lastly, 1 L of fresh water produced after condensation at the
expanse of 1 m2 composite material [3].

Abualhamayel et al. discussed an absorptionmethodof extracting freshwater from
surrounding air. In this work, authors selected CaCl2 as absorbent and suggested a
systemwithflat, one side glazed inclined surface and insulated bottom (Fig. 1). Strong
absorbent, due to its less vapor pressure, absorbed the atmospheric water vapors at
nighttime. Further, this weak absorbent get heated by means of solar energy in the

Fig. 1 Schematic diagram of model proposed by Abualhamayel et al. [4]
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daytime and the regenerated water vapors get condensed under glazed layer. The
temperature of glazed layer should be kept minimum to provide ease in condensation
process. Authors also presented mathematical analysis to estimate the performance
of water extracting system [4].

Aristov et al. proposed the use of SiO2-based selective water sorbents in solar
assisted air to water extraction process. 10 tonnes of the dry sorbents were employed
in this experiment. The results showed that around 3–5 tonnes of freshwater produced
after sorption and desorption stages [5].

Gad et al. used CaCl2 as the working absorbent and presented a system comprised
of a flat plate collector with a removable glass shield, a corrugated bed, and a
condenser. The fresh water was produced after absorption and regeneration process
consecutively in night and daytime. The results indicated that this system can provide
1.5Lof drinkablewater perm2 per day. In thiswork,mathematical analysis of absorp-
tion and regeneration process also presented and more than 17% system efficiency
was estimated based on this analysis [6].

Kabeel proposed a solar assisted water extraction system of pyramidal structure
with aluminum casings, glass faces, and CaCl2 as employed desiccant. The system
procedure included absorption of water vapors from surrounding air at night after
the four sides of pyramidal structure are opened to surrounding air. All sides are
shut in the daytime and regeneration of desiccant occur due to solar energy which
subsequently followed by condensation of water vapors. The results showed that the
volume of fresh water generated was 2.5 L per m2 per day. The system efficiency was
little less than twice the previously reported efficiency. The use of cloth bed system
was recommended for greater efficiency [7] (Fig. 2).

Ji et al. proposed the use of a new composite adsorbent material which was
prepared by a crystalline material MCM-41 as host material and CaCl2 as a hygro-
scopic salt. The results indicated that this new compositematerial has a greater impact
on performance of solar assisted atmospheric water extraction system. The amount
of fresh water generated per day was more than 1.2 kg per m2 of collector area [8].

Hamed et al. estimated the performance of solar assisted atmospheric generator
using CaCl2 as desiccant with sand bed. Experimental results showed that approx-
imately 1.0 L/m2 of fresh water can be produced using proposed system at the
surrounding conditions of Taif, Saudi Arabia [9].

William et al. proposed an atmospheric water extraction system comprised of a
trapezoidal prism solar collector with multi-layered bed. Hence, the surface area of
bed (desiccant carter) was maximized. In this work, two types of bed, i.e., cloth bed
and sand bed with CaCl2 solution, were employed and the results depicted that the
amount of water evaporated was 2320 g/m2-day and 1235 g/m2-day respectively for
cloth and sand bed for initial saturation concentration of CaCl2 at 30%. Similarly,
system efficiency was calculated in both the case as 29.3% for cloth bed and 17.76%
for sand bed [10].

Kumar and Yadav proposed the use of ‘CaCl2/Floral foam’ as desiccant in solar
assisted fresh water generation from surrounding air. The system used in this work
is shown in Fig. 3. The results depicted that the amount of water generated with the
use of this new composite desiccant was 0.35 mL/cm3/day [11].
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Fig. 2 a System used by A.E. Kabeel. b Elevation view and pyramids with open glass faces at
night [7]

Kim et al. demonstrated an atmospheric water extractor even under low humidity
condition (around 20%). In this work, a metal–organic framework-801 [Zr6O4 (OH)4
(–COO)6] was used due to its better ability of water adsorption. Solar irradiation
(less than 1000 W/m2) caused the desorption process and water vapors entered the
refractive enclosure due to porous nature of MOF-801. Then these water vapors
are condensed in the condenser placed at bottom and its latent heat is rejected by
condenser to outside by means of a heat sink. This system could produce 2.8 L/day
of fresh water at the expanse of 1 kg of MOF-801 [12].
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Fig. 3 Water extractor with CaCl2/Floral foam desiccant [11]

Srivastava and Yadav performed experiments on solar-driven atmospheric water
extraction technology at the location of NITKurukshetra, India. In this work, authors
used sand bed as host material and three different types of materials LiCl, LiBr and
CaCl2, as salts to make composite desiccant. The setup used in this work is shown in
figure. A Scheffler reflector (1.54 m2 surface area) was installed with a receiver box
at its focal point. Composite desiccants were placed into receiver box. All the sides
of box were insulated with glass wool except the side in front of Scheffler reflector.
The composite desiccant absorbed the water vapors from the surrounding air in
the nighttime till the saturation condition is reached. The amount of water vapors
absorbed can be determined by calculating the weight of desiccant before and after
the absorption by means of a weighing machine. In the daytime, the desiccant was
placed in the receiver box in front of Scheffler reflector and the regeneration of water
vapors began due to solar energy. The regenerated water vapors condensed into water
after passing through condensing tube and the condensate is stored in an air-tight
vicker. The total water produced from atmospheric air was 90 mL for LiCl-based
desiccant in 330 min at average solar irradiation 511.3 W/m2. Similarly with LiBr
and CaCl2-based desiccant, water produced was 73 mL and 115 mL, respectively,
in time duration of 270 min for both. The annual cost was lowest (0.53 $/L) with
CaCl2-based desiccant and highest (0.86 $/L)with LiBr-based desiccant [13] (Fig. 4).

Talaat et al. designed and studied a water extraction system at the location of
Mansoura University, Egypt. This system comprised of conical see-through surface
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Fig. 4 Schematic diagram of a Absorption of water vapors at night. b Regeneration and
condensation process using Scheffler Reflector and condensing tube [13]

which is made up of cloth bed and CaCl2 (desiccant) solution. At night, when the
desiccant is exposed to surrounding air, water vapors are absorbed and in the daytime,
the system is enclosed with a transparent conical layer which is open to receive
solar irradiation upon it. Due to heat provided from solar irradiation, water vapors
evaporate and then condense into water after rejecting its latent heat to the adjacent
surface. The condensed water is stored in a flask. The amount of water stored was
calculated in the range 0.3295–0.6310 kg/m2/day [14].

Elashmawy proposed an atmospheric water extraction system incorporated with
tubular solar still and air circulation fan. The results depicted that the system could
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generate water up to 467 mL/m2 in a day at 4 m/s speed of air under low humidity
condition (12%) at Hail city, Saudi Arabia. Under natural speed of air, 230 mL/m2

water could be generated in a day. The maximum thermal efficiency at natural
airspeed was 12.2% while in case of air circulation 4 m/s by means of a fan, thermal
efficiency was 25%. Hence, authors suggested to use such system with greater speed
of surrounding air to augment the performance of system [15].

3 Recent Developments in Air to Water Extraction
Technique Based on Peltier Modules

Kabeel et al. proposed a solar-based atmospheric water extraction technique incor-
porated with thermoelectric cells to enhance the temperature difference between
evaporating and condensing regions (Fig. 5). Authors also performed CFD simu-
lation of this solar and thermoelectric-based system under three different climatic
conditions. This system could produce fresh water 3.9 L per hour per square meter
[16].

Suryaningsiha Sri et al. performed an experimental work on a prototype of
atmospheric water generator using Peltier modules techniques at the rural areas
of Indonesia. Experimental investigations led to the development of a prototype
of atmospheric water generator using Peltier modules with 12 V DC supply and
single unit PWM controllable Brushless DC fan. The prototype comprised of four
units of Peltier modules (Model number TEC1-12706) connected in parallel. The
experimental tests were conducted for different configurations of Peltier modules

Fig. 5 Solar and TE based system used by Kabeel et al. [16]
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Fig. 6 Schematic diagram of the atmospheric water generator based on Peltier Module [17]

and different airflow conditions. Certain performance parameters including conden-
sation ratio and production ratio were calculated. The results of the prototype were
compared with the other available products of this category. The comparison leads to
achieve a big success in the experimental effort. The production ratio for the amount
of water derived frommoisture of the air was obtained nearly 2 which fit the quantity
of drinking water for approximately two persons. The results also concluded that the
quantity of water from moisture can be increased by increasing the rate of humid
airflow and also with increase in the power supply. The quality of water obtained by
this method also accords to the standards of WHO [17] (Fig. 6).

Joshi et al. executed an experimental investigation to design and develop a ther-
moelectric fresh water generator which worked on the principle of thermoelectric
cooling effect using Peltier modules. In this work, a prototype was built up consisting
of a long cooling channel with ten Peltier modules arranged in an array. The exper-
imental prototype was made to run for ten working hours. Peltier modules were
arranged thermally in a parallel circuit while electrically in a series circuit. At the
hot side of Peltier modules, the set up has an external heat sink serving the purpose
of heat rejection. Heat sink also incorporated with four cooling fans to increase the
rate of heat transfer through forced convection. An internal heat sink was used as an
additional member in this set up to enhance the surface area for cooling the air and
condensing the moisture. It also acts as a device which enhanced the turbulence in
the motion of the moist air. In the experimental tests, observations were made on the
amount of moisture condensed from the air by varying its mass flow rate, humidity
and the amount of electric current supply provided. The experimental efforts derived
direct proportionality relation of the amount of water condensed from the moist air
with the mass flow rate of air, humidity of the air, and the electric current power
supply. An important conclusion in this experiment was that the amount of water
condensing from moisture rises up by 81% after employing the internal heat sink
[18].
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Kiara et al. projected a solution to cater the needs of a large number of human
beings who are facing a very severe situation due to depleting fresh water resources.
The research work explored out an experimental and numerical solution to the
problem by designing two prototypes based on cross flow heat exchanger and
Peltier effect, respectively. One prototype included a cross flow heat exchanger in
an underground chamber where temperature was generally low, water performed as
coolant cooled by the low temperature underground chamber. Another prototype was
designed on the basis of Peltier effect. The prototype worked efficiently in a defined
range of relative humidity of 52–100%. Mathematical modeling was executed to
solve the governing equations of thermodynamics and heat mass transfer analysis
to find out the variables which affect the performance of the prototypes and calcu-
late the amount of water generated. The theoretical model results obtained from the
mathematical equations were compared with experimental work. The observations
concluded that the amount of water generated was nearly eight times in case of
prototype based on heat exchanger model in comparison with Peltier effect-based
prototype. However, the power consumption was low in case of Peltier effect-based
prototype [19].

Anandhulal et al. developed a device for extraction of water from air whose
working was based on the Peltier effect. The device developed for the research work
was comprised of heat sink, cold sink, temperature regulator, fan and Peltier module.
Fan brought the humid air in the assembly. The Peltier module was given electric
force through a DC source of power due to which it produced hot and cold sides
due to Peltier effect. The air when passed over the cold side, its temperature was
brought down to the dew point due to which the moisture retained by the air gets
condensed and can be collected. The research concluded that the device is simple in
its configuration with no movable mechanical components, no harmful chemical as
CFC’s and a sufficient amount of drinkable water can be derived which might help
for mountaineers, fishermen and several other purposes and it can also be transported
easily from place to place [20].

Shanshan et al. developed a lightweight easy to transport device to generate water
by condensation of themoisture present in the air with the help of two Peltier thermo-
electric devices. A set up was designed to perform the research experimentally. The
set up comprised of a humidifier, amixing assembly, an air conduit, and a thermoelec-
tric Peltier water generator. A cross flow fan led the atmospheric air into the mixing
assembly where its relative humidity was controlled with the help of humidifier and
forwarded to the air conduit. Finally from the air conduit, air was passed through
the Peltier device where it brought down the temperature of air to its dew point. As
the temperature reached the dew point, moisture in the air started to condense on the
surface and for collection of water a pan was installed. Amount of water collected
in the pan was measured every hour during the run of the experimental work. Three
different flow rates of air were varied with the help of cross flow fan. The flow
rates were quantified with the help of an anemometer. Temperature and humidity
were quantified by the hygrothermographs. All the measured variables were fed to
a data acquisition system. An enhancement was recorded with the increase in the
relative humidity of the air for 6–7 h after the initiation of the test but afterward
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experiment reached to a stage where quantity of water generated approached to a
constant mark. The above result was explained as the adhesion force of water to
the condensing surfaces exceeds the force of gravity so the amount of water starts
to become constant. For variation of relative humidity, current power source and
inlet air temperature were kept unchanged. At the initial stage of the investigation,
amount of water generated was less at higher flow rates but after stabilization it starts
to increase. The experimental investigation explored that two thermoelectric devices
were not sufficient to offer the cooling ability and the air was not able to come in
contact with the condensing surface for a sufficient time at higher flow rate. The
maximum amount water generated was 25.1 g/h with two Peltier devices and less
power consumption [21].

Carson et al. conducted a research work in order to utilize the water present as
moisture in the air. İn this work, authors depicted the effects of fin orientation of heat
sink on the amount of water extracted from atmospheric air. Four different surfaces
were brought into examination—aplane plate of aluminum, a PTFEcoating equipped
aluminum plate, a fanned aluminum plate and a finned aluminum heat sink. All the
stated surfaces were oriented vertical and the air with high humidity was forced to
flow over the surface in a horizontal direction. Two conditions as clear and unclear of
the surfaces were compared for all the cases. PTFE coated plate showed an enhanced
rate of water condensation as compared to aluminum plate. Clearing of the surface
also enhanced the rate of collection of water. Seven orientation angles starting from
0° with an increment of 15° till 90° were experimented. The orientation of 60°
provided the maximum rate of water collection. Several conclusions drawn from the
research including an enhancement in the rate of condensation of moisture with the
use of hydrophobic materials, clearing the moisture condensing at regular intervals
enhanced the performance of the device, the finned heat sinks have a high condensa-
tion compared to flat plate heat sinks, with the increase in angles of orientation the
water condensing gets filled up in large quantity between the spacing of the fins [22].

Wei et al. conducted a number of experiments for evaluation of an equipment of
transportable atmospheric water generator. In the experimental work, two models A
and B were designed and fabricated. Their performances were compared for various
factors affecting the amount of water generated from the atmospheric air. Both the
models were very much similar in their geometrical constructional features. Both
the models comprised of a humidifier, a mixing assembly, an air conduit and a
thermoelectric cooling device for water generation. Air channels worked to transport
the air through themixing assembly on the thermoelectric cooling device. Humidifier
worked to control the moisture in the air. Thermoelectric device possessed a hot side
and a cold side on the basis of Peltier effect. Both the sides have extended surfaces to
promote rate of convection heat transfer. The cold surface brought the temperature
of the air near to its dew point which led to the condensation of moisture in the air. In
modelA, the cooled air is bypassed on to the hot side to support the heat rejection from
thehot sidewhile inmodelB, cooled air is dischargeddirectly outside system.Besides
it, a hydrophobic substance was employed over the cool side surface fin to enhance
the rate of condensation in the air in model A as compared to B. Several equations
were incorporated in the work based on the psychometrics to calculate the amount of
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water generated and it was compared with the experimental observed values with the
help of statistical graphs. The observations were taken for a test run of 10 h and the
graphical comparison denotes a range of deviation between calculated and measured
values. The calculated values were far above than the measured experimental values
for the first 6 h run of the procedure. During the first hour the measured values ascend
in a slow manner, increased in a fast manner for 2–5 h, the slope of the increment
was sharp in the 5–6 h and afterward measured and calculated values have no range
of differences. During the first hour, the process was just initiated so the amount was
less, as the process progressed the rate of condensation got increased, the effect of
gravity and air turbulence together contribute to the increased rate of condensation of
moisture into water droplets. For the experimental work, an additional hydrophobic
material is employed to enhance the rate of condensation. To acquire the variation
of relative humidity, the airflow rate was kept constant and low. It was noticed that
the amount of water accumulated due to condensation of moisture in the air gets
increased up. The model A has a higher rate of condensation than model B for the
above-stated variations. Graphical variation of rate of water accumulation was drawn
with changing the rate of flow of air while the other parameters were kept unchanged.
The yield of water was increased with increased airflow rates; it was higher for model
A than B due to hydrophobic material [23] (Fig. 7).

Sajil et al. carried out an investigation to derive water from condensing the mois-
ture present in the air. The investigation involved computational design and a model
was assembled on that basis. Four Peltier devices (TEC 12706) were used for the
research work carried out. The cooling draft fans were used to cool the moist air and
also to create a vacuum for the moist air to enter the assembly. As the experiment was

1 – Humidified Chamber 2 – Fan 3 – Hygrographs (inlet & outlet)          4 – Room air     
5 – Thermal Slug (cold side) 6 – Water Pan 7 – Thermal Slug (hot side)        8 – Cooling fan      
9 – Outlet Air 10 – Humidifier   

Fig. 7 Schematic diagram of Peltier module based water generator by He Wei et al. [23]
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carried out the Peltier devices were provided the EMF the water starts condensing at
the colder side and starts to accumulate over the surface, which decreases the rate of
heat transfer and reduces the amount ofmoisture condensing, to prevent this to happen
a wiping mechanism was incorporated in the assembly. The dew point temperature
calculations were made using the data of the humidity of the air, temperature of the
ambient air, and other parameters. At the completion of the experimental work the
rate of work output of the assembly was recorded which was the amount of moisture
condensing per unit time and it appeared as 5 mL/h. The results were not found to
be very satisfactory but was a great attempt to cater the needs of the areas where a
lot of lives faces the threat of scarcity of water [24].

Kadhim et al. executed an experimental research for deriving the water present
in a moist air. Experiments were performed on an atmospheric water generator in
which source of power was solar energy and the device for accumulation of water
was based on the Peltier effect. The experimental prototype was build up on a small
scale and only single thermoelectric Peltier module was used. The set up used in this
experimental investigation includes a thermoelectric Peltier device, a finned heat
sink, a fan, a cold side conical fin attached on the cold side of the Peltier module,
a solar panel with a charge storage battery and a structural support to grasp and
balance all these components. The experimentation aimed to determine the amount
of moisture condensing from the air for that it includes variation of airflow velocities,
relative humidity and temperature of the dry air. In the Peltier device as it receives
the current from the power source one part gains temperature while other loses and
becomes hot side and cold side, respectively. As the air comes into contact with the
cold side and its temperature approaches dew point condensation of the air begins.
A large number of observations were done for deriving any conclusion regarding
the variation of the parameters on the amount of moisture condensing from the air.
When airflow velocity was varied, the temperature and the relative humidity of the air
were kept constant and the observations was recorded in the patterns of graphs. The
graph for the variation of airflow velocity was plotted at 65% relative humidity for air
temperatures 27 °C and 31 °C and an airflow velocity of 1 m/s produced satisfactory
result of 10 mL/h of water condensing from the air. When the relative humidity was
varied, it was observed that quantity of water generated almost gets constant with
slow deviation as the relative humidity reaches 65% but when the air temperature
was raised up the rate of condensation of moisture reaches double at 20 mL/h. The
outcome of variation of air temperature is recorded with the time taken by the cooler
surface to reach dew point of air and it was resulted into an increase of time required.
To design an optimum surface for the further the experiment was concluded with the
remarks that to improve the efficiency of the system more number of thermoelectric
Peltier modules should be used [25].
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4 Mathematical Analysis of Solar Assisted Absorption
Method for Atmospheric Water Extraction

In this type of system, the desiccant solution is prepared bymixing of salt (e.g. CaCl2)
in distilled water. İf the mass of salt is ‘ms’ and mass of distilled water is ‘mw’, the
total mass of desiccant solution given as:

msol = ms + mw (1)

also,

X = ms

msol
(2)

where ‘X’ is the fraction of amount of salt in desiccant solution.
The performance of system is primarily based on the rate of absorption and regen-

eration. The rate of absorption (Ga) and the rate of regeneration (Gr) can be calculated
as [26]:

Ga = (mSol + m1)
dω

dt
(3)

Gr = mSol.
dω

dt
(4)

Here, m1 is the mass of water vapors absorbed by the desiccant in the nighttime
and (dω/dt) is rate of change of moisture content. The maximum amount of water
generatedwill be equals tom1 when the completewater vapors absorbed by desiccant
are regenerated and stored in the form of water.

The efficiency of the solar assisted absorption-based water extraction system can
be estimated using the following formula:

η = MwL

I A(τα)
(5)

where

Mw mass of water produced
L Latent heat of water at mean bed temperature
I Intensity of solar radiation
A aperture area
T transmissivity
α absorptivity.

The above analysis is valid only in case of absorption method. For AWG with
peltier modules, thermoelectric principles are used.
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5 Conclusions

The present work has tried to summarize the different solutions to the scarcity of
fresh drinkable water at remote locations. In this chapter, various methods of atmo-
spheric water extraction have been presented. Mainly, solar assisted adsorption—
regeneration or absorption—regeneration-based water extraction methods and water
extraction methods using Peltier modules have been presented.

Based on the review, the adsorption method is less effective than the absorption
method, as absorbents require less regeneration temperature in comparison with
adsorption methods. Also the chances of mixing of dirt and dust with collected water
vapors are greater in case of adsorptionmethod. In a solar assisted absorptionmethod,
composite of CaCl2 with sand bed can be effectively used as desiccantmaterial which
should absorb the water vapors up to saturated condition at the nighttime. The speed
of air, surrounding temperature and the concentration of desiccant should be higher
at the nighttime operation. Humidity condition also should be higher (not less than
20% relative humidity). The surface area of desiccant bed should also be higher
so that maximum amount of moisture can be absorbed from the surrounding air.
Once, the desiccant absorb water vapors from humid air up to saturated limit, it
must be placed in an insulated box. İn the daytime, solar radiations are impinged
on the desiccant material in such a way that water vapors evaporate and then stored
in a receiver and then water vapors are condensed into fresh water. For the better
performance of this system in daytime, the surrounding air temperature and the solar
irradiation should be higher and concentration andmass flow rate of desiccant should
be less. It can be concluded that the quality of water produced through these methods
can be safely used for drinking purpose. Still future research should be focused on
chemical analysis of water produced through such methods, as when the higher
ambient condition prevails, the concentration of desiccant can be high and it may
possibly question the quality of water.

In this paper, a method of atmospheric water extraction using Peltier modules
has also been presented. In this method, Peltier modules are arranged and incorpo-
rated with heat and cold sink fins, fan and an external power source to bring down
the air to its dew point and condense the moisture present in the humid air. Future
efforts should focus on design optimization of the system in such a way that more
contact surface area is exposed to air. There is a need to enhance the rate of drop-
wise condensation and there should be less adhesive force between contact surface
and condensed water drops. Some experimental and computational works were also
reviewed to discuss the Peltier effect on water generation from air. This method
involves high energy consumption in comparison with absorption method. Future
research should be focused to make this method cost-effective and to minimize the
effects of various environmental parameters on system. With these modifications,
the methods explained in the paper would be viable options to deal with the scarcity
of fresh water at remote locations.
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Single Slope Single Basin Active Solar
Still Integrated with ETCs: A Review

Manish Sanserwal and Pushpendra Singh

1 Introduction

With the increasing events of climate change in the world, lots of places face water
scarcity and waterflood. Both the cases are not suitable for living creatures on earth
because water scarcity increases the water deficiency in living creature body and
floodedwater become somuch contaminated that unable to use for drinking purposes.
According to a report presented by United Nations International Children’s Emer-
gency Fund (UNICEF) andWorld Health Organization (WHO) in 2015, it was found
that about 663 million peoples of the world are still using untreated drinking water,
which includes contaminatedwater fromwells, springs (due to heavy rain) and unsafe
surface water. According to the international energy agency, it is expected that the
power consumption of the world increases by up to 35% by 2035, and for meeting
this, water requirement also increases by 35%. Most of our freshwater resources are
available in glaciers and ice caps foam, in which only 1.2%water is surface and other
freshwater. Therefore, there is a strong requirement coming for water purification
from saline or contaminated water.

Today, we are using lots of technologies for purification of water like activated
carbon, electrodeioinzation, ion exchange, reverse osmosis, nano-filtration, sub-
micron filtration, ultraviolet, etc. All these technologies required electrical energy
for working, which greatly affect the environment as it is powered by fossil fuels
(mostly from non-renewable resources) which again add up environmental pollution
[1], and if it produced from the sun (Solar cell), then this does not remain economical.
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For attaining both requirements of water purification and lower energy consumption,
solar still is the most suitable purification system.

Solar still is an environment-friendly attractive option to attain drinkable water
from available saline/contaminated water and can be successfully used domestically.
Fabricating of solar still can be done from locally available material which is also
low cost, easy to operate and maintain [2]. Lots of advantages are there in using
solar still over other water purification technologies, in which some of them are no
need of membranes, pre or post filters, non-renewable power sources etc., and these
advantages lead to the low initial investment cost and approximately no impact on the
environment. Solar still works on a natural process whose working principle is same
as of rain system. In the solar still, water evaporates from the basin due to absorption
of sunlight and condensate on the inclined glass cover (also called condensing glass)
used for the covering of solar still and finally, collected in the collecting troughwhich
is discharged in a measuring flask. The amount of water thus collected is not up to
mark concerning time, and this is the only disadvantage of solar still and makes
its performance lower as compared to other purification systems. Publicly usage of
solar still can be increased by enhancing its water yield productivity and also by
decreasing its cost per litres [3]. However, distilled water productivity of solar still
depends upon lots of parameters (solar radiations, ambient temperature, air velocity,
solar still design, etc.), which ultimately affect the evaporation and condensation of
water [4].

Lots of researchers studied different type of passive (stepped, spherical, hemi-
spherical, V-shape, pyramid, wick type, tubular, etc.) [5–12] and active solar still
(incorporated with reflector, PV/T system, flat plate, or evacuated tube, or inverted
absorber solar concentrators and heat exchanger) [13–17] for the improvement in
yield productivity. Whereas, various single-effect and multi-effect type of passive
and active solar still are studied by Kumar et al. [18]. Lots of useful review on active
solar stills have been done representing different aspects of solar stills like the use
of reflectors, photovoltaic and integrated PV/T [15, 19, 20]. This paper reviews the
different active solar still with evacuated tube collector developed by the number
of researchers with a comparative study and also included the economic analysis of
various active solar still.

2 Various Single Basin Single Slope Active Solar Still
with ETC

The water temperature can be increased in conventional solar still by the means
of additional solar–thermal technologies, which further increases the productivity
of solar still. Whereas, evacuated tubular collector (ETC) is used for water heating
purposes. Both systems (solar still and ETC) integration helps in improving the
evaporation rate and yield output from a solar still.
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Fig. 1 Schematic arrangement of experimental set-up [21]

Sampathkumar et al. [21] investigated an active solar still incorporated with ETC
and reflector plates (just below the ETCs) of corrugated structure as shown in Fig. 1.
Proposed experimental still made up of aluminium with black paint on the basin and
a thermal model was also developed. Also studies the effect of water depth, various
heat transfer coefficients, temperature and solar radiation on the productivity of solar
still. Results revealed that average daily production and energy payback time (EBT)
were 72% (as compared to simple solar still) and 235 days, respectively.

An ETC integrated with single slope active solar still (EISS) has been analysed
experimentally by Dev et al. [22] as shown in Fig. 2. The main purposes of EISS
systemare recovering the heat loss (occur off-sunshine time) for gettingmore distilled
water from the solar still, develop a thermal model to validate experimental results
and compare it with single slope solar still. Hence, this system can be used for
both distillations as well as heating purpose. From the results, it is revealed that
maximum overall and annual average thermal efficiency has been found 30.1% and
21.3%, respectively, on 16 May 2008 for EISS system. Also, annual distilled water
produced by EISS system is 630 kg/m2 as compared to single slope SS of 327 kg/m2.
Further, Sampathkumar et al. [23] also investigated a solar still integrated with ETC
(tubes are in a horizontal direction) and without using the pump (natural mode) and
compared the results with a fabricated passive solar still for comparative studies
(Fig. 3). An increment in yield water productivity is found to be 129% and 83%
during sunshine hours and night hours, respectively, when compared to passive solar
still.

A thermal analysis of solar still is directly coupled with ETC in natural mode
and forced mode (with modified geometry) done by Singh et al. and Kumar et al.
[24, 25] as shown in Fig. 4. Due to disfavour condition (two water streams in tube
move in opposite direction) occurs in natural mode during thermal energy extraction,
force mode has been analysed later for better heat removal and avoid the effects of
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Fig. 2 Experimental set-up of EISS [22]

Fig. 3 Schematic of an active solar still with horizontal ETC [23]

stagnation and internal recirculation of cold water in the reservoir. Results revealed
that annual yield for forced mode is 567.3 kg per m2 area (radiation collector area)
and it is higher than the natural mode. Moreover, forced and natural mode efficiency
is found to be 33.8% and 5.1–54.4%, respectively, based on energy analysis; and
2.6% and 0.15–8.25%, respectively, based on exergy analysis.
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Fig. 4 Schematic diagram of EISS system in natural mode (left) and forced mode (right) [24, 25]

Panchal et al. [26, 27] experimentally analysed single slope solar still (directly
coupled with vacuum tubes) over a whole year (Fig. 5) and also compared its results

Fig. 5 Schematic arrangement of solar still with vacuum tubes [26, 27]
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Fig. 6 Solar distillation system with ETC [28]

with other similar work based on distilled output. Results revealed a closed relation-
ship between experimental and theoretical values. Moreover, EBT and the annual
cost of water were found to be 176 days and 0.716 INR per litre, respectively.

An experimental study was investigated by Issa et al. [28] to evaluate the perfor-
mance feasibility of a solar still under working conditions of passive and active mode
(coupled with ETC using a parabolic solar energy collector) with and without using
insulation (for still) as shown in Fig. 6. Results showed that, yield output of the solar
still using ETC increased by a factor of 2.63 with an increment of water temperature
(at least 20 °C). As per the author, EBT of 6 years is feasible for the farmers for
using it in their farmland. A cost reduction of 16.8% also observed with a solar still
integrated with ETC as compared to the passive solar still system.

Singh [29] theoretical investigated a single slope solar still (SS) integrated with
N (found max. 12 in number) ETC (N-ETC-SS) and compared it with SS integrated
with N photovoltaic thermal (PVT) flat plate collectors (N-PVT-FPC-SS), SS inte-
grated with N-PVT compound parabolic concentrator collectors (N-PVT-CPC-SS)
and conventional SS (CSS) on the basis of energy metrics (Fig. 7). Results revealed
that, for the proposed system N-ETC-SS, the values of EPT are lowered by 40.38%,
102.78% and 166.58%; life cycle conversion efficiency and energy production factor
are higher by 44.83%, 65.52% and 75.86%; and 28.57%, 50.79% and 61.90% than
N-PVT-FPC-SS, CSS and N-PVT-CPC-SS, respectively, on the basis of exergy.

A solar still coupled with ETC using waste engine oil as a working fluid (natural
flow) is experimentally investigated by Bhargva et al. [30, 31] as shown in Fig. 8.
Further, for improving its yield output, four cases studied by coupling solar still with
heat exchanger (HE), internal reflector (IR) and condenser and compared it with
conventional passive solar still at differentwater depths (4 cm, 5 cmand 6 cm). Exper-
imental results revealed that, modified solar still (consist of HE + IR + condenser)
achieved maximum daily efficiency of 33.4%, whereas it is only 30.5% for still
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Fig. 7 Schematic arrangement of N-ETC-SS [29]

Fig. 8 Photograph of solar
still using ETC with heat
exchanger [30, 31]
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Fig. 9 Photograph of solar still with and without ETC [32]

with HE alone and also, heat exchanger effectiveness of 0.58 at 4 m water depth.
Recently, Shehata et al. [32] improve the yield productivity of a single slope solar still
incorporated with the internal reflector by using ultrasonic humidifiers (USH is six in
number), phase change material (PCM) and ETC (for hot water spraying inside still).
Four cases were investigated by embedding different component in solar still: PCM;
USH and PCM; ETC and PCM and forth case with PCM and USH combined with
ETC (Fig. 9). From results, it is found that forth case having maximum daily distilled
productivity of 5.34 and 7.4 kg and daily productivity in case USH integrated with
ETC improved by 25 and 44% for 25 and 35 mm water depths.

Literature revealed that, yield increases with the increase of numbers and size of
ETC used and decreasing water depth (during sunshine hours) in still, whereas high
water depth required in off-sunshine hours due to higher storage effect (sensible heat
storage capacity of water) and volumetric effect. However, it is also observed that,
heat exchanger inlet temperature is independent of water depths. Moreover, ETC
performance declines (up to 60%) to a great extent as the transmittance ratio of ETC
glass declines (0.98–0.6). Table 1 shows general specification of various active solar
stills.

3 Economic Analysis of Some Active Solar Still with ETC

Initially, cost analysis of water desalination system was introduced by Govind and
Tiwari [33]. Later, Kabeel et al. [34] and El-Bialy et al. [35] presented economic
analysis of different configuration of passive and active solar still. There are lots of
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Table 2 Economic analysis formulas applied for most of the still system

Economic method Formulas

Present capital investment (P)
Capital recovery factor (CRF)
Annual first cost (AFC)
The sinking fund factor (SFF)
The annual salvage value (ASV)
Annual maintenance cost (AMC) = 15% of AFC
Annual cost (AC)/m2

The annual cost per litre (AC/L)
Annual useful energy (AUE)
Annual cost/kWh
Percentage of degradation rate (x)
Cost per litres (CPL)

CRF = i(1 + i)n/[(1 + i)n − 1]
AFC = P(CRF)
SFF = (i)/[(1 + i)n − 1]
ASV = (SFF) × S (Salvage value)
AC = AFC + AMC − ASV
AC/L = AC/M (Annual Yield)
AUE = M × 0.65
AC/kWh = (AC/m2) × AUE
S = (x × P)

cost included in economic analysis of the solar still like capital or fabrication cost,
operational cost, maintenance cost (including the subsidy if provided by govern-
ment). Whereas, the fabrication cost includes frame cost, sheets cost (for making
still), insulation, glass and pipe cost. Also, with the increase in the rate of interest, a
decrement in net cost of the system is observed due to increment of capital recovery
(CR) and decrement of SFF. Economic analysis parameters can be expressed in Table
2 by Sanserwal et al. [36].

In this analysis, assumed values of i (interest per year), n (number of life years),
sunny days (number of days in which availability of sun energy was there) and x are
12%, 10, 260 and 20%, respectively, taken for calculation and also prepared a excel
program for the same. Table 3 shows a small overview of estimated costs analysis
for some active solar stills with ETC.

Single slope solar still withmaterials like internal reflector, ultrasonic humidifiers,
PCM and ETC shows excellent performance. These material contributions to overall
price of the solar still are not as high as compared to increment in yield output from
the still.

Table 3 Economic analysis of solar still with ETC

S.
No.

P M (L/m2) CRF FAC SSF S ASV AMC AC CPL

[21] 244.89 642.72 0.177 43.342 0.057 48.978 2.791 6.5012 47.05 0.0732

[22] 694.64 865.28 0.177 122.94 0.057 138.928 7.917 18.441 133.5 0.1542

[25] 380.95 1014 0.177 67.422 0.057 76.19 4.342 10.113 73.19 0.0722

[27] 158.32 1167.4 0.177 28.02 0.057 31.664 1.804 4.203 30.42 0.0261

[28] 550 936 0.177 97.341 0.057 110 6.268 14.601 105.7 0.1129

[30] 105.8 1918.8 0.177 18.725 0.057 21.16 1.206 2.8087 20.33 0.0106

[32] 421.6 1924 0.177 74.617 0.057 84.32 4.805 11.192 81 0.0421
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CPL has a great importance in economic analysis of the solar still because it gives
us overall performance criteria. Even some solar still has larger distilled water output
but due to their higher capital cost, CPL come out with higher value. Solar still with
heat exchanger and ETC [30] shows the lowest CPL and establishment cost of 0.0106
$/l and $ 105.8, respectively.

It is also found that solar still with ETC (indirectly connected with forced flow)
[22] has highest overall cost of $ 694.64 which is 82.34% higher than the solar still
(directly coupled with ETC) [25] but still has 17.18% less distilled water output.

4 Conclusion

ETC integrated with active single slope single basin solar still used for improving the
yield productivity and an economic analysis also carried out for differentmodification
in stills. Above review made some following conclusions:

1. Lower angle of solar still increases the productivity. Whereas, productivity of
still inversely depends upon water depth of still (for sunshine hours).

2. Use of natural convection for the circulation of water inside the active solar
still integrated with ETC accelerates the scale formation inside the tubes due
to saline water. Whereas, forced mode (using pump for flow) overcomes this
problem but increases the cost of still with the yield productivity of 6% only.

3. Experimentally higher annual productivity of 1924 l/m2 is found in a solar still
with internal reflectors using ultrasonic humidifiers, PCMand ETC,while lower
annual productivity found in EISS system of 642.72 l/m2

4. Solar still using natural convection with heat exchanger has lowest CPL of
0.0106 $/l, whereas highest CPL of 0.1542 $/l found in solar still using forced
mode without heat exchanger.
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1 Introduction

Nowadays, research momentum is focusing on the hydrogen economy because of
worldwide huge energy consumption. In the energy market, clean hydrogen supply
is essential. As secondary energy carrier, hydrogen is a potential candidate to meet
most green energy demands replacing the hydrocarbon fuel without harming envi-
ronment. Currently, the global hydrogen production mainly relies on processes that
produced by using three various energy sources such as fossil fuels, renewable and
nuclear energy (Fig. 1). It is important challenge to produce hydrogen as clean
energy from fossil fuels which emit significant amount of GHGs; in the other hands,
renewable alternative energy sources consider environmentally friendly to produce
green hydrogen but still have to reach sustainable large-scale production. Therefore,
nuclear energy is getting more attention because it can run a nuclear reactor without
generating carbon dioxide and agree with industrial demand. However, hydrogen
production for nuclear energy sector is not currently developed enough, but it will be
increased attention as potential energy source because of its no greenhouse emission.

1.1 Nuclear Energy and Its Reactors

An energy which exists between an atoms’ nucleus is termed as nuclear energy.
A nuclear reactor is used to produce nuclear fission-based high amount of energy
using uranium or thorium element. The various kinds of Generation IV nuclear reac-
tors have received increasing attention a high level of inherent safety heat source to
produce nuclear-based hydrogen for large industrial sources than previous genera-
tions. It will catch technical maturity 2030 because of its highly economical, prolifer-
ation resistant and release the lowest waste [1]. For thermochemical production, SFR
system is similar to LFR, where sodium replaces leads-bismuth, GFR can produce a
secondary steam and MSR have long-term potential because of its low temperature
and heat delivered at high. SCWR has a higher thermal efficiency. For hydrogen

Primary Energy Sources

Fossil sources

Coal  Petroleum Neutral gas
Nuclear Energy

Renewable Sources

Geothermal Hydro Solar Wind Biomass

Heat
and

Electricity

USES
Petrochemical
Agricultural
Food industries
Electronics
Metallurgical
Aerospace

Hydrogen Production 
Process

Fig. 1 Hydrogen productions methods from primary energy sources and its uses
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production, it can also reduce the challenges of load balancing, either by conven-
tional electrolysis or thermochemical water splitting. Modern version of HTGR,
VHTR, can supply energy to several exothermic process, such as steam forming,
electrochemical and thermochemical water-splitting processes [2, 3].

1.2 Hydrogen Storage

Hydrogen is storable which is convenient for an energy carrier. In the usage of
economic source hydrogen, how to store hydrogen safely, efficiently and econom-
ically is one of the most important challenges to be overcome. Liquid hydrogen
requires an extra economic cost and a complex technical plant. The good point of
cold/cryogenic compression is a higher energy density than compressed gas, but
cooling requires an additional energy input. The weakness is to find more economic
ways. Stationary hydrogen storage in underground is the most promising materials
for future hydrogen storage to play key role in hydrogen economy that can be done
in large enclosed areas and kept safely away from any possible dangers [4].

2 Routes to Produce HydrogenVia Nuclear Energy

Herein, the various production pathways of hydrogen from nuclear source are
introduced in (Fig. 2).

Fig. 2 Hydrogen production pathways
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Nuclear radiation exits in nuclear reactors, and nuclear fuel phases processing
could be applied directly to produce hydrogen from water. Generated nuclear radia-
tion is changed to high-temperature heat. As seen in Fig. 2, five general methods are
described to produce hydrogen. Directly to split water into hydrogen and oxygen,
radiolysis uses nuclear radiation, and this is not practical because of its contamina-
tion of radioactive materials. To electrolyze the water, water electrolysis uses elec-
tricity derived from nuclear radiation, and it is applicable if close to standard value
of temperatures. High-temperature steam electrolysis and hybrid thermochemical
cycle are known as hybrid using both electricity and high-temperature heat to sepa-
rate water. Thermochemical splitting directly applies high-temperature heat leading
to nuclear energy [5].

Combination of O2 and hydrogen to produce water and electricity is called elec-
trolysis. Improved electrolysis methods include alkaline electrolysis, PEM and SOE
are described in (Fig. 3). High-temperature electrolysis or solid oxide electrolysis
cells can operate with steam (700–1000 °C). In SOE electrolysis process, elec-
trode materials present at the anode (LSM) and at the cathode (Ni–YSZ), and then,
conducting materials as ceramic proton represent superior ionic conductivity and
high efficiency thanO2

− conductor conventionally. PEMelectrolysis runs 20–100 °C
and transforms liquid water. Electrodes reveal high activity of noble catalysts such as
iridium as the anode and platinum Pt as the cathode. Alkaline water electrolysis oper-
ates lower temperatures such as 30–80 °C with aqueous solution KOH or NaOH as
electrode, and nickel uses as electrode materials because of its availability combined
with reasonable price and high activity. The interesting points are that SOE has the

Fig. 3 Types of electrolysis
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highest energy efficiency (90–100%) followed by PEM has (80–90%) energy effi-
ciency and then AWE stands the lowest energy efficiency (70–80%). SOE has some
bad points related to shortage of stability and inadequate durability, and PEM faces
some challenges because of its expensive polymer membrane, while AWE also has
some issues like electrode corrosions, gas permeation and decreases operation pres-
sure. Therefore, before approaching commercial markets, some negative ascents of
SOE, PEM and AWE have to be solved [6, 7].

Thermochemical cycles (TC’s) has pointed combination chemical reactions with
heat source to separate water into its hydrogen and O2 efficiently. Thermochemical
water-splitting cycles have major good points as the particular chemical process, no
need to use catalysis, not requiring O2–H2 separation membranes can reach desired
temperature, require low electric sources, and then, the chemical source can recycle
except water [8]. Since 1960s, over 100 thermochemical cycles have been proposed.
For selecting the reasonable cycle, some facts occur at the same time by following.
Temperatures should be considered. The number of steps could be minimal. Each
individual step with quick reaction and proportions should be similar the other steps.
In chemical, the reaction products should not outcome by products, and any reaction
products must be minimal to reduce the energy consumption and the price. The
intermediates must be simple to handle [8].

The Hys cycle, as known as the Westinghouse cycle, hydrogen and sulfuric acid
are produced by sulfur dioxide depolarized water electrolysis (SAD). To solve the
challenging issue of Hys cycle, Ot–Hys process used the sulfur combustion process
instead of high-temperature SAD process (Fig. 4). Ot–HyS process of the net thermal
efficiency is about 25.0–30.0% higher than about 20.0%HyS cycle and then conven-
tional water electrolysis. Due to favorable sulfur statistics, at least technical chal-
lenges and higher net thermal efficiency, as securing a bridge, Ot–HyS could intro-
duce an important role in sustainable energy future but have to solve challenges to
become economically favorable [9].

Currently, two cycles (S–I and Cu–Cl) stand as the most reliable cycles because
of their costs and efficiency, while most of cycles are not feasible because of its
scientific, technical or energizing reasons.

Sulfur-iodine (S-I) cycle is to produce hydrogen which has been discussed exten-
sively (Fig. 5). Bunsen reaction is an exothermic chemical reaction that occurs at
100 °C, where H2O, SO2, and iodine react to form sulfuric acid and hydrogen iodide.
In liquid-liquid separation, themixed acid divide into two types of acid,which are rich
phase of HI and H2SO4. Both type of acids are decomposed, purified and concen-
trated in the other two reactions after the separation of the acids. The endothermic
H2SO4 decomposition reaction releases oxygen, sulfur dioxide and water at about
800–1000 °C. The endothermic HI, H2 and O2, the rest of the products are recy-
cled alike the reactant material [10, 11]. Thermochemical water splitting with S-I
cycle needs the high temperature to decompose SO3 in SO2 the ultimate state H2SO4

decomposition, the best connection with generation IV. Sulfur-iodine cycle linked to
a nuclear reactor (600 MWth VHTR), operating at 950 °C but the necessary highest
required temperature of the cycle, around 850 °C. Iodine losses would be noted
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Fig. 4 Hybrid sulfur cycle and one-through hybrid sulfur process

because it is not only abundant but also really dare. And then, it only reaches an effi-
ciency of 36% even though a thermochemical process is to achieve an efficiency of
at least 50%. S–I process can produce 633 molH2/s in the self-sustaining agreement
of HYTHEC. For the baseline S–I plant, hydrogen production cost of 5.3 V/kg H2

(6.4 $/kg H2) has been accepted. At present, JAEA, Japan, can touch 0.065 kg/day
of hydrogen production [12].

The copper-chlorine (Cu–Cl) cycle for green hydrogen production is currently
divided into three various groupswhich are known three-, four- andfive-step (Tables 1
and 2). Using intermediate (Cu–Cl) compounds, copper-chlorine cycle splits H2O
into hydrogen and O2. In the five-step cycle, in a closed loop, all chemical process
is performed to recycle all chemicals continuously. In the step 1, at 450 °C as an
exothermic reaction, hydrogen is produced. In the step 2, at around 25 °C, producing
copper from molten Cu–Cl shifts to the produced hydrogen, whereas the rest copper
chloride is transferred to the next reaction. The third step of dried molten CuCl2
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Fig. 5 S-I thermochemical cycle

is used as solid CuCl2 for the fourth step. In the step four, solid CuCl2 reacts with
water to produce HCl and CuOCuCl2, and production HCl step sees at a temperature
of around 450 °C. In the final step, approximately 500 °C O2 is produced. Heat
exchanger is applied to adjust each stage of required temperature because each stage
needs different temperature to complete their respective reaction.

The four-step Cu–Cl cycle, step 2(copper production) and step 3 (drying) are
combined to handle the solid copper and to terminate the intermediate production.
During these combinations of these two steps, the four-step copper-chlorine stands
the lowest thermal energy input but higher electrical energy input than five-step Cu–
Cl cycle. Therefore, among thermochemical copper-chlorine cycle, four-step Cu–Cl
cycle is mentioned as the most reliable production process to support hydrogen
demands. Production of hydrogen step 1 and step 2 (combine step) in the four-step
cycle by providing CuCl2 (aq) to water-splitting sector directly is cooperated in step
3 copper-chlorine cycle [16]. Because of its corrosive nature of products, three-
step cycle is not applied for future industrialization. The Cu–Cl cycle is coupled to
SCWRbecause of its lower temperature requirements around550 °Cwhich thermally
decompose water into hydrogen and oxygen, through intermediate (Cu–Cl). (Cu–Cl)
cycle consists of several chemical reactions that cause a closed internal loop and
without generating any greenhouse gases, recycle the Cu–Cl compound continually.
Then, Cu–Cl cycle has decreased construction material demands, low-cost chemical
agents, solid handing insignificantly and can complete the reaction without any side
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Table 1 Three main types of Cu–Cl cycle [13, 14]

Cu–Cl cycle Step Chemical reactions Names of steps Temperature (°C)

Five-step cycle 1. 2Cu(s) + 2HCl(g) →
2CuCl(l) +H2(g)

H2 Production 450

2. 4 CuCl(aq) → 2CuCl2(aq) +
2Cu(s)

Cu Production 25

3. 2 CuCl(aq) → 2CuCl2(s) Drying 90

4. 2CuCl2(s) + H2O(g) →
CuOCuCl2(s) + 2HCl(g)

HCL Production 450

5. Cu O CuCl2(s) → 2CuCl(l)
+ ½O2(g)

O2 Production 500

Four-step cycle 1. 2Cu(s) + 2HCl(g) →
2CuCl(l) + H2(g)

H2 Production 450

2. 4CuCl(aq) → 2CuCl2(aq) +
2Cu(s)

Combined Steps 25–90

3. 2CuCl2(s) + H2O(g) → C
O * CuCl2(s) + 2HCl(g)

HCL Production 450

4. Cu O* CuCl2(s) → 2CuCl(l)
+ ½O2(g)

O2 Production 500

Three-step cycle 1. Cu(s) + 2HCl(g) → 2CuCl(l)
+H2(g)

Combined Steps 100

2. 2CuCl2(s) + H2O(g) →
CuO * CuCl2(s) + 2HCl(g)

HCL Production 430

3. CuO * CuCl2(s) → 2CuCl(l)
+½O2(g)

O2 Production 550

Table 2 Advantages versus disadvantages reducing Cu–Cl steps [15]

Cu–Cl cycles steps Advantages Disadvantages

Reducing five steps to four
steps

Fewer equipment material
challenges; No need to separate
HCl from H2O

Current and voltage
dependence on concentration
not known clearly

Reducing five steps to three
steps

Less to process solid particles
challenges; reduce steps and
less equipment

Increase heat intensity and
heat great; challenges more
equipment material; more
unwanted side products, etc.

effect. At 500 °C, hydrogen production efficiency can achieve 33–37%. Copper-
chlorine cycle can reach 3 kg/day hydrogen production under developed by UOIT,
Canada [17, 18].



A Review on Nuclear Energy-Based Hydrogen Production Methods 139

3 Integrated Hydrogen Production

In the near future, the coupled nuclear/solar energy sources are linked with ther-
mochemical cycles to form hydrogen production nearly zero greenhouse gas emis-
sions using water and either nuclear energy or sunlight. In the transition to an almost
complete solar energy sector, nuclear energy can serve as a support and backup power
suppliers. Generally, direct cycles start fewer steps with less complex, but its higher
operating temperatures are more complicated than hybrid cycles. Thermochemical
water-splitting cycles (Cu–Cl) and (S–I) are used as comparative purposes to fulfill
coupling solar and nuclear energy sources because of their operating temperature
range and then have less complexity and safety process in the chemical reactions.
S–I cycle can be applied if it meets the required temperature by integrating nuclear
and solar system because of its high operating temperature. Combining the required
input from the nuclear with the output from the solar, Cu–Cl accepts constant energy,
and all the time may run at its design capacity which may catch 90% or higher
capacity factor significantly would decrease the cost of hydrogen and also increase
the economics markets [19].

4 Life Cycle Assessment (LCA)

The LCAprocess is a systematic and phased approachwhich considers using the four
main phases of LCA. LCA results are describedwhich are based on unit product (1 kg
of hydrogen [20]. Producing hydrogen from high-temperature water electrolysis of
the life cycle assessment demonstratesGWP2000gCO2 equivalent andAP0.15 g eq.
H + . Usage of alternative materials to improve the potential electrolysis, especially
50% reduction in the material requirements, will indicate into decrease 25% in the
GWP and 30% in the AP. Therefore, scientists have to find the way for the better
research for new attitudes of electrolysis [21]. S–I cycle for hydrogen production,
GWP 2900 kg CO2 eq and the AP 17 kg SO2 are generated [19]. Four- and five-step
Cu–Cl cycles of environmental impact are also mentioned. For the five-step Cu–Cl
cycle, GWP as 0.346 kg CO2-eq and AP as 5.0 × 10−3 kg SO2-eq per kg while
GWP 0.287 kg CO2-eq and AP 2.1 × 10−3 kg SO2-eq per kg in the four-step Cu–Cl
cycle are emitted, respectively [22]. The four-step Cu-Cl cycle notices the lowest
environmental impacts because of its lower heat requirement [23].

5 Conclusions

In many countries, as primary energy source, nuclear energy is introduced or being
considered because it is a stable and reliable energy supply without emitting green-
house gas. For nuclear-based hydrogen production, several types of reactors are
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being introduced, and several methods are ready to participate to produce hydrogen
including electrolysis and thermochemical cycles. A considerable research programs
are aimed to optimize these cycles underway at the various organization in the world.
Electrolysis and thermochemical cycles are used as massive hydrogen production.
Electrolysis method applies as near term option. By using heat to convert water to
hydrogen and oxygen, thermochemical cycle stands as long-term option because it
can save cost.

Therefore, based on the articles, the Cu–Cl cycle linked SCW is very cheap
hydrogen production as promising alternative production. Moreover, Cu–Cl cycle
requires lower temperature (around 530 °C), while most of the cycles need process
heat at temperatures above 800 °C, and then, it can reducematerials andmaintenance
costs. TheLCAresults also showed that the fourth copper-chlorine cycle has the lower
environmental impact than other candidates which are based on nuclear energy to
produce H2.
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Power Generation from Waste Heat
Using Thermoelectric Modules

Kartik Jeph , Keshav Kumar Tomar , and Kunal Lohchab

1 Introduction

In the past few decades, attempts have been made to harness waste heat to convert it
into electrical energy. Thewaste heat is often being derived fromvarious technologies
that are used today for human comfort. The amount of waste heat generated differs
from industry to industry, for example, the automobile industry comes at the top in
terms of generation of heat that is not utilized (or wasted). Other industries such
as telecommunications, cooling systems, solar, and geothermal also fall into this
category.

The reason behind these attempts is to save the fuel from being wasted as much
as possible because of the scarcity of resources. And if the current consumption
rate is not reduced, then it would not take long for our resources to get exhausted.
One potential and widely used method is the thermoelectric power generation tech-
nology, for utilizing the waste heat. These generators work on the principle of the
Seebeck effect which is defined as, “temperature difference between two dissimilar
electrical conductors or semiconductors produces a voltage difference between the
two materials” [1].

Table 1 represents some important experimental and theoretical results from
previous studies on waste heat utilization using thermoelectric generators.

In thiswork, a theoreticalmodel of a system is defined that useswaste heat for elec-
trical power generation. For this system, the outer surface of the catalytic converter of
passenger vehicles is considered as the heating source, and coolant from the coolant
cycle of an engine is considered as the cooling source. The amount of power gener-
ated by various thermoelectric modules depends upon different parameters such as
the temperature difference across the surface of the module, type of heating, and

K. Jeph · K. K. Tomar (B) · K. Lohchab
Department of Mechanical, Production & Industrial and Automobile Engineering, Delhi
Technological University, Delhi 110042, India
e-mail: keshavkt.112@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Kumar et al. (eds.), Recent Advances in Mechanical Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-9678-0_12

143

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9678-0_12&domain=pdf
https://orcid.org/0000-0003-1993-3962
https://orcid.org/0000-0003-0010-9893
https://orcid.org/0000-0002-6968-6421
mailto:keshavkt.112@gmail.com
https://doi.org/10.1007/978-981-15-9678-0_12


144 K. Jeph et al.

Table 1 Results from related literature

References and year Temperatures (Th & Tc)
(°C)

Number of modules used
(N)

Power output (W)

Crane et al. [2] Th = 90
Tc = 25

6 0.54

Niu et al. [3] Th = 90
Tc = 25

56 146.5

Kim et al. [4] Th = 95
Tc = 45

72 75

Remeli et al. [5] Th = 160
Tc = 65

1 1.72

cooling source (for example, this can be water or some device). A higher temper-
ature difference means higher power generation. The use of liquid for heating and
cooling will result in high power generation because liquids have high heat capacity.
The amount of power generated also increases with an increase in the mass flow rate
of liquid used for heating or cooling.

2 Experimental Set-Up

The thermoelectric module uses temperature difference for power generation. In this
work, this temperature difference is created by using the surface of the catalytic
converter as the heat source and coolant as the heat remover or cooling source. Now
as mentioned above, the surface of the catalytic converter is the heat source, and this
surface will be feeding heat to the modules. But this heat input is not uniform as the
surface temperature of the catalytic converter varies from point to point. Although
this temperature variation is small, having a nonuniform source of heat may influence
the working of modules which is not beneficial. This can be corrected by introducing
a narrow metal plate just after the hot surface of the catalytic converter. This metal
plate will uniformly distribute heat across its surface and will act as a good source
of heat for the module. The proposed model is shown in Fig. 1.

On the other side of the module, a metal block is used which has a copper pipe
embedded inside of it. This can be understood from picture given in Fig. 2.

Coolant from the cooling cycle of the engine passes through this copper pipe and
takes the heat from themodule. Hence, this whole assembly ofmetal block embedded
with the copper pipe having coolant passing through it acts as a cooling system for
the module. The metal block is used for better heat transfer from modules to coolant
and to increase the area of heat transfer, which increases the amount of heat collected
by the coolant.

A number of thermoelectric modules are sandwiched between the metal plate and
the metal block to facilitate the power generation process.
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Fig. 1 Proposed model of the thermoelectric generator

Fig. 2 Lateral
cross-sectional view of the
aluminium block

2.1 Thermoelectric Module

The maximum temperature a bismuth telluride thermoelectric module can endure is
250 °C [6]. Therefore, it is suitable for the system proposed in this work. The most
common configuration that is easily available is 127 couples-6 amp. Dimensions of
the selected module are given in Table 2 [7].

Length—40 mm
Width—40 mm
Height—3.95 mm
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Table 2 Properties of the module at Th = 200 and T c = 100 [8]

SM Module average Seebeck coefficient (V/K) 0.04882

RM Module average resistance (ohms) 3.7867

KM Module average thermal conductance (w/K) 1.0531

Table 3 Important properties of the coolant mixture at 90 °C [9]

Dynamic viscosity (μ) (centipoise) 0.737

Specific heat capacity (Cpc) (KJ/kg C) 0.4335

Thermal conductivity (Kc) (W/mK) Module average thermal conductance (w/K)

Density of mixture (ρ) (kg/m3) 1036

2.2 Coolant

The most common coolant used in the engine cooling cycle is ethylene glycol. In
the common application, it is mixed with water in 1:1 proportion to improve the
cooling properties. The obtained coolant of 50% ethylene glycol and 50% of water
is considered in this work.

Properties of the ethylene glycol–water mixture important for this study are given
below (Table 3).

The average flow velocity of coolant in the cooling system is 5 feet per second
[10], and the diameter of the coolant pipe at the radiator outlet is around 25 mm.

Mass flow rate can be expressed as

ṁc = ρV A (1)

where,
ρ (Density of the mixture) = 1036 kg/m3. V (velocity) = 1.524 m/s
A (Area at the radiator outlet) = π × (0.025 ÷ 2)2 m2

By using the above formula and putting the values given above in it, the mass
flow rate comes out to be 0.775023 kg/s.

2.3 Thermal Interface Material (TIM)

The thermal interface material is selected by considering these parameters.

1. Type of material to be connected.
2. Type of bond required.
3. Amount of heat to be dissipated.
4. Temperature.
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The system proposed in this work has metal to ceramic surface connection, and
it requires a TIM that can provide

1. Mechanically strong bond.
2. Can handle high temperature of about 200 °C.
3. It can transmit a high amount of heat through it easily.

Considering all the properties required for the system proposed in this work,
thermally conductive epoxy adhesive is the appropriate material.

2.4 Metal Plate and Metal Block

The thickness of the metal plate is small, and the weight would not be a critical factor
here. Therefore, copper is the appropriate material for the metal plate. There are over
a thousand and even more commercially available grades of copper. Most of them
are similar in properties with only small variations. One of the common grades of
copper that can be used here is UNS C10100 that is easily available [11].

In the case of the metal block, the thickness is about 4 times the metal plate and
that would significantly affect the overall weight of the system proposed. Therefore,
aluminium is the appropriate material for the metal block. Priorities in descending
order of their respective weights (Table 4).

Given above is a table containing properties of four most commonly used grades
of aluminium. To select the best grade among these, a weighted average method is
applied.

Thermal conductivity (4) > Density (3) > Tensile Strength (2) > Melting Point (1)
Weights for highest to the lowest values of thermal conductivity, tensile strength,

and melting point:
4 (highest) > 3 > 2 > 1 (lowest)
Weight for highest to the lowest value of density:
4 (lowest) > 3 > 2 > 1 (highest)
It is clear from the above analysis that the Al-6063 T6 grade is the best option

(Table 5).

Table 4 Aluminium grades [12]

Material Density (g/cm3) Thermal
conductivity
(W/mc)

Melting point (°K) Tensile strength
(MPa)

Al-5052 H36 2.68 138 607 276

Al-6061 T6 2.70 167 582 310

Al-6063 T6 2.69 209 616 241

Al-1100 H14 2.71 220 643 124
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Table 5 Weighted average Grades Weighted average

Al-5052 H36 4 × 1 + 3 × 4 + 2 × 3 + 1 × 2 = 24

Al-6061 T6 4 × 2 + 3 × 2 + 2 × 4 + 1 × 1 = 23

Al-6063 T6 4 × 3 + 3 × 3 + 2 × 2 + 1 × 3 = 28

Al-1100 H14 4 × 4 + 3 × 1 + 2 × 1 + 1 × 4 = 25

3 Standard Equations and Mathematical Modelling

3.1 Standard Equations of Thermoelectric Power Generation
System [13]

With no load (RL not connected), the open-circuit voltage as measured between
terminals is

VO = SM × �T (2)

Here,VO is the output voltage fromonemodule in volts, SM is the average Seebeck
coefficient in volts/°K, and �T is the temperature difference in °K, where

�T = Th − Tc (3)

When load resistance is taken into account, the current through the load is

IO = SM × �T

RM + RL
(4)

Here, IO is the output current in amperes, RM is the average internal resistance of
a module in ohms, and RL is the load resistance in ohms.

Heat input to the module (Qh) is

Qh = (SM × Th × Io) −
(
0.5× I 2o × RM

) + (KM × �T ) (5)

Here, Qh is the heat input in watts, KM is the thermal conductance of a module in
watts/°K, and T h is the temperature of the hot side of the module in °K. The values
SM, RM, and KM must be selected at the average module temperature, where

Tavg = (Th + Tc)/2 (6)

Power output from the module,

PO = RL ×
[
SM × �T

RM + RL

]2

(7)
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Considering the modules are to be connected in a series, parallel, or series +
parallel arrangement, the total number of modules in the system NT will be

NT = NS × NP (8)

Current passing through the load resistance RL,

I = NS × SM × �T
NS×RM

NP
+ RL

(9)

Total output voltage,

V = RL ×
[
NS × SM × �T

NS×RM
NP

+ RL

]

(10)

Total output power from the modules,

P = NT × (SM × �T )2

4× RM
(11)

Total heat input to the modules,

Qh = NT ×
[
SM × Th × I

NP
− 0.5×

(
I

NP

)2

× RM + KM × �T

]

(12)

The total heat output from the modules

Qc = Qh − P (13)

The efficiency of the power generation

Eg = P

Qh
× 100(%) (14)

Maximum power output can be achieved when the internal resistance of the
module arrangement is made equal to the load resistance RL. This can be done
by selecting a proper arrangement of modules.

3.2 Mathematical Modelling

A conceptual model has been shown in Fig. 1 which represents the overall system.
The coolant flowing inside the copper tubes takes away all the heat coming from
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Fig. 3 Heat transfer

the modules. For a better understanding of the heat transfer process between the
aluminium block and coolant, the cross section of the copper tube embedded inside
the aluminium block is shown in Fig. 3.

Qc is the heat coming from the modules, and this heat is transmitted to the coolant
via the block. So that Qc can be expressed as

Qc = UA�T2 (15)

Or,

UA = QC

�T2
(16)

(1/UA) is the overall resistance to the heat transfer between the aluminium block
and coolant. For making the calculation simple, the aluminium block is assumed to
have constant temperature T which is equal to Tc. And UA can be expressed as

UA = 1
1

hc A1
+ 1

2πK L ln r2
r1

(17)

where A1 = 2πr1L and K is the thermal conductivity of copper, which is 396 W/mK
at around 90 °C. �T 2 is the mean temperature between the aluminium block and the
coolant. So, it can be expressed as

�T2 =
(
T − T f + Ti

2

)
(18)

Ti and T f are the initial and final temperatures of the coolant respectively. Also,

QC = ṁccpc�T1 (19)
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Or,

Qc = ṁccpc(Tf − Ti) (20)

Byusing all the equationsmentioned above, the heat transfer coefficient calculated
in the next section leads us to the length of the copper pipe embedded inside the
aluminium block.

3.3 Calculation of the Heat Transfer Coefficient
of the Coolant

Reynolds number is given as

Re = ρV D

μ
(21)

Or,

Re = ρV D

μ
× A

A
= ṁ × D

A × μ
(22)

Putting the values from Table 3 in the above equation, Re comes out 42,845.69
which is larger than 6000, and therefore, it is a turbulent flow.

Prandtl Number:

Pr = μcpc
Kc

(23)

Convective heat transfer

h = Nu × Kc

D
(24)

Now, as the flow is turbulent,

Nu = 0.023× P0.4
r × R0.8

e (25)

Convective heat transfer coefficient can be expressed as

hc = 0.023× P0.4
r × R0.8

e × Kc

D
(26)
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After putting all the required values in the above equation, it comes out to be hc
= 5273.83 (w/m2K), and here, the diameter of copper pipe is taken as 20 mm with
1 mm thickness.

4 Results

Using the standard equations for thermoelectric power generation and the math-
ematical modelling proposed for the system, several important characteristics are
calculated for different voltage outputs keeping the temperature difference of 100 °C
(T h = 200 °C and T c = 100 °C) and load resistance fixed, variations can be under-
stood from the graphs given in Figs. 4, 5, 6, 7 and 8. The values that are calculated
are given in Tables 6 and 7.

Table 6 Results

V (Volts) N Eg, efficiency Power (W) Qh (W)

5.015 4 1.350 6.289 465.500

8.56 6 1.310 9.160 698.250

11.97 8 1.285 11.940 931.050

17.12 12 1.312 18.330 1396.51

20.55 14 1.227 21.120 1629.35

Table 7 Results (cont.)

V (Volts) Qc (W) Length of copper pipe (m) Temperature difference �T (°C)

5.015 459.211 0.1415 100

8.56 689.090 0.2132 100

11.97 919.110 0.2850 100

17.12 1378.18 0.4317 100

20.55 1609.35 0.5062 100
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Fig. 4 Voltage versus
Efficiency (Eg)

1.15

1.2

1.25

1.3

1.35

1.4

5.015 8.56 11.9717.1220.55

Eg

Voltage, V ( Volts )

Th = 200oC and Tc =100oC

Fig. 5 Voltage versus
Number of modules (N)
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Fig. 6 Voltage versus power
output (P)
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Fig. 8 Voltage versus heat
input (Qh) and Heat output
(Qc)
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5 Conclusion

As a conclusion from this study, the power generation achieved from the excess heat
using the thermoelectric module can be carried out using the model proposed. The
excess heat of the catalytic converter of the passenger vehicle is utilized here. The
surface temperature of the catalytic converter and coolant temperature at exit from
the radiator was the main parameters. The hot side of the thermoelectric module
receives heat input from the catalytic converter, while the heat from the cold side is
channelled using the coolant from the engine coolant cycle. The design illustration,
the power generated, generator efficiency, total heat input, heat output from the cold
side, and the number of modules have been illustrated for different values of voltages
and for a constant temperature difference of 100 °C (T h = 200 °C and T c = 100 °C)
by the use of graphs. Formulas used for the calculation of all factors mentioned
before have also been specified clearly. Many considerations have been studied and
taken care of while undertaking this study. The study illustrates that waste heat is
practically useful if it is considered as a valuable source for any reason.
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Effect of SiC Nanoparticles
Concentration on the Tribological
Behavior of Karanja Oil

Yashvir Singh , Abhishek Sharma , Naushad Ahmad Ansari,
and Nishant Kumar Singh

1 Introduction

The increase in environmental pollution due to the extreme use of petroleum products
has focused to explore alternatives [1]. One of the petroleum products is in use in
the form of synthetic oil. The purpose of the synthetic oil is to minimize the friction
between two sliding surfaces and enhance the energy utilized during the rubbing
process [2–4]. The synthetic oils are dangerous to the environment especially aquatic
as they are toxic and non-biodegradable. Most of the pollution is caused due to their
improper disposal [5].

To meet the requirements of the synthetic oil and to provide effective lubrication,
bio-based lubricants synthesized from the vegetable oils are suitable. They contain
higher viscosity, higher viscosity index, less toxic, biodegradable and high flash point
which are considered as important properties during the lubrication process [6, 7].
There are limitations associated with the vegetable oils which limit their application.
Certain additives were added to the oils to improve their properties, but most of the
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additives contain sulfur and phosphorous resulting in pollution of the environment
[8].

The application of the nanoparticles as an additive to the non-edible vegetable
oils is one of the prominent members. The results of the nanoparticles during their
application were proved to be the better one. In the previous studies, most of the
studies were performed while considering them for engine oil and edible oil. Ren
et al. [9] examined the tribological characteristics of the ZnO coated with graphene.
The improved anti-wear mechanism was formed to maintain the capacity of the load
and the lubricant film. Silica nanoparticles provided improved tribological behavior
when added to the lubricant, but their application was limited due to their improper
dispersibility [10]. The effect of copper nanoparticles on the serpentine powder was
analyzed by Zhang et al. [11]. Up to optimummass ratio of 7.5:92.5, improved results
in the tribological analysis were seen.

In this study, SiC nanoparticle was used as additive to the Karanja oil. None of the
studies was performed earlier while considering SiC nanoparticles to the tribological
application with Karanja oil. The purpose of using SiC was due to its more hardness
which resists in a better way to the applied pressure on the lubricant films [12]. The
Karanja oil was easily available and mostly found in tropical areas. The seeds of the
Karanja tree provide oil yield up to 45% as reported in the literature [13].

The objective of the study is to analyze the tribological behavior of Karanja
oil during SiC nanoparticles addition. The sodium dodecyl sulfate was used as the
surfactant to the Karanja oil. The test was performed at different parameters. The
worn surfaces were analyzed using the scanning electron microscope (SEM).

2 Materials and Methods

Figure 1 shows the methodology adopted during the examination. It consists of the
process followed for the test. The detailed description is mentioned in the subsequent
sections.

2.1 Sample Development for the Characterization

TheSiCnanoparticlewas procured from the vendorNanoResearchLab, Jamshedpur,
Jharkhand, India. The nanoparticles supplied were in the range 25–30 nm diameter
having a spherical shape. The purity of the nanoparticles was 99.9% as assured by
the supplier. The Karanja oil was collected through the local supplier fromDehradun
City, Uttarakhand, India. To improve the properties of the Karanja oil, nanoparticles
were added. The nanoparticles were added to the oil and stirred for 30 min with
300 rpm speed. For proper dispersion, the mixture was ultrasonicated for 45 min
(400 W, 20 kHz). After ultrasonication, the sodium dodecyl sulfate was used as
a surfactant, and proper mixing was done using the magnetic stirrer. The mixing
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Fig. 1 Methodology of the process

process was performed for 30 min. The nanoparticles were added to the oil in the
ratio 0.3–.2% (W/V). The following are the designations assigned to the different
samples: 1) KO 2) KO + 0.3% 3) KO + 0.6% 4) KO + 1.2%.

2.2 Physicochemical Characterization

The physicochemical characterization was done according to the ASTM standard
methods. The kinematic viscosity was evaluated through the viscometer (Swastik
systems and services, NewDelhi) based on the ASTMD-445 standard. The viscosity
was measured at atmospheric pressure and temperatures (40, and 100 °C). The test
was conducted three times, and the mean value was used to reduce the error and
maintain reliability.

Flash point and pour point of the oil were measured according to ASTM D-92
(Cleveland open cupmethod) and ASTMD-97, respectively, using proper apparatus.
The acid value was measured using GD-246B automatic tester based on poten-
tiometric titration principle according to ASTM D664 method. Table 1 shows the
properties of the lubricants.
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Table 1 Characteristics of the blends used for the examination

Parameters Viscosity @ 40 °C
(cSt)

Viscosity @ 100 °C
(cSt)

Flash point (°C) Pour point (°C)

KO 239.21 16.16 253.4 −3.5

KO + 0.3% 240.13 16.88 254.6 −3.2

KO + 0.6% 241.57 17.72 256.8 −3.2

KO + 1.2% 249.41 20.63 261.2 −2.1

2.3 Experimental Setup

For performing the tribological study, pin-on-disk (POD)machinewas used as shown
in Fig. 2. Table 2 shows the specification of the apparatus. The POD was equipped
with sensors for getting the frictional force and wear of the material. The test was
performed using ASTM G99 method. During the test, 8 mm diameter and 30 mm
height pin was used. The LM 13 alloy (chemical composition: Al-83.39%, Si-10.9,
Fe-0.527, Cu-1.31, Mg-1.05, Ni-2.32, others-0.494) was procured from the vendor

Fig. 2 Image of the machine
for the set-up

Table 2 Specifications of the
experimental setup

Normal load 5–200 N

Frictional force Up to 200 N

Disk size 165 mm × 8 mm

Rotational speed 200 rpm to 2000 rpm

Wear measurement Range up to 2000 µm

Wear track diameter 140 mm or variable

Pin/ball diameter 3, 6, 8, 10 and 12 mm
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Table 3 Conditions applied
to the apparatus during
analysis

Operating conditions Quantity

Applied load 80 N

Track diameter 90 mm

Velocity 200 rpm

Time 3600 s

Raine Aluminium Private Limited, Hyderabad, which was used as pin material for
the test. The purpose of consideration of this material due to its application for the
piston which faces maximum friction and the hardness is 98 HRB. This type of the
alloy is also capable to resist wear and corrosion. For the disk, EN 31 steel was
used as it contains more amount of hardness (62 HRC) and high wear resistance
[14]. Table 3 shows the process parameters undertaken for the test. The conditions
are considered based on the studies in the literature, and the maximum wear on the
piston rings occurs during low speed [15, 16].

3 Results and Discussion

3.1 Friction Analysis

Figure 3 shows the COF for the different samples with respect to time. Initially
during the test, all the lubricant shows higher coefficient of friction up to 1000 s.
This was due to the time taken by the lubricants to maintain a lubricant film on the
surface. The Karanja oil shows the maximum coefficient of friction with respect
to nano lubricants. The least coefficient of friction was obtained during the 0.6%

Fig. 3 Coefficient of friction
of the lubricants
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concentration. The nanoparticles up to 0.6% concentration fill up the gaps on the
surfaces and provide assistance to the lubricant film in resisting the stress buildup by
the applied load.When the nanoparticles concentration increases, COF also increases
due to the agglomeration of the particles on the surfaces [17, 18].

3.2 Wear

The specific wear rate of the material was calculated based on Eq. (1). Figure 4
shows the specific wear rate of the materials with different lubricants. The more
wear were happened with the raw Karanja oil. The nanoparticles mixing to the
Karanja oil achieved less wear at 0.3 and 0.6% concentration. When more amount
of nanoparticles added, it gets agglomerated on the surface which results in more
amount of wear of the pin [16, 19].

Specificwearrate = Volumeloss(mm3)

Load(N )xSlidingdistance(m)
(1)

The wear scar diameter of the samples was assessed using the view 7 software
employed with the microscope. The wear scar diameter was the scar formed on
the surface during the various conditions. It can be observed from Fig. 5 that the
maximum scar was shown when raw Karanja oil was used. It gets reduced during
the application of nanoparticles, and the least scar was attained when 0.3 and 0.6%
nanoparticles were added. The formation of the scar was based on the formation of
the lubricant film thickness. The addition of nanoparticles up to 0.6% concentration
results in the formation of effective lubricant film on the surface.

Fig. 4 Specific wear rate of
the material
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Fig. 5 Wear scar diameter
of the lubricants

3.3 Worn Surface Analysis

Figure 6 shows the images obtained for the worn surfaces using SEM. Figure 6a
shows the images for the pin under Karanja oil lubrication. The delamination of the
surface is due to the abrasion. Figure 6b and c shows the surfaces with 0.3 and 0.6%
nanoparticles concentration. The surface gets smoother when the nanoparticles were
added up to the concentration of 0.6%. Less amount of grooves were present on the
surface which can be verified by the 3D surface. Figure 6d shows the images during
the addition of 1.2% nanoparticles. The cracks and pits on the surface were formed
due to the agglomeration of the nanoparticles on the surface resulting in more wear.

4 Conclusions

The tribological analysis of the Karanja oil with SiC nanopartciles addition was
analyzed. Following are the conclusions drawn from the study.

• The coefficient of friction gets when nanoparticles are added up to 0.3 and 0.6%,
and an increment in the COF was observed with further addition of the nanopar-
ticles. The SiC nanoparticles are capable to form protective layer when added up
to 0.6% to the Karanja oil.

• The less specific wear of the material was obtained with the addition of nanopar-
ticles to the Karanja oil up to 0.3 and 0.6%. The amount of wear rate was less
with respect to raw Karanja oil.

• Maximum wear scar diameter was observed with the Karanja oil, and addition of
0.6% nanoparticles provided less wear scar diameter. The highly worn surfaces
were obtained with higher concentration of the nanoparticles.
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(a) (a) 

(b) (b) 

(c) (c) 

(d) (d) 

Fig. 6 Scanning electron microscope images with 20 µm zoom a KO b KO+ 0.3% c KO+ 0.6%
d KO + 1.2%
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Performance Characteristics of Karanja
Biodiesel Blends Using Energy Audit
Technique

Sanjay Mohite , Sagar Maji , and Amit Pal

1 Introduction

Biodiesel is a mono-alkyl ester consisting of long-chain fatty acids, which is derived
from renewable sources. It is an oxygenate fuel obtained from natural biological
process [1]. Utilisation of inexhaustible energy technology is at a slow speed. But,
biodiesel is more popular as compared to other sources because it can be used as
an alternative with diesel [2]. The estimation of energy demand was 13.1473 billion
tonnes of oil equivalent on 2015 in the world. This demand has been increasing at
a fast pace to 17.7156 billion tonnes of oil equivalent in 2040. Now, there is 239.4
billion tonnes stock of estimated oil reserves, which is being consumed in a fast
manner. Therefore, it is very essential to replace this oil fuel with alternative sources
of energy. Diesel fuel is popular in the world, and it is better to replace this diesel
fuel with an alternative. According to US Legislation, biodiesel production was 30.1
million tonnes in a year of 2014, and it would rise to 35 million tonnes in a year of
2020 [3].

A vehicle’s energy audit is a systematic means to measure use of energy. Energy
audit is used to examine and save fuel. It is a preliminary step which consists of
priority set-up in a programme of energy management. Maintenance parameters
decrease losses of friction, and parameters of engine performance are computed [4].
An asset’s performance is judged by energy benchmarking and rating. Ships do not
have any scheme of energy performance benchmarking and rating. Key performance
indicators and energy rating scheme have been introduced in ships by researchers. A
proposed benchmarking and rating method could be utilised for energy performance
[5]. Energy audit has been investigated in fishing vessels. It has been performed
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on Australian fishing vessel for recommendation to get better efficiency. It has been
investigated to make recommendation to save and propose changes to construct more
efficient vessel. A vessel has been analysed for energy use in it. A sample energy
audit has been proposed to fishing vessel of Australia to improve efficiency and
reduce fuel consumption [6]. Energy audit is used to reduce consumption of energy
and environmental impact. Green energy audit is concerned with energy and envi-
ronment. It optimises building’s energy performance and provides sustainability [7].
Diesel engine of heavy duty and medium duty has been analysed to find efficiency,
energy losses and prospects to improve. Energy audit and technology forecasting
have been used to find emerging technology for reduction of fuel. Fuel consumption
has been reduced in heavy-duty diesel engine with application of future technology
[8]. An energy audit is applied to get the best energy efficiency. Energy audit has
been identified and communicated to get better energy conservation method [9].
There are various sectors to use energy audit. For this reason, an energy audit tech-
nique is needed for biodiesel engine, which takes into account its effect. It also
illustrates the utilisation of fuel energy distributions in biodiesel engines. Currently,
there is no exact energy audit of biodiesel engine. If blend is not found suitable in
energy audit, further concern of blend is not required, thus saving time and money.
A variety of performance and emission characteristics with heat flow analysis has
been discussed. In energy audit, choice of performance and emission characteristics
of biodiesel engine is one of the imperative features. In this analytical study, brake-
specific energy consumption, heat flow analysis, friction power and smoke emission
have been selected as key performance and emission characteristics which should be
integrated in energy audit of biodiesel engine. This choice is based on their control
on other parameters. This energy audit would be coordinated in research of biodiesel
as fuel [10].

The documentation of biofuel performance has been known as a valuable judg-
ment method and device to deal with biofuel utilisation and get better biofuel perfor-
mance methodically. Biofuel performance certification is found to be obligatory in
biofuel industry to validate biodiesel in diesel engine. In this paper,worldwide biofuel
use, performance of biofuel and energy audit have been reviewed to simplify research
gaps. The performance and emission characteristics of biodiesel engine have been
selected as key features to judge biodiesel engine with an energy audit at the initial
stage as follows [11].

1. Consumption of brake specific energy.
2. Heat flow analysis dealing with brake power, jacket cooling water, exhaust gas,

radiation.
3. Friction power.
4. Smoke emission.

This might be called as preliminary energy audit to assess biodiesel engine to
save time. If a blend is found practicable, then it could be used in diesel engine;
otherwise, it should to discarded in total with no need to evaluate other parameters.
This may be documented as a system of biodiesel certification. A preliminary energy
audit method is recommended to standardise it [11].
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Table 1 Diesel engine’s
specification [12]

S. No. Component Specification

1 Brand name Kirloskar

2 Type Four-stroke

3 Number of cylinder Single

4 Stroke in cm 11

5 Bore in cm 8.75

6 Capacity in cubic cm 661

7 Compression ratio 18

8 Cooling arrangement Water

9 Speed in RPM 1500

10 Rated power in kW 3.5

2 Materials and Methods

2.1 New Methodology

A new methodology is generated to evaluate performance and emission characteris-
tics with the use of energy audit technique. This is one of the simple and fast methods
to evaluate performance and emission characteristics in initial stage to save time and
energy. In thismethod, BSEC, heat flow analysis, friction power loss and smoke anal-
ysis are evaluated to decide the utility of biodiesel blends for further investigation
[10, 11].

2.2 Experimental Setup

Four-stroke single-cylinder, water-cooled, DI diesel engine was used to conduct
experiments to assess characteristics of performance and emission parameters using
energy audit technique. Engine was loaded with eddy current dynamometer. A
vertical panel box, which consists of fuel tank, air box, manometer, fuel measuring
unit, air and fuel flow measurement facilities and indicator of engine, was used.
Engine and exhaust cooling water and calorimeter water flow were measured by
rotameters (Table 1).

2.3 Methodology

Karanja biodiesel was prepared in the laboratory, and blends were prepared on basis
of volume as 10, 20 and 30% in diesel. Karanja oil was used to produce biodiesel with
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transesterification reaction. 0.696 stoke, 911 kg/m3 and 38.416 MJ/kg were found
for Karanja oil as viscosity, density and calorific value, respectively. 0.0572 stoke,
885 kg/m3 and 37.425 MJ/kg were found as viscosity, density and calorific value
of Karanja biodiesel, respectively. “Engine soft LV” was utilised in online engine
measurement [12].

Engine performance characteristics were measured by Engine Soft software. The
measurement of performance characteristics was done at 18:1 compression ratio with
load variations from 0.5 to 3.5 kW. AVL Smoke meter measured smoke opacity.

3 Result and Discussion

3.1 Brake-Specific Energy Consumption (BSEC)

Brake-specific energy consumption is calculated for Karanja biodiesel blends at
loads of 0.5–3.5 kW. There is highest rise of 8.52% in between B30 and diesel with
the consideration of all fuels at 3.5 kW. Low calorific value, low volatile and high
density would be the reasons. Brake-specific energy consumptions of fuels are shown
in the bar chart at varying loads (Fig. 1). BSEC gradually decreases with increase
in load which may be caused due to corresponding reduction in brake-specific fuel
consumption. BSEC of biodiesel blends is found to have somewhat high values as
compared to diesel. It increases with biodiesel concentration in blends which may be
recognised due to lower heating value of biodiesel. This is agreedwith the researchers
[13–16]. It is noted that there is rise in brake-specific energy consumptions with the
rise in concentration of biodiesel in blends. BSEC of biodiesel blend is higher as
compared to that of diesel. BSEC might be chosen as one of the basic parameters for
taking decision to incorporate energy conservation measures [10, 11]. Therefore, the
biodiesel concentration in blend fuels should be reduced to bring down the value of
BSEC. This is because of requirement of minimum BSEC in efficient diesel engine.

Fig. 1 BSEC of Karanja
biodiesel blends
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Fig. 2 HBP of Karanja
biodiesel blend
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3.2 Conversion of Fuel’s Heat Energy into Useful Work
Output (HBP)

At a compression ratio of 18, there is significant improvement at a range of 2–
4 kW brake power in brake thermal efficiency. HBP is identical to brake thermal
efficiency. This happens due to the presence of oxygen in biodiesel and its higher
lubricity, causing good combustion and reduced friction [17]. In heat flow analysis
of Karanja biodiesel blends at 3.5 kW brake power, it is found that heat is utilised
for useful work (HBP) in the range of 27.92–29.04%. Higher limit of HBP for B20
is found to be 29.04, 29% for diesel, 28.3% for B10 and 27.92% for B30 at brake
power of 3.5 kW (Fig. 2). This is due to availability of sufficient oxygen in biodiesel
blends for proper combustion. B20 has slightly higher HBP as compared to that of
diesel. The presence of higher amount of oxygen in biodiesel causes combustion in
proper way. Higher viscosity also causes increase in lubrication. Biodiesel is found
to have 66% superior lubrication performance in comparison with diesel. A +30%
increment in lubricity would be achieved with 1% addition of biodiesel in blend
fuel. These factors would cause increment in HBP for B20 fuel. It is observed that at
lower and higher loads, B10 has lower HBP in comparison with diesel which might
be caused because of lower amount of oxygen content. It is also observed that HBP
increases at loads of 2 kW and 2.5 kW brake power in comparison with diesel which
might be the reason because of increment in lubrication at middle loads. It is also
observed that B 30 has lower HBP at all loads. Higher viscosity, improper spray and
improper combustion would be the reason [18, 19]. The conversion of fuel’s heat
energy into useful work output of B20 biodiesel blends is found to be slightly higher
than that of other test fuels.

3.3 Loss of Fuel’s Heat Energy to Jacket Cooling Water
(HJW)

There is spontaneous climb in hotness of combustion chamber, cylinder and entire
engine at time of combustion. It is noted that HJW is higher as compared to other
parameters such as HBP, HEgas and HRAD. This happens because higher amount of
heat is engrossed by the coolant as compared to other parameters which is because
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Fig. 3 HJW of Karanja
biodiesel blend
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the temperature difference between cylinder and cooling medium is high, causing
increase heat transfer rate. HJW is measured to be somewhat higher for B20 in
comparison with other test fuels (Fig. 3). This would be caused due to higher HBP of
B20 which results in better combustion and higher engine temperature as compared
to that of other test fuels [20].

3.4 Loss of Fuel’s Heat Energy to Exhaust Gas (HEgas)

The quantity of fraction of heat which is engrossed by exhaust gas is shown as HEgas
in this paper. This is found to be lower thanHJW,whichdepicts that smaller fraction of
fuel heat energy is absorbed by the exhaust gas as compared to the cooling medium.
But B20 has slightly lower HEgas as compared to other test fuels, indicating an
effective use of heat energy and causing higher HBP. HEgas reduces with increment
in load, which is caused because of reduction in heat losses to exhaust with increase in
load. HEgas is found to be decreased rapidly at lower loads. There is more deduction
in heat loss at low quantities of load because of reduction in BSEC sharply, at lower
loads (Fig. 4). Reduction in BSEC depicts the reduction in heat losses also. In case of
diesel fuel, heat loss to exhaust varies from 22.94 to 22.02% from 1.5 kW to 3.5 kW
brake power with marginal difference of 2.92% only. This is caused due to a small
reduction in heat losses with increase in load [21, 22]. It is found that heat loss in
exhaust is higher for B30 in comparison with other test fuels.

Fig. 4 HEgas of Karanja
biodiesel blend
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Fig. 5 HRAD of Karanja
biodiesel blend
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3.5 Loss of Fuel’s Heat Energy to Radiation (HRAD)

It is energy of fuel heat which is lost to radiation and other non-accountable loss. It
is remaining heat energy, which is not consumed in HBP, HJW and HEgas (Fig. 5).
HRAD is found to be lower than that of HBP, HJW and HEgas [23, 24]. It is found
to increase with increase in load. At lower load, it is found to be quite negligible. At
higher loads, it is also found that B30 has more heat loss in radiation in comparison
with other tested fuels, which is due to reduced amount of heat energy conversion
into useful work. Heat loss in radiation is found to be higher for B30 in comparison
with other test fuels.

3.6 Friction Power (FP) Loss Analysis

Friction power loss reduceswith the increment of biodiesel concentration in biodiesel
blends. The highest reduction in loss of friction power is observed forB30 forKaranja
biodiesel blends. It may occur because of good lubricity of biodiesel [25]. It is noted
that friction power loss is almost same with a slight deviation at all loads for a
particular fuel (Fig. 6). Friction power loss of B 30, B20 and B10 is found to be
11.49%, 6.89% and 2.29% lower than that of diesel at 3.5 kW, respectively.

During friction power analysis, maximum decrease in friction power is observed
in B30 Karanja biodiesel blend fuel as compared to other tested fuels. All biodiesel

Fig. 6 FP of Karanja
biodiesel blends
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Fig. 7 Smoke opacity of
Karanja biodiesel blends

0
5

10
15
20
25
30
35
40

0.5 1 1.5 2 2.5 3 3.5

Sm
ok

e 
O

pa
ci

ty
 (%

)
Brake Power  in  kW 

Diesel B10 B20 B30

blends are found to have reduced friction power in comparison with diesel. When
biodiesel concentration of blends increases, it reduces friction power loss.

3.7 Smoke Emission Analysis

There is no deterioration in trends of performance characteristics of biodiesel blends
as compared to diesel, and smoke is also reduced tremendously [26]. Reduction in
smoke emission is notedwhile usingbiodiesel blends ofB10,B20&B30as compared
to diesel.Minimum smoke emission is observed in case of B30 biodiesel blendwhich
indicates that biodiesel tends to decrease smoke emission. This may be attributed
because of oxygen content in biodiesel and good combustion. Smoke opacity is lower
for biodiesel blends in comparisonwith diesel (Fig. 7). It is found to be 9.64, 20.46 and
26.31% lower than that of diesel for B10, B20 and B30, respectively, at 3.5 kW. This
is in agreement with [27, 28]. During smoke emission analysis, maximum decrease
in smoke opacity is measured in B30 blend fuel. All biodiesel blends are found to
have reduced smoke opacity. When biodiesel concentration in blends increases, it
reduces smoke opacity subsequently.

3.8 Instruments List with Accuracy

The list of used instruments is given in Table 2.

3.9 Uncertainty Analysis

Uncertainty analysis of these energy audit parameters is given in Table 3.
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Table 2 Instrument’s list
with accuracy

S. No Name of instrument Accuracy

1 Diesel engine test rig

Engine load ±0.2% of Indicated value

Crank angle ±0.1% of Indicated value

Engine speed ±1 RPM

Temperatures ±1 °C

Piezo sensor ±0.1% of Indicated value

Burette measurement ± 2 cc

2 Smoke meter ± 5% of Indicated value

Table 3 Uncertainty analysis Name of parameter Uncertainty in %

BSEC ±1.6

HBP ±3.6

HEgas ±3.7

HJW ±2.9

HRAD ±3.0

FP ±0.6

Smoke opacity ±1.0

Total Uncertainty = Square root of [(uncertainty of BSEC)2 + (uncertainty
of HBP)2 + (uncertainty of HEgas)2 + (uncertainty of HJW)2 + (uncertainty of
HRAD)2 + (uncertainty of FP)2 + (uncertainty of Smoke opacity)2].

Total Uncertainty = Square root of [(1.6)2 + (3.6)2 + (3.7)2 + (2.9)2 +(3)2 +
(0.64)2 + (1)2] = (±) 6.9%.

4 Conclusion

The major conclusions of this energy audit are as follows:-

1. In BSEC, there is highest rise of 8.52% in between B30 and diesel at 3.5 kW.
2. Higher limit of HBP for B20 is found to be 29.04, 29 for diesel, 28.3% for B10

and 27.92% for B30 at brake power of 3.5 kW.
3. HJW is measured to be somewhat higher for B20 in comparison with other test

fuels.
4. B20 has slightly lower HEgas as compared to other test fuels. It is found that

heat loss in exhaust is higher for B30 in comparison with other test fuels.
5. HRAD is found to be lower than that of HBP, HJW and HEgas. Heat loss in

radiation is found to be higher for B30 in comparison with other test fuels.
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6. It is noted that friction power loss is almost same with a slight deviation at all
loads for a particular fuel. Friction power loss of B 30, B20 and B10 is found to
be 11.49%, 6.89% and 2.29% lower than that of diesel at 3.5 kW, respectively.

7. Smoke opacity is lower for biodiesel blends in comparison with diesel. It is
found to be 9.64%, 20.46% and 26.31% lower than that of diesel for B10, B20
and B30, respectively, at 3.5 kW.

Karanja B-20 blends test fuels have been found to be more suitable in preliminary
energy audit method, and it would be tested further for other parameters.
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Performance of Capillary Fed Wick
Stove Fuelled with Blends of Butanol
and Kerosene

Mohd. Yunus Khan, P. Sudhakar Rao, Md. Imran, and Sandip Kumar

1 Introduction

1.1 Need for Alternative Fuel

In India, biomass fuels (like wood, cow dung and agricultural waste) are used as
a major source of energy [1]. Significant populace is living in rural areas, and a
substantial amount in semi-urban and urban areas uses these fuels. Consumption of
firewood is increasing at a steady rate, and deforestation is causing shortage problem.
Increasing industrialization and motorization, depleting natural resources has led to
a precarious ascent in the demand for petroleum [2]. Besides all this, combustion
of these fuels causes environment pollution [3, 4]. In views of the above problems,
search for the alternative fuels is one of the biggest needs of the hour.

Kerosene is a thin and clear fluid composed of hydrocarbons. It is derived through
the process of fractional distillation of petroleum in the range of 180 and 250 °C,
bringing about a mixture of carbon chains that commonly contain between 6 and
16 carbon atoms per molecule [5, 6]. Density of kerosene is about 0.78–0.81 g/cm3.
It is not miscible in water, but miscible in petroleum derivatives [7]. It is used as
fuel in jet engines. In rural areas of India, kerosene is primary used as fuel to cook
food and lightening purposes. Kerosene stoves have supplanted the conventional
wood-based stoves which inefficient and produce cocktail of pollutants. However,
kerosene contains impurities which include sulfur, aromatics and hydrocarbons. On
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combustion, it creates pollution and extremely unpleasant odor. It also produces
smoke which causes different respiratory diseases [5, 8].

Khan et al. [6] used blends of ethanol and kerosene in wick stove with no change
in stove design. Stove efficiency and fuel consumption rate for fuel blends were
observed to be quite close to those obtainedwith kerosene. Khan et al. [8, 9] evaluated
performance of unmodified wick stove fueled with blends of Jatropha curcas oil and
kerosene to establish the feasibility of using non-edible Jatropha oil as a fuel for wick
stove. Rajvanshi et al. [10] developed pressure stove fueled with 50% ethanol–water
blend. They found that the stove permits easy flame regulation and gives an output
comparable with conventional fuel. Khan et al. [11] tested blends of Karanja oil and
kerosene in wick stove. They found blend containing 10, 15 and 20% Karanja oil
can be successfully substituted for kerosene.

After undergoing available literature, it is felt that not much work on use of
butanol in kerosene stove has been conducted. The objective of this investigation is
to assess performance of capillary fed wick stove fuelled on three blends of butanol
(B) and kerosene (K). During experimentations, the stove was fuelled with 5, 10
and 20% butanol and kerosene blends. Unaltered kerosene was used as a baseline
fuel. The fuels used for all experiments belonged to single supply, to stay away from
unnecessary introduction of any variation during testing. Experimentations were
conducted out on unmodified stove.

1.2 Butanol as Stove Fuel

Butanol is eco-friendly and produces significantly less pollutants in comparison with
kerosene. It is a combustible fluid that is utilized as a fuel and as an industrial solvent.
Butanol is a hydrocarbon, implying that it is made out of the H2, O2 and C. It can
be conveniently used as a fuel in IC engine [12]. Table 1 compares the properties of
butanol and kerosene.

It can be seen that properties of butanol are in good comparison with those of
kerosene and therefore canbeused in existing stovedesignwithout any alteration.The
slight difference in the properties is due to the different chemical structures of these
fuels, but both are composed mainly of hydrocarbons. The kinematic viscosity and
density of butanol are slightly higher than kerosene. In blended form, this difference
becomes very less. Hence, blends of butanol and kerosenewill not cause any capillary

Table 1 Properties of kerosene and butanol [5, 13, 14]

Properties/fuel Kinematic
viscosity (cSt) at
40 °C

Calorific value
(MJ/kg)

Ignition Temp.
(°C)

Density (g/cm3)

Kerosene 2.50 43.5 55 0.820

Butanol 3.64 33.0 343 0.810



Performance of Capillary Fed Wick Stove … 181

Fig. 1 Variation of
kinematic viscosity with
respect to blend ratio

Fig. 2 Variation of density
with respect to blend ratio

action issue. The calorific value of butanol is 33 MJ/kg, which is lower than that for
kerosene. Variation of kinematic viscosity and density with respect to blend ratio is
shown in Figs. 1 and 2, respectively.

2 Experimental Methodology

2.1 Test Setup

Figure 3 depicts line diagramof test setupwhich consists of a capillary fedwick stove,
electronic weighing machine, aluminum vessel, stirrer and thermometer. Stove has
eight wicks of woven cotton set inside a holder such that they can be moved up and
down through a control knob. Wicks rise in an annular space encompassed by two
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Fig. 3 Test setup

Table 2 Specifications of the stove

Product
name

Manufactured
by

Stove type Fuel tank
capacity

No. of
wicks

Thermal
efficiency
(design)

Design fuel

Fargo MVS
enterprises,
New Delhi

Capillary
fed wick
stove

1 kg 10 60% Kerosene

concentric perforated steel walls, which are separated marginally more extensive
than the wick thickness. The lower parts of the wicks are plunged into and absorb
kerosene from the kerosene tank. The stove is lit by removing the perforated steel
wall raising the wicks and lighting them. The holder is then put again. The flame
develops at the top and fills the gap between two walls of the holder. The flame can
be raised or brought down by means of the knob, when raised the flame burns with
more intensity and vice versa. Specifications of the stove are given in Table 2.

2.2 Method

Thermal efficiency of stove was determined according to the guideline of Indian
Standards.Water-boiling test (WBT)was performed for necessary calculations.WBT
is a laboratory test that assesses stove performance while completing a standard task
in a controlled environment (boiling and simmering water) to evaluate heat transfer
and combustion efficiency of the stove [15].

The test fuel was filled nearly in the fuel tank. Vessel of aluminum material was
chosen for testing. Measurement of water temperature during experimentation was
done by alcoholic thermometer (range 0–180 °C). Aluminum stirrer was used for
stirring the water so that heat is distributed uniformly. Electronic weighing machine
(range 10 kg and least count 1 g) was used for measuring weight of water and stove.
The weight of vessel with its cover (WAl) and the weight of water filled in the vessel
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(Ww) were recorded. Starting temperature of water (T 1) was also recorded. The
weight of stove along with fuel (W1) was noted. The stove was lit, and water was
heated up to 80 °C with continuous stirring. When temperature of water (T 2) has
arrived at 80 °C, the stove was put off. Time taken to raise the temperature from T 1 to
T 2 and the weight of stove (W2) was recorded. The difference in the weight of stove
(W2−W1) gives the mass of fuel burnt in heating water by temperature (T 2–T 1).
The mass of fuel burnt divided by time taken gives fuel consumption rate. Thermal
efficiency of the stove is given as

η
(Ww × Cw +WAl + CAl) × T2 − T1

(W1 −W2) × CV

where Cw and CAl are specific heat of water and aluminum, respectively, and CV is
calorific value of fuel. By dividing, the testing was repeated thrice, and mean of the
value was taken as final reading. The same procedure was adopted for all blends.

3 Results and Discussion

Figure 4 depicts variation of fuel consumption rate with respect to blend ratio. It can
be seen that fuel consumption rate increaseswith the increase in percentage of butanol
in the fuel blend. Fuel consumption rate with pure kerosene was found to be 3.22 ×
10–5 kg/s while that with 20B:80 Kwas found to be 4.12× 10–5 kg/s. The percentage
increase in fuel consumption rate using 20B:80 K was 27.9% in comparison with
baseline fuel. This is because of the low calorific value of butanol than kerosene. As
result of which more fuel is consumed to produce same temperature rise.

Variation of thermal efficiency of stove with respect to blend ratio is presented
in Fig. 5. It can be seen that the thermal efficiency decreases with the increasing of

Fig. 4 Variation of fuel
consumption rate with
respect to blend ratio
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Fig. 5 Variation of thermal
efficiency with respect to
blend ratio

butanol concentration in the fuel blend. Thermal efficiency of stove using unaltered
kerosene was found to be 49.3% while that with blend containing 20% butanol was
found to be 42.1%. It can be seen that percentage decrease in thermal efficiency value
was 14.6% when 20B:80 K was used in place of baseline fuel.

Among all the blends tested, the blendwith the 5:95blends of butanol andkerosene
is observed to be most efficient.

4 Conclusions

In this experimental investigation, utility of using blends of butanol and kerosene as a
substitute fuel for capillary fed wick stove was assessed.When blends of butanol and
kerosene were used, no problem of capillary action was observed. It was observed
that wick stove was successfully operated on fuel containing 5%, 10% and 20%
butanol in kerosene without any alteration in stove design. It was concluded that
fuel consumption rate increased and thermal efficiency decreased with increasing in
concentration of butanol in blends. The blend containing 5% butanol was found to
be most efficient among all blends tested.
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Solar-Driven Vapour Absorption
(LiBr–H2O) Cooling Systems
for Commercial Buildings: A Parametric
Analysis

Aseem Dubey and Akhilesh Arora

1 Introduction

India is developing at a continuous pace, and different sectors are undergoing facelift
changes leading to increment in energy consumption at a faster rate. Driven by the
expanding economy, rising population and a quest for improved quality of life, annual
electricity consumption per capita in India was 543 × 103 Wh per capita in 2007
which is expected to rise to 1895 × 103 Wh per capita by 2030 [1]. The overall
electricity consumption of the country was 684,324 GWh in 2010–11 [2].

The sectoral breakup of energy usage shows about 30% of total energy consump-
tion in the residential and commercial sectors collectively. India lies in the hot climatic
zone and approximately 45% of energy use in residential and 32% for commercial
buildings comes under space cooling as illustrated in Fig. 1.

Electricity consumption of the commercial sector in India has risen by 50% from
2003–2004 to 2010–2011 [3]. The overall recommended yearly energy consumption
for the commercial building is 120 kWh/ft2, but the yearly energy consumption is
200 kWh/ft2 in India [4]. The year 2012witnessed a downturn in the growth of energy
utilization globally, somewhat as a result of the economic downtrend but also because
businesses and individuals have responded to price hikes by becoming extra efficient
in their usage of energy. Concurrently, the literature reveals that the supply of energy
is coming from various diverse sources as the world’s energy market continues to
evolve, innovate and adapt. USA, Russia, Japan, India, the EU, China and Brazil all
saw a subpar increment in energy utilization. In fact, the growth in consumption of
different forms of fossil energy was below average [5].
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           c.

a.            b.

Fig. 1 a Energy breakup among different sectors. b Energy breakup of commerce-based buildings.
c Breakup of energy usage in residential buildings

But presently, the increased energy demand can be reduced by using solar-assisted
cooling systems instead of compression chillers. Solar absorption cooling systems
are in use for various applications in buildings for more than a decade in European
as well as Middle East countries. Solar cooling absorption system, in a tropical
climate, has been used successfully and continuously without any backup and met
the thermal comfort requirements as well [6]. Economic analysis shows higher initial
cost of solar vapour absorption systems as compared to electric compression chillers
but the annual operational cost is 14% lesser [7].

Kaushik et al. [8] carried an excellent review of hybrid absorption and conven-
tional absorption refrigeration systems and found various gaps, including exergoe-
conomic viewpoint-based analysis of hybrid VAR systems for cooling applications.
Alrwashdeh and Ammari [9] performed economy-based analytical comparison of
photovoltaic array powered vapour compression refrigeration system and solar-
powered (Evacuated Tube based) VAR system and found absorption system handy
alongwith cost effectiveness, provided it operates under specified running conditions
fromwaste heat (or solar-assisted). Lately, Kizilkan andYamaguchi did practicability
analysis of the new, unfamiliar solar-driven transcritical carbon dioxide (tCO2)-based
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Rankine cyclewith an absorption system [10].Researchers concluded that the absorp-
tion system (H2O–LiBr) can be effectively coupled with the solar-driven transcritical
(tCO2)Rankine cycle for refrigeration applications and sustainable power generation.

Thus, from the survey it can be deduced that solar-driven vapour absorption system
is a feasible option for cooling purposes in the commerce-based office buildings.
However, energy-economic analysis of the solar-assisted absorption chiller has not
been reported in the open literature for cooling applications in Indian commercial
buildings.

In this paper, solar vapour absorption systems have been analysed from the
energy viewpoint for commercial Indian buildings for the first time in literature,
and economics of the proposed system are compared with the vapour compression
cooling system.

2 Availability of Solar Energy

Average global solar radiation available in India is 19 MJ/m2 daily (Table 1), which
is higher than the average value of 10.44 MJ/m2 for most of the European countries.
Annual sunshine differs from 2400 to 3200 h in the country. The western region of
India receives bright sunshine for 3000 to 3200 h in a year, and rest of the regions
receive for 2600 to 2800 h except the north-eastern states and Jammu and Kashmir
where the sun shines for appreciably lower period. When it comes to the availability
of global solar radiation, more than 2000 kWh/m2 year are received over western
regions of the country, while east Bihar, North West Bengal and the north-eastern
states receive less than 1700 kWh/m2 year [11].

Table 1 Annual average
insolation levels (Worldwide)

Country Insolation level (MJ/m2/day)

Belarus 7.2

France 10.9

Germany 9.0

Greece 12.7

India 19

Ireland 7.3

Italy 12.5

Norway 7.2

Russia 9.0

Spain 14.4

Turkey 14.4

UK 9.0

USA 16.2
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3 Solar Absorption Cooling

In European and the Middle Eastern countries, solar-assisted absorption cooling
systems (LiBr–H2O) are being used extensively, and research shows that in the long
run, this technology is superior to the conventional electric compression chiller. The
absorption cooling systemutilizes the solar energy through aflat plate collector (FPC)
to provide the heat required in the generator, and this will replace the auxiliary boiler.
A single effect LiBr–H2O absorption chiller is shown in Fig. 2.

The single effect absorption cooling system is largely used for cooling purposes
in buildings, where chilled water is fed at 6–7 °C. This operates at a generator
temperature ranging from 70 to 95 °C. Mostly, the energy performance ratio (EPR)
ranges from0.6 to 0.8 [12].Working of an absorption refrigeration system is similar to
that of a conventional vapour compression refrigeration (VCR) systemduring process
7–8 and 9–10. Nevertheless, post evaporator, vaporized refrigerant is absorbed by
the absorbent, resulting in a liquid solution which is then pumped to the generator
(process 1–2 and 2–3). In generator, the mixture (absorbent–refrigerant) is heated
to separate the two. Refrigerant vapour is ultimately brought to condenser which is
condensed to saturated liquid while absorbent is brought back to absorber (process
4–5 and 5–6).

Fig. 2 Schematic of a solar-assisted absorption cooling system
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3.1 Classifications

Solar-driven absorption (LiBr–H2O) chiller can be classified into two types.

Single-Stage Absorption Chiller: It is the conventional type of vapour absorption
chiller. The heat required by the generator is around 88 °C. The COP of the system
approximately ranges between 0.65 and 0.8 [7]. The amount of heat required in a
single-stage system is higher as compared to double-stage absorption chillers. The
single-stage chiller system is costlier as it requires costly high-grade solar collectors
to provide a generator temperature of 90 °C. Also, the single-stage system cannot
always perform at its normal rating during periods of low solar radiation and high
cooling water temperature. The usable temperature drop is observed in the range of
6–7 °C.

Two-Stage Absorption Chiller: This system is advantageous as it requires a lower
temperature for heat supply, i.e. 65–80 °C [7] and usable temperature can range from
12 to 17 °C. Thus, it requires less expensive solar collectors. This attribute provides
flexibility to the system, and there are fewer chances of the breakdown. The COP of
the system ranges between 1.10 and 1.35 which is higher as compared to the single-
stage system. However, the initial cost of a two-stage absorption chiller is 25–30%
higher [13]. A comparison of these two chillers is presented in Table 2.

Some of the successful installations done worldwide and their comprehensive
technical specifications are given in Table 3. Solar-assisted absorption cooling is not
a new technique to meet the cooling demand of commercial office buildings, and it
has been in use across for quite a long time now. Literature survey shows that solar
cooling is working successfully and providing a huge amount of energy savings and
benefits to the end-user.

Table 2 Comparison between single-stage and double-stage vapour absorption chiller

S. No. Parameters Single stage Two stage

1 Absorbent/refrigerant LiBr–H2O LiBr–H2O

2 Generator temperature 88–90 °C 65–80 °C

3 Usable temperature 6–7 °C 12–17 °C

4 COP 0.65–0.8 1.1–1.35

5 Type of collector High-grade FPC Low-grade collector

6 Area of collector Large Less

7 Amount of heat required Large Less

8 Initial cost Less High

9 Operating cost High Less
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Table 3 Worldwide installed FPC solar vapour absorption technical specification sheet

S.
No.

Country Absorption
chiller type

COP Collector
Area
(m2)

Generator
Temperature
(°C)

Evaporator
Temperature
(°C)

Available
solar
intensity
(W/m2)

Cooling
Capacity
(TR)

1 USA Single
stage

0.75 280 98 5.5 185 43

2 France Single
stage

0.67 90 90 5 180 9

3 Spain Single
stage

0.70 49 85 5 177 3

4 Spain Single
stage

0.67 56 90 6 177 4

5 Germany Single
stage

0.76 29 85 5 124 1

6 Thailand Single
stage

0.70 72 95 5 125 10

7 Italy Single
stage

0.72 90 88 7 176 10

8 USA Single
stage

0.71 117 85 5 185 21

9 China Two stage 0.40 500 75 5 180 29

10 China Single
stage

0.64 135 95 5 180 23

11 Portugal Single
stage

0.70 48 88 5.7 185 6

12 Portugal Two stage 1.20 105 120 5.7 185 6

4 Case Study

Vapour absorption chillers are used in India to meet cooling demand using non-
renewable fossil fuel-based energy systems, and now there is pressure due to rising
fuel prices and shortage of energy to shift towards renewable energy sources. Two
cases of solar absorption chiller are discussed and analysed here.

4.1 Case 1 (100% Solar-Driven Chiller)

Average load of a commercial building in India is about 200 kWh/m2 per annum
[4]. Although, this is very high, and it is very likely to go down in the coming years
due to the use of efficient chillers and systems. But, in the present case being on the
safer side a higher value of 200 kWh/m2 per annum is considered for the analysis.
Presently for most of the applications, people are using vapour compression chillers
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for meeting the cooling demand, although its initial cost is lower but in the long run
the operational cost becomes high.

On an average basis, office area is 1,023 sq. ft, and out of that 28% of the commer-
cial office building load is for cooling end use [4, 14]. Thus, a conventional office
area would require 10 tons of refrigeration load for an average commercial building.
For running an absorption chiller of 10 TR capacity completely on solar energy, the
required energy is 268 kWh/day. The available average horizontal global radiation
is 643.38 Wh/m2, and available solar energy is 272 kWh/day, which can comfort-
ably meet the energy demand of an average size solar-driven absorption chiller. For
most of Northern and Central regions of India, cooling is required for about seven
months in a year, and in the analysis, this period is considered. Results of the analysis
(Table 4) show that solar-driven vapour absorption chiller can bring saving up to 74%
on an annual basis in comparison with compression chiller. Although the auxiliary
energy usage in the equipments is higher in vapour absorption, the overall energy
consumption is much lesser.

Table 4 Energy analysis (CASE 1)

HVAC system specification

Capacity of chiller 10 TR

Generator temperature 90 °C

Evaporator temperature 7 °C

Cooling tower inlet temperature 36 °C

Solar collector specification

Type FPC

Aperture area 100 m2

Collector efficiency 58%

Storage volume 7,029 l

Per day solar energy required 268 kWh/day

Availability of solar energy 272 kWh/day

Comparison Sheet

Compression chiller-type screw chiller

Power consumption 18,833 kWh/year

Auxiliary power consumption 2906 kWh/year

Energy consumed by compression chillers 21,738 kWh/year

Absorption chiller type

Power consumption 1712 kWh/year

Auxiliary power consumption 3943 kWh/year

Energy consumed by absorption chiller 5656 kWh/year
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4.2 Case 2 (Offsetting Fractional Cooling Demand Using
Hybrid System of Solar-Driven Absorption Chiller
and Conventional Vapour Compression Chiller)

It is not practical to offset all the cooling demand by solar energy when we consider
installation cost. Thus, in this scenario, some part of the cooling demand is being
offset by a solar-driven vapour absorption chiller. All the other parameters of CASE
1 have been kept constant only the cooling capacity of 10 TR vapour absorption
chiller has been reduced to 5 TR and the remaining 5 TR cooling is done using
a conventional vapour compression screw chiller. Thus, the solar collector area is
reduced to 50m2 and storage tank volume is also downsized which reduces the initial
investment (Table 5).

It is prima facie from the above calculation that solar-driven vapour absorption
chiller can be a viable option and a huge amount of savings can be achieved consid-
ering both the cases. The problem lies in awareness and market conditions which are
not favourable but in the coming years with new laws, the situation will improve.

Table 5 Specification sheet (CASE 2)

HVAC system specification

Capacity of chiller 5 TR

Generator temperature 88 °C

Evaporator temperature 8 °C

Cooling tower inlet temperature 36 °C

Solar collector specification

Type FPC

Aperture area 50 m2

Collector efficiency 58%

Storage volume 3,514 l

Per day solar energy required 134 kWh/day

Availability of solar energy 135 kWh/day

Comparison sheet

Compression chiller-type screw chiller

Power consumption 10,272 kWh/year

Auxiliary power consumption 1,454 kWh/year

Energy consumed by compression chillers 11,725 kWh/year

Absorption chiller type

Power consumption 1,198 kWh/year

Auxiliary power consumption 1,971 kWh/year

Energy consumed by absorption chiller 3,170 kWh/year
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5 Economic Evaluation

5.1 Case 1

As per today’s market conditions, solar-driven vapour absorption chiller of capacity
10 TR will cost approximately Rs. 33 lakhs [15] including plumbing and installation
cost. Themajor portion of the cost for a solar-driven vapour absorption chiller system
comes under the solar collector field installed of 100m2 area costing around 3.5 lakhs
and storage tank of 3.35 lakhs (Table 6). However, vapour compression chiller’s total
initial cost is approximately Rs. 23 lakhs. Due to this huge difference in initial cost,
solar cooling is not been accepted in India and people are still using the inefficient
cooling technology.

However, if its life cycle cost benefit analysis is done, the results are different.
30% subsidy is provided on purchase of a solar collector provided by Government
of India to promote this form of energy. Apart from this, government also provides
accelerated depreciation tax benefits on renewable energy projects. A solar-driven
absorption chiller is in itself a CDM project, and if we consider this case it saves 11
tons of CO2 annually. Thus, if we consider all these benefits together, the dynamic
payback period of CASE 1 is 7 years with IRR of 16% (Table 7).

As shown in Table 6, the running cost is just Rs. 45,238 as compared to Rs.
1,73,898 of vapour compression chiller [16].

Table 6 Economic evaluation sheet (Case 1)

Case 1

Vapour absorption chiller cost analysis (Rs.)

Price of collector 3,55,250

Price of storage tank 3,35,318

Equipment cost 23,98,958

Miscellaneous cost 50,000

Installation cost 1,38,114

Total initial cost 32,77,640

Annual operating cost 45,238

Annual maintenance cost 2,762

Vapour compression chiller cost analysis (Rs.)

Equipment cost 16,79,271

Miscellaneous cost 50,000

Total initial cost 17,29,271

Annual operating cost 1,73,898

Annual maintenance cost 33,585
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Table 7 Cost benefit analysis
(Case 1)

Case 1 IRR

Dynamic payback period 7 16%

Simple payback period 3 NPV

Discount Rate 12% Rs 4,43,191

5.2 Case 2

On evaluating the second case, the results are different from Case 1, but it is encour-
aging. Since, in Case 2, the partial offsetting of the cooling demand is done through
solar-driven vapour absorption chiller. Thus, the initial cost is Rs. 16 lakhs with solar
collector and storage tank costing approximately Rs. 3.5 lakhs. On the other hand,
the conventional compression chiller of 5 TR cooling capacity cost around Rs. 8.5
lakhs is shown in Table 8 [16].

Table 8 Economic evaluation sheet (Case 2)

Case 2

Vapour absorption chiller cost analysis (Rs.)

Price of collector 1,77,625

Price of storage tank 1,67,635

Equipment cost 11,47,079

Miscellaneous cost 50,000

Installation cost 69,052

Total initial cost 16,11,391

Annual operating cost 25,358

Annual maintenance cost 1,381

Vapour compression chiller cost analysis (Rs.)

Equipment cost 8,02,955

Miscellaneous cost 50,000

Total initial cost 8,52,955

Annual operating cost 93,797

Annual maintenance cost 16,059

Table 9 Cost benefit analysis
(Case 2)

Case 2 IRR

Dynamic payback period 6 17%

Simple payback period 3 NPV

Discount rate 12% Rs. 2,55,899
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Life cycle cost benefit analysis shows that the dynamic payback period of the
system is 6 years with IRR of 17% (Table 9). The running cost of solar-driven
absorption chiller is Rs. 25,358 as compared to Rs. 93,797 of a compression chiller.

Above analysis shows that using solar-drivenvapour absorption chiller formeeting
cooling demand is very much feasible in Indian scenario. It might appear costly
during the time of installation but investing in this technology is very safe due to the
magnitude of benefits it provides to the end-user.

6 Reforms in Government Policies

Indian government has already started incentive program to promote solar energy in
the country. Various schemes implemented involve the following:

• Tax exemptions on purchase of solar-driven equipment
• Interest rate subsidies and easy loans on renewable projects
• Accelerated depreciation benefits
• Subsidies on custom duties.

However, still a lot more has to be done to improve the market condition in India.
In Greece, the government started giving subsidies to those who are investing in oil
substitution technologies [17]. This was an interesting move by the government to
encourage renewable energy system in their country. The Government of India to
promote solar equipment use as per MNRE notification 2019, provides 30% subsidy
on benchmark capital cost for all consumers of states of India except Himachal
Pradesh, Uttarakhand and Jammu and Kashmir, where the subsidy is 70%. Various
financial institutions, banking sector, co-operative banks, etc., provide loan facility
with interest rate 2%-5% and depends on the category of users of solar energy.
However, the government should also provide hefty subsidies for those who are in
the stream of manufacturing equipments for renewable energy usage.

7 Conclusions

Solar cooling has a huge potential in India. Since the country is developing; a lot of
infrastructure is yet to be built. India receives 657Wh/m2 of average global radiation
which is perfectly suitable for implementing solar-driven absorption cooling tech-
nology. Based on the calculations, it was found that an average commercial office
can save up to 74% of energy by switching to solar cooling to meet their cooling
demand. But the renewable energy market in India is in its developing stages, thus
currently this option is not viable due to high initial cost. However, including the tax
benefits and incentives provided by the government and incorporating CDMbenefits,
payback period for a 100% solar-driven cooling system is 7 years with an IRR of
16%, which is a very good return rate. Although the Government of India has already
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started implementing new policies to encourage the market condition, it is a gradual
process. Based on the analysis, it can be concluded that solar cooling is one of the
brightest renewable energy technologies for the coming future.
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Comparative Performance Evaluation
of Si and Ge Solar Cell Using PC1D
Modelling

Apurv Yadav , Harsha Yadav, Vineet Kumar Vashishtha ,
and Maneesh Kumar Shivhare

1 Introduction

The societal progress, industrial growth, financial development and electrical energy
capacity are the critical factors for the advancement of any nation [1]. There is a
continuous growth in the demand of energy globally [2]. Energy generation from
the conventional sources is not matching up to the increasing energy demand [3].
Besides, they are one of the major causes of air pollution. Various policies have
been formulated and implemented by environmental protection agencies across the
globe to reduce or regulate pollution [4]. The methodical application of various
renewable energy sources in association with energy storage solutions may reduce
the dependency on conventional energy sources [5]. Researches are being conducted
on discovering more renewable energy sources and augmenting the performance of
the existing sources of renewable energy. Experiments are being done to improve
the performance of biofuels [6]. Effectiveness enhancement energy storage systems
based on solar power is being investigated [7–12]. Various technologies to boost the
output of wind-based power generation systems are being adopted [13].
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There are many ways to improve the performance of solar cells. Reduction of
optical losses is a most efficient way to optimize a solar cell. Surface texturing on top
surface is used to increase the optical path length of a light ray inside the solar cell
[14]. Anti-reflection is applied on front surface of the solar cells to reduce reflection
losses [15]. However, the problem in these improvement techniques is that they
are either time consuming or expensive in nature. Modelling and simulation of the
performance of the system using various softwares as simulation tool emerge as a
promising solution.

Since the last decade, many researchers have conducted studies on modelling of
photovoltaic technology with the help of variety of modelling and simulation soft-
ware. Banu and Istare (2012) used curve fitting tool and empirical data to prepare the
characteristics of current (I) and power (P)with respect to voltage (V) for photovoltaic
(PV) module [16]. Anand et al. (2016) simulated the effect of different values of
temperature and radiation of a PV panel in MATLAB [17]. Satish et al. (2020) simu-
lated the performance of a photovoltaic plant using PVsyst software [18]. Silicon (Si)
andgermanium (Ge) are themost commonmaterials in semiconductor industry.Here,
in this, PC1D software is used to conduct comparison of performance parameters of
a Si and a Ge solar cell for same dimension of the cell.

2 Modelling Parameters

Most of the solar cells use semiconductor to generate charge carriers. A minimum
amount of energy is required to make an electron jump from its ground state to
conducting state. The difference between these energy levels is termed as band gap.
This property is intrinsic, and it directly affects the photovoltaic cell voltage. The
suitability of a material in photovoltaic application is determined by energy of the
photons incident on it, and whether that energy is more than the band gap. The energy
of a photon, Ep, having a wavelength, λp, can be given by the following equation

Ep = (h ∗ C)/λp (1)

where C is the velocity of incident photon and h is the Planck’s constant.
Generation rate provides the number of electrons generated per unit time at a

particular point in a solar cell. It is given by

G = αN0e
−αx (2)

where α is the cell material’s absorption coefficient, N0 is the number of photons
striking the light-facing surface of the cell per unit area in a given time and x is the
distance from the front surface at which generation rate has to be calculated.

At equilibrium, the relation between the concentration of electrons and holes is
given by
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n0 p0 = n2i (3)

where n0, p0 and ni are equilibrium material electron concentration, equilibrium
material hole concentration of electrons and undoped material carrier concentration,
respectively. Any variation in doping will also vary the number of charge carrier
generated.

A solar cell can be visualized as a p-n junction diode, and the net current can be
calculated using the following equation (Shockley diode equation) [19]

I = IO
[
e[(qV )/(nkT )] − 1

]
(4)

where I is the net diode current, IO denotes the saturation dark current, q depicts
electron charge, voltage is depicted by V depicts, k is a physical constant known
as Boltzmann’s constant, absolute temperature is denoted by T and n represents the
ideality factor. In our simulation, the diode is assumed to be ideal; hence, the value
of n is taken as 1. The power can be obtained by the multiple of current and voltage.

3 Design of the Model

A single-junction solar cell is designed in PC1D with 100 cm2 cross-sectional area
and 300 µm thickness, with series and shunt resistance. A shallow N-type emitter
layer is diffused and is pyramidally textured. The texture depth is 3 µm with a front
surface reflectance of 20%. The schematic for the solar cell modelled in PC1D is
presented in Fig. 1. Base contact resistance is 0.15�, and the conductance of internal
conductor is 0.3 S. The simulation is done at one sun concentration (0.1 W/cm2)
and air mass value of AM1.5. The ambient temperature is kept at 25 °C, and the
excitation of carrier is divided into 16 time steps. The values of parameters for Si
and Ge are presented in Table 1. As the temperature increases beyond standard test
condition (STC) temperature of 25 °C, there is a decrease in open-circuit voltage and
consequently efficiency and power output of all kinds of solar cells [20].

4 Results and Discussion

Figure 2 exhibits the energy band diagrams of both of the solar cells. In Fig. 2a, Si
solar cell energy levels are shown, while Fig. 2b exhibits Ge solar cell energy level
diagram. The diagram depicts the position of energy levels throughout the thickness
of the solar cell, and also, the position of quasi-fermi level for both electrons and
holes is presented.
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Fig. 1 Solar cell schematic

Table 1 Parameters of silicon and germanium

Parameters Germanium Silicon

Material refractive index 4.03 3.44

Material band gap 0.664 eV 1.124 eV

Material dielectric constant 16 11.9

Material intrinsic carrier concentration at
300 K

2.33 × 1013 cm−3 1 × 1010 cm−3

Material absorption coefficient at 400 nm 6.95 × 105 cm−1 1.21 × 105 cm−1

Material front diffusion (N-type) 2.87 × 1020 cm−3 peak 2.87 × 1020 cm−3 peak

Material carrier lifetime 7.208 µs 7.208 µs

Material P-type background doping 1.513 × 1016 cm−3 1.513 × 1016 cm−3

Fig. 2 Energy level diagrams of a Si and b Ge solar cell
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Fig. 3 Photogeneration and recombination rate curves of a Si and b Ge solar cell

Light-assisted carrier generation and recombination rate curves for both Si andGe
solar cell are presented in Fig. 3a , b, respectively. In Si solar cell, themaximum value
of photogeneration rate was 2.35 × 1019 s−1, while for Ge solar cell, the generation
rate was 3.35 × 1019 s−1. The maximum recombination rate for Si and Ge was 2.35
× 1019 s−1 and 5.09 × 1019 s−1, respectively. In both the cells, value of generation
and recombination rate increased while moving farther from front surface. But in
case of Ge solar cell, the value of recombination rate was too high compared to
recombination. This is the reason of reduction of power output in Ge solar cell.

The results of the power output and I-V characteristics are presented in Fig. 4. In
case of Si solar cell presented in Fig. 4a, VOC is calculated as 0.59 V, and the ISC had
a value of 1.36 A with a maximum power of the cell which was 0.57 W.

While in case of Ge solar cell, the values of VOC, ISC and maximum power was
0.18 V, 3.23 A and 0.25 W, respectively (Fig. 2b). For same amount of cell material
and light concentration, the power output of Si solar cell is almost 2.36 times higher
than a Ge solar cell.

Fig. 4 Current and power versus voltage for a Si and b Ge solar cell
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5 Conclusion

PC1D version 5 was used to conduct the comparative evaluation of solar cells of
two different materials: Si and Ge. Same dimensions of cell were designed for each
material. Ge has almost half band gap than Si, which means that for same light
intensity, more charge carriers should reach conduction band in Ge, but opposite of
it was observed. The generation rate of both the cells was found to be same. However,
the recombination rate of Ge solar cell was almost 1.52 times more than the Si solar
cell. This could be the reason of less output power. The higher value of open-circuit
voltage can be also attributed to higher power output of Si solar cell. By using PC1D
modelling, other materials could also be tested for their suitability in photovoltaic
applications.
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2. Tvaronavičienė, M., Baublys, J., Raudeliūnienė, J., Jatautaitė, D.: Global energy consump-
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Predicting the Output of a Wind Mill
Using ANN Modelling
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1 Introduction

Electric capacity is a necessary factor for economic and technological advancement
of any nation [1]. Generation of electricity increases energy demand globally. Energy
from conventional sources is not sufficient to saturate the increasing energy demand
[2]. Besides, they are one of the major causes of air and pollution. Agency across
world is implementing various policies to reduce or regulate pollution [3]. This has
generated a need to discover more sources of unconventional energy or enhancing
the effectiveness of existing sources of renewable energy. Solar, biofuel, biomass,
biofuel, geothermal, wind, etc., are some of these sources on which experiments are
being conducted. Novel biodiesels blends are being prepared [4]. Effectiveness of
solar thermal systems is being enhanced [5–12]. Adoption of novel solar or wind-
based energy generation techniques are being explored [13, 14]. Wind energy-based
energy generation is growing popular due to its modular nature [15]. A minimum
average wind speed of 7 m per second is needed for proper working of a windmill.
However, the nature of wind is intermittent and stochastic. Hence, the feasibility
analysis of a wind mill can be done by prediction of wind power. Researchers use
artificial intelligence (AI) for the assessment of the output of a proposedwindmill. At
different heights of the wind turbine, wind hitting force at the turbine tip is different
[16]. The performance is often gauged analytical computer codes. These computer
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modelling codes involve complicated algorithms, which requires solving numerous
complex differential equations. Significant amount of power and too much time are
required to precisely predict the output. Artificial neural networks (ANN) provide
an alternative to these confusing complex models by grasping critical information
patterns from themultidimensional information field.Wind energy system has inher-
ently noisy data, and it provides suitable problems to be managed by neural networks
methodology as they are noise immune, tolerant and robust [17].

ANN’s principle of operation is same as the working of brains’ basic frame-
work [18]. Neurons present in the brain accept signals from various input or nodes
inputs. The importance of each input allocates a weight to that input [19]. The acti-
vation function of each node introduces network linearity. The neuron output can
be connected in two ways; either to the output or to the other nodes [20]. ANN
comprises many interconnecting synapses and nodes. Nodes operate in parallel, and
the interconnection of synapses is used to intercommunicate [21]. ANN is nowadays
integrated in various areas for the solution of several problems. Some examples are
medicine, signal processing, forecasting, pattern recognition, speech recognition,
speech production, control, business and also in wind energy fields. The advantages
of using ANN in lieu of other intelligent systems are its simplicity in operation, high
speed, uncomplicated user interface and its ability to solve complex equations by
modelling a multivariate problem [22].

Wind energy problems can also be integrated with ANN. Equatorial region
receives significantly more amount of sunlight and heat than polar regions. This
reduces the density of air near the equator, hence it becomes lighter and rises up.
Due to the pressure drop, air from polar region rushes to equation and it causes wind.
Wind power generation is mostly dependent on wind speed. Power output from a
windmill is calculated by

P = 0.5ρa AsV
3
w (1)

where ρa (kg/m3) denotes the air density in, As (m2) denotes the blade swept area
for the wind turbine, and Vw (m/s) denotes the wind velocity. AI is required for
forecasting the performance as these parameters are interdependent. Helbing and
Ritter [23] prepared an ANN simulation to model wind power curve and reported
an improvement in performance. Blanchard and Samanta [24] did a short-term fore-
casting ofwind and found that ANN is suitable formonitoringwind power.Mustapha
et al. [25] usedANNwithmaximumpower point tracking technique on awind turbine
and found that ANN is quite effective. Pradhan and Subidhi used ANN with other
techniques for wind speed prediction [26].
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2 Prediction of Wind Power Curve

The hourly data for from 1 December 2019 to 7 December 2019 were taken from a
wind turbine [27]. Figure 1 shows thewind rose diagramwhich gives the data on both
wind speed and wind direction. It is evident that the wind rose shows different wind
speed and direction which is fed for data training. Figure 2 represents hourly wind
speed. It shows that the wind speed was constantly varying between 2 and 13 m/s.

Figure 3 shows the wind direction measured in degrees. It is also evident that the
wind speed varies between 5° and 355°. These two data mainly decide the energy per
unit time produced by the wind turbine. Figure 4 indicates the power curve which
varies between 0 and 12 kWh. The energy theoretically depends only on the wind
velocity, length of the blade and the density which both are nearly constant. There
are various other parameters which decides the energy curve.

Hence, in this model neural network is utilized for power curve prediction based
on the past data.

Figure 5 indicates the neural network model which shows wind speed and its
direction as inputs and energy at the output. In this, it can be seen that two input
layers combined with one output and one hidden layer are utilized. The updating of
weights can be realized by the following formula:

Fig. 1 Wind rose diagram
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Fig. 2 Wind speed

Fig. 3 Wind direction

Fig. 4 Wind power curve
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Fig. 5 Model of the neural network used for prediction

WAB(New) = WAB(Old) − η(∂E2/∂ I B)OA (2)

In this equation, WAB(New) and WAB(Old) are the old and new weight matrix, E is
the error, η is the learning rate, I is the input matrix, and O is the output matrix.

3 Results and Discussion

The learning curve from the neural networks is presented in Fig. 6. The error rate
can be seen coming down with the number of iterations. The error is around 1.5 after
thousand iterations. It can be also further reduced by adjusting the weights and by
increasing the count of iterations. It showcases the actual and predicted power curve.
It can be observed that the both actual and predicted follow the same path for little
error. This can be also used for predicting the output using a newer data set.

Figure 7 also indicates the three-dimensional data for the power curve. The x- and
y-axis show the wind speed and direction. The z-axis indicates the power. It can be
seen how the data are distributed. The blue dots indicate the predicted data, and the
red dots indicate the actual data. It can be seen how both are clustered at one place
which shows the accuracy of prediction. The wind direction here is represented in
degrees after multiplying the scale by 10. The energy is expressed in Kwh with scale
divided by 10. This scale is adjusted to obtain more accuracy when trained with the
neural network.

Energy prediction utilizing the neural network is presented in the graph of simu-
lation results (Fig. 8). The input data in this model are wind speed and direction,
which is supplied to the neural network back propagation algorithm after allotting
the initial weights. After many iterations, it can be found that, based on the old data
and the new data, the power is successfully predicted by the algorithm.

This model can be used forecasting the power curve and hence in the operation
and management of wind power plants. ANN techniques could be range applica-
tions in the field of the modelling of wind power systems. ANN could be further
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Fig. 6 Learning curve of the model

Fig. 7 3D data of the power curve
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Fig. 8 Actual versus predicted energy output

extended to different functions like optimization of network configuration of large-
scale wind energy conversion interconnected systems, quick security evaluation,
hybridization with other intelligent systems, stability enhancement and preventive
control measures. Suitable data selection is crucial for setting up of an ANN system.
The training data set should be selected such that it is representing every operating
mode of the system as the model performance is dependent on it. The application of
ANN in wind energy systems is growing increasingly popular and expected to rise
in future.

4 Conclusion

This model can be used forecasting the power curve and hence in the operation and
management of wind power plants. ANN techniques could be applied in various
modelling of wind energy systems to predict and evaluate the systems’ performance.
ANN could be further extended to different functions like optimization of network
configuration of large-scale wind energy conversion interconnected systems, quick
security evaluation, hybridization with other intelligent systems, stability enhance-
ment and preventive control measures. Suitable data selection is crucial for setting
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up of an ANN system. The training data set should be selected such that it is repre-
senting every operating mode of the system as the model performance is dependent
on it. The applications of ANN in wind energy systems are growing increasingly
popular. Research on ANN application in wind power systems is expected to grow
in future.
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CFD-Based Correlation Development
for Artificially Roughened Solar Air
Heater

Anil Singh Yadav , Vipin Shrivastava , T. Ravi Kiran ,
and Mayank Kumar Dwivedi

1 Introduction

Solar air heaters (SAH) are most widely employed to dispense the heated air at low
to average temperatures. It is effectively used for space heating, timber seasoning,
industrial products curing, and drying/curing of clay/concrete building ingredients
and industrial applications. In a SAH, an absorber plate receives heat energy directly
from the sun and transfers the radiation to the fluid flow. In SAH, a smooth absorber
plate has minimal contact surface for transferring heat to flowing fluid from the
absorber plate resulted in poor thermal efficiency. Implementing passive techniques
like a rib, grooves, etc. in a duct creates turbulence in the laminar sub-layer; thus,
thermal efficiency can be increased. Turbulence grounded on shapes of ribs, and the
arrangement of ribs with varying pitch distances is crucial for the enhancement of
thermal efficiency [1].

Diverse shapes and position of ribs were experimentally examined by various
researchers. Detailed descriptions and progresses concerning various experimental
researches on different dimensions, profiles and positionings’ rib elements can be
seen in excellent review papers published by various investigators [2–9]. Very few
computational fluid dynamics, (CFD) investigations are reported for artificial rough-
ened SAH [10–18]. Many researchers have revealed the significance of different
shapes and position of ribs in heat transfer enhancement. After extensive survey of
the literature, it is found that the application of numerical method in this field is
very limited. It is also found that there is no CFD-based correlations reported in the
literature on semicircular ribbed SAH.
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In this paper, we present a correlation development framework that predicts CFD
simulations for investigating the transverse semicircular rib effect on thermohy-
draulic performance of SAH. For saving the time of computation and the memory
of the computer, the 2-D flow model is considered in the present work. Yadav and
Bhagoria [19] have proposed that the results obtained from two-dimensional model
have the close proximity with actual results as analyzed that with 3-D flow. The
primary goal of this work is to investigate numerically, heat transfer phenomena in
ribbed SAH and develop a CFD-based correlation for friction factor f and Nusselt
number Nu.

2 CFD Modeling and Simulation

Modeling of SAH duct having proposed geometry is done in ANSYS 16. Figure 1
represents the schematic layout of computational domain for numerical analysis.
Present computational domain is identical to the computational domain used by
Yadav and Bhagoria [19].

Varying rib pitch distance P from 10 to 25 mm with Reynolds number Re 3800
to 18,000 is selected for analysis. The top test wall of the SAH is associated with an
absorber plate (0.5 mm thick) made of aluminium. The 1.4 mm height of the semi-
circular rib on the absorber plate is taken in consideration. Turbulent airflow in SAH
having artificial roughness is governed by following steady-state, incompressible,
two-dimensional continuity, momentum, and energy equation with negligible heat
loss by radiation [20]:

Equation of continuity:

∂

∂xi
(ρui ) = 0 (1)

Equation of momentum:

Fig. 1 Schematic model of SAH
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Fig. 2 Non-uniform meshing
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Equation of energy:

∂

∂xi
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)
(3)

For solving the governing continuity, energy as well as momentum equation by
using ANSYS Fluent 16, finite volume methods are being utilized.

In the present analysis, the meshing was created in ANSYS ICEM CFD v16 and
the size of meshing element is selected as 0.3 mm (Fig. 2). Five different element
sizes are employed to check the grid-independent validation on smooth duct. The
marginal variation is increased inNus and fswhen element size varying from112,226
cells to 242,106. Therefore, in the present analysis, the grid system of 112,226 cells
is considered.

The boundary conditions of the inlet velocity magnitude are set within the range
of Re. Heat flux on upper wall is set as 1000 W/m2 and outlet pressure is set as
an atmospheric condition. At beginning, air temperature is considered as 27 °C. All
physical fluidproperties are taken constant and standard at themeanbulk temperature.
A SIMPLE algorithm is chosen for the coupling of velocity–pressure [20]. The RNG,
k-epsilon model, is chosen for solving the problem as per the recommendation given
by [19]. A double-precision solver is chosen to solve the governing equation by
a double-precision solver. The upwind discretization of second order is chosen for
each and every transport equation. In residualmonitoring, continuity, x, and y velocity
criteria are fixed as 10e−06. Standard initialization is chosen to compute all zones.
A number of iteration and report interval are varied based on proposed geometry.

3 Data Reduction

Nur and f r for roughened SAH duct are estimated by following equations [1]:

Nur = hD/k (4)

Value of h can be obtained from CFD simulation.
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fr = (�P/ l)D

2ρv2
(5)

Value of �P can be obtained from CFD simulation.
Nus and f s for smooth SAH duct are estimated by following equations.
Dittus–Boelter equation [21]

Nus = 0.023Re0.8 Pr0.4 (6)

Blasius equation [22]

f s = 0.0791Re−0.25 (7)

4 Result and Discussion

The effect of proposed shape rib on friction factor, f r and Nusselt number, Nur with
varying pitch distances, P is numerically investigated. Figure 3 represents the Nur
variation as a Re function for the P/e’s various values at e/D’s set value.

An increment in Nur can be noticed with the increment of Re in all the circum-
stances as expected. It has been observed that there is decrease in Nur values as P/e
value increases for a e/D set value. Hardly any exceptional cases may be found,
but they don’t violate this general rule significantly. A strong vortex formation
occurred adjacent to the rib because of the rib’s impact in flow direction, which
induced turbulence in the fluid flow direction. The extreme value of Nur is predicted

Fig. 3 Variation of Nur with respect to Re
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Fig. 4 Contour plot of TI for P/e of 10.71 at a Re a 3800, b 8000, c 15,000, d 18,000

for the semicircular rib with P = 10 mm at Re of 18,000 as compared with other
configurations.

Figure 4 represents the TI contour plot of for the various Re values with a fixed
value of e/D of 0.042 and P/e of 10.71.

It canbe seen that a strong influenceofTI in heat transfer between the couple of ribs
with a heat transfer enhancement as well as average Nur in stream-wise distribution.
As roughness is increased by Re, the elements start projecting outside the laminar
sub-layer. Thickness of laminar sub-layer starts decreasing with any increment in
the Re. Due to formation of eddies, an enhancement in the heat-transfer is found
near to the closest laminar sub-layer of the semicircular-shaped rib. The formation
of reattachment shear layer which beget strong secondary layer due to the height of
the rib by increasing the Re is responsible for the improvement of heat transfer.

Figure 5 represents the f r variation as Re function for various P/e values at e/D set
value. Decrement in f r can be seen on any increment in theRe. Also, it has been found
that the f r values decreases with an increment in P/e at fixed e/D. Some exceptional
cases may be found, but they do not violate this general rule significantly.
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Fig. 5 Variation of f r with respect to Re

A further energy loss results in increasing f r due to the vortices’ shedding arising
from the top of the rib having semicircular section. A decrement in the value of f r can
be seen on increasing the value of Re because of the viscous sub-layer destruction
in the duct. The extreme value of f r is predicted for the semicircular rib with P =
10 mm at Re of 3800 as compared with other arrangements.

In order to provide credibility to the numerical results, it is extremely important
to compare with available experimental data. The simulation results of the ribbed
duct are compared with experimental dataset of [23]. It is observed that present
predicted results found much closer to experimental results of [23]. Similar results
are obtained byNine et al. [24] who investigated the similar geometry of rib. Hence, it
can be concluded that the validity of the proposed system is demonstrated by present
numerical analysis results.

5 Correlation Development

Statistical correlations for Nur and f r are developed by regression analysis with
the help of Sigma Plot (v14.0) software. The results of this analysis show that the
artificially rib-roughened SAH’s heat transfer and flow characteristics are strongly
influenced by non-dimensional parameters, Re and P/e. Therefore, the Nur and f r
can be expressed as functions of Re and P/e as given in Eqs. (8) and (9), respectively:

Nur = f (Re, P/e) (8)

fr = f (Re, P/e) (9)
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5.1 Nusselt Number Correlation

Best-fit correlation for Nur is established by regression analysis. All the values of
Nur collected from CFD analysis are plotted against Re. Furthermore, for fitting a
straight line via these points in regression analysis is presented as:

Nur = A0Re
0.8088 (10)

where A0 is a constant and obtained from regression analysis.
But A0 is a function of P/e. A0(= Nur/Re0.8088) is designed on log-log scale as

P/e function. For fitting a second-order polynomial, regression analysis is given by:

ln

(
Nur

Re0.8088

)
= ln B0 + B1 ln(P/e) + B2[ln(P/e)]2 (11)

where B0, B1 and B2 are constants and obtained from regression analysis.
Lastly, Eq. (11) is converted into following appropriate form

Nur
Re0.8088

= C0(P/e)0.2632 exp
{−0.0643[ln(P/e)]2

}
(12)

The values of the coefficients are obtained as given below:

A0 = 0.0364 B0 = 0.0289 B1 = 0.2632

B2 = −0.0643 C0 = 0.0289

For the Nusselt number, these resultant values of given final correlation

Nur = 0.0289 Re0.8088(P/e)0.2632 exp
{−0.0643[ln(P/e)]2

}
(13)

This equation represents the correlation for Nur as function of Re and P/e.
Figure 6 presents a comparison between theNur data obtained fromCFD analysis

and that of correlation developed in Eq. 13. It has been observed that points for Nur
all data points lie in ±5% deviation lines which is in a good acceptable limit. It is
therefore concluded that the proposed correlation accurately predicts the Nur for the
semicircular rib roughened SAH.

5.2 Friction Factor Correlation

Best-fit correlation for f r is developed by regression analysis. All the values of f r
obtained from CFD analysis are plotted against Re. Furthermore, for fitting a straight
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Fig. 6 Comparison of Nur (CFD) vs. Nur (Correlation-Eq. 13)

line via these points in regression analysis is presented as:

fr = A0Re
−0.2862 (14)

where A0 (=0.1927) is a constant and obtained from regression analysis.
But A0 is a function of P/e. A0(= fr/Re−0.2859) is designed as a function of P/e.

From regression analysis, it is obtained as:

fr = B0Re
−0.2859(1 + P/e)−0.2305 (15)

where B0 (=0.3463) is a constant and obtained from regression analysis.
The values of the coefficients are obtained as given below:

A0 = 0.1927 B0 = 0.3463

For the friction factor, following final correlation is resulted from these values

fr = 0.3463Re−0.2859(1 + P/e)−0.2305 (16)

This equation represents the correlation for f r as function of Re and P/e.
Figure 7 presents a comparison between the f r data obtained from CFD analysis

and that of correlation developed in Eq. 16. It has been observed that for f r each data
point lies in ±5% deviation lines which is in a good acceptable limit. It is therefore
concluded that the proposed correlation accurately predicts the f r for the semicircular
rib roughened SAH.
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Fig. 7 Comparison of f r (CFD) versus f r (Correlation-Eq. 16)

6 Conclusions

2D SAH rectangular duct having one wall roughness implemented using the numer-
ically analyzed with semicircular shape of the rib. The values of the f r and Nur are
obtained for varying pitch distances of various configurations of rib in the duct. The
extreme value of Nur is predicted for the semicircular rib with P = 10 mm at Re of
18,000 as compared with other configurations. The extreme value of f r is predicted
for the semicircular rib with P = 10 mm at Re of 3800 as compared with other
arrangements. In this paper, novel CFD-based correlations for f r and Nur are devel-
oped by utilizing numerical data with the help of Sigma Plot (v14.0) software. To
the best of our knowledge, there are no correlations for f r and Nur in the literature
covering chosen parameters for semicircular rib roughened SAH. Both correlations
predict all data points for f r and Nur lie in the ±5% deviation line that is in a good
acceptable limit. It is therefore concluded that both the correlations are reasonably
satisfactory for the prediction of the fluid flow as well as heat transfer characteristics
for the semicircular rib roughened SAH.
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Notation

Ap Area of SAH (m2)
C Specific heat (J/kg K)
De Equivalence diameter
h Heat-transfer-coefficient (W/m2/K)
I Solar insolation (W/m2)
k Thermal conductivity (W/m °C)
ṁ Mass flow rate (kg/s)
Nu Nusselt number
Pr Prandtl number

(μcp
k

)

Q Heat transfer rate (W)
V Air velocity (m/s)

Re Reynolds number
(

ρV De

μ

)

T Temperature (°C)
U Overall heat-transfer-coefficient (W/m2 oC)

Symbols

α, ε Absorptivity and emissivity of the plate
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θ Temperature difference (°C)
ρ Density of air (kg/m3)
τ Transitivity of glass
η Efficiency
σ Stefan’s Boltzmann constant (W/m2 K4)

Subscripts

a Ambient
abs Absorber plate
b Bottom
c Convective
f Air (fluid)
g Glass
o Exit/outlet
i Entrance/inlet
m Mean
p Plate
r Radiative
t Top
1, 2 and 3 1, 2, And 3 absorber plate

1 Introduction

Solar air heaters (SAH) are the best alternative in the small-scale industry where
heated air of 40–120 °C is required. The SAHused in the drying of crops, herbs, room
heating in hilly areas, and providing induce ventilation [1, 2]. Broad literature review
about the use of SAH in solar drying reveals that effective drying by sun involves
high temperature, long operational time as well as airflow to remove the moisture
content from the multi tray dryer [3, 4]. The operational hours are usually extended
by adopting thermal storage in the air heating unit. The temperature produced by
a SAH depends on its different configurations. Wijeysundera et al. [5] investigated
two-pass SAH and found that it is more efficient than SPSAH. Chabane et al. [6]
compared the result of a SPSAH and DPSAH and found a substantial enrichment in
the efficiency in the latter case.

Fudholi et al. [7] performed an energy analysis of a finned DPSAH collector. The
authors reported an increase in efficiency with the raise in airflow. Krishnananth and
Murugavel [8] used paraffin wax as a thermal storage medium and kept it in the form
of a capsule in a double pass collector. The different experiment was carried out
by putting the different positions of the capsule in the air heater. The result shows
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that the position in which capsules were positioned on the top of absorber sheet
is more efficient than others. Ramani et al. [9] experimented SPSAH and DPSAH,
embedded with the porous material on the backside of the second pass. The result
shows that the air heater operates on a dual-pass with porous media is 25% and
35% more thermally efficient than dual-pass without porous material and SPSAH,
respectively. Saxena et al. [10] evaluate the thermal performance of SAH having four
different configurations. The result show that the arrangement with thermal storage
tookmore time to get the highest temperature as compared towithout thermal storage
configuration. Bhargav et al. [11] examine the three different configurations and show
that in the third type of SAH heater, using two absorber plates and two channels is
more efficient than other configurations.

The above literature shows that the significant heat is lost from the top absorber
plate. Although the use of fin, ribs, capsules increases efficiency, but on the other
side, it affects the flow rate of air, which is required in some applications such as
solar drying. Therefore, a new type of DPSAH was constructed, which can maintain
the temperature at a higher air flow. In the constructed DPSAH, the air is sent from
the bottom of the first plate and flows out from the top of the thermal storage. Thus,
it properly utilizes the heat in the sunshine and off sunshine hours.

2 Material and Methods

2.1 Experimental Setup

Both constructed SAH have the same geometry of 1.2 m × 1.2 m × 0.4 m. The only
difference is in the number of air pass channels. The SPSAH has one channel, and
DPSAH has two channels, of the same size, i.e., 0.06 m, to circulate the air. The gap
in transparent glass cover and plate in both configurations is the same. In DPSAH, air
from duct passes through the first channel and gain heat from both absorber plates;
then, it moves to the second channel. The thickness of glass cover and black painted
G.I sheet is 0.004 m and 0.036 m, respectively. The 8 fans of 12 V and 0.16 A supply
forced air in a duct. Fans can run on variable speed. The speed of fans is gradually
increased from first to last day. The acrylic sheet and glass wool layer used to prevent
heat loss from the side. The constructional photographic view ofDPSAH is presented
in Fig. 1.

2.2 Experimentation and Instrumentation

The experimentation has been performed on for four days from 10:00 AM to 09:00
PM during winter in Energy Park of the institute, (23° 15′ N–77° 25′ E). The fan
circulates the air and maintains a mass flow rate of 0.02, 0.03, 0.04, and 0.05 kg/s in
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Fig. 1 A photographic view of DPSAH

Table 1 Details of instruments used in the experiment

S.
No.

Instrument Manufacturer, specification, and accuracy

1 Solar power meter Model-TM 207, range 0–1800 W/m2, accuracy ± 10 W/m2, least
count 0.1 W/m2

2 Anemometer Model Testo-490, range 0.1 m/s, least count 0.01 m/s

3 Hygrometer Model Lutron HT-305, Resolution 0.1%RH, 0.1 °C

4 Data logger Elimko, E-680 K type with accuracy ± 0.5 °C

5 Digital thermometer Model HTC infrared, −50 to 550 °C and least count 0.1 °C

each consecutive experiment day. Table 1 depicts the list of the instruments used for
reading purpose.

Uncertainty analysis is the most effective tool for a plan and carries out research
work. The total uncertainty UR is [12]

UR =
√√√
√

[(
∂U

∂x1
U1

)2

+
(

∂U

∂x2
U2

)2

+
(

∂U

∂x3
U3

)2

+ · · · +
(

∂U

∂xn
Un

)2
]

(1)

The total uncertainty in the evaluation of temperature (digital thermometer) and
reading is estimated as

Utemperature,total =
√[(

Udigital thermometer
)2 + (

Ureading
)2]

(2)

Utemperature,total =
√[

(0.1)2 + (0.1)2
] = 0.14 (3)
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The total uncertainty in the evaluation of airspeed (by anemometer) and reading
error is found by Eq. 4

Uair,total =
√[

(Uanemometer)
2 + (

Ureading
)2]

(4)

Uair,total =
√[

(0.01)2 + (0.01)2
]

(5)

The total uncertainty in solar power meter and reading is calculated by Eq. 6

Usolar radiation,total =
√[(

Usolar powet meter
)2 + (

Ureading
)2]

(6)

Usolar radiation,total =
√[

(0.1)2 + (0.1)2
]

(7)

Uexperimental,total =
√[(

Utemperature,total
)2 + (

Usolar radiation,total
)2 + (

Ureading,total
)2]

(8)

The total uncertainty is ±0.20% and is in an acceptable limit.

2.3 Thermal Analysis

The solar radiation (S) on the glass surface is [13]

S ∼= 0.97τgαp1 I (9)

Thermal efficiency of SAH depends on the rate of heat gain (Qu) to the insolation
upon the glass cover (I), and in both cases, it is given by the following equation [14]

η = Qu

I Ap
= ṁCp(To − Ti )

I Ap
(10)

Heat loss (QL) is given by the following equation [15]

QL = UL Apθm = UL Ap(Tm − Ta) (11)

where UL is overall heat-loss-coefficient

UL = Ut +Um +Ub (12)



232 V. Shrivastava et al.

Top heat-loss-coefficient (Ut) relates with Tg, εp, εg, Tp and in present thermal
network is calculated by [13]

Ut = 1
[

1
hr,ga+hc,ga

+ 1
hr,gp1

] (13)

Mid heat-loss-coefficient (Um) between the top and amiddle plate of the air heater
is determined by

Um = 1
[

1
hc, f 1p1

+ 1
hc, f 1p2

+ 1
hr,p1p2

] (14)

Bottom heat-loss-coefficient (Ub) is

Ub = 1
[

1
hc, f 2p2

+ 1
hc, f 2p3

+ 1
hr,p2p3

] (15)

Radiative heat-transfer-coefficient (hr,ga) in ambient and glass [16]

hr,ga = σ
(
T 2
g + T 2

a

)(
Tg + Ta

)

(
1
εg

− 1
) (16)

Similarly, the radiative heat-transfer-coefficient amid the glass and first absorber
plate (hr,gp1) is [16]

hr,gp1 =
σ
(
T 2
g + T 2

p1

)(
Tg + Tp1

)

(
1
εg

+ 1
εp1

− 1
) (17)

Radiative heat-transfer-coefficient from the top sheet to middle plate is obtained
by [16]

hr,p1p2 =
σ
(
T 2
p1 + T 2

p2

)(
Tp1 + Tp2

)

(
1

εp1
+ 1

εp2
− 1

) (18)

The convective heat-transfer-coefficient for air flowing inside the channel [11]

Nu = hc,p1 f 1De

kair
= 0.0334Re0.8Pr0.33 (19)
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Use this equation in evaluating convective heat transfer (hc,p1f 1) between the first
plate and air

hc,p1 f 1 =
(
0.0334Re0.8p1 f 1pr

0.33
p1 f 1kair,i

)

De
(20)

Similarly, the convective heat-transfer-coefficient of entering fluid to the middle
plate by Eq. 19 is

hc, f 1p2 = 0.0334Re0.8p2 f 1pr
0.33
p2 f 1,kair,i

De
(21)

Radiative heat-lose-coefficient (hr,p2p3) from the middle plate to the bottom plate
is [16]

hr,p2p3 =
σ
(
T 2
p2 + T 2

p3

)(
Tp2 + Tp3

)

(
1

εp2
+ 1

εp3
− 1

) (22)

Convective heat-transfer-coefficient from the middle plate to the exit fluid stream
(hc,p2f 2) calculated by using Eq. 19

hc, f 2p2 = 0.0334Re0.8p2 f 2pr
0.33
p2 f 2kair,o

De
(23)

Convective heat-transfer-coefficient between exit fluid stream and bottom (hc,f 2p3)
from Eq. 19 will be

hc, f 2p2 = 0.0334Re0.8p2 f 2pr
0.33
p2 f 2kair,o

De
(24)

3 Result and Discussion

Figure 2 depicts the change in the environmental parameters in all four consecutive
days. Solar radiations from the sun become more transparent and stronger in mid-
noon. Both air heaters are inclined at 23° due to the latitude of the place. Solar
radiation varies from 973–991 W/m2 in peak hours. After 12.45 PM, solar radiation
gradually decreases, and after 7 PM, radiation is almost zero. The above parameters
are same for both air heaters. Relative humidity and ambient temperature are varied
from 40% to 62% and 25 °C to 42 °C, respectively.
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Fig. 2 Variation in environmental parameters

Figure 3a, b shows the variation of different surfaces temperature of single- and
double-pass SAH. The velocity of air on a secondary axis is used because it affects
the temperature of the glass surface. Observed data shows the maximum glass cover
temperature in a single-pass and the double-pass mode is 60 and 67 °C. This less

Fig. 3 Variations of the temperature in surfaces a SPSAH, b DPSAH
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Fig. 4 Variation of heat gain, heat loss, and overall heat loss coefficient with time of the day

temperature in single pass in the same condition is due to the movement of air inside
the channel. The maximum temperature of the first, second, and third plates for all
days of the experimentation varied from74–81, 59–65, and40–44 °C.Data shows that
in DPSAH, the bottom plate temperature increases, and the middle plate temperature
decreases from evening to night. It is due to the storage effect. The middle plate in
double-pass SAH is positioned between the top and bottom plates. Thus, it would
continuously gain heat from the corresponding absorber plates.

Figure 4 shows the variation in analytically obtained values of heat gain, heat loss
and heat transfer coefficient. The heat gain depends on the inlet and exit tempera-
ture. The maximum heat gain obtained in double-pass mode is 542, 568, 615, and
647 W/m2 at consecutive days of experiments. It indicates the proposed configura-
tion gain more heat than conventional configuration. Therefore, a rise in heat content
in DPSAH with the mass flow rate of air. It is also due to the proper transfer of heat
from different plates to the air. The heat-loss-coefficient (UL) is higher in DPSAH
as compared to SPSAH. Therefore, more heat is lost from DPSAH. Despite that,
the maximum outlet temperature in double-pass mode is 65 °C, while in the case of
single-pass mode, it is 57 °C.

Figure 5 depicts the changes in thermal efficiency during the main sunshine hours
for both types of SAH with varying the airflow rate. The heat gain in single-pass
SAH is decreasing, but in double-pass SAH, it increased in consecutive days of the
test. The heat loss in both cases gradually decreases with increasing airflow rate.
However, it is higher in the DPSAH as compared to a SPSAH. Therefore, efficiency
in double-pass mode is more than single-pass SAH. The day-wise average thermal
efficiency in SPSAH is decreasing from 35 to 29%, and in DPSAH, it is increasing
from 49 to 61%.
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Fig. 5 Efficiency versus time of the day for SPSAH and DPSAH

4 Conclusion

• The proposed configurations can properly transfer heat to the fluid, and its thermal
storage (sand) works effectively in the evening.

• Thermal storage material keeps the air warm and maintain the temperature
difference of 4–5 °C till late evening.

• The DPSAH is more efficient than a SPSAH.
• The increase of air mass flow rate leads to the higher efficiency of DPSAH and

reduced efficiency of SPSAH.

Appendix

Following empirical formula is used in calculations [17, 18]

Cp = 999.2 + 0.1434Tm + 1.101 × 10−4T 2
m − 6.7581 × 10−8T 3

m (25)

kair = 0.024 + 0.07673 × 10−4Tm (26)

μair = 1.718 × 10−5 + 4.620 × 10−8Tm (27)

ρ = 353.44/(Tm + 273.15) (28)
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Role of ANN in Functionality
and Designing of Solar Photovoltaic Cell:
A Review

Anupama Kaushik

1 Introduction

The research on photovoltaic cell has increased widely due to its extensive uses. A
photovoltaic cell converts the Sun’s energy into usable energy without any impact
on environment. The most important component of a solar panel is photovoltaic cell,
which actually generates electricity.

These photovoltaic (PV) cells are mainly divided into two categories, monocrys-
talline and polycrystalline, as these are most commonly used for various commercial
and residential applications. A single silicon crystal is used for monocrystalline PV
cell, whereas many shards of silicon crystals are used in polycrystalline PV cells. On
comparison, monocrystalline PV cell is more efficient than polycrystalline PV cells.
The reason being, as monocrystalline PV cell, consists of a single silicon crystal,
and there is an easier flow of electrons generated through the photovoltaic effect. In
polycrystalline PV cells, there are many shards of silicon aligned in many different
directions which makes electricity flow slightly difficult.

The primary objective of this study is to understand the basics of PV cell and to
know-how neural networks (NN) can impact its computational characteristics. The
remainder of the paper will be organized as follows. Sections 2 and 3 describe the
functionality and design of a PV cell. Section 4 discusses ANN in brief; Sect. 4.1
describes the earlier studies based onANNwhich havemodelled PV cell parameters;
Sect. 5 concludes the paper and highlights the future direction.
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Fig. 1 Semiconductor Band Structure Plot

2 Functionality

APV cell captures solar energy to produce electricity through a process called photo-
voltaic effect. Each cell operates as a semiconductor consisting of p-type and n-type
semiconductor joined to form a p-n junction. Due to this, an electric field is formed
causing negatively charged particles electrons tomove in one direction and positively
charged particles photons to move in other direction. When Sun rays are incident on
these PV cells, photons transfer their energies to electrons in PV cell causing them
to jump to a higher energy state known as the conduction band. This movement of
electrons in conduction band generates an electric current in the cell.

Figure 1 demonstrates the semiconductor band structure plot. According to
quantum theory, there exists a gap between valence and conduction bands of semi-
conductor. At absolute zero temperature, semiconductors behave as an insulator. At
higher temperature, they become conductive as electrons and holes move from one
band to another. This is due to the illumination of PV systems due to incident photons
[1–4].

3 Designing

The PV cell design principles are affected by the working environment in which
they are produced. For example, if it is developed for the research environment,
then efficiency is more important, whereas for commercial environment cost weighs
more.

The absorption coefficient of semiconductors also plays an important role in PV
cell design. It is dependent on the material and also on the wavelength of light
absorbed by the cell. The designers of PV cell use materials with higher absorption
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Fig. 2 I–V Curve of a PV
cell

coefficients which can absorb photons readily and eventually excite electrons into
the conduction band.

Themain ingredient of a PV cell is siliconwhich causes an electric current to flow.
All the PV modules are rated against standard test conditions (STC) which includes
three factors: (a) Irradiance, i.e. sunlight intensity or power. The measurement stan-
dard is 1 kW per m2. (b) Airmass, i.e. clarity and thickness of the air which affect
the Sun’s angle. The standard is 1.5. (c) Cell temperature. The standard is 25 °C.

The performance of solar panels can be represented by an “I–V curve”. Every
solar panel has multiple I–V curves which shows the relationship between current (I)
and voltage (V ) under prevailing conditions of, temperature, air mass and irradiance.
Maximum peak power point (MPP) also depicts when a PV cell generates maximum
power.

Figure 2 describes the I–V curve of a PV cell. At open-circuit voltage (V oc),
the voltage across the cell is maximum and the current is at its minimum, whereas
when the cell is short circuited, the current is at its maximum known as short-circuit
current (Isc) and the voltage is at its minimum. As the PV cell is a p-n diode, the
diode equations are inculcated in its designing. For achieving good conduction, the
bottom layer of a PV cell should be completely covered and the topmost layer should
be transparent so that the incident photons aren’t blocked. A metallic cell grid is also
used within the semiconductor to increase its conduction which reduces electron
travel distance and thereby decreases resistance [4].

4 Artificial Neural Networks (ANN)

ANN works just like our human brain to solve a particular problem. The basic unit
of brain and nervous system is the biological neurons which receives the input from
the external world via dendrites, process it and gives the output through Axons. In
the similar way, ANN also uses neurons to process the inputs. These neurons are
connected to one another using connection link with weights assigned to them. This
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Fig. 3 An ANN with three
layers

is required to solve a problem by a neural network. Every neuron has an internal
state denoted by an activation function. There are many activation functions few of
them are, binary step, sigmoid, tan h, ReLu, etc. There exist different kinds of ANN.
The simpler one is called “perceptron” which is a single layer neural network. Later
on, multilayer perceptrons with backpropogation learning algorithms are developed
consisting of input, hidden and output layers. These ANNs are based on supervised
learning and are used in variety of problems. Figure 3 shows a feed-forward ANN
with three layers.

4.1 ANN Approaches Used in PV Cells

This section discusses various ANN approaches applied to PV cells. It also presents
the discussion on various parameters of PV cell predicted through ANN modelling
and the ANN framework used. The ANN modelling of a PV cell mainly uses two
approaches [5, 6]: the first approach uses various irradiation and temperature values
to predict the equivalent circuit parameters and then calculates current or voltage
using analytical model; the second approach generates I–V curves using irradiance
and module cell temperature as inputs to ANN.

Zhang and Bai [7] used genetically trained radial basis function neural networks
(RBFNN) to predict the maximum power points (MPPs) and corresponding I–V
curves of photovoltaic (PV) panels. The inputs to the networkwere radiation, ambient
temperature and load voltage; and the output was load current. The hidden layer
consisted of radial basis function which were trained using genetic algorithm. This
model provided better results than conventional RBFNN which uses k-means algo-
rithm in radial basis function. The genetically trained RBFNN were used to find
optimal power points in PV panels.

Karatepe et al. [5] proposed feed-forward neural network with three layers. The
inputs were irradiation and temperature, and the outputs were n, Is, Rs, Rp and
Iph. The three kinds of activation function were used, and they were piecewise
linear function, sigmoid function and piecewise linear function. In order to check the
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accuracy of the proposed model, the experimental setup was used. It was found that
the model provided accuracy than the conventional model.

Mekki et al. [8] proposed simulation and modelling of a PV module using ANN
andVHDL language. The inputs to themodelwere total irradiation andmean average
temperature, and the outputs were current and voltage. The NN is implemented using
VHDL language. The proposed model predicted the energy from the PV panel using
only the environmental factors and required less computational efforts.

Rehman and Mohandes [9] proposed feed-forward ANN for the estimation of
global solar radiation (GSR). The inputs to the network were air temperature and
relative humidity values ofAbhaCity in SaudiArabia from1998 to 2002. The authors
classified the inputs in three categories and found that ANNprovided good prediction
for GSR based on temperature and relative humidity.

Ghanbarzadeh et al. [10] predicted daily global solar radiation (GSR) in future
time domain using ANN for Dezful City in Iran. The inputs were measured air
temperature, relative humidity and sunshine hours values between the years 2002
and 2006. The entire dataset was divided into three categories. They found that the
ANN model used provided promising results for GSR.

Behrang et al. [11] used MLP and radial basis function network for GSR
modelling. They divided the input dataset into six categories. The inputs were daily
mean air temperature, relative humidity, sunshine hours, evaporation and wind speed
for Dezful City in Iran between 2002 and 2006. The training data used by them was
for the year 2002–2005, and the rest of the data was used as a testing data. The
results provided byANNwere good in comparisonwith conventionalGSRprediction
models.

Celik [12] used generalized regression neural network (GRNN) model to esti-
mate the operating current of a 120 Wp of monocrystalline photovoltaic module.
The inputs used in the model were solar radiation on the module, cell temperature
and the operating voltage of the system. The learning algorithm used was Leven-
berg–Marquardt (LM) algorithm. The model’s performance to estimate current was
evaluatedusingmeanabsolute percentage error (MAPE).The results ofGRNNmodel
were also compared with the results of actual experiments carried out in Iskenderun,
Turkey, and with the analytical model. It was found that the current predicted by
GRNNmodel was more accurate than the analytical model and close to the real-time
experimental results.

Salah and Ouali [13] proposed neural network and fuzzy logic models to estimate
maximum power point (MPP) for photovoltaic modules. The inputs to both the
models were solar radiation and cell temperature. The model was validated on a
100WpPVPSM50-Hpanel connected to a 24VDC load. Themodelswere adaptable
to changing solar radiations and cell temperature. The results concluded that the fuzzy
logic model was better than the neural network model in estimation of maximum
power point (MPP).

Bonanno et al. [14] et al. used radial basis function neural networks (RBFNN)
to predict the load current. The inputs to the model were solar radiation, ambient
temperature and load voltage. The model has input, hidden and output layers and,
usedbackpropagation learning algorithm. It improved the I–V andP-V curves of aPV
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module. Guede et al. [15] approximated the I–V curve using ANN. They modelled
ATERSA A55 photovoltaic module using feed-forward network with backpropa-
gation learning. The temperature, irradiance and the voltage were the inputs, and
the current was the output. The prediction accuracy of the model is measured using
mean square error (MSE). Ceylan et al. [16] used backpropagation neural network to
predict the temperature of a PVmodule. The inputs to the ANNmodel were ambient
air temperature and solar radiation. These inputs were determined from the experi-
mental studies at Aegean region of Turkey with ambient air temperature at 10, 20, 30
and 40 °C and at different solar radiations. The predicted module temperature was
then used to calculate the electrical efficiency and power.

Dumitru et al. [17] used multilayer perceptron and Elman neural networks to esti-
mate the solar photovoltaic energy production. A two-year data of energy production
of photovoltaic cells was analysed, and it was found that the energy production level
increases in summer. This energy productionwas analysed using different parameters
of ANN like learning rate, number of neurons and number of epochs. The accuracy
prediction can also be increased by considering several factors like meteorological
conditions, seasons and by increasing the dataset.

Parmar [18] used feed-forward network with Levenberg–Marquardt backprop-
agation (trainlm) as the learning algorithm. The inputs to the network were solar
radiation and ambient temperature, and the outputs were voltage and current value.
The network performance was measured using mean square error (MSE), and it can
be used in any climatic conditions to predict the output from photovoltaic panels.
The network with two hidden layers provided the best prediction performance with
minimum error.

Kazem et al. [19] proposed support vector machine (SVM) for predicting the
photovoltaic current. The inputs to the technique were solar radiation and ambient
temperature, and the output was the photovoltaic current. The proposed model
provided good accuracy in comparison with other related works.

Yassin and Harb [20] proposed neural network with differential evolution (NN-
DE) technique to predict the cell operating temperature. The inputs to the network
are: ambient temperature (T amb), wind speed, air mass and solar radiation intensity.
They used cell operating temperature to evaluate the maximum power output PMax

of photovoltaic modules. The obtained results of the model performed well when
compared with conventional regression trees model. Durrani et al. [21] used neural
networks to predict daily PV power for residential grid connected PV systems. Two
forecasts models were developed for irradiation; one used multiple feed-forward
networks and the other was persistence based. The NN-based irradiance forecast
model performed better than persistence forecast model for all the accuracymeasures
used.

Sun et al. [22] used convolution neural network to relate PV cell output with the
climatic conditions. The images of the skywere used to relate the current generated by
the PV cell. They tested their approach with different CNN structures and proposed
the future use of their model. Yousifa et al. [23] did comparative study from 2008
to 2017 on PV/T (photovoltaic thermal) energy data prediction systems which used
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Fig. 4 Timeline of the ANNs used in the study for modelling PV cell

ANN to predict global solar radiation. The published study used different kinds of
ANN and the model performed well in all the evaluation measures used.

Al-Dahidi et al. [24] proposed PV power predictions using small computational
time and used ten ANN learning algorithms to train 23 datasets. They found corre-
lations between various factors affecting PV power generation and developed an
efficient prediction model. Cortés et al. [25] used multilayer perceptron network
to estimate the parameters based on manufacturers datasheet. The inputs to the
network are Isc (short-circuit current), V oc (open-circuit voltage), MPP (photovoltaic
cell maximum power point), Impp (current value at the maximum power point) and
Vmpp (voltage value at the maximum power point); the estimated parameters are
Iph (generated current due to photons), Rs (photovoltaic cell series resistance)and I0
(diode reverse saturation current); the network consisted of two hidden layers and
used Bayesian regularization learningmethod. Themodel can be used with any poly-
crystalline silicon cell, and there is no need to retrain the neural network for different
PV modules made up with these cells. The synthetic data is used for training the
neural network. Chen et al. [26] used long short-term memory (LSTM) learning
algorithm to design a radiation classification coordinate method to select the similar
time periods which are impacted by various PV power generation meteorological
factors. Their proposed model was at par than the four other models compared in the
work.

The ANNs used in all the above studies provided the results which were at par
than the conventional models and were good in predicting the PV modules output.
Figure 4 shows the timeline consisting of various ANNs used to model the PV cell.
This timeline is based on the studies used in the current work.

5 Conclusion

The use of photovoltaic modules is rapidly increasing as they are based on renewable
energy of sun with number environmental impact. The current study provided the
base for research on photovoltaic modules and modelling their characteristics using
ANN. ANNs are more capable in estimating the parameters of a PV module. The
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published work on PV modules with ANN is used different types of networks. But
as the new soft computing techniques are introduced, every year the future work can
comprise of using these techniques in modelling PV cell characteristics.
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1 Introduction

Please note that the first paragraph of a section or subsection is not indented. The
first paragraphs that follows a table, figure, equation, etc., does not have an indent,
either. Fossil fuel-based energy systems are not sufficient to meet the growing global
energy demands and they also pose environmental concerns. This has led to aggres-
sive research and development in the field of renewable energy technologies. Current
developments in technology require the energy-efficient design of these systems.
Solar, wind and biofuels are the major areas of research [1–5]. Solar photovoltaic
(PV) systems are the most commonly used energy generation systems [5]. Out of
the irradiation incident on the solar cell surface, only wavelengths with an energy
matching the bandgap energy of the cell contribute to the direct electricity conversion.
The wavelengths having high energy are dissipated as heat. The solar energy to elec-
trical energy conversion is only about 16–20%. The remaining solar energy causes
the PV panels to heat up, which could raise the PV panel temperature to around 40 °C
above the ambient temperature [6]. An increase in temperature of 1 °C above 25 °C
can cause the efficiency of the PV panel to drop by about 0.08% and 0.65%, respec-
tively [7]. Cooling of PV panels is required to obtain better efficiency and prolonged
life. Wide varieties of cooling methods have been explored by researchers such as
cooling by fans, pumping cooled water on panels, application of high conductivity
metal fins such as copper and aluminium to enhance heat transfer [8]. A preferable
method of cooing is the application of phase change materials (PCMs) as it does not
require additional energy and the use of expensive and bulky materials [9].

PCMs are materials absorb and release a significant amount of heat while transi-
tioning from one phase to another. However, the low thermal conductivity of PCM
poses a challenge in their application [10]. There have been numerous studies to
improve the thermal conductivity of PCM [11]. The dispersion of nanoparticles has
been found as the most promising technique to raise the thermal conductivity of
the PCM [12, 13]. Among various nanoparticles, carbon-based nanomaterials have
exhibited a considerable amount of thermal conductivity improvement of PCM [14].
Lower PV panel temperature rise has been reported with PCM and consequently
higher efficiency and less material degradation [15]. A novel carbon-based PCM
nanocomposite with very low concentration of additives is proposed. This study
aims to describe the method of maintaining a lower PV temperature and boosting
the efficiency of the PV panel. Myristic acid is selected for the absorber layer, and
nanocarbon particles are used as the thermal conductivity enhancer.

2 PV-PCM Cooling Technique

This simulation assumes a panel design where the back of the panel is a flat surface
and the junction box is separately connected. The model is neglecting radiative heat
losses compared to the conductive heat losses to the PCM. The PV panel selected in
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Table 1 PV panel
parameters [16]

Parameter Values

Model CENTSYS

Maximum power 100 W

Short-circuit current 6.06 A

Open-circuit voltage 22 V

Maximum power current 5.56 A

Maximum power voltage 18 V

Solar cell efficiency 17.2%

Module efficiency 14.9%

Table 2 Properties of
myristic acid

Parameter Values

Thermal conductivity 0.16 W/m K [17]

Melting temperature 54 °C [12]

Latent heat of fusion 201 kJ/kg [17]

Specific heat 1.6 kJ/kg K [18]

this modelling is CENTSYS 100 W with a dimension of 1005 mm × 670 mm [16].
An aluminium foil pouch of filled with myristic acid is attached to the backside of the
panel. The cross section of the pouch is kept same as panel surface area. The PCM
absorber layer is 10 mm thick and the thickness of aluminium foil is negligible. The
parameters for the PV panel are presented in Table 1. The properties of the selected
PCM are listed in Table 2. The schematic of panel dimensions and the structure of
the PV-PCM system are depicted in Fig. 1 and Fig. 2, respectively.

3 Numerical Analysis

The contact area between the PCMsurface and PVpanel is 0.67m2. The heat required
to fully melt the PCM, Qm is given as:

Qm = mL (1)

where m and L are the mass and latent heat capacity of PCM, respectively.
The heat transfer rate from the pouch surface at PV panel end to the other end, Q̇

can be given as:

Q̇ = km A�T/�x (2)
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Fig. 1 Dimensions of the
panel

Fig. 2 PV-PCM system

where km, A and �T /�x are the thermal conductivity, interfacial contact area and
the temperature gradient in the PCM layer, respectively.

Myristic acid has a poor thermal conductivity with an approximate value of
0.16 W/m K. By the addition of carbon nanoparticles, it can be increased and the
effective thermal conductivity, kHC, can be calculated by Hamilton and Crosser (HC)
approach [19] is given by the equation

kHC = km

[
kp + (n − 1)km − (n − 1)Fp

(
km − kp

)
kp + (n − 1)km + Fp

(
km − kp

)
]

(3)

where km, kp,Fp and n are the thermal conductivity of PCM, the thermal conductivity
of dispersed carbon nanoparticles, particle mass fraction and empirical shape factor
(n = 3 for sphere-shaped particles), respectively.
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Fig. 3 Sensible heat of the
PCM

4 Result and Discussion

The front surface of the PV panel will absorb sunlight and gets heated up. As per the
panel specifications, the panel will produce maximum efficiency at 25 °C (standard
test conditions). If the temperature of the panel rises further, it will decrease the
efficiency and consequently output of the cell. Two thermocouples will be placed on
the system, one for measuring the PV panel temperature and the other for measuring
the PCM temperature. The PCM layer at the back will absorb and store the excess
heat from the panel, thereby reducing the panel temperature. The heat required to
raise the temperature each degree till the melting of PCM is shown in Fig. 3.

PCM-PV panel cooling rate can be increased by increasing the concentration of
the nanoparticles in the PCM as it will increase the heat transfer rate because of the
enhanced thermal conductivity of PCM.The thermal conductivity of carbon nanopar-
ticles is 3000 W/m K. The trend of heat transfer rate with different concentrations
of carbon additives is shown in Fig. 4.

5 Conclusions

A numerical model of PCM-based cooling technique has been proposed as an
efficiency-enhancing technique for a solar module. A 100 W solar panel has been
selected for the study. Myristic acid is selected as the PCM cooling layer as it has
the matching melting temperature range with the operational temperature of the
panel. Carbon nanoparticles are selected as the thermal conductivity boosters for the
PCM layer. The model showed that during the temperature rise from 25 to 55 °C,
the steady-state heat rejection rate from the panel to the PCM layer will increase
from 320 to 621 J/s. The application of this system can readily transfer heat from
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Fig. 4 Heat transfer
enhancement due to
nanoparticle addition

the PV panel back surface to the PCM absorber layer that will help in reducing
the temperature-related losses. It will also prove to be a cheaper and eco-friendly
solution.
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1 Introduction

This paper discusses about electric vehicle technology and development a high
gain performance during runtime and also increasing attention for having distinc-
tive features as efficiency is high, low emission, pollution-free, cost-,effective tech-
nology [1]. In electric vehicle technology, the batteries are based on different types
of chemical that has been used as the main source of energy storage system in many
electric vehicle programs. These are leading technologies in the electric vehicle area.
However, the lead–acid batteries have limited life cycle, and this is known for short-
comings, such as limited density of electrical energy, and also, market price is very
high [2–4]. The electric capacitors those have double layer are known as superca-
pacitors and are high capacitance capacitors that suggest several exceptional features
such that power density is high, battery life is long, and high-temperature operating
range. The quality lead–acid batteries and supercapacitors are compared with the
help of sun shape chart (Fig. 1) [5]. Although the supercapacitor provides better
outcome in most of the situations, it cannot be used as the important energy store
system since its energy density is comparatively down. Similarly, the technology
of the supercapacitors is developed; they are not as consistent as the conventional
batteries. Additional benefits of lead–acid batteries and supercapacitors can be used
in an intelligent movingmachine energy storage system [6]. There are different kinds
of applications of IMM discussed in detail.
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Fig. 1 Qualitative
comparison of the lead–acid
battery and supercapacitor

1. Supercapacitors have high power density that can be uitilized to effectively
control the kinetic energy of the IMM.

2. Supercapacitor can support battery system when electrical energy demand is
high, which not only prolongs the life cycle of battery but also changes the
acceleration of IMM.

3. IMM drive range can be significantly increased for the regeneration braking
energy which could be effectively stored [7].

During earlier innovation in electric vehicle technology, there are several tech-
niques developed for automatic and smart vehicles. Here, the discussion for the effi-
cient battery backup and the use of supercapacitors in development of e-vehicles to
rise above the drawback of the batteries. One of the most research and development
techniques in IMM is the battery and electronic devices [8], where the electrical
circuit of battery pack is directly joint to the electronic driver circuit and motor.
Thus, two topologies are used in individual energy storage systems, and a supportive
power converter is needed for moving machine; they are generally costly. The paper
discusses about the novel structure which is designed for desirable interface between
the supercapacitor and battery which is proposed. The research on electrical energy
storage is composed of a battery, buck converter, supercapacitor module and a diode.
There are various operation modes of the proposed electrical intelligent moving
machine discussed in detail. Moreover, for the proposed electrical storage system for
IMM, a new regenerative braking system (RBS) is developed. RBS function performs
during the braking process; using a suitable switching algorithm for the inverter, the
DC link voltage is boosted. Hence, the diode modes of operation are forward biased,
and the regeneration braking energy is directly harvested by the battery and the circuit
module of capacitors without employing an additional converters.

The DC link is connected by the signal variations of cycle to pulse width modu-
lation (PWM) in the inverter. Thus, when the conductor circuit module is approxi-
mately charged, the battery is realized as regenerative braking. In this method, the
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IMM regenerative braking system efficiency is higher due to the removal of the
utilized converters for this system performance [9]. Furthermore, an artificial neural
network (ANN) is used with Simulink to complete braking energy force circulation.
Meanwhile, a proportional-integrator (PI) controller is used to set the braking current
to make braking torque which is kept constant.

2 Control Approach of Regenerative Braking

Control strategy of regenerative braking scheme is discussed in detail. The braking
force distribution of braking energy in systematic way usingANN and PID controller
is the foremost section of planned system arrangement, which is discussed in various
sections as follows.

2.1 Control Algorithm for the IMM Based on ANN
Technique

The idea of the planned control approach is discussed in Fig. 2. When the brake
button is busy, in agreement with the slump quantity of the button, the stand in need
of braking strength can be obtained during the operation of IMM.Depending on IMM
conditions, such as speed (velocity) and status of the battery, secondary controllers
like neural network and lookup slab are normally utilized to conclude the standards of
the braking energy and involuntary braking force for the frontwheels. Furthermore, in
modern technology braking energy system, such as electronic braking energy system
and corner brake energy, the braking force inequitably deals among dissimilar wheels
of IMM to decrease the hazard of skid, rotating, and the unsteadiness. The helpful
dynamics of such system cannot be simply handled by the mentioned controller.

Sigmoid function is chosen as the beginning function for the neurons in the output
layer is:

Fig. 2 ANN controller for
the proposed IMM
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f (u) = 1/1 + e−u/T (1)

Similarly, linear transmit function is applied for the neurons in the output layer
of the ANN.

The organization of planned multilayer close to network is shown in Fig. 2.
The connections among the brake strength, the rear braking energy and the front
braking energy could be considered uncomplicated by perfect allotment task using
ANN. To generate the preparation dataset, a variety of simulations are approved
which are absent in MATLAB/Simulink by applying diverse standards of state of
charge for the battery and MOSFETs semiconductor module. IMM rate and brake
power are recognized by preparation drive cycle. The selection of the drive cycle is
significant for simulation of enough braking scenario. The braking scenario arises at
unique IMM speed and diverse brake strength. The IMM is decelerated or blocked
in specific reserve and instance resolute by the drive cycle; most regeneration energy
is achieved; and charge state of battery and MOSFETs module remain with the safe
limitations. The back which extends procedure with Levenberg–Marquardt process
is come to teach theANN.A clear condition to assess the performance of ANNs is the
normalized root mean square error (NRMSE), which is the fault between predictable
outcome and accurate outcome and can be written as follows:

NRMSE = √ ∑
nH(n) − H ′(n)

/ ∑
nH ′(n)2 (2)

where H(n) and H ′(n) are the predictable and objective principles of the output,
correspondingly, and n is the number of statistics point.

3 Regenerative Braking Circuit

The regeneration braking circuit consists of a battery set and the capacitor reservoir
which gives the power to the controller circuit of the IMM [7]. The battery type is
lead–acid battery and made up of voltage of 12 Vs, and the ability of current rating
is 7.5 Ah. A capacitor bank circuit of IMM is placed with the motor drive circuit
which uses to supply the power. The MOSFET modules are linked in equal with the
energy storing battery, so the whole capacitance energy of the battery will increase.
The overall battery power is stored in the capacitor bank. The capacitor bank and
battery are paired throughout the insulated gate bipolar junction transistor (IGBT)
buck–boost converter. The buck–boost convertor is step-down converter and step-up
converter. The deceleration of IMM than the buck operation takes place when IMM
brakes. The boost operation is performed during the acceleration of IMM, i.e., when
IMM moves to a faster rate from a lower rate. Here, this is acquired by pushing the
consecutive velocity switch given in the circuit. Buck–boost convertors both of them
can generate a limit of output voltages, ranging from much higher than the input
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Fig. 3 Regeneration braking circuit of IMM

voltage, low to almost zero. The circuit of regenerative braking circuit is shown
below in Fig. 3.

4 Simulation of Regenerative Braking System

Simulation of regenerative braking system circuit for IMM is done in
Simulink/MATLAB-12 which is shown in Fig. 4. The variables of every system
mechanism are located as described over. In the simulation of IMM, graph is shown
on computer screen in Simulink scope for battery electrical energy, capacitor bank
voltage, battery existing and PWM indication known to constrain insulated gate
bipolar transistor. The output results are displayed for three sets of PWM signal
which is specified to the IMM controller circuit [10]. IMM capacitor bank electrical
energy goes on mounting through the buck operation (Fig. 5). IMM battery voltage
is 12 volt spot through unimportant fluctuations. The existing as of battery elevation
is strained toward the capacitor bank alone through the run instance of the pulsation
set to the MOSFET module circuit is or else nil.

The inductor L starts storing powerwhen the specified battery banks andMOSFET
modules are fully charged or avoid transient behavior of regenerative braking.

This charge remainder in the capacitor bank andMOSFETmodule as it is awaiting
the next boost process set and at thatmoment of the charge is transferred to the battery
as described (Fig. 6).
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Fig. 4 Simulink module of regenerative braking system

Fig. 5 Simulation results of buck operation

5 Conclusion

The regenerative braking system (RBS) track provisions and precedes the power
reverse to the battery which would have been or else exhausted. The RBS is useful to
generate electric power through LED. The buck–boost converter depends on signal
starting the microcontroller and operates in actual instance so that the power can be
stored at the precise instant of deceleration and can return support in the little second
of speeding up. The capacitor reservoir also charges and discharges rapidly so that
the power surge can be express and capable with no much thrashing. This makes a
battery longer life as well as allows IMM to trek extra on a solitary battery charge,
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Fig. 6 Results of boost operation in Simulink

i.e., the mileage of IMM increases significantly. Regeneration all along with braking
system makes IMM power well-organized as well as safer and easier to make use of
and prove to be an imperative part in the suitable implementation of IMM.
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Evaluating the Engine Emission
Outcomes from a CRDI Engine Operated
with Low Viscous Bio-oil Blends Under
the Influence of Diethyl Ether

Mebin Samuel Panithasan , Manimaran Malairajan ,
Mathivanan Balusamy , and Gnanamoorthi Venkadesan

1 Introduction

The development activities across the world and the population increase lead to the
increase in transportation. This also increases the air pollution considerably and for
all these energy needs everyone depends upon the crude oil only. As a measure to
reduce the increasing air pollution and to reduce the dependence upon the crude oil
resources, an alternate energy source is needed [1]. If the alternate energy is made
within the country itself, then it will reduce the dependency on other countries for
energy needs [2]. This research paper deals to find an alternate energy source for
diesel engines. As in countries like India, diesel powered automobiles are widely
used due to their higher torque and efficiency characteristics [3].

When it comes to finding an alternate source for diesel engines that can be
produced within the country itself, alcohols and vegetable oils comes immediately
into consideration. Due to its various advantages, bio-oil is considered for the alterna-
tive fuel [4]. But the oil obtained from the vegetation sources normally has very high
viscosity [5] and it is subjected to transesterification process to reduce its viscosity
[6]. This is a time and cost-consuming process [7]. As a step to eliminate this process,
the production of lower viscosity oils was analysed. The search for a lower viscosity
oil helped in identifying the oil, which is obtained from lemon rinds which are
considered as a waste in day to day usage. This lemon peel oil attracts with its lower
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viscosity level and higher calorific values [8]. This can be directly used in the engine
either solely or by blending with diesel fuel.

Even though lemon peel oil possess lots of advantageous factors, there is one
major setback in terms of a very low cetane index value [9]. Since cetane index is
directly proportional to the combustion quality in a diesel engine, reduction in the
cetane value reduces the combustion quality of the fuel by prolonging the ignition
start timing. As a measure to reduce this ignition delay period, researchers have been
using different types of cetane improver additives [10]. Naptha, Xylene, di-tert-butyl,
peroxide, ethylbenzene, 2-ethylhexlynitrate (2-EHN) [11], bio-ethanol [12]were few
of the cetane improver additives being used for the reduction of ignition delay in the
engine. Due to the oxygen availability, easy availability, lower cost and due to the
absence of nitrogen atom diethyl ether was used as an additive as the measure to
improve the combustion quality and thereby reduce the ignition delay period [13].

This research work portrays the usage of LPO mixed with diesel at 50% by vol.
Further, diethyl ether is added at 5%. 10% and 15% by vol. with the 50% blend of
LPO. Addition of diethyl ether with lemon peel oil, at these combinations to improve
the performance and emission outcomes were not tried before. These blends are then
experimentally analysed in a single cylinder CRDI engine for various loading values
of 0, 25, 50, 75 and 100% and are compared with diesel fuel for performance (BSFC,
BTE) and emission (smoke, CO, HC, CO and NOx) results to find the influence of
the low viscous lemon peel oil and diethyl ether.

2 Materials and Methodology

2.1 Low Viscous Biofuel—LPO

Lemon peel oil was procured by the process called of steam distillation. This process
uses a steamchamber, condensation unit and a distillation chamber as shown in Fig. 1.
The steam produced in the first chamber enters the second chamber, where all the
lemon peels were kept over a perforated plate. On a constant exposure to the steam,
the volatile oil molecules evaporate from the lemon peels and pass on to the next
condensation chamber. The condensation chamber haswater jackets which circulates
cold water over the pipes conducting the vapour molecules. Due to this, the vapour
molecules of water and oil condenses back into liquid form and are collected in
the distillation chamber. The distillation chamber separates the liquids by its density
differences. Finally, the lowviscous biofuel is collected from the distillation chamber.
Table 1 shows the values of the obtained LPO.
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Fig. 1 Steam distillation process unit

Table 1 LPO fuel property

S. No. Property Unit Diesel Lemon peel oil

1 Density kg/m3 822 840

2 Calorific value kJ/kg 43,200 41,200

3 Cetane index – 52 15

4 Kinematic viscosity mm2/s 3.6 1.14

5 Flashpoint °C 63 53

6 Fire point °C 75 64

7 Boiling point °C 350 174

2.2 Experimental Setup

A single cylinder water-cooled engine is used in the present study. The engine is
equipped with a CRDI unit setup. It is maintained at a constant 1500 rpm speed and
the fuel can be injected up to a maximum pressure of 600 bar. Exhaust emissions HC,
CO and NOx were quantified with the help of a gas analyser from the make off AVL
measurement systems. Similarly, the smoke opacity is estimated with the help of a
smoke emission analyser made from AVL systems. All the technical specifications
of the equipment used were specified in Table 2 and a schematic view is shown in
Fig. 2. As we know that the variation of load values is much important, an eddy
current type dynamometer was coupled with the engine to carry out the desired
loading values. The specification of emission measurement equipments are given in
Table 3.
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Table 2 Experimental engine—technical specifications

Type Compression ignition engine

No. of cylinder One

Make Kirloskar

Cooling type Water cooled

Rated speed (rpm) 1500

Cubic capacity (cc) 661

Compression ratio 17.5:1

Injection type Common rail direct injection

Rated power (kW) 3.5

Stroke (mm) 110

Bore (mm) 87.5

Maximum injection pressure (bar) 600

Piston bowl shape Hemispherical type

Injection timing (°) 23° BTDC

Fig. 2 Experimental setup—diagrammatic representation

Table 3 Specification of exhaust measuring instruments

Emission type Apparatus Range Resolution

NOx AVL Digas 444 N five-gas analyser 0–5000 ppm 1 ppm

HC 0–20,000 ppm 1 ppm

CO 0–15% 0.01%

Smoke AVL 437 C smoke metre 0–100% 1%
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2.3 Methodology

In this study, totally, five different fuel blends were analysed, namely diesel, L50,
L50D5, L50D10, L50D15. The composition of these blends is given as:

Diesel = 100% diesel
L50 = 50% diesel + 50% lemon peel oil
L50D5 = 95% L50 + 5% diethyl ether
L50D10 = 90% L50 + 10% diethyl ether
L50D15 = 85% L50 + 15% diethyl ether.
These blends were properly measured and mixed using a mechanical stirrer. The

above blends are analysed in a CRDI engine by changing the load values (0, 25, 50,
75 and 100%) at a constant speed of 1500 rpm. Initially, the CRDI engine is made
to run with the conventional fuel for a period of 15 min, after the engine reaches its
steady-state operating condition, all the values are recorded. Also, after each blend
change, the engine is operated with the corresponding fuel blend for the period of
10 min before the corresponding values are recorded.

2.4 Uncertainty Analysis

Errors occur due to the change in environmental conditions, observations, calibra-
tions, equipment age, wear and tear of the instruments, human errors, etc. These
errors are termed as uncertainty errors. To reduce these errors, the uncertainty of
each parameter was calculated and neatly presented as given in Table 4. Moreover,
the total uncertainty error value was calculated using Eq. (1) [14].

Table 4 Parameter uncertainties

S. No. Uncertainty parameter Uncertainty values (%)

1 Pressure ±1

2 Load ±0.3

3 Crank angle ±0.2

4 Air flow rate ±0.4

5 Fuel flow rate ±0.6

6 Speed ±0.1

7 Brake specific fuel consumption ±0.6

8 Hydrocarbon ±0.5

9 Brake thermal efficiency ±0.5

10 Smoke ±1

11 Carbon monoxide ±0.01

12 Oxides of nitrogen ±1.2
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=
√(

U2
BTE +U2

BSFC +U2
CO +U2

HC +U2
NOx

+U2
Smoke +U2

Load +U2
Speed +U2

AFF +U2
FFR

)

=
√(

0.52 + 0.62 + 0.012 + 0.52 + 1.22 + 12 + 0.32 + 0.12 + 0.42 + 0.62
)

= √
3.92

= ±1.97% (1)

3 Results and Discussion

The emissions along with the performance of the engine for all the blends under
study were explained in this section.

3.1 Emission Outcomes

The influence of the fuel blends used over the engine exhaust pollutants, namely
smoke, CO, HC and NOx were detailed below.

Hydrocarbon (HC). Hydrocarbon emission is a combined mixture of the fuel
molecules that escapes the combustion either partially or completely and reaches
the exhaust gaseous stream. The major reason for the increased level of HC emission
of diesel fuel was owing to the development of many rich zones (higher concentra-
tion of fuel than the stoichiometric ratio) created because of the irregular mixing of
fuel and air [8]. Figure 3 demonstrates HC emission changes for with the increase
in BP. All the blends with lemon peel oil produce lesser amount of HC may be due
to the lower viscosity of biofuel and the oxygen molecules in the biofuel. Also, the
higher injection pressure helps in finer atomisation of fuel molecules and helps in
reducing the HC emission [14]. Addition of Diethyl ether promotes and enhances
the combustion characters, leading to better burning of fuel, which increases the
reduction of HC. L50D10 reduces 30.26% of HC emission than conventional diesel
fuel in its maximum loading value, but increasing the DEE beyond 10% increases
HC by 7.5%, this may be due to the hindrance caused to the combustion process due
to the increased heat of evaporation property of DEE.

Smoke Emission. It is generally the mixture of various elements such as vapours of
oil, fuel and ash, but the majority part consists of soot particles [15]. Figure 4 shows
the smoke opacity percentage of the blends for different values ofBP is demonstrated.
The oxygenated biofuel reduces the smoke opacity percentage. Improved oxygen
content and lower viscosity help in finely atomising the fuel molecules, thereby
reducing the amount of soot production [16]. L50 reduces smoke by 11.7% and with
the addition of diethyl ether further helps in the reduction of smoke. The lowest
value was seen for the L50D10 (27.05% reduction than conventional diesel at the
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Fig. 3 Changes in HC emission versus BP

Fig. 4 Changes in smoke opacity versus BP

maximum loading value). But at higher values of DEE, due to the higher latent heat
property of the additive, the smoke emission is increased by 8.63% compared to
L50D10.

Oxides of Nitrogen (NOx). N2 present in the atmospheric air (or the fuel itself)
combineswith theO2 (both from the air and fuel) contributes to the oxides of nitrogen
emission in the exhaust. This combination requires more energy and hence it is
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Fig. 5 Changes in NOx emission versus BP

possible at an elevated temperature only [17]. In Fig. 5, the changes in NOx emission
of all the blends for different BP values are illustrated. It is seen clearly that NOx

emission increases for all biofuel blends than conventional diesel at all loading values.
The main reason for this is the lower cetane value of the biofuel. Lower the cetane
value, higher the ignition delay period. Higher ignition delay paves way for more
fuel accumulation and leads to higher peak temperature within the cylinder [18].
Hence, L50 blends show the highest NOx emission of 17.38% higher than diesel at
maximum load value.Mixing ofDEEhelps in increasing the cetane value and reduces
its ignition delay, thereby reducing the NOx production also. L50D10 produces 7.4%
higher NOx (the lowest of all the biofuel blends). Due to higher latent heat property,
adding more than 10% of DEE increases the delay time and hence leads to higher
NOx in the exhaust (5.11% higher than L50D10 at maximum load).

Carbon monoxide (CO). Incomplete oxidation of carbon molecules leads to the
formation of CO emission. This incomplete process may be due to the lesser avail-
ability of oxygen molecules or time required for the transformation of carbon
molecules into the carbon dioxide molecule. Figure 6 shows the level of CO present
in the exhaust of all the test blends for various brake power values. CO concen-
tration in the exhaust gases for all the biofuel mixtures is lower than conventional
diesel. This may be mainly due to the increased O2 content of the biofuel [19]. Thus,
18.75% of CO is reduced for L50 blend than the conventional diesel. Adding DEE
further promotes the combustion process and reduces the CO concentration in the
exhaust. Thus, the lowest CO emission value is recorded for L50D10 (37.5% lesser
than conventional diesel at maximum load). Increasing DEE concentration to 15%
increases CO emission due to the higher latent heat value of DEE.
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Fig. 6 Changes in CO emission versus BP

3.2 Performance Outcomes

Performance parameters are evaluated by the outcomes of BSFC and BTE values.

Brake Specific Fuel Consumption (BSFC). The quantity of fuel needed for
producing 1 kWpower for an hour defines the BSFC value of the engine. In Fig. 7, the
changes in BSFC values for different blends for various levels of BP are displayed.
It is clearly seen that diesel fuel shows the least level of BSFC. This is mainly due
to the inability of the lemon peel biofuel to convert all its potential into useful work.

Fig. 7 Changes in BSFC versus BP
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Fig. 8 Changes in BTE versus BP

The lower cetane value index may also be a reason for this. The addition of diethyl
ether promotes the combustion process and reduces the fuel consumption value.
These results are on par with similar works done by Yadav et al. for the same speed
condition [20]. L50D10 shows 5.81% higher fuel consumption, which is the closest
to diesel at maximum load value. At 15% DEE concentration, the calorific value of
the fuel blend will be affected; due to this reduction in calorific value, more fuel is
required for producing the same power output. Hence, BSFC is increased for L50D15
blend.

Brake Thermal Efficiency (BTE). The main property in the performance outcomes
for the consideration of a fuel blend is the BTE. This is the ratio of fuel energy
supplied and amount converted into mechanical power. The changes in BTE for
different values of BP are seen in Fig. 8. Diesel fuel exhibits the highest BTE value
of all the blends in all load condition and with L50D10 following closely with only a
small difference of about 3.22% (lesser than conventional diesel at maximum load).
The low viscosity of fuel helps to increase the oxygen content [21] and in enhancing
the combustion but the lower cetane index value resists proper combustion of fuel
molecules [22]. This is the major reason for the lesser BTE value with the usage of
lemon peel oil. The addition of DEE improves the combustion process to a certain
extent, but cannot move closer than 3.22% mark of L50D10 blend. This is 11.36%
higher than the L50 blend. Beyond the 10% addition of DEE due to latent heat
property, the thermal efficiency value is reduced [13]. Hence, L50D15 blend shows
a decrease of 6.3% at maximum load.
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4 Conclusions

The experimental investigation describes the use of LPO mixed with diesel is able
to reduce the engine emission outcomes and also the addition of diethyl ether
further helps in reducing emission values. But without DEE, the thermal efficiency
of the blend is affected significantly. Moreover, the addition of DEE more than
10% provides a negative effect which may be linked with its higher latent heat of
vaporisation. This research work concludes as follows:

• The addition of 10% diethyl ether with the fuel blend L50 (50% lemon peel oil
and 50% diesel) reduces 37.5, 30.2 and 27.05% for CO, HC and smoke emissions,
respectively, compared with diesel fuel at its full load condition. The reasonmight
be the addition of DEE enables quicker combustion and helps in better burning
of fuel molecules.

• The BTE value is increased with the addition of 5% and 10% of DEE by about
4.6% and 11.36% compared with the L50 blend at full load condition. But for
15% of DEE, BTE is reduced by 3.2% than L50D10 blend, which may be mainly
due to the increase in latent heat of vaporisation value of the additive.

• The fuel consumption value of L50D5 and L50D10 are reduced by 6.81% and
11.1% compared to L50 due to the improved combustion qualities of DEE. But
L50D15 increases the BSFC value by 3.1% than L50D10, which might be due to
the reduced calorific value of the blend.

Thus, this study concludes that the L50D10 as the best blend combination of this
research study.
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Recent Advancements in Solar-Assisted
Thermoelectric Generator

Princy Mishra , O. P. Singh , and A. K. Katiyar

1 Introduction

There is an intense requirement of renewable energy resources due to depletion of
conventional sources of energy such as oil, coal and natural gas. Moreover, the usage
of fossil fuels is the major reason for the global warming [1]. Many researchers
have proposed to harness renewable sources of energy. Solar energy is one of the
feasible alternatives which can be utilized by solar thermal collectors and photo-
voltaics. At present, solar thermal systems are being extensively used in large-scale
power plants, while photovoltaics are related to the generation of electricity [2]. To
enhance the viability of solar thermal applications, thermoelectric generators can be
used for cogeneration of heat and electrical energy. Thermoelectric generators can
directly convert waste heat of solar thermal processes into electricity on the basis of
Seebeck effect [3]. In this paper, a basic phenomenon of solar-assisted thermoelectric
generator (STEG) has been presented. A review of increasing conversion efficiency
using thermoelectric material of higher figure of merit is also presented. Besides this,
recent advancements in concentration-based solar thermoelectric generator havebeen
reviewed.

A solar thermoelectric generator (STEG) is solid-state device in which solar
energy is first transformed to heat energy by means of optical and thermal concen-
trator and then heat is transformed into electrical energy form by means of thermo-
electric modules on the basis of Seebeck effect. When the both side of thermoelectric
modules exposed to different temperatures, a voltage difference is spawned between
hot and cold sides of modules due to Seebeck effect. The temperature difference is
caused by the thermal or optical concentration of solar energy at hot side and through
heat sink havingwater or air cooling at the cold side. The schematic diagramof STEG
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with thermal and optical concentration is shown in Figs. 1 and 2, respectively. The
additional thermal energy can be utilized in other applications where thermal energy
is required such as Rankine cycle, solar water heating and solar distillation. Thus, this
system of solar-assisted thermoelectric generator can be employed in cogeneration
of both thermal and electrical power. Based on the previous researches, there can be
two types of concentrators at the hot side of STEG—(i) thermal concentrator and (ii)
optical concentrator.

Recent advancements in STEGs are primarily focused on increasing conversion
efficiency. The efficiency of thermoelectric (TE) devices can be calculated after
finding the dimensionless figure of merit value (ZT). Mathematically, the figure of

Fig. 1 Schematic diagram
of STEG with large thermal
concentration

Fig. 2 Schematic diagram
of STEG with large optical
concentration
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merit can be expressed as [4]:

ZT = α2.σ

k
T (1)

where

Z Figure of merit of TE material in (K−1)
T Mean value of both side temperatures (in K)
α Seebeck coefficient
k Thermal conductivity
σ Electrical conductivity

Themaximum theoretical efficiency of the TE devices can be determined by Eq. 2
[4]:

ηTEG = �T

Th
·

(√
(1 + ZT)

) − 1
(√

(1 + ZT)
) + Tc

Th

(2)

here,

T h Temperature of hot side (K)
T c Temperature of cold side (K)
�T Temperature difference between both sides (T h − T c)
ZT dimensionless figure of merit.

From the Eq. (2), it is clear that conversion efficiency is a function of figure of
merit (ZT) and both side temperatures (T h and T c). Previous researches have shown
that thermoelectric materials with ZT values around and over 2 yet to be developed
but theoretically, a plot can be drawn between conversion efficiency ‘ηTEG’ and
temperature difference (�T ) for different figure of merit values as shown in Fig. 3.
In this plot, hot side temperature is varied and cold side temperature is kept constant at

Fig. 3 Plot of theoretical
conversion efficiency with
temperature difference for
various ZT values
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atmospheric temperature (300 K). From the diagram, it is clear that there is a need of
thermoelectric material with higher value of ZT under same condition of temperature
difference. In the next segment, various researches regarding the enhancement of ZT
of thermoelectric materials have been discussed.

2 Enhancing Conversion Efficiency Through Improvement
in Figure of Merit

In the last decades, many researchers have focused on augmentation of figure of
merit (ZT) value for thermoelectric materials (TEMs) through various investigations.
Amatya et al. (2010) proposed that the use of thermoelectric material (TEM) with
higherZTvalue can enable solar thermoelectric generator (STEG), a practicable alter-
native for generation of small power along heat generation in solar thermal system.
In this work, the author presented thermodynamic analysis of combined system
of thermoelectric generator (TEG) with cheap parabolic concentrator. The results
depicted that the heat to electrical conversion efficiency of system was calculated
to 4% with TEM of bismuth-telluride (Bi2Te3) having ZT value 0.64. Conversely,
the Bi2Te3 module is not effective at higher temperature in the range of 800 K and
above. Author also presented theoretical simulation with some TEMs of enhanced
ZT such as ErAs: (InGaAs)1−x (InAlAs)x and p-type (AgSbTe)x (PbSnTe)1−x. A
system efficiency of 5.64% was attained at 700 K temperature of hot side and ZT
value 0.64 (Fig. 3) [5].

The figure ofmerit value of BiTe alloys can be enhanced by dopingwith Sb and Se
to prepare these as p-type and n-type semiconductor, respectively. Yan et al. (2010)
attained value of ZT in the range of 0.85–1.04 for n-type Bi2Te2.7Se0.3 at 398 K [6].
Similarly, the figure of merit value was found around 1.8 at 316 K for p-type BiTe-
based nano-composite doped with antimony (Sb) which was fabricated by a rapid
processing method, as reported by Fan et al. (2010) [7]. The dependency of ZT on
temperature ranges for various TE materials can be represented as shown in Fig. 4.
It depicts that PbTe and SiGe-based alloys are more effective at higher temperature
[8].

Biswas et al. (2012) proposed the use of PbTe alloys to overcome the problem of
BiTe alloys in case of higher working temperature. The thermoelectric performance
of PbTe-based alloys was augmented when heat-carriers phonons having long mean
free paths were scattered by fine-tuning and regulating the mesoscale structure of
nanostructured TEMs. The composites of PbTe-based alloys with Ag and Sb were
also reported to unveil greater ZTvalues above 300 °C.The authors also demonstrated
a p-type PbTe alloy having figure of merit value 2.2 at 642 °C which was mesostruc-
tured with precipitate processing and spark plasma sintering and nanostructure with
SrTe alloy [9].

Rogl et al. (2010) proposed that thermoelectric material such as skutterudites can
operate in the range of 300–800 K. These materials have virtue of scattering phonons



Recent Advancements in Solar-Assisted Thermoelectric Generator 281

Fig. 4 ZT of various TE
materials with respect to
temperature [8]

due to rattling effect. The authors reported that multi-filled nano-crystalline p-type
didymium (Skutterudites) can have maximum value of figure of merit 1.3 at 800 K
[10]. Similarly, Zhao et al. suggested a ZT value of 1.34 for n-type CoSb alloy at
853 K [11]. Suter et al. proposed to use SiGe-based alloys in very high temperature
range such as in cavity have storage of solar heat [12].

3 Developments in Cogeneration Process Through Solar
Collectors with TEG

Kraemer et al. (2011) presented a novel solar collector incorporated with thermo-
electric modules to convert heat of sun directly into electricity. High concentration
devices were used to increase hot side temperature of modules. The result depicted
that conversion efficiency around 4.6% can be attained under the standard test condi-
tion with nanostructured TE modules and advanced solar absorber design. This effi-
ciency was much higher than (about 7–8 times) the last best value of conversion
efficiency for flat panel STEG [13].

Baranowski et al. (2012) presented a model of an optically concentrated STEG
with the existing thermoelectric materials. This model could manage the theoretical
efficiency of STEG up to 15.9% at the solar irradiation 0.1 MW/m2 and 1000 °C
temperature of hot side. The author suggested to use and develop the TE materials
with ZT greater than or equals to 2. This enhancement in the performance of TEMs
would possibly make STEG a viable option with concentration solar power (CSP)
plants [14].

Olsen et al. (2014) offered a prototype of STEG with necessary optical and ther-
moelectric devices such as solar absorber, TEG and heat transfer system (Fig. 5).
In this work, the sunlight from high flux solar furnace was concentrated to thermal
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Fig. 5 Setup of STEG used by Olsen et al. [15]

cavity by means of optical devices such as lenses and solar selective absorber mate-
rial was placed at high temperature side of TEG and water cooling was provided
at the low temperature side of TEG. Authors conducted this experiment with the
purpose of achieving approximately 15% efficiency, but due to limitation of figure
of merit value of TE materials, they could achieve conversion efficiency around 5%
only [15].

Nia et al. (2014) presented a cogeneration system of generating electrical and
thermal energy with the help of Fresnel lens and thermoelectric modules. In this
system, thermoelectric modules were placed between two reservoirs, in which upper
reservoir has oil in it and lower reservoir haswater. The oilwas heated by concentrated
solar irradiation through Fresnel lens and the other side of TEmodules was cooled by
water flow. This cogeneration system attained thermal efficiency 51.3%and electrical
efficiency 3.2% at solar intensity of 705.9 W/m2 [16].

Chao Li et al. (2014) discussed the impact of atmospheric factors on the perfor-
mance of cogeneration system of TEG and parabolic trough collectors (PTC). In this
setup, thermoelectric modules were placed at the focal line of the PTC and the other
side of modules comprises of heat sink. The simulation results illustrated that the
conversion efficiency of the combined TEG and PTC system is proportional to the
amount of solar irradiation. But the increment in atmospheric temperature and wind
velocity has a negative impact on conversion efficiency. A substantial increase from
1.25% to 5.68% in electrical efficiency was reported when solar intensity was varied
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from around 80 to 1200 W/m2 at constant atmospheric temperature 25 °C and wind
velocity 2.5 m/s [17].

Dehghan et al. (2015) presented thermodynamic analysis of solar still incorpo-
rated with thermoelectric modules at the upper surface. The efficiency of solar still
was enhanced due to enlarging temperature difference between condensing and evap-
orating sections. The results showed that the use of thermoelectric devices with solar
still enhance its productivity and the amount of freshwater producedwas2.4L/m2/day
with mean value of energy efficiency as 19.8% [18].

Zhu et al. (2015) designed a thin film STEG on the basis of simulation using
finite element method. In this analysis, heat transfer through legs of thermoelectric
modules was controlled and the heat losses were reduced. Sufficient temperature
difference was maintained across TEG by reducing the temperature in the middle
area of TEG legs via use of thermal conductive layer [19].

Liu et al. (2016) described a mathematical model to calculate the conversion
efficiency of flat plate STEG in the space applications. The investigations showed that
the conversion efficiency is significantly dependent on the length of leg geometry of
modules and concentration ratio. In theEarth’s trajectory, conversion efficiency could
extend up to 5.5% for BiTe-based alloy while it was 5.8% and 4.7% for PbTe-based
alloy in the trajectories of Mercury and Venus, respectively [20].

Guiqiang Li et al. (2016) presented a mathematical model of concentration-based
STEG with the micro-passages heat pipe arrangement. The investigations depicted
that the performance of this combined system is greater than the STEG system with
similar area of the selective absorbing layer [21].

Kraemer et al. (2016) presented a STEG with improved performance attained
by the combination of optical concentration through lenses and thermal collector of
steel with copper heat spreader at the hot side of TEG. The TE materials employed
in this work were skutterudite materials and doped BiTe-based alloy having figure
of merits equals to 1.02. The electrical efficiency of STEG was calculated 9.60%
at concentration ratio of 211 and 550 K temperature difference across TEG. The
efficiency was estimated by 7.40% after consideration of optical concentration losses
[22].

Kim et al. (2016) demonstrated a refraction-assisted STEG on account of phase
change materials (PCMs). In this system (Fig. 6), the conversion of solid to liquid
phase of PCM caused variations in the refractive index and transmittance. Authors
described that the change of refractive index enabled twin focusing of the solar
radiation by means of optical system and liquid PCM lens both. The PCM were
helpful in storage of heat in daytime and vice versa. The investigations showed
that conversion efficiencies were 60–86% higher than previously developed STEG.
Moreover, the electrical energy can also be steadily generated in absence of solar
energy by means of optical properties of PCMs [23].

Shen et al. (2017) offered a STEG system with cavity receiver and Fresnel lenses.
In this work, various parameters including the performance of the system were
analyzed by finite element method. The effects of various atmospheric factors were
also discussed by the authors. The conversion efficiency reached up to 3.29% in this
system, as discussed in the results [24].
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Fig. 6 Refraction-assisted STEG by Kim et al. [23]

Banakar et al. (2017) presented a combinedheat andpower systemusingTEGsand
Fresnel lens. One side of TEG was heated by concentrated solar radiation by means
of Fresnel lens and other side of TEG was cooled by water circulation using two
configurations. In the first configuration, a pump was used to circulate water through
heat pipe adjacent to the cold side, and in the second configuration, passive cooling
was done using thermosiphon. The experimental analysis depicted that thermal and
electrical power produced in the cogeneration system was 3.8 kW/m2 and 70 W/m2,
respectively, with the passive technique. The combined system efficiency was 18.4%
and 33.9% in case of natural and forced convective cooling, respectively [25] (Fig. 7).

Rad et al. (2018) presented the experimental validation to simulate STEG model
under different ratios of diffused to direct radiations. At the ZT value 1.5 of ther-
moelectric material, maximum efficiency of 7.7% was noted for STEG. The results
depicted that the proposed model can generate 70% of the total energy produced by
parabolic trough systems at the location of greater diffused radiation [26].

Nimr et al. (2018) presented a combined system of thermoelectric generators with
solar collector. In this work, two concentric cylinders were used. Water was stored in
the space between inner and outer cylinder and TEGswere installed at inner cylinder.
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Fig. 7 Schematic illustration of combined STEG with active and passive cooling [25]

The hot side of TEG was exposed to internal cavity which was heated by reflected
solar radiations from two mirrors installed, and the other side was cooled by water
flow between two concentric cylinders. The analysis depicted that the combined
system efficiency is around 80% at flow rate of 0.015 kg/s and intensity of solar
irradiation greater than 800 W/m2. Author also discussed that the combined system
efficiency is mostly influenced by the solar irradiation on the basis of sensitivity
analysis [27] (Fig. 8).

On the basis of literature review, a solar-assisted thermoelectric generator is
proposed with Fresnel lens as optical concentrator and skutterudite-Bi2Te3 doped
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Fig. 8 Innovative solar thermal collector with cavity [27]

thermoelectric materials. These types of doped TE materials have capacity to with-
stand the high temperature at the hot side of TEG and the figure of merit value is
also higher. The schematic diagram of the proposed model is shown in Fig. 9. The
theoretical efficiency can be determined by the values of ZT and both side tempera-
tures. Temperature sensors are used to estimate temperatures of both sides. A thermal
interface material of higher thermal conductivity such as copper should be inserted
between solar absorber and TE modules. This enables better heat transfer through
hot side of system and temperature difference across TE modules increases. At the
cold side, a heat sink with closely spaced fins should be used to reject heat from the
cold side to the surroundings.

4 Summary of STEG Developed Over the Years

Many researchers worked on the combined system of solar energy and thermoelec-
tric devices. A few have worked on the hybrid photovoltaic-thermoelectric systems
and some have proposed their prototypes for concentration-based solar thermoelec-
tric generator (STEG). The various parameters and conversion efficiencies of such
STEGs are tabulated as in Table 1.



Recent Advancements in Solar-Assisted Thermoelectric Generator 287

Fig. 9 Illustration of the proposed system of STEG

5 Conclusion

This paper described an overview of recent advancements in the design and perfor-
mance of solar-assisted thermoelectric generators. It can be said that STEG have
potential of providing thermal as well as electrical energy simultaneously. In the
operations of STEG, there is no noise and environmental risk. The major factor for
the commercialization of STEGs is its cost. The low conversion efficiency is a big
concern for cost-effective design of STEGs. Further research must be focused on
increasing conversion efficiency and STEGs must be employed in a more effective
manner as discussed below:

1. Thermoelectric materials with the higher figure of merit (around ZT = 2 or
above) should be developed. Bi2Te3 is the most commonly used thermoelectric
material but it is not much effective at higher temperature. Hence, PbTe, SiGe-
based alloys and skutterudites should be employed. BiTe materials can also be
used with doping with Sb and Se to make nanostructured TE materials.

2. STEGs should be employed in cogeneration system where thermal energy is
primarily produced with additional amount of electrical energy.

3. Real-time simulation of STEG can be performed so that the impact of
environmental conditions can be studied.

4. TEGs should be incorporated with some other solar thermal applications such
as ‘solar chimney, solar water heater with storage and Trombe walls.’
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5. Literature depicted that concentration-based STEGs can be promising technolo-
gies if these are configured with sun-tracking mechanisms. Thermal stresses
must also be reduced at higher temperature of such systems.

6. Thermal optimization of design of STEG with various sizes of thermoelectric
leg should be performed.

7. Use of phase change materials (PCMs) can augment the performance of STEG
system.

Future research must be focused on optimizing the number of thermoelectric
modules employed in the system.
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Hybrid Nano-materials Properties
Analysis for Solar Photovoltaic

Siddhartha Kosti , Chandra S. Malvi , and Sanjeev K. Vishwakarma

1 Introduction

Powder forms of metals are called nano-particles, and when these nano-particles
are reinforced into a base material, this combination is called nano-materials. As
the name suggests, they are of nano-scale sizes (10–9 m). This small size helps in
increasing the surface area to volume ratio and heat transfer. Nano-materials possess
enhanced properties and have been widely analyzed [1]. Hybrid nano-materials are
a combination of two or more types of nano-materials at 1 nm = 10–9 m scale
[2]. One should be an inorganic nano-material, and other should be organic nano-
material. By varying the reinforcement weight %, one can obtain different sets of
hybrid nano-materials with improved properties [3]. These hybrid nano-materials are
being utilized in different applications like solar cells, environment, energy, health,
electronics, automotive, energy, construction, medicine, bio-medical, aerospace, etc.
[4–8].We all know that solar energy is abundant, and according to the estimations, the
availability of solar energy per year on the earth’s surface is around 3× 1024 Joules.
On the earth’s atmosphere amount of solar constant received is around 1366 W/m2

while on the earth’s surface, it is around 1000W/m2 [9]. There are different ways and
applications to use solar energy [10]. Out of all the applications, solar photovoltaic
(PV) is the most widely utilized method for converting solar energy into electrical
energy [11]. A variety of nano-materials of different dimensions can be utilized to
produce solar energy [12]. The literature review found that the solar device’s cooling

S. Kosti (B)
Department of Mechanical Engineering, Rajkiya Engineering College, Banda 210201, India
e-mail: siddharth.kosti@gmail.com

C. S. Malvi
Department of Mechanical Engineering, Madhav Institute of Technology & Science, Gwalior
474005, India

S. K. Vishwakarma
Department of Mechanical Engineering, Jorhat Engineering College, Jorhat 785007, Assam, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Kumar et al. (eds.), Recent Advances in Mechanical Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-9678-0_26

293

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9678-0_26&domain=pdf
http://orcid.org/0000-0001-9419-3023
http://orcid.org/0000-0002-3506-5387
mailto:siddharth.kosti@gmail.com
https://doi.org/10.1007/978-981-15-9678-0_26


294 S. Kosti et al.

rate increases after the implementation of nano-materials [13, 14]. A variety of nano-
particles are being utilized to increase the efficiency of solar devices like [15–31].
All nano-particles are utilized as reinforcement into the base fluid (H2O/ethylene
glycol) to check their effect on the properties.

The above literature review found that hybrid nano-materials have excellent prop-
erties to be utilized in solar power. Most of the studies in hybrid nano-materials are
experimentally based, and few studies have been found to analyze the nano-materials’
properties utilizing mathematical models. The present work focuses on the analysis
of the hybrid nano-materials properties utilizing different mathematical models.

2 Materials and Methods

Present work deals with the application of nano-particles, like aluminum oxide
(Al2O3), copper (Cu), copper oxide (CuO), and titanium oxide (TiO2) in the solar
energy devices. To analyze this, ethylene glycol (EG) is considered as a base fluid on
which the nano-particles are reinforced with varying weight percentages. As ethy-
lene glycol is an organic nano-particle, while Al2O3, Cu, CuO, and TiO2 are organic
nano-particle combinations of nano-particles will give hybrid nano-materials. These
hybrid nano-materials (Al2O3-EG, Cu-EG, CuO-EG, and TiO2-EG) properties are
analyzed in the present work. Properties of these nano-particles are shown in Table 1
[32–35].

2.1 Mathematical Models

Mixture rule [36]

khnm = knpφ + kEG(1− φ)

Maxwell model [37]

Table 1 Base material and nano-particles properties

Particle K (W/m K) CP (J/kg K) ρ (kg/m3)

Al2O3 40 773 3880

Cu 401 1300 3200

CuO 33 2400 6310

TiO2 8.9538 686.2 4250

Ethylene glycol (CH2OH)2 0.253 2089 1113.2
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khnm =
[(

knp + 2kEG
) + 2φ

(
knp − kEG

)
(
knp + 2kEG

) − φ
(
knp − kEG

)
]
kbf

Yu and Choi model [38]

khnm =
[(

knp + 2kEG
) + 2φ

(
knp − kEG

)
(1+ β)3(

knp + 2kEG
) − φ

(
knp − kEG

)
(1+ β)3

]
kbf

Hamilton and Crosser model [39]

khnm =
[
knp + (n − 1)kEG + (n − 1)

(
knp − kEG

)
φ

knp + (n − 1)kEG − (
knp − kEG

)
φ

]
kbf

3 Result and Discussion

3.1 Thermal Conductivity Analysis

Hybrid nano-materials considered in the present work are Al2O3-EG, Cu-EG, CuO-
EG, and TiO2-EG. These hybrid nano-materials are considered to be utilized in
solar energy devices due to their enhanced thermal properties. The concentration
of these nano-particles is varied from 0 to 30% to make different hybrid nano-
materials. Al2O3-EG, Cu-EG, CuO-EG, and TiO2-EG hybrid nano-materials thermal
conductivity variation is shown in Table 2 and Fig. 1, 2, 3 and 4.

Figures 1, 2, 3 and 4 indicates all the hybrid nano-materials thermal conductivity
increases with increment in the nano-particle weight percentage. This increment in
the thermal conductivity is due to the high thermal conductivity of nano-particles
(Al2O3, Cu, CuO, and TiO2) compared to the ethylene glycol thermal conductivity.
Maximum thermal conductivity increment is observed for β = 0.3 for Yu–Choi
model. For β = 0 and n = 3 Yu–Choi model, Maxwell model and Hamilton and
Crosser overlap each other. So it can be concluded that reinforcement of nano-particle
into the ethylene glycol increases the hybrid nano-material thermal conductivity [39].

3.2 Density

Figure 5 and Table 3 represent the variation of the density of the hybrid nano-
materials for varying weight percentages of nano-particle. The increment can be
observed in density for all hybrid nano-materials with increment in the reinforcement
weight percentage. CuO-EG hybrid nano-material shows a maximum increment in
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Table 2 Hybrid nano-materials thermal conductivity

φ Mixture Maxwell Yu and
Choi β =
0

Yu and
Choi β =
0.2

Yu and
Choi β =
0.3

Hamilton
and
Crosser n
= 3

Hamilton
and
Crosser n
= 4.9

Hamilton
and
Crosser n
= 5.7

Al2O3-EG hybrid nano-material

0.000 0.253 0.253 0.253 0.253 0.253 0.253 0.253 0.253

0.100 4.228 0.336 0.336 0.408 0.533 0.336 0.386 0.407

0.200 8.202 0.438 0.438 0.642 1.139 0.438 0.551 0.598

0.300 12.177 0.570 0.570 1.039 3.442 0.570 0.762 0.841

Cu-EG hybrid nano-material

0.000 0.253 0.253 0.253 0.253 0.253 0.253 0.253 0.253

0.100 40.328 0.337 0.337 0.411 0.539 0.337 0.390 0.413

0.200 80.402 0.442 0.442 0.653 1.172 0.442 0.562 0.612

0.300 120.477 0.577 0.577 1.067 3.750 0.577 0.782 0.868

CuO-EG hybrid nano-material

0.000 0.253 0.253 0.253 0.253 0.253 0.253 0.253 0.253

0.100 3.528 0.335 0.335 0.407 0.531 0.335 0.385 0.406

0.200 6.802 0.437 0.437 0.640 1.131 0.437 0.549 0.595

0.300 10.077 0.568 0.568 1.032 3.377 0.568 0.757 0.834

TiO2-EG hybrid nano-material

0.000 0.253 0.253 0.253 0.253 0.253 0.253 0.253 0.253

0.100 1.123 0.330 0.330 0.396 0.509 0.330 0.372 0.388

0.200 1.993 0.424 0.424 0.607 1.027 0.424 0.516 0.552

0.300 2.863 0.542 0.542 0.945 2.619 0.542 0.694 0.753

Fig. 1 Al2O3-EG hybrid nano-materials
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Fig. 2 Cu-EG hybrid nano-materials

Fig. 3 CuO-EG hybrid nano-materials

the density while that of Cu-EG hybrid nano-material shows a minimum increment
in the density. This is because the density of CuO nano-particle is maximum out of
all the nano-particle considered while the density of Cu nano-particle is minimum
out of all the nano-particle considered [40].
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Fig. 4 TiO2-EG hybrid nano-materials

Fig. 5 Density of all hybrid nano-materials

Table 3 Density of all hybrid nano-materials

φ Al2O3-EG Cu-EG CuO-EG TiO2-EG

0.000 1113.2 1113.2 1113.2 1113.2

0.050 1251.54 1217.54 1373.04 1270.04

0.100 1389.88 1321.88 1632.88 1426.88

0.150 1528.22 1426.22 1892.72 1583.72

0.200 1666.56 1530.56 2152.56 1740.56

0.250 1804.9 1634.9 2412.4 1897.4

0.300 1943.24 1739.24 2672.24 2054.24
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3.3 Specific Heat (CP)

Mixture rule is adopted to analyze the specific heat. Figure 6 and Table 4 show the
specific heat of all hybrid nano-material (Al2O3-EG, Cu-EG, CuO-EG, and TiO2-
EG). From Fig. 5, it can be noticed that Al2O3-EG, Cu-EG, and TiO2-EG hybrid
nano-materials show an increment in the CP while CuO-EG shows decrement. It can
also be noticed that CuO-EG hybrid nano-materials show a maximum increment in
specific heat compared to another hybrid nano-materials [41].

Fig. 6 Specific heat of all hybrid nano-materials

Table 4 Specific heat of all hybrid nano-materials

φ Al2O3-EG Cu-EG CuO-EG TiO2-EG

0.000 0.000479 0.000479 0.000479 0.000479

0.050 0.000531 0.000504 0.000463 0.000539

0.100 0.000581 0.000527 0.000453 0.000598

0.150 0.00063 0.000548 0.000446 0.000656

0.200 0.000677 0.000568 0.00044 0.000712

0.250 0.000724 0.000587 0.000436 0.000767

0.300 0.000769 0.000605 0.000433 0.000821
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4 Conclusion

Following results are obtained from the study:

• Hybrid nano-materials show higher thermal conductivity compared to the base
material.

• Hybrid nano-materials made by reinforcing higher thermal conductivity nano-
particles show higher thermal conductivity.

• Hybrid nano-materials with a more significant amount of reinforced nano-particle
show a larger increment in the thermal conductivity.

• The maximum thermal conductivity increment is observed for β = 0.3 for Yu–
Choi model.

• Nano-layer thickness and nano-particles shape factor affect the thermal conduc-
tivity of hybrid nano-materials.
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Solar Thermal Application for Crop
Residue Management

Ravindra Kumar , Anil Kumar , and Dang Nguyen Thoai

1 Introduction

The energy requirement is on the rise with every passing day because of increasing
technological advancements and gowning population. It is an important issue of
twenty-first century to deal with the energy crisis. Energy can be in different forms,
such as heat, light, electricity, and radiation. Sun has a huge potential and amount of
energy, which it emits at the rate of 3.8× 1023 kW out of which, Earth only receives
approx. 1.8 × 1014 kW [1].

One of the best non-conventional and sustainable energy sources is biomass,
available worldwide at scale. Biomass can be transformed into a gaseous, liquid, and
solid fuel state and yields from the biological, physical, and thermal mechanisms
conversion process. Agriculture dominant countries like India annually produces
crop residue of more than 500 Mt. These types of residues are used at a large scale
for animal feed, making houses (thatching purpose) in rural areas, as an industrial
fuel, and for domestic purposes. To deal with unused crop residues after harvest,
a common practice in many countries is to burn open fields because of a shortage
of labor and expensive harvesting. Burning the crop residues actively contributes
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to polluting the environment, imposes danger to health, releases greenhouse gases
which cause global warming, and the loss of plant nutrients like N, K, P, and S [2].

Crop residues contain fibers, energy, and plant nutrients; their composition is
cellulose, hemicelluloses, and lignin. At the global level, cellulose or fiber produce is
approximately 1.3 gigatonnes from crop residues [3]. Crop residues can be converted
into various types of fuels through the thermochemical process. There are many
conversion processes that use thermochemical techniques like gasification, pyrolysis,
direct combustion, etc. They produce economically beneficial and highly valuable
fuels such as gasses, liquid, and solids or chars [4]. The best utilization of crop
residue is in biogas generation, bio-oil, and bio-char by the process of pyrolysis [5].
In recent years, the use of crop residue as bagasse, rice husk, and rice straw, etc., has
been receiving more attention for energy generation, and these are the vital staple
food of the world [6]. Ongoing research has created protection for agriculture-based
crop residue management technology innovations, which are more productive than
traditional practices.

Crop residue management is an approach to making agriculture sustainable. It
either partly or entirely must be used for ensuring the country’s food security and
keeping the soil resource base strong and healthy. The use of solar energy to aid
this process can do wonders in reducing the environmental effects and increasing
efficiency.

In the context of the current study, the different solar thermal applications in the
crop residue management are reviewed.

2 Crop Residue Potential

Crop residues can be defined as the waste materials obtained in harvesting and while
processing of vegetative agricultural crops. Crop residues can be classified into two
categories.

2.1 Field Residues

These are the leftover or residual or remaining materials after harvesting the crop in
agricultural land or plantation areas, which generally includes leaves, stalks, stems,
and seed pods. These residual materials may be burned first or cultivated directly into
the ground. If managed properly, these residues can increase irrigational efficiency
and effectively control erosion.
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2.2 Process Residues

These are the materials left over after the crop is converted into a resource that
is usable. Process residues commonly include roots, bagasse, husks, seeds, and
molasses, which could be used to feed animals and to fertilize the soil. Field residues
are also commonly include beans, rice, sugar beet, maize, and wheat along with
residues obtained during industrial processing of rice hull, maize cob, cottonseed
hull, and sugar beet bagasse.

Crop residues are considerable, a significant cellulosic feedstock since they have
bulk volumes of biomass but do not compete in food accessibility [7]. Biomass is
generated from crop residues, which can be found most commonly and in large
quantities throughout the world, such as rice straw, sugarcane bagasse, corn straw,
and wheat straw. The availability of agriculture waste is depicted in million tons
in Fig. 1 [8]. Asia globally produces the highest amount of rice and wheat straw,
while America is the major producer of corn straw as well as sugarcane bagasse. The
agricultural crop residues contain lignocelluloses materials, a significant source for
biofuel production. The composition of elements, content of ash, and high heating
values of most common agricultural residue are generated worldwide [9].

Figure 2 shows the comparison of agriculture wastes in India with Asian countries
in Mt/year. Now, it is noticeable that much more burning of agriculture waste takes
place in India due to the large production of agricultural waste compared to the other
countries in the region [10] (Fig. 3).

3 Residue Burning

Burning of crop residue is responsible for poor air quality worldwide. Types of
biomass burning are prescribed burning of savannas, crop residue burning in the
open area, and forest fires [12]. Agrarian countries like India, which contribute to
approximately 17% of the world population, produce enormous amounts of food

Corn Stover 
128.02 million 
tonnesSugar cane 

bagasse 
180.73 million
tonnes

Wheat Straw  
354.34 million
tonnes

Rice Straw 
731.3 million 

tonnes

Fig. 1 Agriculture waste with different biomass and availability [8]
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Fig. 2 Comparison of agriculture wastes in India with Asian countries in Mt/year [10]

Fig. 3 Technology of producing various types of fuels through biomass [11]

grains like wheat and rice for domestic use and export. A large volume of agriculture
waste is produced after harvesting and is left in the fields to be used as biomass [13].

India produced a large number of crops in 2012–2013, as stated by the Directorate
of Economics and Statistics, are shown in Fig. 4.

Crop residue like cereal straw, sugarcane leaves, and woody stalks are generated
every year. Residues that can be used as conventional bases for thatching homes
in rural areas, animal feed, cooking fuel, and industrial fuel, still remain in large
quantities as waste left on the fields.



Solar Thermal Application for Crop Residue Management 307

0
50

100
150
200
250
300
350
400

Rice Whaet Sugarcane Oilseeds Cottons Jute Pulses

E
st

im
at

e 
of

 P
ro

du
ct

io
n 

(M
t)

Crops

Fig. 4 Crop production in India [10]

Jain et al. [12] presented, Uttar Pradesh is contributing a tremendous amount to
crop residue burning followed by other states like Haryana and Punjab, 25% residue
is burned of the total amount says the record of Intergovernmental Panel on Climate
Change (IPCC). The maximum range of crop residue (8–80%) of paddy is generated
all over the state along with the other kinds of residues like oilseed crop (5%),
sugarcane (19%), wheat (21%), and rice (43%).

There is a major challenge of disposal of crop residue. Farmers have the only
option of burning the crop residue because it is inexpensive, easy, and quickly
manages the massive quantity of crop residue for preparation fields on time for
the next crop.

Burning of crop residue produces air pollutants like CO, SO2, NH3, NOx and
emits air gases such as N2O, CO2, volatile and semi-volatile organic compound, and
particulate matter at a different rate of carbon [14].

4 Residue Crop Management

After a lot of literature study, it was found that government is focusing on biogas
production from crop residues, but in most of the states of India, crop residues are
used as sources of animal feed such as in Bihar, J&K, Tamil Nadu, West Bengal,
Bihar, and Assam [15]. Crop residue finds its applications in cement mixes (rice husk
ash), paper industry (waste of sugarcane), and mushroom cultivation (ash of bagasse
and husk) [16].
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4.1 Need of Burning Crop Residue

• Silica content is high in paddy straw so it is not considered as good feed, and it
takes a long time to decompose.

• It is pertaining to the small interval of time between the acts of wheat sowing
paddy harvesting.

• Significant cost included in using paddy straw in farms.

Wheat straw does not have the problems associated with the paddy straw because
of having less of silica content. It is a significantly good animal feed, easy to chop,
and there is no urgent need to sow the next crop, except maybe in a cotton belt like
Gujarat and Maharashtra state.

Reason—Farmers are unable to realize the consequences of burning crop residue
for the soil and their farm economics. Paid out costs are easily noticed, but indirect
or long-term costs often go unnoticed and, hence, neglected.

4.2 Solutions

On Farm Use

• As animal feed.
• It can be collected and stored separately to be later used either as mulch to cover

the soil or to prepare high-grade compost.
• Left to decompose on its own in due course of time.
• Changing the cropping pattern which gives some gap between crops rather than

just paddy and wheat cycle.
• All three methods involve additional cost and labor. Organic farmers opt for this

as they consider this additional cost a worthwhile investment. Traditional farmers
do not want to wear the type of system.

Off Farm Use

• Electricity generation.
• Ethanol.
• Bio-CNG production.
• Bio-char.
• Gasification.

5 Crop Residues Management Strategies

Many technologies are available in India for crop residue management, but the limi-
tation of these technologies is in large-scale adaptation. One of the major issues is
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Fig. 5 Generation of bio-char through thermochemical conversion of biomass [21]

labor requirement and high cost for its transportation and collection of vast amounts
of straw. Few countries have developed the techniques for crop management; for
example, China annually generates 700 Mt crop residues and uses 15% for fertilizer,
19% for bioenergy, 31% for animal feed, and 31% is left in the fields [17].

6 Pyrolysis Product by Solar Thermal Application

Biomass conversion by solar assisted pyrolysis is a method of bio-refinery that
produces three essential products, such as solid (Char), liquid (oil), and gas. These
three products used as fuel in different sectors like power and heat production [18].

6.1 Bio-char

A form of charcoal generated by the thermochemical process of biomass under
using less oxygen is called bio-char. It is not pure carbon, as it also includes H, O,
N, and S. In bio-char production, different kinds of biomass are used as feedstock
like agricultural crop residues, waste of wood, forestry residues, animal manure,
and municipal solid waste. These types of biomass depend on the suitability of the
environment, chemical composition, and economic condition [19].

Bio-char has achieved more attention to use in arable land in the last few decades
because of its agronomic and environmental advantages [20] (Figs. 5 and 6).

6.2 Production Technology

Bio-char can be produced from different techniques such as gasification, slow pyrol-
ysis, and fast pyrolysis. In the process of slow pyrolysis, the combustion of biomass
takes place without oxygen approximately at the temperature of 350–800 °C, and the
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Fig. 6 Utilization of
bio-char [21]

time taken for the residence can take fromminutes to a couple of hours. In the process
of fast pyrolysis, biomass is combusted without oxygen, at an approx. temperature
of 425–550 °C. The time for residence is 2 s. In the gasification process, biomass
undergoes combustion in the presence of oxygen more than a temperature at 800 °C.
At the same time, the time of residence can range from a few seconds to some hours
[20].

6.3 Bio-oil

Bio-oil has a dark brown color and smoky odor. It is a mixture of alcohols, acids,
fatty acids, ketones, aldehydes, aliphatic hydrocarbon, aromatics, esters, etc. The
availability of elements like C, N, O, H, and S in pyrolysis oil has great importance
in the combustion properties. Bio-oil having higher oxygen content is comparable
to fuels such as diesel and biodiesel. The following are the undesirable properties of
bio-oil [22]:

• High viscosity, which leads to unwanted characteristics of fluid flow.
• High content of oxygen, resulting in high water content and lower values of

heating.
• High corrosive tendency or acidic value, which can cause damage to the system

components.
• High ash content.

Bio-oil derived by biomass usually involves some amount of bio-char, solid parti-
cles, and few alkalimetals compared to other oils likewaste tires oil andwaste plastic.
Solid particles present in bio-oils create problems in the utilization and storage of
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fuel. Two type filters such as granular filter and glass wool hot vapor filter are used for
quality purpose in term of solids particles, viscosity, ash content, and water content.
Additional problems such as lower heating value and acidic nature of oil are not
involved in filtration [23].

6.4 Pyrolysis Gas

Pyrolytic gas obtained from biomass consists of gases like CH4, CO, H2, CO2,
and other CnHn. In gas obtained from solar pyrolysis, the leading role is gas-phase
reaction and is controlled by temperature (560 °C). Availability of hydrogen and
carbon monoxide which makes pyrolytic gas applicable in different ways such as in
power generation and heating. They are also present in the maximum amount of such
gases. The presence of hydrogen (HHV 120 MJ/kg) gas can increase the quality of
gaseous fuel in pyrolytic gas [24] (Table 1).

Table 1 Beneficial and non-beneficial aspects of pyrolyzed products as fuels [18]

Pyrolyzed products Beneficial aspects of
fuel

Non-beneficial aspects Quality enhancement

Bio-char Higher heating value
can be compared to
charcoal and wood
biomass

The additional energy
required to obtain the
compact form
(briquetting)

–

Bio-oil 1. Value of heating can
be compared to
biodiesel fuels

2. Density is
comparable with
biodiesel fuels

3. Flashpoint is
comparable with
diesel and biodiesel
fuels

4. GC-MS composition:
Alkanes, alcohols,
ethers, fatty acids,
esters, and aromatics
which are fuel grade
chemicals

1. Viscosity value is
high

2. Acidic value is high
3. Temperature of

re-polymerization
is low

Up-gradation and
distillation could
enhance the quality of
the fuel

Pyrolyzed gas Presence of combustible
gases such as hydrogen,
methane, ethane, and
carbon monoxide

Carbon dioxide and
nitrogen are present in
a pyrolytic gas
mixture

Carbon dioxide
separation required
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7 Solar-Assisted Thermochemical Pyrolysis Production
Technique

The production of solar bio-fuels through the thermochemical techniques depends
on different kinds of biomass feedstock, operating parameters of the reactor, design
of the integrated system, and pyrolysis reactor of the solar concentrator. Different
types of solar concentrators or solar furnaces are used for the pyrolysis of biomass
through solar radiation.

Essential types of solar concentrators are (i) Fresnel lens (Fig. 7), (ii) parabolic
dish or Scheffler dish (Fig. 7), (iii) parabolic trough, and (iv) heliostat (used in solar
pyrolysis technology) (Fig. 7).

In the pyrolysis reactors, for attaining low temperature, parabolic dishes are used,
medium temperatures are obtained using a Fresnel lens, and high temperatures are
obtained using heliostats.

Many researchers obtained the average reactor temperature approx. 360–600 °C
using parabolic dishes and average reactor temperature approx. 550 °C using Fresnel
lens [25].

Heliostatmirrors are utilized for receivingmore radiation flux,which reflects solar
radiation and makes it reach a concentrator, which further sends it to the pyrolysis
reactor. The reactor is located between the concentrator and heliostat in the on-axis
solar furnace because the solar radiation is distributed around the reactor symmet-
rically [26]. It is difficult to provide the distribution of uniform solar flux inside the
pyrolysis reactor. This complicated task can be solved by using a rotating reactor
working inside the area of a fixed bed reactor. Joardder et al. presented an approach
sliding solar concentration and rotating reactor for solar heating [27].

Morales et al. introduced a parabolic trough for solar pyrolysis and calculated
temperature profile and heat losses. Thermodynamic principles are used in the anal-
ysis of heat balance and found the temperature gradient is approx.—36.24% between
ambient and reactor [28] (Table 2).

8 Conclusion

Plants use sunlight to make their food by the process of photosynthesis. Thus, a lot
of energy is stored in green plants and crops. As these crops are used, they die, and
the residual energy is trapped in them. While burning the residue can convert the
trapped energy into biomass energy, an alternative to burning can be solar energy
aided pyrolysis. Following are the conclusions:

1. Crop residue has excellent potential as industrial raw material and livestock
feed.

2. Crop residues are used entirely as well as partially for making healthy soil and
sustainable agriculture.
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Fig. 7 Solar energy integrated pyrolysis reactor mechanisms shown with schematic diagrams;
a solar concentrator based on heliostat, b solar concentrator based on Fresnel lens, c sliding solar
concentrator with rotating reactor and Scheffler dish, and d biomass screw mixer and Scheffler dish
[11]

Table 2 Different kinds of biomasses undergoing solar thermochemical pyrolysis

Feed stock Type of pyrolysis reactor used References

Date seeds biomass Fixed bed
reactor

Extremely heated stainless steel Joardder et al. [27]

Agriculture and forestry residual
biomass

Transparent pyrex ballon reactor Li et al. [29]

Beech wood biomass Transparent pyrex ballon reactor Zeng et al. [22]

Orange peels biomass Tabular pyrolysis reactor Morales et al. [28]

Beech wood biomass Fixed bed tabular reactor Zeaiter et al. [25]
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3. Burning of crop residue has become a first issue for global warming as well as
is a health issue.

4. Few techniques to use the crop residue are retaining the nutrient in the soil as
bio-char, compost, and mechanization.

5. Bio-fuels (biomass) from the thermochemical process can be used successfully
through solar concentrator and maximum utilization of the Fresnel lens and
parabolic concentrator in solar radiation for concentrating.

6. Solar bio-fuels through the thermochemical technique depends on different
kind of biomass feedstock, operating parameters of the reactor, design of the
integrated system, and pyrolysis reactor of the solar concentrator.

7. Different types of solar concentrators or solar furnaces are used for the pyrolysis
of the biomass process through solar radiation.

8. Pyrolysis product of agriculture waste such as bio-char, bio-oil, and pyrolytic
gas used in heating, transport, and power sector but bio-oil need for up-gradation
for running engines.
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Investigations on Ethanol as the Raw
Material for Hydrogen Production,
Storage, and Applications

Neeraj Budhraja , Amit Pal , and Anil Kumar

1 Introduction

The use of fossil fuel for vehicles and power generation resulted in the rapid rise
in environmental pollution throughout the globe in the last few decades. Though
the main source of combustion in the fossil fuels was hydrogen, a large amount
of the polluting gases was generated in the burning process [1]. If the hydrogen
could be extracted from fossil fuels and then the extracted hydrogen was used for
combustion, then a considerably huge amount of the air pollution will be reduced.
Before considering heavy hydrocarbons to generate pure hydrogen, the hydrogen
was extracted from the lighter hydrocarbon compounds like ethanol. The ethanol
has higher hydrogen to carbon content and it could be easily produced from the
fermentation of biomass like sugarcane [2]. Thus, the source of ethanol furthermakes
hydrogen more environmentally friendly.

The process of the ethanol conversion for the production of hydrogen might vary
from high-temperature steam reforming and autothermal reforming. However, the
use of catalyst considerably reduced the requirement of high temperatures in the
processes [3, 4]. Although the low-temperature processes like cold plasma reforming
showed better hydrogen yield. Despite the high ethanol conversion and higher
hydrogen selectivity, the cold plasma processes were implemented in small-scale
hydrogen production [5]. The present study discussed the pathway of the ethanol
conversion to hydrogen as depicted in Fig. 1. The various hydrogen production
methods included in this study were steam reforming, autothermal reforming, and
few methods of cold plasma reforming, respectively. In the later part of the study,
the methods of hydrogen storage and various applications were also discussed.
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Fig. 1 Schematic block diagram of hydrogen pathway

2 Ethanol Conversion to Hydrogen

Ethanol has a renewable source and it can be easily fermented from biomass like
sugarcane. Ethanol being in the liquid state has advantages of storage, handling,
and transportation while non-toxic nature and low volatility are other advantages.
However, the relatively high content of hydrogen to carbon confirmed ethanol as
one of the best raw materials for hydrogen production [2]. The various processes of
hydrogen production were discussed below.
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2.1 Ethanol Steam Reforming

The steam reforming of ethanol was carried out at very high temperatures inside the
reactor. The steam supply should be sufficiently high to occur the reaction (1) to
produce the highest possible hydrogen yield from steam reforming of ethanol [2, 3,
6],

C2H5OH + 3H2O → 2CO2 + 6H2 (1)

Though the insufficient supply of steam leads to the reactions (2) and (3) gener-
ating undesirable products with reduced hydrogen concentration in the product
gas,

C2H5OH + H2O → 2CO + H2 (2)

C2H5OH + 2H2 → 2CH4 + H2O (3)

Further reduction in the hydrogen production was noticed with coke formation
by the dehydration of ethanol as reactions (4) and (5),

C2H5OH → CO + C2H4 + H2O (4)

C2H4 → Coke(decomposition) (5)

And decomposition of ethanol as the reactions (6) and (7),

C2H5OH → CO + CH4 + H2 (6)

2C2H5OH → C2H6O + CO + 3H2 (7)

While the actual ethanol conversion reactions for the high hydrogen yield were
performed by the dehydrogenation reactions (8), (9), and (10) as follows [7],

C2H5OH → C2H4O + H2 (8)

C2H4O → CH4 + CO (9)

C2H4O + H2O → 3H2 + 2CO (10)

Also, the undesirable products of the above reactions were decomposed by the
methanation reactions (11) and (12) as,
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CO + 3H2 → CH4 + H2O (11)

CO2 + 4H2 → CH4 + 2H2O (12)

And methane decomposition reaction (13) as,

CH4 → 2H2 + C (13)

whereas the coke reduction was carried out by the Boudouard reaction (14) as shown
below,

2CO → CO2 + C (14)

And water gas shift reaction (15) as follows,

CO + H2O → CO2 + H2 (15)

The ethanol steam reforming consists of the catalytic reactions and the catalysts
used were studied below.

Noble Metal Catalysts. The high catalytic activity is the main advantage of
the noble metal catalysts. The various commonly used noble metal catalysts for
the ethanol steam reforming process are Rh, Ru, Pd, and Pt, respectively. The best
catalytic property at low as well as high loading for ethanol conversion was shown
by catalyst Rh [3]. While Ru showed similar characteristics at the high loading of
above 5 wt%. About 100% ethanol conversion was achieved with the noble metal
catalysts with over 95% of hydrogen selectivity [6].

Non-noble metal catalysts. The non-noble metals like Ni and Co are widely used
in the catalytic ethanol steam reforming for hydrogen production. Although Al2O3

was considered very familiar supporting oxides forNi orCo catalysts. BothNi andCo
are very active in breaking C–C bonds, while the high activity in the hydrogenation
prioritized the use of Ni catalyst over Co [7]. However, Ni catalyst showed low
activity for water gas shift reaction. This drawback of Ni was overcome by adding
Cu because dehydrogenation was favored by Cu [8]. The non-noble metal catalyst
also attained about 100% ethanol conversion, whereas the hydrogen selectivity was
lower than the noble metal catalysts.

2.2 Autothermal Reforming of Ethanol

The steam reforming was performed under an oxygen-free environment and it was a
high energy-consuming (or endothermic) process to trigger the reactions involved in
the ethanol conversion [9]. Though the partial oxidation of ethanol certainly required
oxygen for the hydrogen production at the comparatively lower temperature of 773K
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and the partial oxidation of ethanol was given by the reaction (16) as:

C2H5OH + 1/2O2 → 2CO + 3H2 (16)

Though the reaction consumed lower energy the hydrogen yield was normally
lower. The productions of the above reaction contain CO content which could be
treated with steam to further enhance the hydrogen yield. Thus, the combination of
the autothermal oxidation and steam reforming was performing simultaneously and
the process was called autothermal reforming [4]. The reaction (17) was carried out
in the autothermal reforming of ethanol.

C2H5OH + 2H2O + 1/2O2 → 2CO2 + 5H2 (17)

This was the stable CO2 was generated instead of CO, and thus the hydrogen
production was raised. The autothermal reforming was performed with the various
catalysts. Therefore, the hydrogen selectivity achieved could go beyond 100% with
about 95% ethanol conversion. Additionally, the coke formation was considerably
restricted in the autothermal reforming of the ethanol due to the oxidation reaction
[10]. Thus, the autothermal reforming of ethanol could be performed at long-term
stable operations.

2.3 Cold Plasma Reforming of Ethanol

The ionization of the neutral gas due to the supply of energy to the electrons generates
plasma, which could be either thermal plasma or non-thermal plasma. The non-
thermal plasma contains highly energetic electrons of the temperature lower than the
neutral gas and it was also called cold plasma [5].

Surface Wave Discharge (SWD) Plasma. The surface wave discharge plasma
reactor was electrode-less while the plasma consisted of the high population density
of active species. Ar gas was used as the neutral gas for generating plasma torch. The
ethanol conversion occurred in the plasma reactor generated hydrogen, CO2, and
H2O as the main products, respectively [11]. Though the further addition of water
enhanced the hydrogen yield with reduced CO2 production and no carbon deposit.

Dielectric Barrier Discharge (DBD) Plasma. The dielectric barrier discharge
plasma reactor used the electrodes placed a few millimeters away from each other
and the neutral gas was a dielectric barrier (like Ar or O2) to generate cold plasma at
the atmospheric pressure. The raw material used in the DBD plasma reactor was the
combination of vaporized ethanol and water for producing hydrogen. The different
by-products obtained from the DBD plasma ethanol conversion were CO, CH4,
C2H4, C2H6, and C3H8 [12]. However, more than 88% of the ethanol conversion was
reached with about 30–40% of hydrogen yield, respectively.
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Microwave Plasma. The microwave plasma reactor generated as high as
2.45 GHz frequency microwaves with only a few kW of power supply. The neutral
gas (or the working gas) is commonly used as Ar, N2, and CO2, which carry vapors
of ethanol or ethanol–water mixture into the plasma reactor. The airflow swirl was
recommended and metal igniter was used to split microwave and then trigger the
plasma formation [13]. About 99% of ethanol conversion was achieved with the
enhanced hydrogen production at comparatively high purity.

PulsedDischargePlasma. The pulsed discharge plasma reactor used high current
when the voltage decreased rapidly due to the formation of the spark discharge from
the needle-shaped Pt electrode. The reactor was filledwith the ethanol–water mixture
and the sudden rise in current decomposed the ethanol/watermolecules into hydrogen
and oxides of carbon due to the high energy electrons. It was the light energy that
was emitted from the spark discharge which initiates the photocatalysis process [14].
Thus, the small-scale production of high purity hydrogen gas was achieved with the
pulsed discharge plasma.

3 Hydrogen Storage Systems

The storage system of the fuel is very important to transport the fuel from the site
of production to the end-users. The hydrogen gas has good density by weight but
poor density by volume, and thus the storage of hydrogen became a challenging area
for the researchers [15, 16]. The few storage systems for hydrogen were discussed
below.

3.1 Compressed Cylinders

The compression of gas for storage in the high pressurized gas cylinders is a very
common and widely used method. The hydrogen was mainly compressed at about
20–25MPapressures [17]. Themain characteristics of thematerials used for the high-
pressure cylinders include high tensile strength at lowdensity and non-reacting nature
with hydrogen. The security measures of the storage system are another concern
with the pressurized gas cylinders for storing hydrogen since the hydrogen is highly
explosive in nature [18]. These challenges made hydrogen gas difficult to store in
large-scale using compressed gas cylinders.

3.2 Hydrogen Liquefaction

The liquid hydrogen is colorless and non-corrosive and has high liquid density storage
efficiency [19]. However, the cryogenic temperature below−253 °Cwas required for
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the liquefaction of hydrogen, and thus the highly efficient thermal insulator vessels
were mandatory for the hydrogen storage. The storage vessels were made of carbon
fiber, which cost about 75% of the total vessel cost. The process of hydrogen lique-
faction was energy-consuming, and about 30–33% of the total energy of hydrogen
was consumed in the liquefaction process only [20]. While the storage capacity
through liquefaction raised to 0.070 kg/L as compared to 0.030 kg/L for hydrogen
compression [21].

3.3 Metal Hydrides

Another storage medium and getting more attention nowadays for hydrogen storage
was based on the metals or alloys in the form of the metallic hydrides. The hydrogen
molecules got absorbed on the metal hydrides and then desorbed when the tempera-
ture was raised to about 120–200 °C, respectively [16]. The metal hydrides storage
system was quick, secure, and proceed in both directions smoothly at moderate
conditions. However, the high storage capacity of about 5–7 wt% was noticed [22].
Thus, the higher energy density by volume, large mass of hydrogen density, and
safety labeled the metal hydrides as the promising hydrogen storage system. While
hydrogen purity and lowoperating andmaintenance costswere additional advantages
of metal hydrides over other storage methods.

4 Applications

The various sectors for the hydrogen application included the industrial sector, auto-
mobile and aerospace sector, and power sector, respectively. The chemical industries
utilized the hydrogen in the material refining and treatment, production of ammonia
for fertilizers, and food processing.While the automobile and aerospace sectors used
hydrogen or both hydrogen and oxygen as fuel. However, the power sector generated
heat and electricity through either direct combustion or in the fuel cells [15, 16, 23].

4.1 Industrial Sector

Hydrogen was used in the petrochemical production in the petroleum industries for
the hydrocracking of the heavy hydrocarbons. The sulfur and nitrogen compounds
were hydrogenated and converted into hydrogen sulfide and ammonia [23].Ammonia
was the main raw material for the production of the fertilizers, and hydrogen
was extensively used as the reactant for ammonia formation. About half of the
hydrogen production was utilized in the ammonia formation throughout the globe
[19]. The other important hydrogen applications in the chemical industries included
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food processing, pharmaceuticals, glass purification, semiconductor manufacturing,
and in the manufacturing processes like welding, annealing, and heat treatment,
respectively.

4.2 Automobile and Aerospace Sector

Hydrogen was also extensively used in the aerospace sector as the propellant fuel
for spacecraft. The blends of hydrogen and oxygen were used as the fuel to create
enough thrust for the propulsion of the rockets into space. However, the hydrogen
could also be used in both spark ignition and compression ignition engines directly as
either dual fuel mode or single fuel mode [16], while the high-grade purity hydrogen
was utilized in the fuel cells to generate electricity for the components of the vehicle.
Although the storage of the hydrogen in the fuel tanks for the vehicles was the main
challenge for the researchers due to the low energy by volume of hydrogen and also
hydrogen storage required bulky and expensive storage systems [17].

4.3 Power Sector

The simplest utilization of the hydrogen in the power generation was by direct
combustion in the boiler to produce steam for the turbines to generate electricity.
While the other uses in the electric power sector included as the coolant for the
large generators and processing of nuclear fuels. Nowadays, fuel cells have emerged
the most extensively electricity-producing methods. Hydrogen was the main fuel
for the fuel cells and the by-products coming out of the fuel cells were pure water
and, in some cases, pure water and little carbon dioxide, respectively. The fuel cells
could achieve as high as 60–70% of the energy conversion efficiency [24]. However,
the additional advantages of the fuel cells included the static nature with the silent
operation, i.e., operation without noise and vibrations.

5 Conclusions

The fermentation of biomass like sugarcane produces ethanol which is renewable in
nature. The hydrogen to carbon content is comparatively higher in the ethanol, and
thus it could be considered an effective source of hydrogen production. In the current
study, the methods of hydrogen production from ethanol were discussed in brief. The
steam reforming and autothermal reforming showed higher ethanol conversion with
higher hydrogen selectivity, while the cold plasma processes produced hydrogen
at lower temperatures. But the energy efficiency was very low in the cold plasma
processes and thus could only be considered for small-scale hydrogen production.
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In the later section, the storage methods for hydrogen were discussed. It was found
that hydrogen has a low energy density by volume, which makes hydrogen gas
difficult to store. Lastly, the applications of hydrogen gas were studied. The hydrogen
was considered a very valuable component in the chemical industries for petroleum
processing, pharmaceuticals, and food processing processes. The automobile and
aerospace industries used hydrogen gas as fuel for vehicles and rockets. While the
hydrogen in the power sector was either directly combusted or used in the fuel cells
for electricity generation.

Therefore, if the cost of production and the challenges related to the storage of
hydrogen will be overcome, then the hydrogen will be proved as the best fuel for
industrial, automobile and aerospace, and power generation sectors, respectively.
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Performance and Emissions Analysis
of a Dual Fuel Diesel Engine with Biogas
as Primary Fuel

S. Lalhriatpuia and Amit Pal

1 Introduction

The issues identifiedwith the shortage of fossil fuelwerewitnessed all over theworld.
A worrying concern has been always there for a long while due to low fossil fuel
reserve, which has been enhanced further when the hypothesis of peak oil production
was accepted by various other studies. Most researchers and associations concur that
the apex oil generation date will be in near future [1]. The generation of CO2 from the
over burning of the petroleum products contribute fundamentally to global warming
[2]. Thus, to address the problems stated some alternative fuels both renewable and
non-renewable were studied by many researchers to supplement either a part or all
of the fossil fuels for the utilization in the internal combustion (IC) engines. The
fossil fuels like petrol and diesel are commonly used as the pilot fuel for IC engines,
whereas biodiesel and other alcohol fuels are considered as alternate pilot fuels.
Hydrogen, syngas, and biogas are among the gaseous fuels which have studied to
find an alternate gaseous fuel to be used in IC engine [3]. Thus, the sustainable energy
sources and their consumption to generate heat and power were the key variables for
the viable progress of the nation.

A standout among the most critical inexhaustible energizes was biogas, which
basically consisted methane content of 30–70% and carbon dioxide content of 30–
50% by volume. Further, the renewable and environmentally friendly nature crafted
biogas very promising alternative fuel for IC engines. Although the biodiesel with
insignificant sulfur and fragrant substance showed higher lubricity, cetane number,
flash point, biodegradability, and non-toxicity and thus, became good contender for
the liquid fuel alternative in IC engines [4]. Also, bio-alcohol achieved viability
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to be used in the CI engines for both as pilot fuel and blended fuels. The bio-
alcohols mainly considered for IC engine fuels were ethanol, butanol, methanol, and
propanol, respectively [5]. Biogas was also employed in the duel fueled CI engines
by employing it in a dual fueled mode where biogas would act as a primary gaseous
fuel [6]. Dual-fueled engine has the benefit of flexibility, i.e., the ability to transform
instantly to a normal diesel engine when there is a deficit of the gaseous fuel. Also,
dual fueling has the benefit of achieving lower NOx without much of a compromise
in the efficiency [7]. Dual fueling is accomplished in such a way that the engine
would mostly be operated on biogas or any other primary fuel, whereas diesel or any
other pilot would act as the means of achieving a combustion. The transformation
of diesel to a dual fueled engine is simple and easy, and it is achieved just by the
addition of two components. The first being the fuel air mixing chamber connected
to the inlet of engine and secondly a regulating lever to alter the input of pilot fuel
to the engine. Hence, as no alternation is needed in the engine itself, dual fueling
becomes more appealing [8].

The various performance parameters for dual fuelmode and single fuelmodewere
computed in many research studies. Yoon and Lee [9] revealed that using biodiesel
as the pilot fuel lowered the BTE in comparison with dual fueled operation system
using diesel as the pilot fuel. Meanwhile, with biogas as the primary gaseous fuel
in dual fuel mode using CI engine attained higher about 32% of BTE. While the
marginal influence of the biogas quality was noticed in the BTE [10]. A decline
on BSEC was noted when there was increase in load, in both mode of operation,
i.e., only diesel and dual-fueled while study also reveals that BSEC of the blend of
Jatropha biodiesel–biogas to higher than diesel–biogas [6]. However, the diesel only
mode exhibit lowers BSEC than dual fueledmode for the different loading conditions
[9]. The decrease in the volumetric efficiency (VE) was computed with rise in brake
torque and load for dual fuel system operation. Although the reduction in VE was
more for dual fueled mode when compared to diesel only fuel run [11, 12], the peak
liquid fuel replacement (LFR) of 69% and 66% for diesel and jatropha pilot fuel was
measured at 100% load [6].

The engine emissionswere anothermajor concern under environmental index. CO
emission being the outcome of improper combustion was enhanced in dual fueled
operation in comparison with the diesel only fuel mode. For dual fueled operation
with biogas as the gaseous fuel, the decrease in CO emission by 50% and 16% for
diesel and jatropha biodiesel, respectively, when measured in comparison with the
dieselmode [6, 7].CO2 emission in exhaust is an implication of fuel undergone proper
combustion, which was found to rise with the upsurge in load for both the modes
of operation, i.e., diesel mode and dual fuel mode, though higher CO2 emissions
were detected in biogas–diesel fuel mode than biogas–biodiesel mode especially at
higher loads [6, 7, 13]. The hydrocarbon (HC) emissions were the other emissions
resulted from incomplete combustion of fuel, and with increase in load, the HC
emissions were higher for both modes of operation, i.e., diesel and dual fueled with
biogas. [13]. NOx emission was observed with biodiesel added fuels for higher loads
due to the higher temperatures. However, many after exhaust devices and methods
could be implemented for the NOx emission reduction [2, 5, 7]. An investigation
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conducted with soybean–biodiesel when compared with diesel revealed that except
the NOx emission, all other emission parameters to decline. It was also recorded
that the BSFC for the biodiesel to rise since the calorific value of biodiesel was
lesser than diesel [14]. An investigation conducted using ethanol blend with diesel
in a HCCI engine showed reduction in NOx and smoke in comparison with the
diesel only mode for all loading conditions. While the ethanol blend also showed
considerably higher HC and CO in comparison with the diesel only mode [15]. A
study conducted using the different ratio in blend of waste cooking oil, jatropha,
and soybean with diesel revealed that all the B20 blend shows a approximal value
of BTE when compared with diesel, also the NOx is found to be the lowest for all
loads. The same study also reveals the blend of waste cooking having higher NOx

than the other two blends [16]. An investigation done for varying blends of esterified
Karanja oil with diesel revealed that this blend of fuel to be a good alternative fuel
especially making the farmers to be more self-sufficient in ambiguous times. A
lower VE was obtained using diesel for all loads in comparison with the blended
fuel and BSFC being lower initially but comparable to the diesel mode with the
further increase in load. BTE of diesel was higher in comparison with the blended
fuel [17]. A study for performance and emission analysis was conducted using B20
blended fuels from different generation feedstock levels found that the performance
parameters deteriorates while the emission was drastically reduced. In particular,
spirulina microalgae and Jatropha curcas blend were found to have a significant
improvement in the performance parameters while the emissions like NOx, PM, and
smoke emissions were in decline [18].

In this study, the dual fuel mode system was considered for the experimenta-
tion work and the fuel used were diesel–biogas, soya–biodiesel–biogas, and soya–
biodiesel–ethanol–biogas, respectively. The proper mixing of the air and biogas was
ensured with themodified air intake system of the engine [19]. Engine characteristics
were observed and compared among the different dual-fueled blends.

2 Physiochemical Properties of Biogas

2.1 Biogas Chemical Composition

The chemical composition of biogas varies with the source of the waste used for
production. Biogas has a corrosiveness nature due to the its constituent in the form
of CO2, H2S, and water. Also based on the input parameters in the production of
biogas, the chemical composition differs. Table 1 gives the composition of the biogas
generated from different biomass.
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Table 1 Physiochemical properties of biogas

Composition 55–70% methane, 30–45% carbon dioxide, traces of other gases

Calorific value 4500–5000 kcal/m3

Ignition temperature 650–750 °C

Critical pressure 75–89 bar

Critical temperature −82.5 °C

Normal density 1.2 kg/m3

Stoichiometric A/F ratio 10:1

Octane rating 130

Odor Bad eggs (smell of hydrogen sulfide)

2.2 Biogas Physical Properties

Biogas is a colorless stable gas, which is non-toxic in nature, with the smell similar
to rotten eggs. When the mixture of biogas was burnt, a blue flame was generated
producing a substantial amount of heat and energy [20]. The various physiochemical
properties of the biogas were presented in Table 1.

2.3 Physiochemical Properties of Test Fuel

The physiochemical properties of the pilot fuel used for this experiment are
mentioned in Table 2.

Table 2 Physiochemical properties of pilot fuel used

S. No. Characteristics Diesel SBD SBDE

1 Density (kg/m3) 831 859 857

2 Lower heating value (MJ/kg) 43.85 38.8 38.7

3 Kinematic viscosity at 40 °C (cSt) 2.92 3.85 3.55

4 Cetane number 45–55 43 44

5 Oxidation stability High No No
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Fig. 1 Schematic diagram of a the experimental test setup; and b fuel–air mixing chamber

3 Experiment

3.1 Setup

On a four-stroke single cylinder diesel engine available in the IC engines Lab of
mechanical Department of DTU, Delhi, this study was performed. To operate in dual
mode, some changes were made in the test setup of constant compression ratio (CR)
engine. A gas mixer was installed before the air inlet of the engine where the mixing
of gaseous fuel and pilot fuel was done, and mixture is passed on to the engine as
shown in Fig. 1a. In the first schematic diagram, the elements involved in the working
setup for this experiment have been detailed and presented. Also, the design used for
the gas mixer has been presented in the schematic diagram of the mixer in Fig. 1b.

The fuel–air mixing chamber was installed at the inlet manifold to modify the
diesel engine into the dual fuel engine. The desirable quantity and quality of biogas–
air mixture was delivered by the fuel–air mixing chamber and thus, the fuel–air
mixing chamber proved as a dynamic component and enhanced smooth operation
for all different running conditions of the engine. The design and fabrication of
fuel–air mixing chamber was done through taking consideration of the different
parameters of the engine, i.e., volumetric efficiency, rated power, speed, specific fuel
consumption, swept volume, and manifold connection diameter of the engine. The
pictorial engine test setup and key components are shown in Fig. 2. The specification
of the engine used for this investigation is mentioned in Table 3.

3.2 Procedure and Process Chart

The experiment was carried out by running engine in on two modes. The first being
operating it in pilot fuel only system and secondly using biogas and diesel in a dual
fueled system. The modified CI engine was first made to operate on diesel at the
standard diesel specification of CR 18 and ignition timing of 23° before TDC. The
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Fig. 2 Pictorial representation of a modified engine setup, b regulating lever, c fuel–air mixing
chamber

Table 3 Specification of the VCR diesel engine

Parameter Specification

Manufacturer Kirloskar

Model TV1

No. of cylinder One

No. of stroke 4 stroke

Power 5.2 kW @ 1500 rpm

Bore 87.5 mm

Stroke 110 mm

CR 18:1

Speed 1500 rpm, constant

Injection timing 23° BTDC

Dynamometer Eddy-current (Make: Saj, Model: AG10)

System software ‘Enginesoft’ engine performance analysis software

engine loads of 20%, 40%, 60%, 80%, and 100%were tested in the experimentation.
12 kg loading is considered as the 100% load, with 2.4 kg interval for each load.
The engine was initially made to operate for a short period of time to stabilize before
recording the temperatures, rpm and load during each test. Before each test run, the
outlet valve of the tank was closed and then fuel tank was refilled. The measuring
buret at the front was filled before each new run through the outlet valve of the fuel
tank. The rate of diesel consumption was determined by observing the amount of
fuel consumed per minute from the measuring buret in the panel.
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Fig. 3 Process chart for diesel mode operation

Fig. 4 Process chart for dual fuel mode operation

The rate of air flow was calculated using manometer by observing change in the
heights of water column. The diesel mode rpm was noted for a particular load, and
then gradually biogas supply valve was opened. The speed of the engine was boosted
with the biogas inflow due to the additional energy provided by the combustion of
biogas inside the engine cylinder. Until the rpm stopped increasing any further, the
flow of biogas was gently raised. Meanwhile, the speed of engine is further lowered
by the action of governor. Hence in dual fuel mode at any specific load to achieve
the matching rpm, pilot fuel consumption was regulated by means a regulating lever.
In each run, the engine was made to run for a short duration before recording the
start and finish of the 30 s meter reading. The quantity of gas utilized during the
experiment was determined accounting the contrast between the initial and final gas
readings. AVLDiGas 444 analyzerwas utilized for emission analysis from the engine
exhaust.

4 Results and Discussions

The performance and emission analysis of the modified CI engine utilizing diesel,
soybean–biodiesel (SBD), and soybean–biodiesel–ethanol (SBDE) as the liquid fuel
and biogas as a primary gaseous fuel in a dual fueled system were discussed in the
following section.
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4.1 Performance Analysis

The parameters that were analyzed in the study for making a performance analysis
were brake thermal efficiency (BTE), brake-specific fuel consumption (BSFC), volu-
metric efficiency (VE), exhaust gas temperature (EGT), and liquid fuel replacement
(LFR), respectively. Performance of each parameter with load variation has been
depicted in the graphs as shown in Fig. 5.

The BTE demonstrated a rise with increment in load for the entire modes of
operation as demonstrated in Fig. 5a. BTE for diesel only mode exhibits the highest
for all loads since it has the highest calorific value among all. Also, the BTE was
establish for diesel dual fueled operation to be greater than the other dual fuel modes

Fig. 5 Load versus the performance parameter curves for a brake thermal efficiency; b brake-
specific fuel consumption; c volumetric efficiency; d exhaust gas temperature; and e liquid fuel
replacement
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of operation, because the net energy supplied being lower for dual fueled run with
diesel as the liquid fuel. The reason being the other two liquid fuels has lesser calorific
valuewhich thereby increases its fuel consumption and hence resulting in lowerBTE.
While in full load condition among the dual fueled modes, the BTE calculated for
diesel dual fuel mode was highest 18.86% followed by SBD and SBDE duel fuel
modes with values of 17.81% and 17%, respectively. With the increment in load,
the BSEC for all dual fuel modes as mentioned in Fig. 5b. The diesel dual fuel
mode exhibits lower BSEC in comparison with the other two modes, because diesel
possesses higher calorific value than that of the other two pilot fuels. For initial lower
loads, the gap in the curves of diesel and dual fueled mode is found to be more which
could be result of inability of transformation of biogas to energy, while for the higher
loads the gap between the curves are narrow or in other words better BSEC for dual
fuel mode since there is more transformation of biogas to energy. For 100% loads,
an improvement of more than 50% was obtained in BSEC for the dual fueled modes
in comparison with diesel mode.

In Fig. 5c, VE variationwith the load has been stated. The graph showed reduction
in VE with the rise in load increased for all the modes of operation. The dual modes
exhibit lower VE than diesel mode because of higher substitution of air with biogas
as the load increases. At about 100% load, the VE for diesel dual fueled mode was
calculated as 64.96%, whereas the other dual fuel modes of SBD and SBDE were
64.8% and 64.2%, respectively. From Fig. 5d, as load increases, EGT was measured
to increase for both diesel and dual fueled modes. The EGT of dual fueled mode is
higher than that of diesel for all the loads, because of the late combustion of biogas
thereby the exhaust products raising the temperature. The curve of SBDE was well
above the curves of other modes of operation since it is the constituent of biodiesel
and ethanol. This leads to the pre-heating of the inlet fuel, and thus, the VE reduction
was noticed. The range of EGT for SBDE was 225–280 °C, while for diesel and
SBD modes were 220–265 °C and 132–225 °C, respectively. The variation of LFR
with load showed similar variation for all the dual fuel modes as demonstrated from
Fig. 5e. The variation in the LFR was ranged between 61.5% and 79.5% for all the
duel fuel modes. Thus, the various performance parameters confirmed that though
the dual fueled modes exhibit lower BTE than diesel mode, the high LFR for dual
fueled modes compensate to some sense, thereby reducing the dependence on diesel
alone and making the road to more self-sufficient using alternative fuels.

4.2 Emission Analysis

The engine emission analysis was performed in Fig. 6 for various dual fuel mode and
diesel mode which include the measurement of load variation with carbon monoxide
(CO), hydrocarbon (HC), carbon dioxide (CO2), and oxides of nitrogen (NOx),
respectively.
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Fig. 6 Load variations with the engine emissions for different dual fuel modes measured for
a carbon monoxide; b hydrocarbon; c carbon dioxide; and d oxides of nitrogen

CO for diesel was found to be higher in comparison with all the other dual fueled
modes, the reason being biogas substituting air in dual fuelmode resulting incomplete
combustion. Figure 6a shows the occurrence of CO in the engine exhaust with the
varying loads. It was observed that CO emissions were moderately high at initial
stage and then grew with the rise in the loads till the peak value was achieved at
about 50–60% load, the curve turn down beyond 60% loads. However, maximum
in SBDE dual fueled mode was observed for the CO emissions in comparison with
the other modes. The unburned HC was another engine emission related to the poor
combustion of the fuel inside the engine cylinder.

A considerably lower HC was observed for diesel mode in comparison with other
modes, forming of HC in the dual fueled mode being resulted by low flame velocity
of biogas. The trend of HC with the varying loads was described in Fig. 6b. The HC
emission showed higher concentration in the exhaust during the starting and at lower
loads since more fuel was injected during the initial stage of engine operation. But
once the fuel–air mixture became leaner, the HC emissions reduced gradually.

The presence of CO2 in the engine emissions indicated the better fuel combustion.
For all the modes of operation with the rise in load, an increment in the emission of
CO2 was observed as shown in Fig. 6c. The dual fueled modes were observed to have
higher CO2 emission due to the fact that among biogas composition, carbon dioxide
constitutes nearly 50%.While a small reduction was observed at about 50–60% load
condition where sharper elevation in the CO production was noticed, then further
rise in load contributed in the CO2 combustion. The SBDE dual fuel mode measured
with the highest CO2 emission showing better dual fuel properties than diesel and
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SBD, respectively. From Fig. 6d, the variation of NOx generation in the exhaust
was demonstrated. The higher temperatures resulted in the NOx formation in the
exhaust. As seen from Fig. 6d, during the initial stage of the engine operation when
temperature was low, negligible amount of NOx formation was noticed. When the
load increased, the fuel requirement also increases, thereby leading to the generation
of higher temperature further leading to the formation of NOx in the exhaust. Diesel
mode exhibits higher NOx due to its higher caloric value in comparison with other
dual fueled modes.

5 Conclusions

In this current study, the objective was to study the feasibility of using soya oil
through blending with biogas as the primary gaseous fuel in the CI engine. Soya oil
blended with diesel (SBD) and soya oil blend with diesel and ethanol (SBDE) were
used as the liquid pilot fuel. The various engine parameters, i.e., BTE, BSEC, VE,
EGT, and LFR, were evaluated. There was an improvement of over 50% for the dual
fuel modes in comparison with the diesel mode, the highest 56% improvement for
SBDE dual fueled mode. Though the BTE of SBDE dual fueled 17%which is low in
comparison with diesel mode, the SBDE also has the highest LFR with 79.5%which
make it a viable alternative fuel in context of reducing the dependency on diesel fuel.

The engine emissions were also examined with the load variations for all the dual
fuel modes. The various exhaust gases involved in the emission analysis were CO,
HC, CO2, and NOx, respectively. CO and CO2 emissions were interconnected with
the fuel burning property and can be interpreted from the study. The HC reduction
was noticed with the presence of ethanol due to the availableness of extra oxygen
for improved combustion of fuel. Also, the NOx emission was lower for dual fueled
mode when compared with the diesel only mode, particularly the NOx of SBDE dual
fueled mode were found to be 457 ppmv in comparison with the 1119 ppmv of diesel
mode.

Therefore, from this investigation it is concluded that both dual fueled mode of
SBD blend and SBDE blend was successful in testing feasibility. Also, also due
to obtained result of high LFR and low NOx, SBDE blend dual fuel mode is the
more attractive option to reduce the dependence of fossil fuel while also reducing
the emission, thereby making it more environment-friendly.
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Combustion and Thermal Performance
of Dual Fuel Engine: Influence
of Controlled Producer Gas Substitution
with Pilot B20 (WCOME
Biodiesel–Diesel) Blending

Prabhakar Sharma and Avdhesh Kr. Sharma

1 Introduction

Producer gas derived from waste woody biomass is a green alternative for fossil fuel
with high potential [1, 2]. The producer gas can be used for thermal andmotive power
applications via I.C. engines after suitablemodification either in single fuel operation
(i.e., complete substitution) or in dual fuel operation: fumigation mode (i.e., partial
substitution), where the gaseous fuel is used as main energy source, while miniscule
quantity of conventional liquid fuel, i.e., pilot fuel. It is sprayed on charge of air and
gaseous fuel when compressed just to initiate pilot or micro-pilot ignition [3, 4].
Toward restricting the dependency of fossil diesel fuel, a suitable green fuel (e.g.,
vegetable or animal fatty acid) blended with fossil diesel fuel can be used as pilot
fuel. Such operation in fumigation form ensures energy sustainability with ambient
harmony. Researchers have performed experimental investigations on biomass gasi-
fication system to derive good quality producer gas [1, 2, 4–7]. Numerousworkswere
documented on dual fuel fumigation based on producer gas and diesel as guiding
fuel [3, 4, 8–11]. Yaliwal et al. [8] investigated a converted dual fuel engine (DFE) by
using producer gas (as main fuel) with honge oil methyl ester (as pilot fuel) to study
the effect of injector nozzle and geometry of combustion chamber (hemispherical
and reentrant configurations) on the performance and emission. They reported that
re-entrant type combustion chamber and four holes type injector nozzle show the
optimum engine performance. Nayak et al. [9] explored the study on twin cylinder
engine in dual fuel mode (DFM) and diesel saving of 83% at 8 kW load and sharp
decrement of NOx and smoke level. Dhole et al. [10] investigated the combustion
parameters for pilot diesel and hydrogen, producer gas and their mixture, while
Banapurmath et al. [11] reported dual fuel operation with various combinations of
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alternate fuels including honge oil with producer gas and honge oil methyl ester with
producer gas.

Studies are directed on DFE using pilot biodiesel–diesel blend and producer gas
as main fuel [12–16]. Yaliwal et al. [12] reported superior gas-engine efficiency at
compression ratio of 17.5:1 with injection pressure of 240 bar (also comparable
with injection pressure of 230 bars) for honge seed oil methyl ester-producer gas-
hydrogen operation. Nayak and Mishra [13] reported optimum injection pressure
of 240 bar at 25.5° bTDC for waste cooking oil in comparison with neat diesel
operation. Halewadimath et al. [14] reported that dual swirl combustion chamber
performs best at CR of 17.5 with the injection pressure of 240 bars at 27° bTDC.
Yaliwal et al. [14] investigated the performance of a gas-engine fueled from producer
gas originated fromdifferent biomass feedstocks (i.e., babool, neemand hongewood)
and concluded that honge oil methyl ester gives improved performance and lower
emission. Carlucci et al. [3] invested engine performance with synthetic producer
gas with biodiesel and recommended that spilt pilot fuel injection system performs
better especially at low loads.

Research was conducted for mathematical and empirical modeling on producer
gas operated DFE using pilot diesel and/or pilot biodiesel–biodiesel fuel [4, 17].
Various designs of producer gas-air mixer or carburetor for gas-engine were devel-
oped [4, 18–20]. Kumar and Sharma [18] developed a novel gas-carburetor design
using ANSYS for quality mixing without appreciable pressure drop.

Numerous studies on thermal and emission performance of DFE using best
producer gas substitution and pilot diesel/biodiesel were carried out. Hardly, any
comprehensive study on DFE using pilot WCOME biodiesel–diesel with controlled
producer gas substitution was reported. Presently, such combination of green fuels
may be an attractive alternative for clean and sustainable energy production. Thus,
herein, a dual fuel engine was run to assess performances at constant engine speed
with green fuel combinations (a) neat diesel mode, (b) neat B20WCOME biodiesel–
diesel blend, and (c) pilot B20 with various controlled substitution of producer gas.
In response to WCOME biodiesel–diesel and producer gas, the injection pressure
and injection timing are fixed at 240 bars and 25° bTDC following [12–14].

2 Materials and Methods

2.1 Test Engine

The schematics of test engine converted from a small diesel engine (capacity 5.2 kW)
into gas-engine using producer gas from a downdraft gasifier and pilot fuel as waste
cooking oil methyl ester (WCOME) biodiesel–diesel blend as shown in Fig. 1. To
counter in variation in physical property of blending of green fuels or fuel mixture
includingbiodiesel–diesel andproducer gas, the injection pressure has been increased
from200 to 240 bars and injection timing is retarded to 25° bTDC.Test engine is fitted
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Fig. 1 Schematic diagram of gasifier-engine set up. 1: Downdraft gasifier, 2: Biomass inlet, 3: Air
input, 4: Grate, 5: PG pipeline, 6: Cyclone scrubber, 7: Water spray, 8: Spray tower, 9: Sand bed
filter, 10: Blower, 11: Fire arrester, 12: Gate valve, 13: Gas-burner, 14: Air induction, 15: Air-PG gas
mixer, 16: Charge line, 17: Biodiesel inlet, 18: Pressure sensor, 19: Pressure line, 20: Eddy current
dynamometer, 21: Crank angle sensing line, 22: Crank angle encoder, 23: Converted engine, 24/25:
Laptop/KiBox analyzer

Table 1 Specification of a direct-injection, single-cylinder, diesel engine (Kirloskar)

S. No. Parameters Specifications engine

1 Compression ratio 17:1

2 Displacement volume 661 cc

3 Rated power 5.2 kW@ 1500 RPM

4 Nozzle pressure/ignition timing 200 bar/23° bTDC

5 Governor type Mechanical centrifugal

6 Piston diameter/stroke 87.5 mm/110 mm

7 Dynamometer SAJ make AG-20, water cooled eddy current

on a computerized test bench, having provision of air and fuel flowmeasurement. An
eddy current dynamometer was used to vary load on engine through control panel.
Details of specifications and instruments are given in Table 1.

2.2 In-Cylinder Combustion Analyzer

In this work, Kistler Instrument LG make “Ki-Box To Go” set—type 2893AK1
combustion analyzer was used to ensure high precision with real-time measure-
ment of combustion data. A photographic view of KiBox installed on test engine is
presented by Fig. 2a. It collects combustion data through a high-resolution pressure
sensor installed directly on cylinder head via digital data acquisition system. The
crank angle encoder (optical type) is installed at the end of engine crank shaft as
exposed in Fig. 2b. The combination of pressure sensor, crank angle encoder enables
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Fig. 2 View of a test engine with KiBox combustion analyzer and b eddy current dynamometer
fitted with crank angle encoder

to measure in-cylinder pressure in consonance with respective crank angle in real
time.

Retrofitting arrangements such as drilling and tapping the cylinder head were
performed to install the pressure sensor. The synchronized analogue signal acquired
through sensor and encoder is transformed into the digital signal, which is analyzed
through cockpit software installed on computer. The data for cylinder pressure with
respect to crank angle is used to obtain combustion performance parameters (i.e.,
peak pressure, rate of pressure rise, heat release rate, etc.). Technical specifications
followed by measuring uncertainty, sensitivity of pressure sensor, and resolution
crank angle encoder are listed in Table 2.

Table 2 Specifications of pressure sensor and crank angle encoder

Component Specifications Value/range

Pressure sensor Range in bar 0–250

Overload in bar 300

Sensitivity in pC/bar −17

Acceleration sensitivity in bar/g <0.0005

Temperature range in °C −20 to 400

Crank angle encoder Resolution 720 × 0.5°

Encoder type Optical

Speed range (1/min) 0–20,000

Operating temperature range (°C) −30 to 115

Crank angle resolution 0.1° CA
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Table 3 Properties: neat WCOME biodiesel and producer gas

S. No. Properties Units ASTM D6751 WCOME Producer gas

1 Kinematic viscosity cStat 40 °C 1.9–6.0 3.86 –

2 Density kg/m3 at 15 °C 860–900 868 1.01

3 Flash point °C >52 158 –

4 Pour point °C −15 to 16 −10 –

5 Calorific value MJ/kg >35.00 38.00 35.14

2.3 Test Fuel

2.3.1 Producer Gas

Producer gas or syngas was produced from a downdraft (biomass) gasifier using
sundried babool wood, which was cut into small pieces of 2.5 cm. The wood was
tested for moisture and ash contents, and it was found as 9% and 0.89%, while
calorific value of feedstock worked out to be 20.28 MJ/kg. Gasifier pipeline was
fitted with cooling-cleaning train to ensure the adequate cooling of hot producer
gas and cleaning of particulate matters. Cooling is carried out in two water spray
columns, while four tier-cleaning was done in course and fine sand bed filter. A
fire arrester is provided just before the gas-burner to prevent the back fire during
operation. Properly cooled and cleaned producer gas is burned at swirl-gas-burner
for testing. The colorless or bluish flame ensures adequate gas quality. From gas-
chromatograph available at IIT Delhi, the chemical composition of producer gas
components H2, N2, CO, CO2, and CH4 is obtained as 14.8%, 47.7, 15.2%, 22.3%,
and 0.0%, respectively. The properties of producer gas are listed in Table 3.

2.3.2 Waste Cooking Oil Methyl Ester

Waste or discarded cooking oil (WCO) after use was gathered out of local restaurants
and cafes in Delhi. It was filtered and heated to remove impurities and converted to
waste cooking oil methyl ester (WCOME) biodiesel through two-stage esterification
process using methyl alcohol and potassium hydroxide [21]. After esterification, the
phase separation method was used by leaving mixture in separating flasks for 16 h.
Glycerol was settled at the bottom and was removed leaving behind the WCOME.
Then WCOME was washed from the water to remove the catalyst impurities and
heated to evaporate the excess methanol. WCOME was tested thereafter for its fuel
properties at Enkay Test House, New Delhi. Table 3 presents these properties. The
WCOME biodiesel and diesel blend were prepared in proportion of 20% and 80%
and referred here as B20.
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2.4 Experimental Procedure

Initially, the vertical shaft of gasifier is charged with charcoal and woody feedstock
and then its top is closedwith lid. Blower is started to create required suction to induct
airflow through the gasifier without gasification for conducting the air leakage test.
After test, the gasifier is fired via air tiers with lighter. Producer gas is gently formed,
which is burned at the gas-burner. Initially, it burns with dark yellow–red flame and
then after ~15 min the flame turns bluish or even colorless, which is an indication
of enriched quality of producer gas suitable for engine use. The engine was started
and waits till warming up. Subsequently, the producer gas is allowed to induct into
gas-engine through a specially designed swirl-gas-carburetor as developed byKumar
and Sharma [18]. Substitution of the producer gas in gas-engine can be identified by
change in sound during combustion. DFE was tested for blending of green fuel via
experimentation in three differentmodes: neat dieselmode, B20WCOMEbiodiesel–
diesel mode without gas substitution and controlled producer gas substitution with
Pilot B20 WCOME biodiesel–diesel blend.

3 Results and Discussion

In response to WCOME biodiesel–diesel blend and producer gas, the injection pres-
sure and injection timing are fixed at 240 bars and 25° bTDC. The engine testing
was carried out at constant engine speed of 1500 (with uncertainty of ±50 rpm)
for neat diesel mode, B20 WCOME biodiesel–diesel blend and Pilot B20 WCOME
biodiesel–diesel with producer gas substitutions of 1 g/s, 2 g/s, and 3 g/s. The perfor-
mance parameter BTE and calorific value of B20 blend and producer gas are defined
in Appendix.

3.1 Combustion Performance

Effect of B20 blending and/or controlled producer gas substitutions on cylinder
pressure, heat release rate, rate of pressure change, and engine noise are presented.

3.1.1 In-Cylinder or Combustion Pressure

Trends of in-cylinder or combustion pressure against crank angle for neat diesel,
neat B20 WCOME biodiesel–diesel mode and pilot B20 WCOME biodiesel–diesel
with different controlled producer gas substitutions (i.e., 1 g/s, 2 g/s and 3 g/s) were
compared in Fig. 3. The pressure profiles for neat diesel mode are highest followed
by “neat B20 without producer gas substitution.” The trends of combustion pressure
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Fig. 3 Influence of blending/substitution of various green fuels on combustion pressure profile

profile decrease with increasing producer gas substitution with pilot B20 WCOME
biodiesel–diesel fuel. The peak combustion pressures for neat diesel, neat WCOME
biodiesel and pilot B20 with controlled producer gas substitutions, i.e., 1 g/s, 2 g/s,
and 3 g/s are observed to be 64.3, 62.9, 59.7, 58.2, and 55.8 bar, respectively.

Peak combustion pressure for a given load depends on fuel mixing, combus-
tion rate, and ignition delay. As B20 and/or lean producer gas are used as fuel, the
depressed peak pressure response is expected due to their poor combustion charac-
teristics. As substitution of lean producer gas increases more sluggish combustion
pressure response is observed, as expected.

3.1.2 Rate of Pressure Change and Engine Noise

The rate of pressure change affects the engine noise and thus engine life. The trends
of rate of pressure change and engine noise for all fuel combinations including neat
diesel, neatB20 forB20blending/gas substitution are highlighted.Unlike, in-cylinder
pressure, in neat diesel mode, the trend for rate of pressure change is lowest, while
highest for “producer gas substitution of 3 g/s with pilot B20” (Fig. 4). Similar trends
are observed for engine noise (refer Fig. 5).

In engine, peak of rate of pressure change largely depends on rate of combustion
during initial phase. The premixed phase or uncontrolled combustion depends upon
ignition delay and mixing quality of fuel throughout the delay period. As rate of
combustion for gaseous fuel is higher in premixed phase, it leads to higher rate of
pressure rise and higher noise inDFM.Any visible increase in rate of pressure change
indicates dependency of green fuel combinations on their combustion characteristics.
The fuel with relatively poor combustion characteristic reflects higher rate change
of pressure and thus higher engine noise or vibrations leading to short engine life.
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3.1.3 Heat Release Rate

Trends of heat release rate (HRR) for all fuel combinations are shown in Fig. 6.
It is revealed that trend of HRR with neat diesel fuel is highest followed by neat
B20 blend. In DFM using controlled producer gas substitution with pilot B20, these
trends of HRR decrease further with higher producer gas substitution.

The HRR depends on ignition delay and calorific value of fuel mixture. Higher
the calorific value, higher heat release rate can be expected. Such fuel combination
(i.e., neat B20 and/or pilot B20 with controlled producer gas substitutions) reflects
low calorific values and larger ignition delay periods, as a result lowering and late or
delay heat release rate patterns is expected at 80% engine load.
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Fig. 6 Influence of blending of various green fuels on heat release rate profile

3.2 Thermal Performance

Trends of all fuel combinations (i.e., neat diesel, neat B20, and pilot B20 with
producer gas substitutions) against entire engine load conditions have been discussed
for liquid fuel consumption, BTE, and EGT.

3.2.1 Diesel/B20 Biodiesel–Diesel Consumption Rate

Figure 7 highlights the trends of liquid fuel consumption for all fuel combinations.
The trend of fuel consumption for neat B20 is highest followed by neat diesel, while
pilot B20 consumption decreases with increased substitution of producer gas.

For pilot B20 with producer gas substitution, both the producer gas and B20
contribute to total energy intake. As substitution of producer gas increases, larger

Fig. 7 Influence of blending/substitution of green fuels on diesel/B20 WCOME biodiesel
consumption
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Fig. 8 Influence of blending/substitution of various green fuels on brake thermal efficiency

share of energy intake will be contributed by gas. Thus, share of pilot B20 biodiesel–
diesel decreases with increasing producer gas substitution.

3.2.2 Brake Thermal Efficiency

Figure 8 presents the inclination of brake thermal efficiency (BTE) for various green
fuels combination over the entire brake power range. The trends of BTE in neat diesel
mode, neat B20 WCOME biodiesel without gas substitution mode, and pilot B20
with different producer gas substitutions (i.e., 1 g/s, 2 g/s, and 3 g/s) was found to be
30.9%, 29.2%, 27.7%, and 25.6%, respectively. The highest BTE is clearly reflected
for neat diesel mode followed by neat B20 WCOME-diesel mode. The trends of
BTE decrease with higher producer gas substitution with pilot B20 fuel in dual fuel
mode.

The reason for reduction of BTE for neat B20 mode, pilot B20 with different
producer gas substitutions is due to poor spray characteristics due to high viscosity
of B20 WCOME biodiesel–diesel fuel followed by poor or slow combustion
characteristics of lean producer gas (i.e., slow burning fuel).

3.2.3 Exhaust Gas Temperature

The effect of all fuel combinations (i.e., blending/substitution) on engine exhaust
temperature (EGT) is presented in Fig. 9. In neat diesel mode, the trend of EGT is
lowest followed by neat B20 mode, while for DFM using pilot B20 with producer
gas substitutions, it is increase with higher producer gas substitution for entire load
range.

It is understandable, as we substitute more energy input either from B20
(low calorific value fuel) and/or lean producer gas (i.e., slow burning fuel with
higher ignition delay), the major part of energy release takes place during late
burning/combustion phase results in higher EGT and lower engine efficiency.
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Fig. 9 Influence of blending/substitution of various green fuels on exhaust gas temperature

For gas-engine in dual fuel engine, any blending of biodiesel–diesel or substitu-
tion of producer gas results in poor brake thermal efficiency, leading to higher B20
biodiesel–diesel consumption and slow burning (facilitate heat exchange to burnt
combustion products) due to higher ignition delay period and/or poor spray charac-
teristics ofB20 fuel especially in pilotmode.The fuel injectorwas designedoriginally
for dedicated diesel engine for full diesel supply. In dual fuel mode, however, the
supply of pilot liquid fuel is restricted due to substitution by gaseous fuel conse-
quences of which larger droplets size flowed by oil dribbling. As a result of all
such factors, in dual fuel mode, poor BTE followed by higher fuel consumption and
higher thermal energy loss through exhaust leading to higher EGT as compared to
neat diesel mode operation.

4 Conclusions

Dual fuel operations at constant engine speed of 1500± 50 rpmwith neat diesel fuel,
neat B20 WCOME biodiesel–diesel, and pilot B20 biodiesel–diesel with controlled
producer gas substitutions were carried to analyze the combustion performance
(i.e., in-cylinder or combustion pressure, peak pressure; rate of pressure change,
heat release rate, and engine noise) and thermal performance (i.e., diesel/biodiesel
consumption, BTH and EGT). Followings conclusions were deduced as:

1. Dual fuel engine operation is robust with pilot diesel fuel and renewable
producer gas substitution. Utilization as green fuel either in blending and/or
producer gas substitution is an attractive option to suppress dependency on
fossil diesel fuel.

2. In dual fuel engine, any blending of green fuels either in form of WCOME
biodiesel–diesel blend and/or substitution of producer gas results in
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(a) Poor combustion performance (i.e., lower in-cylinder or combustion pres-
sure, low heat release, higher rate of pressure change, and higher engine
noise) and

(b) Degrade thermal performance, i.e., lower BTE leading to increased fuel
consumption and higher EGT.

3. Although combustion and thermal performance of gas-engine deteriorated
with B20 WCOME biodiesel–diesel blending and/or substitution of controlled
producer gas, such option is benign to the ambient ensuring the sustainability
by mitigating the dependency on fossil diesel fuel.

Appendix

The brake thermal efficiency of dual fuel engine can be obtained as:

ηTh,b = Brake-power

ṁBiodieselCVBiodiesel + ṁPGCVPG
(1)

Here, ṁ and CV are the mass flow rate and calorific value, respectively, their
subscripts PG and biodiesel corresponds to producer gas and biodiesel respectively.
The calorific value of producer gas can be calculated from relation in terms of reactive
gas composition as:

CVPG = 12.64χCO + 10.76χH2 + 59.955χCH4 (2)

Hereχ is fractionof species in gas, its subscript is denotes the in termsof individual
calorific values of reactive species.

The calorific value of pilot biodiesel blend can be obtained as

CVBiodiesel = λWCOMECVWCOME + (1− λWCOME)CVWdiesel (3)

Here λ is mass fraction of WCOME biodiesel and diesel fuel. In this work, λ is
fixed at 0.2.
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Performance Enhancements of Solar
Dryers Using Integrated Thermal Energy
Storage: A Review

R. Senthil , G. Vijayan , Gauri Phadtare , and Bhupendra Gupta

1 Introduction

Solar energy is potentially available around 300 days annually in India. Solar energy
utilization has increased in the past few decades due to the awareness of global
warming by burning of fossil fuels for our thermal needs. Solar energy is primarily
in the formof heat and readily available to heating applicationswith a selective energy
conversion technique. Even though a diluted form, solar energy is effectively used
with solar flat plate collectors toward low-temperature applications. Solar drying is
popular in agriculture. The significant drawbacks of the open sun dryer are the longer
dryer time, manual work and food quality affected by the varying solar radiation as
well as atmospheric pollutants and weather. Mass production of dry products is in
demand due to the excess production and low consumption. Solar dryer has typically
employed aflat plate collectorwith orwithout secondary reflectors, dryer cabinwhere
the food grains to be placed, the blower in the forced convection dryers. Absorber
surface is one of the essential aspects to increase the temperature of flowing air.
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Fig. 1 Schematic layout of solar dryer and the possible locations of employing PCM in the collector
and drying chamber

Absorber tubes are preferable in the liquid collectors due to higher specific heat and
density. Extraction of heat energy by an air medium that is passing through the solar
collector. Figure 1 shows the possible ways of employing PCM in solar air heater
and dryer.

Heat transfer enhancedmainly due to an increase of collector area. The researchers
tested various absorber designs. Reflectors and concentrators attached to solar dryer
reduced the drying time and improved the efficiency of dryer [1]. Solar photovoltaic
panels used to power the fans to make the airflow to be a forced convection dryer.
Further, the chimney integrated into solar dryer improved the buoyancy of hot air
through the food grains [2]. Sun-drying involves the open sun-drying at the place of
harvest (in-situ) and elsewhere after post-harvest. Solar dryers are operating active
and passive modes. Natural circulation of hot air occurs in the passive systems due
to the buoyancy effects of air. In active systems, a blower circulates the airflow to
the collector and dryer. The passive integral type of solar dryers is classified further
into cabinet dryers and greenhouse dryers. PCM are used in the thermal management
systems [3]. The operating temperature of suitable PCM for a dryer is around 60 °C.
The selective PCMs are fatty acids, paraffin wax, salt hydrates, and eutectics. PCM
possesses higher energy density than sensible storage systems. Thermal conductivity
of PCM is the main drawback to the large-scale commercial deployment. In this
article, the recent advances of solar dryer with PCM are discussed.

2 Previous Studies

Several researchers have been investigated solar dryers in the past decades. Varying
solar intensity requires thermal energy storage (TES) to provide the required heat
to applications. Sreerag and Jithish [4] investigated the solar dryer with PCM. The
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incorporation of PCM provides a continuous heat supply to dryer chamber through
the heat discharge from the PCM. Agarwal and Sarviya [5, 6] studied PCM-based
heat exchanger to provide hot air to dry the food products. Most of the studies of
dryers with PCM involve paraffin and salt hydrates for drying of food products.
Vásquez et al. [7] demonstrated the use of the proper TES control system with solar
drying, the potential of energy savings could be around 80% when compared to
conventional drying. Jain et al. [8] developed mixtures of fatty acids to melt in the
rangeof 40–60 °C to solar dryers.Agarwal andSarviya [9] characterized commercial-
grade paraffin wax to utilize as PCM in solar dryer instead of technical grade PCM
through differential scanning calorimetry. Commercial-grade PCM is found to be
a cost-effective PCM for solar dryers. The energy stored in PCM is mainly latent
heat-based. Solar collectors frequently involve an absorber surface, which exchanges
the heat to the air.

Krishnan and Sivaraman [10] showed the thermal efficiency of solar dryer with
TES was improved by 50% than that of the conventional dryer. The effect of thermal
storagewas observed to sustain the required temperature for 3 h after sunset, and then
it decreased gradually. El Khadraoui et al. [11] investigated a solar dryer with the
PCM cavity. PCM cavity introduced in the dryer to act as a solar energy accumulator.
The temperature of the drying chamber was observed to be 4–16 °C higher than
ambient all over the night due to PCM. A model was used to predict the drying
kinetics and observed a reduction of drying time with PCM by 50% compared to the
dryer without PCM [12, 13]. Kaewpanha et al. [14] investigated 28.35 kg of paraffin
wax-based dryer to dry chilies during weak sunshine. Yadav and Chandramohan [15]
investigated the effect of air velocity during phase change of PCM.Melting improved
by higher airflow velocity, and the discharge process requires a lower air velocity to
supply hot air at 68 °C. High flow velocity was not recommended for heat retrieval
from PCM. Swami et al. [16] investigated a solar dryer with two PCM to dry fish. The
selection of a PCM-based dryer is to make the drying of fish around a temperature of
62 °C. Temperature control inside the drying chamber was attained with the help of
the TES unit. Yadav et al. [17] investigated the hot air coming from solar collectors
with PCM for drying applications, and drying process was observed to be continued
up to 10.00 pm due to heat stored in PCM. The preferable air flow velocity was
1–4 m/s for charging PCM and about 1 m/s for discharging PCM. Airflow velocity
influenced heat transfer. Bhardwaj et al. [18] investigated sensible and latent heat
materials and showed the PCM doubled the moisture removal rate. Elbahjaoui and
Qarnia [19] investigated alumina oxide-based paraffin wax for the flat plate solar
collectors. Reyes et al. [20] observed the overall efficiency of dryer with PCM in a
range of 56–76%. Vásquez et al. [21] studied a dynamic model of a solar dryer for
agricultural products with TES, using paraffin wax.

Babar et al. [22] studied the absorber temperature profile in the dryer to employ
PCM. The average temperature of the chamber was observed to be 23.5% more
because of PCM. Identification of thermal zones is essential to employ the PCM
to act as a thermal energy reservoir for drying. Iranmanesh et al. [23] showed the
overall drying efficiency with PCM was 39.9%. The incorporation of PCM to solar
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dryer improved the overall drying efficiency. Azaizia et al. [24] demonstrated PCM-
based dryer was around 7.5 °C higher than the non-PCM dryer throughout the night.
Reduction of moisture content of pepper about 95% was observed 30 h, 55 h, and
75 h for the non-PCM dryer, PCM-based dryer, and open sun dryer, respectively.
The greenhouse solar dryer with PCM proves effective in drying.

Saw tooth-shaped absorber, along with PCM in the TES system, was investigated
by Babu et al. [25]. The sawtooth shape absorbed solar radiation effectively, and
the attached paraffin storage tank stores latent heat for a long time. A total of 20
aluminum pipes of 1 mm thick are used to provide hot water from 6 to 8 am. Srivas-
tava and Shukla [26] carried out an experimental validation on solar dryer with PCM.
The dryer with PCM stored heat and the drying is done for a long time with temper-
ature regulation [27]. The temperature of PCM remains high after several cycles of
operations. To make a solar air dryer reliable, the heat pipes were used during the
day, containing water inside and in PCM [28]. The heat pipe helped to maintain a
small temperature difference to PCM by making a flat plate solar air dryer contain
heat pipes and PCM.

Atalay [29] compared a pebble-stone-based packed-bed with PCM storage in a
solar dryer. The efficiency of the PCM-based dryer is minimal to the packed bed-
based dryer, but the economic point of view packed-bed was about 10% lower. PCM
usually is encapsulated into a container to increase the surface area available to
the heat transfer. The container size and fin dimensions [30] and orientation play
an essential role in the charging of PCM [31], and the arrangement of PCM is
also essential to obtain the maximum benefits of TES [32, 33]. An increase in air
temperature reduced the power consumption, but the mass flow rate increased the
power [34]. A solar dryer using engine oil and PCM improved drying by 43.75%
[35]. Khouya [36] investigated the method of reduction of drying time using several
methods to dry the hardwood solar kiln. The drying time reduces with the decrease
in thickness of wood-boards and increase in collector area. The use of TES reduces
the drying time up to 60%. Lamrani and Draoui [37] showed a packed-bed storage
reduced the drying time by about 15% and reduces the payback period by 33%. Four
different concentrations of aluminum nanoparticle such as 0%, 0.5%, 1.0% and 1.55
with paraffin were used as heat energy storage element in hybrid-solar dryer [38].
The percentage reduction of drying time of dryer with and without PCM is illustrated
in Fig. 2.

Fig. 2 Percentage of
reduction of drying time with
TES integrated with solar
dryer from the literature 34.5 
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Heat energy storage capacity was improved for increased nanoparticle concentra-
tion up to 1.0% in PCM. As economics point of view, the 1.0% alumina with PCM
was recommended, for drying agro-product, due to its reversibility. Ndukwu et al.
[39] demonstratedwind-powered solar dryerwith glycerol as PCMwith lower drying
time under the ambient temperature of 24–50 °C and humidity of about 10–52%.
Poblete and Painemal [40] determined thermal efficiency of solar dryer with and
without TES was 37.8% and 22.2%, respectively. The salient points are discussed in
the next section.

3 Discussion

Utilization of PCM in dryer certainly improves the moisture removal rate from the
food grains and agricultural crops. The dryer with PCM is observed to be safe
and does not deteriorating the quality of food. Sometimes, the packed-bed storage
using sensible heat materials like pebbles is observed economically effective when
compared to PCM. However, the productivity due to longer duration for heat storage
and compactness of the dryer is promising in the case of PCM. PCM with sensible
heat medium and composite PCM were found to be useful to observe the faster rate
of heat transfer in the TES. Most researched PCM with solar dryer is observed to
be paraffin wax due to its optimum operating temperature of dryers and the organic
nature as well as cost-effectiveness. The summary of the performance enhancement
of solar dryer with PCM (paraffin wax) is given in Table 1.

The solar dryer with TES produced higher temperature and lower RH in dryer.
Fluid flow velocity is to be optimized for the TES-based solar dryers to attain an
effective drying rate. Due to low-temperature operation of solar dryers, copper tubes
are preferring PCM side to enhance the heat transfer. TES unit is used as a supple-
mentary heat source, storage for after sunshine hours, and thus, TES plays a vital role
to improve the overall drying performance of solar dryers. Due to low-temperature

Table 1 Performance enhancement of solar dryer with paraffin wax as PCM

Performance enhancements References

Lower discharge velocity of air was required to provide the
heat

Yadav and Chandramohan [15]

TES unit acts as a temperature control Swami et al. [16]

Suitable air velocity for charging and discharging of PCM was
1 to 4 m/s and 1 m/s, respectively

Yadav et al. [17]

Overall efficiency was in the range of 56–76% Reyes et al. [20]

PCM-based dryer showed a temperature of 7.5 °C more than
that of the non-PCM dryer

Azaizia et al. [24]

Drying efficiency of solar dryer with PCM was observed to be
39.9%

Iranmanesh et al. [15]
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operation, nanoparticles are added as thermal conductivity enhancers to PCM. The
PCM behavior is to be improved to reach large-scale commercial applications of
solar dryers with PCM.

4 Conclusions

From the literature, the PCM used in solar dryer was studied by several researchers.
The major conclusions are given below.

• PCM inclusion improved the drying performance of solar dryers. The reduction
of drying duration was possible up to 60%.

• Solar dryer with PCM is found to be safe for foods.
• PCM container selection plays a vital role in providing heat transfer augmentation

and the safety against the leakage of liquid PCM into the air.
• Heat pipes inside the PCM are a useful enhancement method used in the PCM-

based solar dryer.
• Solar PV panels are used as the preheating sections for the solar dryers.
• The airflow velocity influences the PCM behavior and drying rate. Higher and

lower air velocities are desirable for heating and cooling of PCM, respectively.
The air velocity could be optimized to obtain a longer drying time.

• The solar dryers with TES are used for several applications ranges from domestic
to industrial purposes.

• Hybrid applications like wind and biomass-powered solar dryers are observed to
be fully reliant on renewable sources of energy.
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Comparative Analysis of the Engine
Emissions from CI Engine Using
Diesel–Biodiesel–Ethanol Blends

Neeraj Budhraja , Amit Pal , Manish Jain , and R. S. Mishra

1 Introduction

Increasing oil prices and environmental degradation due to the burning of petroleum
products is forcing us to look for energy sources which make the way for the replace-
ment of petroleum products. Alternative source as biodiesel was suggested by many
researchers [1–3]. Some of the oils used for the production of biodiesel are linseed
oil [4], karanja oil [5], castor oil [6], palm oil [7], mahua oil [8], neem oil [9], and
thumba oil [10], but they require some treatments before being used as CI engine
fuels. Since the physiochemical properties of biodiesel are still higher than to be
directly used in CI engines, blending is a better solution for this problem.

A 25% blending of biodiesel (rapeseed-based biodiesel) with diesel showed a
reduction in CO2 whereas the rise in NOX emissions [11]. Another way is using
ethanol–diesel blends, ethanol in diesel NOX , CO2, and smoke at higher load with
the expense of reduced cetane number and high heat value [12]. Alcohol (methanol)
and biodiesel (jatropha-based biodiesel) blends were also tested, thermal efficiency
has been increasedmarginally due to the quick burning ofmethanol resulting in better
heat releasing rate [13]. Another study showed that BE20 (80% biodiesel and 20%
ethanol) reduced consumption of fuel and emissions like CO and HC were lowered
due to proper combustion resulting fromhigh exhaust temperature [14]. In the current
study, the blends of diesel, biodiesel, and ethanolwere prepared to test inCI engine for
engine emissions. Before the test was conducted, various physiochemical properties
are density, calorific value, and kinematic viscosity. Thus, the current study has
determined the economical, highly efficient, and environmentally friendly biodiesel–
ethanol–diesel blend for CI engines.
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2 Materials and Methods

2.1 Materials

The waste cooking oil collected from the college canteen was used to produce
biodiesel and the ethanol used was of industrial grade. The blends were prepared
from different fractions of biodiesel, ethanol, and diesel, respectively. The various
blends thus prepared were D90B5E5, D85B10E5, D75B15E10, and D70B20E10,
where D90B5E5 stands for 90% diesel, 5% biodiesel, and 5% ethanol; D85B10E5
stands for 85% diesel, 10% biodiesel, and 5% ethanol; D75B15E10 stands for 75%
diesel, 15% biodiesel, and 10% ethanol; and D70B20E10 stands for 70% diesel, 20%
biodiesel, and 10% ethanol, respectively.

2.2 Experimental Setup and Procedure

A schematic diagram of constant speed diesel engine test setup having 1 cylinder
with 4-stroke, 661 cc diesel engine, andwater-cooled;mountedwith a fuelmeasuring
unit attachment model: FF0.012 made of glass used for the test runs was shown in
Fig. 1. The power at 1500 rpm was 3.5 kW, the stroke length was 110 mm, the bore
diameter was 87.5 mm, and CR was about 18. The eddy current-type dynamometer
Model AG10 and a Eureka made neoprene packed rotameter model PG5 having a

Fig. 1 A schematic diagram of the constant speed diesel engine test setup
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flow rate of 25–250 lph were used. For load indication, a Selectron manufactured
load indicator model PIC 152-B2 having a range of 85–270 VAC and retransmission
output range 4–20 mA was mounted.

The viscometer used to measure the kinematic viscosity and density of the blends
was Stabinger Viscometer-SVM 3000 manufactured by ‘Anton Paar India Pvt. Ltd,’
with the kinematic viscosity range between 0.2 × 10–6 and 30,000 × 10–6 m2/s
while the density range between 600 and 3000 kg/m3. However, the calorific value
was measured by ‘Parr 6100’ calorimeter.

An AVL DiGas 444 with LC display and automatic water separator, with test gas
fine filter, was used to measure the relative constituents of certain engine exhaust
gases. High precision measurement was done for measuring the various emissions
likeCO,HC,CO2, and oxides of nitrogen (NOX ), respectively. Tomeasure the opacity
of exhaust gases, an AVL437c smoke meter was used. The various blends prepared
were test run on the constant compression ratio diesel engine and the composition
of the gases in the engine emissions were measured.

3 Results and Discussions

3.1 Fuel Properties

The average of three readings was taken for the various properties like density,
specific gravity, kinematic viscosity, and calorific value as shown in Table 1 for
different samples.

The density of neat diesel was found to be 835.7 kg/m3 whereas the density of
neat biodiesel was found to be the maximum (i.e., 904.7 kg/m3) among all samples.
Ethanol was having the lowest density of 789.2 kg/m3 among all samples. Since
the ethanol content was just 5–10%, thus, the density of a blend depends on the
diesel and biodiesel contents present in the blend. The blend D70 B20 E10 has
844.9 kg/m3 and blend D90B5E5 has 836.8 kg/m3 densities, respectively. The higher

Table 1 Desirable properties of different samples

Blends Density (kg/m3) Specific gravity Kinematic viscosity
(m2/s)

Calorific value (J/kg)

Neat diesel 835.7 0.8382 3.4526 × 10–6 45.24 × 106

Ethanol 789.2 0.7916 1.5142 × 10–6 29.62 × 106

Neat biodiesel 904.7 0.9074 9.9919 × 10–6 38.28 × 106

D70 B20 E10 844.9 0.8474 4.5666 × 10–6 42.29 × 106

D75 B15 E10 841.4 0.8439 4.2397 × 10–6 42.63 × 106

D85 B10 E5 840.3 0.8428 4.0096 × 10–6 43.76 × 106

D90 B5 E5 836.8 0.8393 3.6826 × 10–6 44.11 × 106
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the biodiesel content, the higher the density. Specific gravity has the same trend as
density. Neat biodiesel has the highest value 0.9074, D70B20E10 has 0.8474, and
D90B5E5 has 0.8393 of specific gravity, respectively. While the kinematic viscosity
of neat biodiesel was measured 3 times the kinematic viscosity of neat diesel, i.e.,
9.9919 × 10–6 m2/s while kinematic viscosity of ethanol was measured minimum
(1.5142× 10–6 m2/s). Blending reduced the kinematic viscosity in the same manner
as density and specific gravity, and the reduction was considerably low as 4.5666 ×
10–6 m2/s for D70B20E10 and 3.6826 × 10–6 m2/s for D90B5E5.

The measured calorific value (CV) of neat biodiesel was 38.28 × 106 J/kg while
neat diesel has a measured calorific value of about 45.24× 106 J/kg. The CV should
be as high as possible but blending reduced the CV to 44.11× 106 J/kg for D90B5B5
and 42.29 × 106 J/kg for D70B20E10 due to the increased biodiesel content in the
blends. As seen from the above results, the blends so prepared were having very
close values of desirable properties when considered with commercially available
neat diesel. And thus, they can be used as IC engine fuel soon.

3.2 Engine Emissions

Carbonmonoxide. The variation of CO emission with increased loading conditions
is shown in Fig. 2. The CO emissions for neat diesel were higher than all the blends
for loads from 0.7 to 15.2 kg. The CO emissions showed an elevation after a 3 kg load
for all the samples.While at higher loads, more than 7 kg, a reduction of about 17.8%
in CO emissions for D90B5E5 blend and about 50.6% reduction for D70B20E10
blend was seen as compared to neat diesel while Yilmaz et al. [3] noticed maximum
6.7% CO reduction. The extra oxygen provided by ethanol for complete combustion

Fig. 2 Load (in kg) versus CO concentration curves for all samples
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Fig. 3 Load (in kg) versus HC emissions curves for all samples

of fuel is the main reason for CO reduction. The extra oxygen oxidizes CO gas to
CO2 thus reducing CO emissions in the exhaust.

Hydrocarbon. Load (in kg) versus unburnt hydrocarbons (in vol%) curves for neat
diesel and all the blends are shown in Fig. 3. From the figure, it was observed that
blending reduces hydrocarbon (HC) emissions as compared to neat diesel fuel. The
extra oxygen from ethanol and biodiesel structure helps in the better combustion of
fuel in the combustion chamber. The maximum HC emissions measured for neat
diesel fuel was about 20–30% above the different blends. Nearly 20.2% of HC
emission was reduced by D90B5E5 blend and about 44.9% of HC emission was
reduced by D70B20E10 blend however about 34% reduction were measured for
higher load conditions byNayak andPattanaik [8]. Thus,makingblends lowpolluting
fuels than neat diesel.

Carbon dioxide. The curves of emissions of CO2 with varying load for all samples
are shown in Fig. 4. The CO2 emissions from the exhaust showed a steady rise with
the load from 0.7 to 15.2 kg, while it was observed that the CO2 emissions increased
with increased concentration of biodiesel and ethanolwithin the blends. This increase
in CO2 emission was due to the improved oxidation of fuel by extra oxygen provided
by ethanol in the combustion chamber. At loads higher than 9 kg, an average increase
of 3.7% is seen in the D90B5E5 blend while the D70B20E10 blend gives an average
increase of 45.7% CO2 emissions, respectively. Higher CO2 emissions in exhaust
gases are an indication of the proper burning of fuel.

Oxides of nitrogen. Another emission which increases with biodiesel concentration
in the blend is NOX emission, as clearly seen from Fig. 5. The NOX emissions in
the exhaust were measured as 1 ppm for neat diesel at 0.7 kg load and 310 ppm for
D70B20E10 blend at 15.2 kg load. A considerable rise of NOX emission was due
to the high temperature achieved during the combustion of fuel in the cylinder at
higher loads. An average rise in NOX emissions was measured by nearly 10.1% for
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Fig. 4 Load (in kg) versus CO2 emission curves for all samples

Fig. 5 Load (in kg) versus NOX emissions curves for all samples

the D90B5E5 blend and 44.4% for the D70B20E10 blend as compared to neat diesel
emissions at higher loads while Nayak and Pattanaik [8] measured 25% increase in
NOX . Thus, the various techniques can be used to minimize NOX emissions in the
exhaust gases.

Smoke opacity. To understand the smoke opacity (OPA) affect with load variation
is shown in Fig. 6. The OPA is due to the soot content present in the exhaust. A
consistent elevation in OPA was shown with the rise in load from 0.7 to 15.2 kg. It
was seen a 11.8% reduction in OPA for D90B5E5 and a 30.3% reduction in OPA for
D70B20E10 at higher loading conditions. However, Pal et al. [10] measured about
10% reduction in OPA. The extra oxygen content from ethanol helps in the proper
combustion of the fuel reducing the soot content in the exhaust while the other reason
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Fig. 6 Load (in kg) versus smoke opacity (in %) curves for all samples

for reduced soot content was lower chains of hydrocarbons present in the blends. This
results in less smoky exhaust at higher load conditions.

4 Conclusions

The diesel, biodiesel, and ethanol blends were prepared with biodiesel in the range
of 5–20 vol% and ethanol with 5% and 10% by volume. The desirable properties
of all the blends were measured to see the compatibility of the blends to the CI
engine without any modifications. The engine emissions were then measured to
check the effectiveness of the blending for reductions in the engine emissions. The
results showed that the blending reduced about 18–51% of CO emissions and nearly
20–45% of HCs at higher loads, whereas the complete combustion and the high-
temperature generation in the engine cylinder raised on an average of 4–45% CO2

emissions and 10–44% NOX emissions with different blends. Smoke opacity (OPA)
is another major issue with diesel engines which is due to the presence of soot content
in the exhaust. OPA was reduced by blending with lower chains of HC. And thus,
the results showed an effective reduction of about 12–30% in the OPA from engine
exhaust.

The experimentation showed that a significant amount of pollution can be reduced
by blending biodiesel and ethanol in neat diesel. However, various exhaust treatment
methods need to be established for controlling augmented NOX emissions.
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Nozzle Design for Intake Manifold
for KTM 500 EXC Engine
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Nomenclature

A Area
ABDC After Bottom Dead Centre
ATDC After Top Dead Centre
BBDC Before Bottom Dead Centre
CAD Computer-Aided Design
CFD Computational Fluid Dynamics
EVC Exhaust Valve Closes
EVO Exhaust Valve Opens
IVC Intake Valve Closes
IVO Intake Valve Opens
M Mach number
ṁ Mass flow rate
pt Total pressure
R Gas constant
STL Stereolithography
T t Total temperature
γ Specific heat ratio
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1 Introduction

Formula SAE (FSAE) is an internationally renowned engineering design competi-
tion organised by SAE International. The competition is based on a concept where
a fictional manufacturing firm contracts a student engineer team to conceive and
fabricate a small open cockpit, open wheeled race car. The prototype race car will
be evaluated on the basis of its potential as a production item. Each student team
designs, builds and tests a prototype based on a series of rules, whose purpose is
both ensuring on-track safety (the cars are driven by the students themselves) and
promoting clever problem-solving. One of the pivotal rules of the competition is
those regarding the power unit. The rules specify that all combustion power units
used in the competition should be engines less than 710 cc used in conjunction with
a 20 mm inner diameter restrictor placed before the intake system to limit the air
entering the engine [1].

The venturi is one of the most crucial components of the of the intake manifold
system as it primarily limits the amount of air that can be used by the engine. A poorly
designed venturi can drastically reduce the power produced by the engine and its
volumetric efficiency. Hence, it was justified to spend our resources on researching
and designing the most apt venturi for our system.

The FSAE team of Delhi Technological University, Team Defianz Racing partic-
ipated in FS Czech 2019. The team employed a KTM 500 EXC engine as its power
unit. An intake manifold in conjunction with a restrictor was designed to compen-
sate for the power loss caused by the restrictor. The intake manifold system that was
employed in the competition included: elliptically profiled bell mouth, a throttle body
of inner diameter 28mm, a 12–6 venturi (converging angle= 12° and diverging angle
= 6°, throughout the paper this nomenclature will be used) to complywith the 20mm
restrictor rule [1], a plenum of 2.8 L volume and a runner 278 mm length and 42 mm
diameter (as shown in Fig. 1). The following exercise is an attempt to optimise the
design of the converging–diverging nozzle to extract maximum performance from
the available manifold system.

Conventionally, in place of a 20 mm restrictor a converging–diverging nozzle or a
venturi in used. The contributions made by Jawad [2] and Mattarelli [3] in this field
were significant. Jawad [2] investigated the effect of diverging angles experimentally
on the flow bench. Mattarelli [3] performed CFD simulations on a numerous venturi
configurations. Chen [4] and Singhal [5] did a very comprehensive study of the effect
of these parameters on the flow properties.

Instead of a conventional straight profile venturi, Byam [6] experimentally tested
the effect of an arc shaped converging section of the venturi. He proved that a venturi
with an arc-shaped converging section attained sonic flow much sooner than the
conventional venturi [6]. Deshpande [7] proposed the use of De-Laval and Bell
nozzle over the conventional venturi for space saving. Hence, CFD simulations have
been performed on various converging and diverging angles of venturi for straight
and curved arc-shaped profiles for nozzles to study their effect on flow properties.



Nozzle Design for Intake Manifold for KTM 500 EXC Engine 373

Thereafter, to study the effect of change of venturi geometries on the engine’s
performance, 1-D simulations were done using Ricardo WAVE. Dragoiu [8], Ceviz
[9] and Seshadri [10] studied the effects of various intake manifold parameters like
plenum volume and runner length on the engine’s performance with the help of 1-D
modelling. Calvo [11] and Cordon [12] used the WaveMesher tool from the Ricardo
suite to model the complex geometries in their intake systems and then studied
the effects of varying certain intake manifold. On the other hand, Claywell [13]
used 1-D/3-D coupled simulations using Ricardo WAVE and VECTIS to simulate
the complex flows inside the intake manifold. WaveMesher was used to model the
curved profile geometries to study the effect of change in converging and diverging
angles on the brake power and torque output of the engine.

In this paper, the application of both straight and curved profiled nozzles has been
studied. Furthermore, the effect of using a curved nozzle whose design is adapted
from rocket nozzles insteadof a straight convergingnozzle on the conventional engine
has been considered. Moreover, to study the effect of the varying nozzle design on
the performance curves and the volumetric efficiency of the engine, these designs
were simulated in Ricardo WAVE.

The ultimate aim of the whole exercise was to improve the performance of our car
on-track in the competition. Conventionally, in the design of any intake or exhaust
system a particular RPM range is targeted and then engine’s power and torque are
maximised in that particular RPM range. An alternative approach is adopted in this
paper, by using the pointmass lap time simulation tool, OptimumLap, to qualitatively
analyse how any increase or decrease in brake power and torque, due to change in
the intake nozzle design, affected the lap time of our car on-track. Hence, using
OptimumLap, we were able to observe the effects of changing the geometry of the
nozzle directly in the terms of the car’s lap times.

Fig. 1 Intake manifold layout
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2 Computational Fluid Dynamic (CFD) Simulations

2.1 Turbulence Models

FLUENT provides the user with three different turbulence models to model viscous
turbulence, i.e. Spalart–Allmaras, K-Epsilon and K-Omega.

Choosing the Correct Turbulence Model

Literature review shows that the above-mentioned turbulence models, given the right
set up, are capable of simulating the flows present within the nozzle. It was observed
that the Spalart–Allmaras model required least time to converge as well as least
number of iterations. Both the k-ε model and the k-ω model took longer for each
iteration aswell as to converge to afinal solution.However, upon studying the velocity
profiles of the converged solutions in each case, the turbulent velocity profile of the
k-ω model look much closer to a fully developed profile. Hence, it can be concluded
that the k-ω model was most suited to the conditions present in the intake manifold
as it provided the most accurate results despite a longer simulation period.

2.2 Meshing and Simulation

The venturi of an intake manifold is a very crucial part of the intake system as it
is designed to overcome the ultimate restriction on the mass of air that can enter
the engine’s combustion chamber and consequently the amount of power output
produced by the engine. Hence, it was necessary to extensively study and design
the venturi of the intake system. Therefore, the venturi is designed as close to the
choking limit as possible while still being relevant to our application. To model
such a scenario, the simulation is designed with boundary conditions at its inlet as
a pressure inlet with atmospheric pressure and its outlet as a mass flow outlet with
fixed mass flow rate. This mass flow rate can be calculated assuming the flow is ideal
compressible gas using the following formula [14]:

ṁ = A ∗ pt√
Tt

∗
√

γ

R
∗ M ∗

(
1 + γ − 1

2
M2

)− γ+1
2(γ−1)

(1)

The variables are substituted with the following values:

• A = 0.000314 m2

• pt = 101,325 Pa
• T t = 300 K
• γ = 1.4
• R = 0.286 kJ/kg K
• M = 0.7.
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A mass flow rate of 0.069 kg/s was calculated as a result.
The model used for the simulations is an axis-symmetric representation of the

venturi to take advantage of FLUENT’s capability to simulate a complete three-
dimensional flow based upon a two-dimensional cross section.

As Fig. 2 shows, the two-dimensional mesh can have higher cell counts and
refinement without being as computationally expensive as the three-dimensional
mesh. The CAD model of the venturi was designed on SolidWorks software and the
imported into the CFD software ANSYS FLUENT.

Mesh Independency

The simulation for mesh independency was done on an arbitrary venturi design with
12–6 venturi. Ten different iterations of meshes with cell counts varying from 128 to
40,331 total cells were generated. The pressure recovery at the outlet from the inlet
was used as a marker for the accuracy and reliability of the mesh. Figure 3 depicts the
drop in pressure across the nozzle in each iteration of the mesh. It can be seen that the
pressure drops across the nozzle has varied from 1950 to 2789 Pa as the refinement
of the meshes increased. It can also be observed that this variation is much lesser for

(a) (b)

Fig. 2 Comparison of 2-D meshes (a) and 3-D meshes (b)

Fig. 3 Variation of pressure drop with cell count
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meshes of cell count higher than 4000. It was also observed that the simulation time
increased drastically for iterations of cell counts higher than 18,000.

Hence, the mesh settings used in the iteration number 6 were chosen as a standard
setting for the simulations to be conducted as it provided the most accurate results
with an acceptable computational time period.

Simulation

The design parameters of the venturi that could be varied were the converging angle
and the diverging angle of the venturi as the radii at the throat, the inlet and the outlet
were fixed due to spatial constraints, competition rules as well as the design of the
plenum. The converging angle and the diverging angle of the venturi were varied
in two methods. The first method involved varying the angles of the converging
and diverging sections while maintaining linear, straight-line profiles. The second
method involved varying the angles of the converging and diverging sections but
with curved constant radius profiles. Each iteration was simulated to the same order
of convergence which was when all residuals were below 10–6.

3 Ricardo WAVE Simulations

WAVE is a one-dimensional engine simulation and gas dynamics software package.
It is a computer-aided engineering code developed by Ricardo Software to analyse
the dynamics of mass flows, pressure waves, energy losses in ducts, plenums, and
the manifolds of various systems and machines [15]. Virtually any intake, exhaust
and combustion system configuration can be simulated on RicardoWAVE to find out
changes in performance curves [16]. This software construes the originally intended
three-dimensional simulation into numerous one-dimensional simulations [17].

3.1 Setup

The setup of the model required engine data, some of which was obtained from the
service manual of the engine and the rest was measured manually by disassembling
the engine, which is shown in Table 1.

Rest of the required inputs were intake and exhaust ports geometry and valve
lift profiles. This was done by 3-D scanning of the cylinder head and camshafts.
To capture a realistic flow of air inside the engine, it was extremely important to
get the geometries of the ports. From the CAD model of the cam shaft, the valve
lift profile was computed. And with the help of the CAD model of the cylinder
head, intake design and geometry and the exhaust ports were computed. All of this
data and engine specifications shown in Table 1 were used to create a model of
the engine. In order to model and simulate the curved profiles of the bell nozzle
in the WaveBuild environment, WaveMesher was used. WaveMesher is a graphical
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Table 1 Engine specifications

Bore 95 mm

Stroke 72 mm

Length of connecting rod 122 mm

Compression ratio 11.8:1

Intake Number of valves 2

Valve diameter 40 mm

Valve lift 10 mm

Exhaust Number of valves 2

Valve diameter 30 mm

Valve lift 9 mm

Valve event timings IVO 6.5° BTDC

IVC 46.5° ABDC

EVO 50° BBDC

EVC 4° ATDC

Fuel type Gasoline

Fuel delivery Port fuel injection

Combustion model SI Wiebe combustion

Heat transfer model Woschni heat transfer

pre-processor for creating WAVE models from true 3-D, CAD-generated geometry.
WaveMesher imports CAD-triangulated geometry in STL format. The CAD models
of the geometries were created using SolidWorks, which were then converted into
STL format and then imported into the WaveMesher environment. Cutting planes
are used to chop the geometry into bodies representing ducts, y-junctions, or orifices.
Once the bodies are defined, WaveMesher automatically generates a WAVE element
for each body [15]. The division of the bell nozzle in to ducts is shown in Fig. 4.

The stock silencer was modelled as it was intended to be used in the competition.
Disassembly of the silencer was done to measure its exact specifications for the

Fig. 4 Discretization of bell nozzle in the WaveMesher environment
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Fig. 5 Ricardo WAVE model with 3-D CAD generated geometries

perforation density. The complete model of the whole system with the intake and the
exhaust configuration is shown in Fig. 5.

4 Point Mass Lap Time Simulations

The main objective of any change in the car is to get the fastest lap time possible out
of it. The objectives of a race car project are always targeted towards the maximum
performance out of the setup with rule constraints of the competition. Designing and
manufacturing a one-of-a-kind vehicle prototype can be a very expensive and time-
consumingprocess, especially if each change in the vehicle needs to be testedon-track
for its viability. In order to avoid expensive manufacturing of different iterations and
hence save time and money, the usage of lap time simulation is justified. Please note
that the software does not give the absolute lap times. The key objective of the lap
time simulation software is to give relative lap times on different changes made to the
vehicle setup in order to get the optimum performance [18]. The software helps to get
the fastest time from a particular setup which can be varied for better performance
[19].

4.1 Results

Upon simulating all iterations and comparing the results of the CFD simulations,
it can be noted that increasing the converging angle leads to lower pressure drops
across the nozzle for curved profiles, but the converse is true for the straight-line
profiles where increasing the converging angle leads to larger pressure drops across
the nozzle. This can be clearly observed in the graphs depicting the pressure drops
across the nozzle for varying converging angles of the nozzle (for both straight-line
and curved profiles) in Fig. 6. It should also be noted that nozzles with curved profiles
in their converging sections attain much better pressure recovery compared to the
straight profiled nozzles at larger angles of converging sections (>20°).

In the case of diverging angles, it was observed that increasing the diverging angle
of the venturi with curved profiles does lead to a drop in the pressure drop across the
venturi but beyond 10°, it leads to an increase in pressure drop across the nozzle for
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Fig. 6 Variation of pressure drop with converging angle of the nozzle

both curved profiles and hence poorer pressure recovery at the pressure outlet. The
same behaviour can be observed while increasing the diverging angles of the venturi
with straight-line profiles but the increase in pressure drop happens sooner at angles
greater than 5°.

This has been shown clearly in the graph depicting pressure drop across the nozzle
for varying diverging angles of the nozzle (for both straight-line and curved profiles)
in Fig. 7. It can also be observed that the pressure drop across the nozzle is much
significantly lower for nozzles with curved profiles in their diverging sections.

The torque and the power curves were observed for each of the nozzle geometries.
The overall motive was to maximise the mass flow of air entering the combustion
chamber, hence maximising the volumetric efficiency. It was observed that the volu-
metric efficiency had a direct impact on the torque produced by the engine and the
power curve was relatively less sensitive to the changes in the engine’s volumetric
efficiency. WavePost is graphical post-processor of the Ricardo WAVE simulations.

Fig. 7 Variation of pressure drop with diverging angle of the nozzle
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Fig. 8 Variation of torque output with RPM for different diverging angles of the nozzle

It was used to obtain the desired graphs then the visualisation and the comparison of
the curves for different nozzle designs was done.

Firstly, the torque curves for different converging angles of then straight nozzle
profiles were compared keeping the diverging angle to be 6°. It was observed that
there was a slight increase in the torque output between 5800 and 7000 RPM for
the nozzle with the converging angle of 12°. Then, the torque curves for different
diverging angles of straight nozzle profiles were compared, keeping the converging
angle of the nozzle to be 12°. As shown in Fig. 8, it was observed that the diverging
angle of the nozzle had a substantial and considerable impact on the engine’s torque
output, in contrast with the effect of varying the converging angles.

The nozzle with the diverging angle of 2° showed a significant increase in the
torque between 4600 and 7000 RPM.

Thereafter, the comparison of torque outputs of the bell nozzles with the straight
profile nozzles was done as shown in Figs. 9 and 10.

Thereafter, lap time simulations were done to study change in lap time for varying
power factors (batch simulation). Figure 11 shows the power factor batch simulation
which is a stepwise increase in the power percentage in order to observe the changes
in the lap time.

5 Conclusion

Upon comparing various designs of converging–diverging nozzles, simulating
various angles and geometries using CFD in ANSYS, it can be concluded that a 25–
10 curved converging and diverging nozzle provides the least pressure drop within
the spatial as well as manufacturing constraints present. This conclusion is based
on the results obtained that curved profiles nozzles provide better pressure recovery
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Fig. 9 Variation of torque output with RPM for a 12° converging angle for a nozzle of straight and
bell profiles in their diverging sections

Fig. 10 Variation of torque output with RPM for a 6° diverging angle for a nozzle of straight and
bell profiles in their converging sections

compared to their straight profiles counterparts and the fact that the selected 25–10
curved converging–diverging nozzle provides a 32.4% decrease in pressure drop as
opposed to 12–6 straight profile nozzle.

The nozzle geometriesmadewith the help ofCFDwere then simulated inRiccardo
WAVE to study the effect of change in nozzle geometry on the brake power and torque
output of the engine. It was found that a 25–10 bell nozzle provided a maximum
of 2.6% increase in brake power at 7000 RPM and a maximum 2.6% increase in
brake torque at 7000 RPM. The performance curves computed with the help of
WAVE simulations were fed into OptimumLap to compute how these changes in the
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Fig. 11 Lap time(s) versus power scaling factor (1.25% steps)

performance affected the lap times of our car. It was found that the selected geometry,
i.e. 25–10 nozzle, produced a lap time of 83.3 s while the base geometry produced
a slower lap time of 84.03 s.
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Performance and Exergy Analysis
of Single Slope Passive Solar Still
in Clear Sky Condition

Ravi Kant and Anil Kumar

Nomenclature

As Area of solar still
Ėx Exergy
I (t), I Global solar radiation, solar radiation (W/m2)
L Latent heat of vaporization of water
ṁ Yield (kg/h)
T Temperature (°K)

Subscripts

a Ambient
d Diffused
ew Water
g Global
in Input
ic Collector input
igs Inner glass
oc Collector outlet
ogs Outer glass
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Greek Letters

η Efficiency

1 Introduction

Water is a necessary part of life. Life is not conceivable on earth without water. There
is a critical need for cleanwater for the survival of people on earth. Around 70%of the
earth’s surface is covered with water. Seas and oceans contain 97% of earth’s water
reserve which is salty water (30,000–35,000 ppm) and accordingly not reasonable
for human utilization. Just 3% of the total water resources on the surface of the earth
have freshwater. Over 2% of clean water is solidified as ice sheets and ice hinders in
the polar locale and rest of clean water (under 1%) are found in the waterways, lakes,
lakes, and underground water. That little piece of clean water has been the principal
source of water to satisfy the need for local, agriculture, and mechanical exercises
[1].

This clean water isn’t clean as indicated by the national standard as it contains the
destructive microorganisms and infections, which are the reason for different water-
created disease, for example, cholera, looseness of the bowels, malaria, typhoid and
some more, which execute over 3 million individuals consistently. Pure water is a
valuable item and necessary for our survival. Because of increment in population
and quick industrial improvement, the need for consumable water will expand step
by step. Many water refinement systems have been created to fulfill the clean water
shortage on the earth. It can be satisfied by one of the procedures known as desali-
nation. It is a generally recognized method for converting salty or polluted water
into freshwater by the utilization of thermal energy (solar or non-renewable energy
sources). Solar energy is a perfect solution for fueling the distillation process, which
is atmosphere friendly, freely available, never ending, and available in large quantities
everywhere throughout the planet [2].

Solar desalination is a standout among other strategies for decontaminating salty
water. Solar still is a gadget that is broadly utilized as a part of the solar-powered
desalination process, Yet the productivity and effectiveness of a solar still are lower
in comparison with other desalination processes. Therefore, it is essential to further
improve the efficiency of solar still by enhancing the traditional design parameters
and operational techniques.

The development of a solar still is straightforward. It can be created by individuals
in the community utilizing locally accessible material. Still is a sealed pack dark-
painted rectangular bowl covered with simple cover to absorb the solar energy inside
it and contains polluted water. At the point when daylight falls on the straightforward
cover, the water of the bowl is heated up and evaporates. The water vapor condensed
on the internal side of the cover and keeps running down along the surface of cover
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because of gravity and gets gathered steadily in a container through a condensate
channel [3].

El-Sebaii et al. found that the daily production of distilled water from the still is
measured to 9.005 (kg/m2 day) on a summer day with a daily efficiency of 84.3%
when 3.3 cm of stearic acid is used under the absorber of still. In comparison with
that, the productivity of still without PCM is measured to 4.998 (kg/m2 day) [4]. Pal
et al. found that MBDSMWSS with black cotton wicks and jute had a maximum
overall thermal efficiency of 28.27% and 20.94%, respectively. In December 2015,
themaximum instantaneous thermal efficiencywas achieved as 54.80% [5]. Elshamy
et al. found that the water production rate of tubular solar still (TSS) was increased
by 19.33–26.47% when a semicircular corrugated observer is used in the place of
the flat absorber. The thermal efficiency of TSS with flat absorber was increased by
22.6–25.9% with the utilization of semicircular corrugated absorber [6]. Singh et al.
studied and found that the yield of parallel forced mode solar still is higher than the
other design of solar still. The yield was achieved as 7.54 kg/day with an energy
efficiency of 17.4%. The highest hourly exergy efficiency is also obtained for the
same design, and the value goes to 2.3%. The yield achieved for single slope hybrid
(PVT) solar still is about 1.4 times lower than that obtained for parallel forced mode
solar still comparatively [7].

Experimental work was performed to determine the yield of single slope solar
still utilizing different operating parameters. A significant increment in the produc-
tivity of still of 29% was obtained with the utilization of asphalt in the basin. The
combination of asphalt and sprinkler was more effective in place of asphalt alone and
increased productivity by further 22%. It can also be concluded that the productivity
of still is directly affected by ambient parameters (i.e., solar radiation, wind speed
and temperature etc). the result shows that the distillate output of sun-powered still
enhances with the decrement in the depth of water [8].

The performance of a basin type solar still has been investigatedwith three distinct
modifications in design. The outcomes of experiments indicate that the thermal
performance of conventional single slope solar still can be significantly increased
through modifications in the design. The freshwater production rate was increased to
30%by installing internal reflectingmirrors in comparisonwith a classical rigid solar
still structure. A higher production rate with an average increase of 180% is achieved
when still design is modified from flat basin to stepwise basin. The productivity of
distilled water increases by 380% when modified still is coupled with a sun tracking
system [9].

The condensation occurs on the glass surface aswell as on the four sidewalls due to
the temperature difference. The efficiency of solar still can be improved by circulating
water through tubes connected to the wall surface. The maximum productivity of
the solar still was reached up to 1.4 l/m2 per day with an equivalent average solar
irradiance of 28MJ/d and its efficiency reached up to 30%. The quality of condensate
water was analyzed and found that it was comparable with water quality standards
and against mineral water and rainwater [10].

The information on efficiency and productivity of sunlight based still depends on
the area where experimentation is finished. With a specific end goal to survey the
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utility and attainability of sun-powered still in the Indian focal area, single slope single
basin sunlight based still were led and information attained for efficiency, produc-
tivity, and exergy efficiency. The outcomes of experiments on natural circulation
mode are looked at and displayed in this paper.

2 Materials and Methods

2.1 Experimental Setup and Instrumentation

The schematic of a single slope passive sun-powered still, which is made of fiber-
strengthened plastic (FRP), appears in Fig. 1. For more absorptivity, the base surface
of the still was painted black and the still is covered with a glass cover of 3 mm
thickness. The still area was taken as 1 and 2.014 m2 of flat plate collector (FPC).
FPC is of TATA POWER Company. The depth of solar still was 5.08 cm.

Observations were made for 24 h (6:00–18:00 h) for 3 days inMarch. The average
spacing between the glass cover and the surface of the water is 0.25. The parameters
that are measured every hour for 24 h at the full depth are as follows:

• Global radiation on the collector
• Diffused radiation on the collector
• Ambient temperature
• The velocity of air on the collector
• Inner glass temperature
• Outer glass temperature

Fig. 1 Single slope passive solar still
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Fig. 2 Picture of the experimental setup

• Water temperature
• vapor temperature just above the water surface
• Inlet collector temperature
• Outlet collector temperature
• Distillate output.

Water, inner glass, outer glass, vapor, inlet collector, and outlet collector were
measured by the calibrated iron–constantan thermocouples and a voltmeter. With the
help of a voltmeter, the voltage of the above junction is recorded and then converted
into temperatures by theK-type thermocouple table. The distillate output and ambient
temperature were measured by the measuring cylinder of the least count of 10 ml
and hygrometer, respectively. Global solar radiation and diffused solar radiationwere
measured by the solar powermeter with least count 2W/cm2. Experiments were done
from February to May. Inner glass, water, outer glass, vapor, solar global radiation,
inlet collector, and outlet collector temperature were hourly measured for date 06,
07, and 08 in March. The experimental setup picture is shown in Fig. 2.

2.2 Methodology

2.2.1 Thermal Performance Analysis

The instantaneous thermal efficiency (ηi) can be calculated as [11]:

ηi = ṁL

I (t)As
(1)

The overall thermal efficiency of a single slope passive sun-powered still can be
determined as:
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ηPassive =
∑

ṁL

As
∫
I (t)dt

∗ 100 (2)

2.2.2 Exergy Analysis

The exergy efficiency of a single slope passive sun-powered still can be calculated
as [12]:

ηex = Exergy of product

Exergy input(Exergy of fuel)
(3)

Exergy of product is calculated as:

Ėxproduct = ṁ × Exew (4)

In Eq. (4), Exew denotes the exergy of latent heat of vaporization (J/kg) which is
calculated as:

Exew =
[

L × (1 − Ta
Tw

)

]

(5)

Exergy input or exergy of fuel is calculated as:

Ėxin = As × I (t) ×
[

1 − 4

3
×

(
Ta
Ts

)

+ 1

3
×

(
Ta
Ts

)4
]

(6)

By putting the values of Eqs. (4), (5), and (6) in Eq. (3), the exergy efficiency is
calculated as:

ηex =
ṁ

3600 ×
[
L × (1 − Ta

Tw
)
]

As × I (t) ×
[

1 − 4
3 ×

(
Ta
Ts

)
+ 1

3 ×
(
Ta
Ts

)4
] (7)

3 Result and Discussion

The results that are obtained for different parameters are given in this section. The
observations were taken in March for 24 h for 3 days.

Figure 3 shows the hourly variation of ambient parameters (relative humidity,
wind velocity, ambient temperature, global solar radiation, diffused solar radiation)
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Fig. 3 Ambient parameters variation with time

with time for different days in March. The maximum relative humidity was achieved
for day 1 at 8:00 h. The ambient temperature was highest for day 2 at 13:00 h and
its value is achieved as 50 °C. The highest solar global radiation of 1000.5 W/m2

was obtained for day 3 at 11:00 h. Wind velocity reaches up to a maximum value of
4 m/s on day 3 (Fig. 3).

Figure 5 shows the hourly variation in yield in natural circulation mode of single
slope solar still in March. The yield was maximum for day 3 at 16:00 h and reaches
up to a value of 990 ml. For day 2, it has a maximum value of 750 ml at 14:00 h and
for day 1, it has a maximum value of 650 ml at 14:00 h.

Figure 6 shows the hourly variation in thermal efficiency in the natural circulation
mode of single slope solar still in March. The highest value of thermal instantaneous
efficiency was 35% for day 1.

Figure 7 shows the variation in overall thermal efficiency for different 3 days in
March. Overall thermal efficiency was maximum for day 1 and reaches up to a value
of 11%.

Figure 8 indicates the variation in hourly exergy efficiency to time for different
three days in March. The maximum value of hourly exergy efficiency was 2.30% for
day 1.
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Fig. 5 Hourly variation in productivity with time

Fig. 6 Hourly variation in thermal efficiency with time
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Figure 9 shows the overall exergy efficiency for different three days. The value
of maximum overall exergy efficiency reached up to 0.364% for day 1.
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4 Conclusions

Following conclusions have drawn after the experiments and mathematical analysis:

• Thermal instantaneous efficiency was maximum for day 1, and its magnitude was
35%.

• The highest yield was obtained for day 3 and reached up to a value of 990 ml.
• Relative humidity reaches up to the maximum value of 48.9% for day 1 at 8:00 h.

The ambient temperature was highest for day 2 at 13:00 h and achieved as 50 °C.
Solar global radiation reaches up to a maximum value of 1000.5 W/m2 on day 3
at 11:00 h. Wind velocity goes to a maximum value of 4 m/s on day 3.

• Overall efficiency in March varies from 9 to 11% in passive solar still. The
maximum value is obtained for day 1 (6 March).

• The highest hourly exergy efficiency was achieved for day 1, and its value was
2.30%.
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• The value of maximum overall exergy efficiency reaches up to 0.364% for day 1.
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Experimental Analysis of Four-Stroke
Single-Cylinder Diesel Engine Using
Biogas as a Dual Fuel

Pradeep Kumar Meena , Amit Pal , and Samsher

1 Introduction

A large amount of solid waste is generated daily in India, and according to a report,
1.5 metric tons/day and 532 metric tons/annum solid waste is generated [1]. Energy
can be generated by solid waste because as we know world reserves of primary
energy and raw materials are limited. According to an estimate, reserves will last
218 years for coal, 41 years for oil, and 63 years for natural gas [2].

According to a report, 999 landfill sites are identified to dump solid waste in India
and in which only 204 landfill is operational [1]. This is very less according to the
quantity of solid waste; it means most of the solid waste is thrown here and there
without any utilization. The amount of solid waste is increasing every year with a
huge increase and will reach around 250 million tons/year by 2040 [3].

Most organic wastes that originate from household, mess, and the restaurant are
not as segregated. If proper separation of solid waste is done, it can be used as biogas
energy for cooking, generating electricity, and running engines. India imports most
petroleum products from other countries and in return pay a heavy import bill due
to heavy import bill which adversely affects foreign exchange, and we know that
emission of fossil fuel is very high which is the reason behind global warming. By
using biogas energy more and more, the fossil fuel can be replaced because it is
eco-friendly, cheap, and easy to produce [4].

Biogas is a mixture of gases developed from the digestion process of organic
materials by anaerobic bacteria under anaerobic conditions, and the composition of
biogas is methane, carbon dioxide [5]. Biogas plant requires cow dung and water
first, once methane bacteria are produced, then any type of organic waste can be
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used in the biogas plant [6]. In this retention period, most biogas is produced by co-
digestion of kitchen waste and cow dung, compared to co-digestion of kitchen waste,
fruit waste, and dung [7]. Biogas that originates from the co-digestion of additive
rice straw and organic waste improve the performance of the DF engine [8].

Biogas can be easily converted to DF mode without any modifications to the
engine, and in DF mode, it improves engine performance [9]. Raw biogas can be
converted into enriched biogas by using CO2 and H2S scrubbers, and when the
amount of CH4 increases to 95%, these enriched biogas act as bio-CNG and give
similar results to CNG gas [10]. The performance of the DF engine depends on the
compression ratio and when it increases, the BTE of the DF engine increases as well
as the pilot fuel saving [11].

As of 2012, approximately 4.5 million biogas plants have been set up in India,
and the number of biogas plants is very small compared to the number of organic
wastes [12]. To control this problem, we have to build more and more compact
biogas plants, so that there is a proper use of organic waste in the form of biogas, and
various applications of biogas can be used. If every citizen of India takes the initiative
to properly utilize the waste generated from the kitchen or fruit waste at their home,
it can make the Swachh Bharat Mission a success, i.e., the Swachh Bharat Abhiyan.
In this paper, we are trying to develop a portable compact biogas plant, after which
biogas is produced using homemade organic waste, and finally, it is converted to
DF mode using biogas in diesel engines. In DF mode, BTE, VE, and ITE are much
higher than diesel fuel, and diesel consumption rate is reduced when using dual fuel.

2 Experimental Setup and Procedure

To set up a compact biogas plant, firstly, two main plastic tanks are required, one
tank has a storage capacity of 1000 L which is used for the digester, and another
tank that has a storage capacity of 750 L is used for the gasholder. The gases can be
produced according to the size of the plastic tank and wastage as per the requirement.
The organic waste is mixed with water and the slurry is poured into the larger tank,
and the smaller tank is placed upside down on the larger tank.

As the gas is formed, the small tank floats on top of the solution, and it starts to
rise. The larger plastic tank has an effective volume of about 800 L. About 80% of
the surface area of the digester tank is covered by the gasholder (Fig. 1).

In other words, about 20% of the gas goes through the digester surface into the
atmosphere without any use. Out of the gasholder having a total volume of 750 L,
only 400 L of gas can be stored, which means that the amount of usable gas in the
gasholder is 400 L. After the establishment of the compact biogas plant, it produced
biogas using various organic wastes (Fig. 2).

After the production of the biogas successfully, it is utilized to run a four-stroke
single-cylinder diesel engine to determine the performance of the engine in terms
of its power and efficiency. The diesel engine is converted into a dual-fuel engine
followed by its comparative analysis. Diesel fuel supply is connected with the burette
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Fig. 1 Schematic view of the compact biogas plant [13]

Fig. 2 Schematic diagram of the DF engine setup

through the control valve which is further connected to the injector of the engine.
Fuel consumption is measured for a time through the scale on the burette (Fig. 3).

The air pipe is connected to the engine, andwater from the pump is used to cool the
engine, and its inlet and outlet temperature are measured at different loads as well as
the inlet and outlet temperature of the water entering the calorimeter is alsomeasured
during the experiment. Exhaust gas temperature is measured at two different points,
i.e., inlet and outlet of the calorimeter. A dynamometer is employed to change the
load on the engine.

Venturi pipe is connected in between air pipewhich is connected to the engine, and
another inlet of venturi pipe is connected to the gasholder through a gas pipe. Mixing
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Fig. 3 Four-stroke single-cylinder diesel engine converted into dual-fuel (biogas + diesel) mode

Table 1 Specifications of
engine

Parameters Specifications

Engine name Comet diesel engine, Sr. no
2.7.32.8

Bore (mm) 102

Stoke (mm) 111

Compression ratio 18:1

Speed (RPM) 1500

Power output (kW) 7.4

Arm length of a dynamometer
(mm)

400

Take 685 RPM at a testing time

of biogas and air occurs in the reduced section of the venturi because of the pressure
difference, and this mixture enters into the engine where it is compressed. Since the
auto-ignition temperature of the biogas is much higher than of diesel; therefore, the
mixture does not pre-ignite in the engine. As soon as, the mixture enters into the
engine, it is compressed, and diesel is injected which further increases the overall
temperature of the fuel after burning for the complete combustion of dual fuel (Table
1).

3 Calculations

First, find the average time to consume 10 cc of fuel (10 ml) at different loads (0, 2,
4, 6, 8, and 10 kg) in diesel and dual-fuel modes when the engine speed is 685 RPM.
The average time in DF mode for weight 0, 2, 4, 6, 8, and 10 kg was found to be
126, 113, 80, 62, 43, and 29 s, and in diesel fuel, average time was 72, 54, 43, 35,
and 27 s.



Experimental Analysis of Four-Stroke Single-Cylinder … 399

Specification and constants

Specific gravity of diesel fuel = 0.83 and biogas sp. gravity = 0.94
Specific gravity of water = 1
Water density (ρw) = 1000 kg m−3

Specific heat of water (K) = 4.187 kJ kg−1 K
Characteristic gas constant for air Ra = 0.287 kJ kg−1 K
Calorific value of diesel fuel (Cdv) = 42,500 kJ kg−1, biogas (Cbv) =
19,744 kJ kg−1

Bore = 0.102 m
Stoke = 0.111 m
Maximum rated power = 7.4 kW at 1500 rpm
Speed = 1500
Radius of fan = 0.274 m
Arm length of dynamometer = 0.4 m
Diameter of pipe = 0.06 m
Compression ratio = 18.8:1
Dynamometer constant k
Mass of fuel/s = ?

Calculation for 2 kg load in dual-fuel mode

(A) Mass of fuel/s = ?, 10 cc in 113 s

So, for 1 s = 10/113 cc, and 10/113 × 10–6 × specific gravity of diesel
fuel × density of water
So, for 1 s = 10/113 × 0.83 × 103 × 10–6 = 7.34 × 10–5 kg s−1

In DF mode, mass flow rate for 2 kg load is 7.34 × 10–5 kg s−1

In diesel mode, flow rate for 2 kg load is

1.53× 10−4 kg/s, (1)

(Eq. (1) was solved at the time of diesel fuel)
Saving of diesel = 1.53 × 10–4 to 7.34 × 10–5 = 7.96 × 10–5 kg s−1 (i.e.,
saving of diesel means biogas used in that place.)
So, the mass flow rate is replaced by biogas is = 7.96 × 10–5 kg s−1

It can be said that the biogas flow rate is 7.96 × 10–5 kg s−1.

Similarly, mass flow rates were calculated for zero, four, six, eight, and ten kg
loads in terms of diesel and dual fuel.

(B) Brake power (BP) = 2πNT
60

Torque (T) = 2 × 9.81 × arm length = 2 × 9.81 × 0.4 = 7.848 Nm.
So, BP = 2×3.14×685×7.848

60 = 0.562 kW.
Similarly, it calculated brake power for zero, four, six, eight, and ten kg loads.
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Fig. 4 Brake power versus mass flow rate of diesel testing

After calculating the mass flow rate and brake power for each load, draw a
graph between the mass flow rate and BP and find out the friction power of
the engine (Fig. 4).

(C) Find out the friction power (FP) which is 0.9 kW taken from the graph.
(D) Indicated power (IP) for 2 kg load = BP + FP = 0.562 + 0.9 = 1.462 kW.

Similarly, it calculated the indicated power for four, six, eight, and ten kg loads
for diesel and DF modes.

(E) Brake thermal efficiency

= BP
(ṁd)duel× Cv of diesel+ (ṁb)biogas× Cv of biogas

= 0.562

7.34× 10−5 × 42,500+ 7.96× 10−5 × 19,740
= 11.98%

Similarly, it determined brake thermal efficiency for four, six, eight, and ten
kg loads for diesel and dual fuel.

(F) Indicated thermal efficiency

= IP
(ṁd)duel× Cv of diesel+ (ṁb)biogas× Cv of biogas

= 1.462

7.34× 10−5 × 42,500+ 7.96× 10−5 × 19,740
= 31.6%

Similarly, it calculated the indicated thermal efficiency for four, six, eight, and
ten kg loads for diesel and DF modes.
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(G) Brake specific fuel consumption (BSFC)

= (ṁd)duel+ (ṁb)

BP

=
(
7.34× 10−5 + 7.96× 10−5

) × 3600

0.562
= 0.980 kg/kW h

Similarly, it calculated brake specific fuel consummation for four, six, eight,
and ten kg load for diesel as well as DF mode.

(H) Indicated specific fuel consumption (ISFC)

= (ṁd)duel+ (ṁb)

IP

=
(
7.34× 10−5 + 7.96× 10−5

) × 3600

1.462
= 0.3767 kg/kW h

Similarly, it computed specific fuel consumption for diesel and DF mode for
four, six, eight, and ten kg loads.

(I) Volumetric efficiency = Actual volume

Theroretical volume

Volumetric efficiency for 2 kg load =
π
4 × 0.062 × 0.0275× 2π×470

60
π
4 × 0.1022 × 0.11× 685

2×60

= 74.57%.

Additionally, it determined volumetric efficiency for four, six, eight, and ten kg
loads for diesel, as well as DF modes.

4 Results and Discussion

The outcome of dual fuel and diesel fuel mode on single cylinder CI engine.
In Fig. 5, the BTE of diesel fuel was found to increase from 8.81 to 18.36% when

the BP value was 0.5–2.8 kW, and the maximum BTE of diesel was found to be
18.36% when the BP value was 2.8 kW. In DF mode, BTE was found to increase
from 11.98 to 21.79%, when the BP value was 0.5–1.68 W. Thereafter, as the value
of BP increased, the BTE of DF decreased from 21.79 to 20.71%.

The maximum BTE was found to be 21.79% in DF mode when BP was 1.68 kW.
Dual fuels are more effective at low loads, and diesel fuel is more effective at high
loads.
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Fig. 5 BP versus BTE

In Fig. 6, the ITE of diesel fuel was found to increase by 19.25–25.61% when the
IP value was 0.9–2.58 kW. ITH then decreased from 25.61 to 24.14% when IP was
from 2.58 to 3.15 kW, and finally, ITH increased again when the value of IP rose
from 3.15 to 3.71 kW.

Fig. 6 IP versus ITE
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Fig. 7 VE versus BP

In DF mode, ITH increased from 23.34 to 33.47% when IP was 0.9–2.58 kW.
Subsequently, ITH decreased by 33.47–27.21%, when the IP value was 2.58–
3.71 kW. The maximum value of ITH was found to be 33.47% in DF mode and
25.61% in diesel fuel when the IP value was found to be around 2.58 kW, and it has
been observed that the ITH of DF is much higher than that of diesel fuel.

In Fig. 7, VE of diesel fuel went from 71.36 to 75.24% when BP’s value ranged
from 0.56 to 2.81 kW. The VE of the diesel was found to be stable when the BP value
was 0.5–1.12 kW, followed by the VE of the diesel increased from 71.36 to 75.24%
when the BPwas 1.12–1.68 kW. Then, the VE of at diesel 75.24% remained constant
when the BP value was 1.68 kW to 2.25. Finally, the VE of the diesel decreased from
75.24 to 73% when the BP was 2.25–2.81 kW.

In dual mode, VE was found to be 74.36–79.34% when BP was 0.56–2.81 kW.
The VE of DF was increased by 74.36–75.34% when BP was 0.5 kW, When the BP
value has increased from 0.5 to 1.12 kW, the VF of DF is 75.34% constant.

Once again, the VE of DF is increased by 75.34–79.34% when BP was 1.12–
1.68 kW. Thereafter, when BP was 1.68–2.25 kW, the dual-fuel VE was found to be
constant at 79.34%. And finally, the dual-fuel VE decreased from 79.34 to 76.16%
when BP was 2.25–2.81 kW. The maximum VE in DF mode was found to be around
79.34% and in diesel fuel 75.24% when BP is 2 kW, and it has been observed that
VE is very high in DF mode.

In Fig. 8 BSFC was found to be about 1 kg (kW h)−1 in DF mode and diesel fuel
when BPwas 0.6 kW. In both cases, the BSFC value decreased from 1 kg (kWh)−1 to
0.6 kg (kW h)−1, when the BP was 0.5–1.2 kW. Thereafter, the BSFC was gradually
reduced from 0.6 kg (kW h)−1 to 0.45 kg (kW h)−1 when the BP was 1.2–2.7 kW in
both the conditions. The BSFC was found to be slightly higher in DF mode. In both
cases, the BSFC decreases as brake power increases.

In Fig. 9, the ISFC of diesel fuel was found to be about 0.44 kg (kW h)−1 when IP
was 1 kW. ISFC decreased from 0.44 to 0.36 kg (kW h)−1 when IP was 1–1.5 kW.
Again, ISFC gradually decreased from 0.36 to 0.33 kg (kW h)−1, when the IP was
1.5–2.6 kW. Subsequently, when the IP was 2.6–3.25 kW, ISFC increased from 0.33
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Fig. 8 BSFC versus BP

Fig. 9 IP versus ISFC

to 0.355 kg (kW h)−1. Finally, ISFC again decreased from 0.36 to 0.34 kg (kW h)−1

when the IP was 3.25–3.75 kW.
ISFC of dual fuel was found to be around 0.46 kg (kW h)−1 when IP was 1 kW

and when ISFC decreased from 0.46 to 0.37 kg (kW h)−1 when IP was 1 to 1.5 kW.
Again, ISFC gradually decreased from 0.37 to 0.33 kg (kW h)−1 when the IP was
1.5–2.6 kW. The ISFC then increased from 0.33 to 0.355 kg (kW h)−1 when the IP
was 2.6–3.25 kW. Finally, when the IP was 3.25–3.75 kW, the value of ISFC was
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found to be 0.355 kg (kW h)−1 constant. ISFC was found to be slightly higher in DF
mode.

In the graph, it can be undoubtedly seen that BTE and VE were found to be
significantly higher in DFmode at a constant speed, and BSFC and ISFC were found
to be almost identical in both cases.

5 Conclusion

• In DF engine operation at a constant speed, it is found that BTE, VE, and ITE are
increased.

• The consumption rate of diesel diminishes when dual fuel (diesel + biogas) is
used.

• Dual fuel (diesel+ biogas) is more effective at low load, when the load increases,
the effectiveness of the DF starts to decrease.

The compact biogas plant can be used for the household purpose in rural as well
as an urban area because it is cheap and eco-friendly. A major problem of wastage
disposal can be solved if every citizen uses organic wastage in their homes to produce
biogas, and it can then be used for cooking purposes, generating electricity, and
running engines. Also, the slurry of the biogas plant can be used as fertilizer, which
means that organic waste can be used 100%.
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Effect of Bioethanol-Diesel Blends
on the Vibrations of Diesel Engine

Akhilesh Kumar Choudhary

1 Introduction

The abundant consumptions of petroleum reserves are creating serious issue for
energy demand and supply in future. The replacement (partial) of petroleum reserves
can be possible by using alternative renewable fuels which can be a bioethanol and
biodiesel. Conventionally, bioethanol has been produced by using the sugar plants
as feed stock, which are mainly food crops [1, 2]. However, the increased demand
of fuel supply may create the food chain disturbances, so researchers are looking
for non-food crops/plants or lignocellulosic wastes for biofuel production. Water
hyacinth can be a one of the feed stock for biofuel production. It is a fast-growing
aquatic nuisance plant, which is usually creating problems in human activity like
irrigation and navigation like activity. On the other hands, governments have spent
millions of rupees every year to remove this weed plants. In this situation, these
weed plants can be used for biofuel production and run the diesel engine from the
developed biofuel. Diesel engine has generated the power by the combustion of fuel,
and this combustion of fuel produces powerful pulses of energy which cause the
engine vibration [3, 4]. Payri et al. [5] have been reported that due to combustion
inside the engine cylinder, peak pressure has been rapidly increasing and produces
diesel knock and results in causing vibrations in the engine block. Zhen et al. [6] have
suggested that combustion noise and vibrations are emitted to the air through the outer
surfaces of the engine and account for the overall engine noise and vibration levels;
it can be easily measured on the cylinder head or the engine block [7, 8]. Vibration
signals hold a lot of useful information concerning the engines components and
their behavior. Many authors have been used the time domain and frequency domain
analysis or their combinations for vibration analysis [3, 7–9]. The frequency domain
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spectrum is more useful to identify the exact nature of the vibration signature in
the engine [10]. The vibration can be defined by in terms of displacement, velocity,
and acceleration. Vullia et al. [11] have reported that fast Fourier-transform (FFT)
is capable to identifying the combustion pulses impact on engine parts and engine
knock frommeasured acceleration [12]. Gravalos et al. [13] have observed the effect
on vibration using methanol and ethanol gasoline engine blends on the engine and
reported that the acceleration of the fundamental harmonics decreases with increase
of load or decrease engine speeds. The sensor selection for vibration measurement
and sensor mounting is very important factor for the precise diagnose of machine
state. Displacement, velocity, and acceleration are common parameters for vibration
monitoring and analysis. These parameters mathematically can be related with the
sensor output [8, 9]. The piezoelectric accelerometer sensor is versatile, reliable, and
the most popular vibration sensor [14]. The piezoelectric sensors can work at bad
environmental condition, and it cannot be affected by temperatures, dirt, humidity,
lubrication, and chemically harsh atmospheres. It can perform well at severe shocks
and vibrations conditions. The piezoelectric-material-based bimorph sensor can be
used as vibration sensor, and its signal has been proportional to acceleration [15]. In
an investigation, Jung and Roh [16] have demonstrated the piezoelectric-material-
based bimorph sensor for monitoring the vibration. In the above-said paper, bimorph
sensor and commercial B&K accelerometer sensor outputs are compared, and the
sensitivity analysis has been carried out. From the literatures, it has been elicited
that very few authors has used a bimorph sensor for measuring the vibration of
IC engine. The main aim of this investigation was to determine the vibrations in
the internal combustion engine using different combination diesel and biofuel. In
this investigation, different combination of diesel-bioethanol (fuel) blends has been
used. In this study, bioethanol (fuel) has been extracted from the water hyacinth. The
piezoelectric-material-based bimorph sensor has been used as vibration sensor, and
frequency domain spectrum has been used to analyze the vibration signature of the
engine.

2 Experimental Setup

2.1 Materials and Test Setup

For the investigation, bioethanol extracted from water hyacinth has been used to
prepare blends with diesel fuel. Water hyacinth is rapidly growing weed water
plant which is widely spread in ponds worldwide. For the study, two blends have
been prepared (i) 80% diesel + 20% bioethanol (20BED) and (ii) 75% diesel +
25% bioethanol (25BED), by volume. The single-cylinder, water-cooled, variable
compression ratio (VCR), constant speed (1500 rpm), four-stroke with Eddy current
dynamometer, diesel engine has been used for the investigation.
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Fig. 1 Bimorph sensor

Table 1 Factors and their levels

S. No. Levels Factors

Load CR FIP

1 − 1 0 14:1 180

2 0 6 16:1 225

3 1 12 18:1 270

2.2 Bimorph Sensor

The piezoelectric material based 4 V; with operating frequency 100 Hz, a bimorph
sensor has been used as a vibration sensor, as shown in Fig. 1. This piezoelec-
tric bimorph sensor is capable of converting mechanical energy to electrical energy
(output). It is also a low-power electromechanical transducer. It has 1M� impedance
with 931 (×103 V-m/N): 12.1 Piezo-constant. The dielectric constant and capacitance
were 2000 and 750 pF ± 1%, respectively. The bimorph sensor has been pasted over
the engine block and gets the signal with help of data acquisition card.

2.3 Design of Experiments (DOE)

A central composite rotatable design (CCRD) has been used to define the experi-
mental run, and three engine-operating parameters load, compression ratio (CR), and
fuel injection pressure (FIP) have been taken in to account. The three levels of these
three parameters have been selected for conducting the experiments [17], as given in
Table 1. Box and Hunter [18], reported that CCRD is one of the efficient methods to
investigate the influence of each parameter that affects the output of the process. In
this study, DOE has 20 numbers of experiments with three factors and three levels.
The designed experiments are given in Table 2.

2.4 Vibration Frequency

The number of cycles per unit time is called the frequency of oscillation or the
frequency and is denoted by Eq. 1 [19]:

f = 1

T
= ω

2π
(1)
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Fig. 2 FFT of the vibration
signal in biofuels engine
with load

Amplitude is defined as the maximum value of a vibration, and it can be repre-
sented by displacement, velocity, or acceleration [19]. According to Eq. 1, the
frequency of oscillation or frequency for engine (Speed—1500 rpm) is 25 Hz.
Figure 2 shows the frequency output response from a bimorph. Over the tested
range, there is dissimilarity in frequencies; however, the by and large form of the
frequency response shows good regularity. The sampling frequency was selected as
1 kHz. With the help of LabVIEW 8.5, the voltage signals of the bimorph vibration
sensor were sampled using DAQ system with data acquisition frequency of 1 kHz.

2.5 Experimental Methodology

Systematically designed experiments have been conducted on constant speed
(1500 rpm) VCR diesel engine, which has been equipped with an electrical
dynamometer. A 0.25 mm washer was placed in between spring and plunger in the
fuel pump for changing the fuel injection pressure. Initially, VCR engine started with
normal diesel fuel. After 30 min, fuel supply has been changed from normal diesel
to bioethanol-diesel blend. The engine block vibrations data for different blend have
been recorded and stored at every experiment in personal computer (PC). The exper-
imental process diagram has been represented in Fig. 3. From the output of senor,
peak-to-peak (PP) output voltage has been measured, and on the basis of response
surface methodology, output voltage has been analyzed.

3 Empirical Model and Data Analysis

Response surface methodology (RSM) is a statistical technique used to develop a
purposeful relationship between an output response-associated input variables [20].
After conducting experiments, the obtained experimental data were analyzed CCRD
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Fig. 3 Block diagram for experimental setup

by second-order polynomial equations. The equation is of the general form

Y = β0 +
k∑

i=1

βi Xi +
k∑

i=1

βi i X
2
i +

∑ ∑

i< j

βi j Xi X j (2)

Here, Y is output response (vibration amplitude (PP) value), β0 = constant, β i =
liner coefficients, β ii = quadratic coefficients, and β ij = cross-product coefficients,
X1 load, X2CR,X3FIP (levels k quantitative process variables). For analysis of exper-
imental data like: regression analysis and analysis of variance (ANOVA), the design
expert 7.0 software has been used. The main effect plots have been produced using
the fitted quadratic polynomial equation obtained from regression.

3.1 Statistical Analysis

Analysis of variance (ANOVA) was used to see the adequacy of the established
model. The ANOVA for the second-order model as shown in Eq. (3) and p-value
has been presented in Table 3. For analysis purpose, 95% confidence level has been
selected. From the results, it is observed thatR2 is 0.989, and in themodels terms case,
the p-values lower than 0.05 indicate that they are statistically significant at 95% trust
level [21]. Thus, while analyzing the results, these observations are taken in account.
By applying the above-said ANOVA analysis for various diesel-bioethanol blends,
the following results have been obtained and demonstrated in Table 4.

Diesel = −0.426 + 0.0024 ∗ Load + 0.0587 ∗ CR
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Table 3 Statistical analysis for tested blends (p-values)

Source Diesel 20 BED 25 BED

p-value p-value p-value

Model <0.0001 <0.0001 0.0006 Significant

A-load <0.0001 0.0032 0.0411

B-CR <0.0001 0.0001 <0.0001

C-FIP <0.0001 0.0002 0.0233

AB <0.0001 0.2793 0.0251

AC 0.0828 0.0056 0.0177

BC 0.0974 0.1907 0.9571

Aˆ2 0.0077 0.9456 0.7019

Bˆ2 <0.0001 0.0162 0.0432

Cˆ2 0.0523 0.0234 0.2148

Residual

Lack of fit 0.2882 0.1547 0.0924 Not significant

Table 4 Statistical analysis for tested blends

Diesel-bioethanol blends Mean Std. dev R2 Adjusted R2

Diesel 0.072627 0.001263 0.9894 0.9799

20 BED 0.0872 0.002269 0.937362 0.880988

25 BED 0.089518 0.002588 0.901296 0.812462

+ 0.0003 ∗ FIP + −0.0003 ∗ Load ∗ CR

+ 0.000003 ∗ Load ∗ FIP + 0.000009 ∗ CR ∗ FIP

+ 0.00007 ∗ Load ∗ Load + −0.0019 ∗ CR ∗ CR

+ −0.0000008 ∗ FIP ∗ FIP (3)

20 − BED = −0.184 + −0.0015 ∗ Load + 0.027 ∗ CR

+ 0.0006 ∗ FIP + −0.00007 ∗ Load ∗ CR

+ 0.00001 ∗ Load ∗ FIP + 0.00001 ∗ CR ∗ FIP

+ −0.000002 ∗ Load ∗ Load + −0.0009 ∗ CR ∗ CR

+ −0.000002 ∗ FIP ∗ FIP (4)

25 − BED = −0.158 + 0.0005 ∗ Load + 0.027 ∗ CR

+ 0.0004 ∗ FIP + −0.0002 ∗ Load ∗ CR

+ 0.00001 ∗ Load ∗ FIP + 0.000001 ∗ CR ∗ FIP

+ 0.00001 ∗ Load ∗ Load + −0.0009 ∗ CR ∗ CR
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+ −0.000001 ∗ FIP ∗ FIP (5)

4 Results and Discussions

The bimorph sensor signals power spectrums (Peak-to-Peak) have been analyzed for
the measurement of engine block vibration using different bioethanol-diesel blend.
The bimorph sensor time-domain signals were converted in to frequency domain for
the analysis. Typical power spectral plots with predominant frequency (25 Hz) are
shown in Fig. 3. In order to investigate themost considerable contribution parameters
(load, CR, and FIP), statistical analysis has been performed, and empirical models
have been developed to predict the vibration response. The effects of three engine-
operating parameters on the block vibration of the engine are discussed below.

4.1 Significance of Load on Engine Vibration

The significance of load on engine vibration are represented in Fig. 4. From the figure,
it is perceived that engine block vibration levels are decreasing with increasing load.
It is also observed that engine block vibrations for diesel and bioethanol-diesel blends
are lower at higher load condition (12 kg) andhigher engine block vibrations at zero or
no-load condition. Because at higher loads condition, the translation of heat energy
to mechanical work boosted with the increase in combustion temperature which
provides stability to engine torque and reduces the engine block vibrations [22]. The
bioethanol-diesel blends produce more vibration than diesel, and this is mainly due
to the water content present in bioethanol-diesel blend which has a significant effect

Fig. 4 Effect with different loading conditions in vibration amplitude for different blend
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Fig. 5 Effect of compression ratio in vibration amplitude for different blend

on combustion. Water content of the blends reduced efficiency and temperature of
the cylinder wall.

4.2 Significance of CR on Engine Vibration

The effects of compression ratio on engine block vibration have been observed for 20
BEDand25BED, and from the results, it has been elicited that the engine block vibra-
tions are decreased at higher compression ratio, and it shows lower vibrations at 18:1
CR. The significance of CR in engine block vibrations is shown in Fig. 5. Because
of increased CR, the air pressure and temperature increase, which results in reduced
ignition delay, and delay period has been reduced and auto-ignition temperature of
the fuel [23]. At reduced compression ratio, due to lower pressure and temperature,
the ignition delays large, which results in incomplete combustion and higher engine
block vibrations.

4.3 Significance of FIP on Engine Vibration

Figure 6 shows the significance of fuel injection pressure on engine block vibration.
The vibration signals levels are following by the different fuel injection pressure.
From the results, it has been perceived that higher FIP produces higher engine block
vibration for diesel and bioethanol-diesel blends. However, lower fuel injection pres-
sure produces lower engine block vibrations. The reason behind is that when fuel
injection pressure is very high, the ignition delay will be very short which reduces
the combustion efficiency [23]. These bad conditions of combustion amplify the
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Fig. 6 Effect of fuel injector pressure in vibration amplitude for different blend

unstable waves and increase the engine block vibrations. At lower fuel injection
pressure, large fuel particle diameters cause the larger ignition delay.

5 Conclusion

In this investigation, the bimorph sensor has been used tomeasure engine block vibra-
tion of a diesel engine which has been operated using diesel and bioethanol-diesel
blends. Tomeasure the engine block vibrations, systematically designed experiments
have been conducted, and power spectrum FFT (peak to peak) of measured signals
has been considered. After experimental investigation and RSM prediction model
values, the following conclusions have been made:

1. Up to 25 BED (75% diesel+ 25% bioethanol), the single-cylinder diesel engine
can be run without any modification.

2. The RSM empirical model suggests an acceptable representation of the engine
block vibration and a good correlation among experimental results and predicted
results, obtained from RSM predicted model equations.

3. The 20 BED (80% diesel + 20% bioethanol) and 25 BED (75% diesel + 25%
bioethanol) yielded an increase in vibration signal because during combustion
the ignition delay period increases for bioethanol.

4. The piezoelectric bimorph sensor can effectively measure the engine block
vibration, and these bimorph sensor signals can be used for (adoptive control)
monitoring the engine-operating conditions.
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Application of Induction Heating
Technique in Biodiesel Production

Anurag Chaurasia , Manish Jain , and Amit Pal

1 Introduction

The world population in mid of the year 2017 was found to be 7.6 billion by the
United Nations and is expected to rise by 1.1% per annum. By the year 2050, the
population is expected to be 10 billion, Asia being the largest contributor to the rise
[1]. This mammoth population is in dire need of sustainable energy resources to
continue its progress to elevate the lifestyle of the people residing in it. The use of
biodiesel can bring energy sufficiency to a country by increasing the production of
fuel, decreasing its reliance on other countries for fuel and thus saving a large chunk
of revenue from going out of the country which can then be used for the benefit of
the country. The use of biodiesel should also be promoted because it is environment
friendly, as it has net zero carbon dioxide turn out and very low sulphur emissions
[2].
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1.1 Conventional and Non-conventional Techniques
of Biodiesel Production

Biodiesel production methods like mechanical stirring, hydrodynamic cavitation
and power ultrasonics have been used for conversion of vegetable oil into its
(m)ethyl-esters by transesterification for a long time. These methods can be called
as conventional methods of biodiesel production.

In mechanical stirring process, mixing of oil and alcohol is carried by a motor-
operated mechanical stirrer. The movement of motor rotates the mixture inside the
beaker, and this rotation agitates themixture decreasing the equilibriumof themixture
and increasing the rate of transesterification.The temperature is also controlledduring
the reaction. This is the most commonly used conventional technique for produc-
tion of biodiesel [2]. It has limitations of the time and capacity. Usually, it is time
consuming and used for small capacity biodiesel production.Mechanical stirring can
also be done by the help of magnet; this process is known as magnetic stirring.

Hydrodynamic cavitation is a very efficient method for production of biodiesel.
The method uses acceleration of oil and methanol mixture through a set of orifices
by pumping the mixture by pump. The acceleration of mixture through orifice causes
huge decrease in the pressure of the mixture which causes cavitation phenomena,
and it increases the reaction rate of the mixture as explained in the case of ultrasonic
cavitation method. The specific energy consumption for production of biodiesel is
the lowest as compared to mechanical stirring and ultrasonic cavitation [3].

Ultrasonic cavitation is a relatively new method for transesterification of oil to
form biodiesel [4]. It is a faster method thanmechanical stirring, and the time of reac-
tion is decreased by about half, as seen in the results. In ultrasonic cavitation method,
mainly two processes are known to occur. First, the ultrasonic waves produced by
the apparatus create sonic pressure difference creating microscopic compression and
rarefactions at microscopic level which causes rapid movement of the fluid. This
helps in vigorous mixing of the mixture of methanol and oil, and due to this, the
reaction rate is faster than mechanical stirring. Second is the cavitation which occurs
in it. Cavitation is the process of rapid formation and collapsing of vapour bubbles
due to decrease in the pressure below vapour pressure. When the fluid is subjected
to pressure below vapour pressure, it evaporates causing the volume to increase
manifolds and form bubble, and when again it is subjected to high pressure region,
the bubble collapses because of conversion of vapour back into liquid resulting in
rushing of fluid towards the vacuum created by collapsing of bubble. This action of
formation and collapse of microbubble results in most of the reactions [5, 6]. Ultra-
sounds help improve the liquid–liquid interfacial area through emulsification, which
is important for viscous films containing gas-filled bubbles and cavitation bubbles
[7]. Furthermore, cavitation during sonication produces extreme local conditions and
amicro-environment with high temperature and high pressure, whichmay also create
active intermediates that permit the reaction to proceed instantaneously [3]. Hence,
the reaction by ultrasonic cavitation takes place at a faster rate than mechanical
stirring.
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The newer methods like microwave-assisted, combined process reactor, solar-
assisted, etc., are not yet thoroughly tested but proves to be potential methods for
industrial processing of biodiesel.

Relatively less work has been done on microwave-assisted biodiesel production.
The energy associated with the microwave’s frequency ranges from 300 MHz to
300 GHz, the energy related to 300 MHz is 1.24 × 10–6 and to 300 GHz is 1.24 ×
10–3 eV. Microwaves transfer heat at molecular level without altering the molecular
structure. One of the many advantages of this process is the time taken to initiate
the reaction which is very low and it stops easily. Heating by microwave energy
is a complex phenomenon. If there is a dipole moment in a molecule, and now
the compound is disclosed to microwave irradiation. The dipole of molecule tries
to adjust its orientation with the electric field applied to it. Due to this continuous
oscillation of electric field, the dipoles regularly try to adjust with changing electric
field. Therefore, dipole follows the motion of electric field. At the frequency of
2.45 GHz, the molecules have the time to adjust with the oscillating electric field,
but the exact motion of oscillation is not followed by the molecule. Therefore, there
is friction due to continuous relocation of the molecules of compound, and due to
friction, heat is produced, and this process is very fast [8].

All these above processes have a disadvantage of time consumption; it takes
about 20 min to 2 h for the transesterification reaction to reach maximum yields of
biodiesel, and also the specific energy consumption is quite high for some of the
methods [3]. These gaps are tried to be eliminated in this work. In this research,
biodiesel has been produced by waste cooking oil by transesterification by using
induction heating process.

Waste cooking oil is a promising feedstock for biodiesel production as shown by
researchers [6]. Waste cooking oil is a term used to define burnt cooking oil, or the
edible oil which is leftover after deep frying of food items. This oil is not fit for eating
purposes. All the different oils used for frying are mixed together in a single barrel.
Hence, there is no method to find out the composition of oil mixture in the waste
cooking oil, which is useful in a way that we do not need to depend on a single oil
to produce biodiesel, but any oil can be mixed in any composition to get biodiesel,
provided that the oils have less than 3% FFA content. This is normally the case as
most of the edible oil have FFA less than 2.5% excluding coconut oil and mustard
oil which has high FFA content. But this is also not a problem when they are mixed
with low FFA content oil, and the FFA of the mixture lowers and becomes nearly
2.5%.

Induction heating is a fairly newmethod for heating. Induction heating is a process
which uses electricity to heat the fluids. Induction heating has reduced the time
of cooking by nearly 50%. It uses the principle of eddy current for conversion of
electricity to heat. The induction cooktop base has a copper coil winding at the
bottom in which when the current is passed produces magnetic field all around it.
The magnetic field generated in turn produces eddy currents in the pan, and this eddy
current excites the electrons of themetal pan in which comes in the range ofmagnetic
field. The excited electrons heat the pan which heats the food inside it by the process
of conduction through the pan. As the eddy currents are generated by the magnetic
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field, hence, it is necessary that the pan that is used on the induction cooktop must be
ferromagnetic in nature, and this is why the pans that are used for induction heating
are ferrous materials, like iron and stainless steel and not copper and aluminium
pans though they have great heat conductivity. Because the eddy currents excite the
electrons immediately when the magnetic field is turned on, there is minimal time
lag when compared to the heating by conventional methods like gas cooktops and
also electric heater. These conventional methods first use heat produced to heat the
pan, and then, this heat is used to heat the food inside the pan. This transfer of heat
causes heat losses to the surrounding which is not the case with induction heating.
Hence, the heating efficiency is increased in the induction heating process. Along
with better efficiency and less time, the adverse effects of radiation produced while
operation of the induction heater are negligible because the radiation emitted is low
level radio frequency; on its contrary, microwave emits higher frequency radiations
which can be harmful to eyes, if exposed for a long period of time [9].

2 Materials

2.1 Waste Cooking Oil

WCO used in this research work was taken fromDTU canteen and a local restaurant.
The properties of the oil like dynamic viscosity, density, calorific value, FFA content
and acid value were tested, and the results are given in Table 1 with comparison to
other oils. The fatty acid profile of the oil was also found out using GC method, and
the results are given in Table 2.

Basic catalyst KOH (99% pure) was used for transesterification reaction.

Table 1 Properties of WCO biodiesel

Crude
oil/biodiesel/diesel

Dynamic
viscosity
(mPa s)

Kinematic
viscosity

Crude
oil/biodiesel/diesel

Dynamic
viscosity
(mPa s)

WCO 48.183 44.033 0.9139 35.79

WCO biodiesel 5.4035 6.1334 0.8810 39.45

Diesel 1.531 1.806 0.8476 41.50

Table 2 Fatty acid
composition of WCO

Major fatty acid % Composition (by volume)

Oleic, C18:1 43.37

Linoleic, C18:2 29.39

Palmitic, C16:0 15.78

Other acids 11.46



Application of Induction Heating Technique in Biodiesel … 423

Methyl alcohol (CH3OH) was used as reactant with WCO for conversion of fatty
acids into methyl esters. It was also taken from DTU laboratory.

2.2 FFA Determination

Distilled water was used as solvent for determination of FFA content of WCO and
WCO biodiesel, and it was bought from local shop. NaOH was used to prepare the
solution, and it was taken from DTU research laboratory.

3 Methods

3.1 FFA Content Determination of WCO

To determine the FFA content of waste cooking oil and biodiesel produced from
it, titration method was used. 10 ml of methyl alcohol was mixed with 1 ml of
waste cooking oil and was thoroughly mixed in a beaker and 3–4 drops of indicator
(phenolphthalein) was added, and then, the content was stirred. Another solution of
1 g of NaOH in 1000 ml of distilled water was prepared and put in burette. The 1%
solution of NaOH was allowed to drip from the stopcock. The mixture in the beaker
was titrated with stirring till the colour of mixture was changed to light pink from
colour less, denoting the pH of solution to be approximately 9. The process was
repeated three times to get average reading. Further, same was done to calculate the
FFA of the biodiesel produced. The change in FFA of waste cooking oil and waste
cooking oil biodiesel was noted. FFA content of biodiesel was found to be lower than
the oil itself.

3.2 Biodiesel Production

To get the biodiesel of required BIS specification, i.e., density below 0.9 g/ml,
kinematic viscosity less than 5 mm2/s, a series of experiments were performed.

100gWCOwasweighedon an electronic balance andheated up to the temperature
of 110 °C, and then, it was left to cool down to the temp of 60 °C to remove water
content. Meanwhile, KOH flakes were weighed on the same balance for 1 g to get
1% catalyst concentration. Then, methanol was weighed to 22 g for getting the molar
ratio of 6:1 oil to methanol ratio.

Then, methanol and KOH flakes were mixed on the magnetic stirrer, and after
their complete mixing, waste cooking oil was added and kept in a pan. Then, on the
induction heater, the sample was kept in a stainless-steel bowl which was covered at
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the top by cardboard having a hole in it to insert the thermocouple to get the readings
and weights that were kept on the top of it, so that the methanol does not evaporates
away from the bowl. The induction heater was then turned on and set to a power
reading of 1600 W. The power supply to the induction heater was intermittent as
per the requirement of the temperature. When the temperature went above 80 °C,
the induction heater was turned off by the push button provided on the front of it.
And, when the temperature went below 70 °C, it was switched on, again the time
of working was measured by a stopwatch using lap timings (i.e., the time when
heater was consuming power), the total working time was 73 s, and the total time of
operation was 19 min.

The products formed after the reaction were left in a beaker overnight to be
separated to form two layers the bottom one of the glycerine formed and the top
layer of the biodiesel produced.

After the separation of biodiesel from the glycerine, the biodiesel (top layer) is
poured into the separating flask, and then, water is heated into a container to about
55 °C, and this warm water is poured into the separating flask and stirred for about
one minute and then left to remove the dissolved KOH from the biodiesel.

After about 4 h of separation, the water and KOH form a milky white solution at
the bottom and the pure biodiesel at the top.

After the formation of milky white solution at the bottom after 4 h, the water
is dripped into a beaker and thrown away. The upper layer containing biodiesel is
collected in a pan and heated to 110 °C and then cooled down, and properties were
tested.

In the next six experiments, the time of reaction was varied from 70 to 175 s,
i.e., 70 s, 175 s, 100 s, 110 s, 115 s and 130 s, though keeping all the other factors
like molar ratio, power, catalyst concentration and weight of sample constant but the
viscosity increased continuously with increase in time of reaction. It seemed like the
reaction was being reversed with increase in time as the transesterification reaction
is an equilibrium reaction. The observation in this study agrees with those of Ataya,
Dube and Ternan 2006. So, in later reaction, the time was reduced from 130 to 60 s
and cover was made leak-proof rest of the procedure followed was same as before.
The biodiesel formed by this combination of factors (1600 W, 6:1 molar ratio, 60 s
working time, 1% catalyst concentration and 100 g oil sample) had viscosity of
5.01 mm2/s which is an acceptable value for the usage as a fuel for diesel engine.

3.3 Taguchi’s Experimental Design Method

Hefty experimentation is required to find the effects of process parameters on the
yield of biodiesel. But, Taguchi method is an effective way of reducing time and
cost of experimentation that needs to be done while performing full factorial design
method, and the results of Taguchi method are considerably accurate to those of full
factorial design method [10, 11]. Many researchers have resorted to this method to
optimize the control factors for maximization of yield.
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Table 3 Factors and levels used in Taguchi analysis

Name of factor Level 1 Level 2 Level 3

Molar ratio (A) 4.5:1 6:1 8:1

Time (B) 50 s 55 s 60 s

Power (C) 1000 W 1300 W 1600 W

Yield of the biodiesel produced from waste cooking oil by induction heating is to
be maximized. The yield is calculated by the formula:

Yield% = (weight of biodiesel produced after processing ) ∗ 100

(weight of oil taken per batch for biodiesel production)
(1)

The effect of change in molar ratio, time of operation and power of the induction
heater is studied on the yield. The factors are changed, and experiments are performed
on that factor values. The experiments were performed by changing the following
factors, and each factor had three levels as given in Table 3.

Rest all the factors like temperature of reaction, catalyst concentration and weight
of sample of oil was kept constant. The yield is found out by performing the exper-
iment through permutation of factors at different levels in a specific way according
to Taguchi method.

The software ‘Minitab 18’ was used to perform calculations for the optimization
of process parameters for maximization yield and formation of graphs. The graphs
were formed of signal-to-noise ratio (larger is better). Larger the better method is
used because the aim is to maximize the yield.

L9 orthogonal table was used for application of Taguchi technique and to find out
the effect of process parameters on the yield as given in Table 4.

Table 4 List of experiments to be performed by Taguchi technique

S. No. Molar ratio (A) Time (B) Power (C)

1 4.5:1 (−1) 50 (−1) 1000 (−1)

2 4.5:1 (−1) 55 (0) 1300 (0)

3 4.5:1 (−1) 60 (+1) 1600 (+1)

4 6:1 (0) 50 (−1) 1300 (0)

5 6:1 (0) 55 (0) 1600 (+1)

6 6:1 (0) 60 (+1) 1000 (−1)

7 8:1 (+1) 50 (−1) 1600 (+1)

8 8:1 (+1) 55 (0) 1000 (−1)

9 8:1 (+1) 60 (+1)
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4 Results and Discussion

4.1 Properties of Biodiesel Produced

FFA content of the waste cooking oil was found out to be 2.57%. This is nearly
2.5% which means that one step alkaline transesterification reaction can be done.
The main properties of the biodiesel produced are tested and are given in Table 1.
The properties of biodiesel produced are in accordance to the BIS values.

4.2 Analysis of Yield Based on Taguchi

The yield of biodiesel on various factors and levels are given in Table 5, and the
yield shown is the average of three repeated experiments. Maximum yield of 94.8%
is found at 4.5:1 molar ratio, 60 s of operation time and 1600 W power of induction
heater. The S/N ratio is also calculated based on larger the better criteria for all of
these results, and the results are given in Table 6.

The plot of S/N ratio (larger is better) and mean of means to the various factors
of experiments is displayed in Figs. 1 and 2.

The time of reaction is drastically decreased by using induction-heating-assisted
biodiesel production under closed vessel condition. Most of the conventional tech-
niques require about 0.5–1 h to process same yield of biodiesel depending upon the
process used and amount of chemical used, but same yield of biodiesel produced

Table 5 Calculated yield and S/N ratio of biodiesel produced

S. No. Molar ratio (A) Time (B) Power (C) Yield (%) S/N ratio (larger is better)

1 4.5:1 (−1) 50 (−1) 1000 (−1) 86.37 38.7273

2 4.5:1 (−1) 55 (0) 1300 (0) 88.13 38.9025

3 4.5:1 (−1) 60 (+1) 1600 (+1) 94.79 39.5353

4 6:1 (0) 50 (−1) 1300 (0) 82.72 38.3522

5 6:1 (0) 55 (0) 1600 (+1) 92.05 39.2805

6 6:1 (0) 60 (+1) 1000 (−1) 92.88 39.3584

7 8:1 (+1) 50 (−1) 1600 (+1) 91.79 39.2559

8 8:1 (+1) 55 (0) 1000 (−1) 91.73 39.2502

9 8:1 (+1) 60 (+1) 1300 (0) 91.56 39.2341

Table 6 Ranking of factors based on their impact on increase in yield

Factor Molar ratio (A) Time (B) Power (C)

Ranking 3 1 2
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Fig. 1 Graph showing the effects of means calculated on Minitab by Taguchi method

Fig. 2 Plot of effects of S/N ratio (larger is better)
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in the induction-heating-assisted process requires about 50–60 s depending upon
power, catalyst and alcohol. This can be highly beneficial for industrial production
of biodiesel.

4.3 Specific Energy Consumption

The SEC for the biodiesel having the highest yield is calculated.
Highest yield is found in the following sample molar ratio 4.5:1, time 60 s, power

1600W, 1% catalyst. Yield of biodiesel in the sample for 100 gWCO is 94.79% that
is equal to 94.79 g of biodiesel produced for the sample of 100 g WCO.

The energy required for its production is the product of power and time.

SEC

(
kW h

kg

)
= Power(kW) × Time(s) × 1 h

Mass of Sample(kg) × 3600 s
(2)

Energy required for production of 94.79 g biodiesel = 1.6(kW) × 60(s) × 1 h

3600 s
= 0.0267 kW h

Energy required per kg of biodiesel production = 0.0267(kW h) × 1000(g)

94.79(g) × 1(kg)

= 0.281 kW h/kg

= 281W h/kg

The specific energy consumption value for WCO produced by induction heating
is less than values computed by using mechanical stirring and ultrasonic cavitation
techniques for production of biodiesel, as referred from research paper of Yadav et al.
[4] which shows that the SEC for ultrasonic cavitation is 340Wh/kg and formagnetic
stirring is 450 W h/kg. It can be seen that induction heating assisted consumes less
energy than both MS and UC. When compared with the results of Ji et al. [3] who
found out SEC for soybean biodiesel by MS to be 500 W h/kg, PU to be 250 W h/kg
and HC to be 183 W h/kg.

5 Conclusions

The research clearly shows that induction heating process can be used for produc-
tion of biodiesel, and the time required for processing of biodiesel is less than the
conventional methods. Power of the induction heater is found out to be the one of
the most important factor on which the yield is dependent, second only to time. The
effect of molar ratio is least on the yield as found out by Taguchi analysis.
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The increase in biodiesel production by changing the power from 1000 to 1300W
is about 10% for 6:1 molar ratio and about 3–4% for 4.5:1 molar ratio and negligible
for 8:1 molar ratio. For increase of power from 1300 to 1600W, the yield increases to
about 6% for 4.5:1 molar ratio, approximately 10% for 6:1 molar ratio and negligible
for 8:1 molar ratio. The effect of change in molar ratio from 4.5:1 to 8:1 on yield of
biodiesel produced is depreciating. It is also found that the SEC is comparable to PU
and HC, but the time of reaction is decreased substantially.
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A Current Review on Linear Fresnel
Reflector Technology and Its
Applications in Power Plants

Harwinder Singh , Amrik Singh , R. S. Mishra , and Amit Pal

1 Introduction

Because of the inadequate quantity of fossil fuel, assets and their adverse conse-
quences on the atmosphere has putmore pressure on the national economies to search
for renewable resources such as solar thermal power technologies [1–3]. In the past
few decades, renewable energy resources have been considered as a replacement of
fossil fuels [4–6]. Apart from this, to reduce carbon dioxide emissions globallywhich
is responsible for climate change, solar and wind both can be used as a substitute of
coal [7].

1.1 Solar Energy and Concentrating Collectors

Solar energy is an alternative or renewable energy source, cheap and abundant, and
even environmental friendly also [6, 8]. Nowadays, developing nations such as China
and India are putting resources into sustainable power source innovations particularly
in sun-based power, and in this way, worldwide commissioning and start-up of plants
on the basis of concentrating solar power (CSP) can be expected in mid-term [9].
To generate base-load power, CSP can be used as alternative to traditional fossil
fuels [10, 11]. In India, there are some areas which are suitable for deployment
of CSP plants as these parts have greater exposure to solar radiation. In addition,
solar thermal power plants of more than 400 MW are available these days, and this
capacity can be increased [12]. Moreover, systems such as linear Fresnel reflector
(LFR), parabolic trough collector (PTC), power tower, and parabolic dish are main
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CSP inwhich PTC technology is an advanced andwidely proven on commercial basis
[12, 13]. As compared to other solar power plant, LFR power plant has reasonable
and acceptable price for exploitation [14, 15], which makes it smart solution for
thermodynamic power plant, but its performance still needs to improved [16].

1.2 Applications of Solar Thermal Energy in Various Power
Plants

In this section, recent studies on the applications of solar thermal energy for different
types of power plants have been discussed in brief. Jradi et al. [17] stated that clean-
ness, safety, and the economic and environmental aspects make solar energy more
favorable, and the aim of study is to store solar energy for which an underground soil-
based thermal energy storage system has been utilized that was further integrated
with a combined heat and power generation system. Shabgard et al. [18] demon-
strates that heating, cooling, and hot water system which is powered by solar thermal
energy and further integrated with latent heat storage has a capability to reduce the
auxiliary energy input significantly to satisfy the demand of residential building in
Phoenix region of Arizona. Pinamonti and Baggio [19] analyzed the solar-driven
heat pump along with energy storage systems in order to examine the factors which
decline the systems’ energy requirement, growth in solar energy’s self-consumption,
and lessening the cost of installation. Li et al. [20] proposed a mid-temperature sun-
based heat and exhaust heat-driven novel sun-powered heat and power combined
system directly attached to the absorption heat pump driven as a purpose to advance
the use of solar energy as well as generation of electricity power and found that
due to the regenerative cycle, recommended system produces the surplus power of
217 kWh. Kizilkan and Yamaguchi [21] concluded from the feasibility analysis that
solar-driven transcritical carbon dioxide based Rankine cycle can be successfully
integrated with an absorption refrigeration system which is working with H2O-LiBr
for the generation of sustainable power and refrigeration applications. Ehsan et al.
[22] coupled a dry cooled recompression cycle based on supercritical carbon dioxide
with the central receiver and also designed a cooling tower, but prior to this an opti-
mization process for the various parameters of solar system and power block has
been followed. Wang et al. [23] conducted a broad design and rating examination of
the supercritical carbon dioxide and process of air cooling on the basis of cooling
towers. Zeygham and Khalili [24] improved the productivity of air-cooled super-
critical carbon dioxide cycles solar power plant by assistance of daytime radiative
cooling so as to reduce the air cooling’s negative effect. Milani et al. [25] reveal in
their findings that contingent upon the local content situation, proposedCSP advance-
ment could produce between 45.40 and 61.21 occupations, and 0.94 to 1.29 million
of American Dollar (revenue) per MW installed. Evangelisti et al. [26] carried out
a review study on solar collector and their functional elements which are important
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for improving the efficiency. Further study investigated the absorbers related inno-
vations and heat transfer fluids. Buker et al. [27] introduced the concept of building-
integrated solar thermal collectors and also discussed the standards for assessing their
thermal performance. Li et al. [28] examined the feasibility of a novel CSP collector
to provide heat of medium-temperature to commercial buildings for the purposes
of heating and cooling, so that reduction in consumption of non-renewable energy
could be achieved.

1.3 Linear Fresnel Reflector (LFR) System

The non-imaging LFR is a linear concentrating collector that has many resemblances
with the PTC system. In term of difference between these two technologies, there
are discrete mirrors in LFR that have been placed close to the ground; however, a
continuous moving reflector is present in the PTC which is situated far from the
ground [29–31].

The LFR receiver is situated at a distance of about 3–5 m above the ground,
and also it is non-movable. To increase the solar radiation amount approaches to
absorber, a secondary reflector also presented in many cases. The tubular absorber
and a secondary reflector of trapezoidal or parabolic shape can be used. However,
a flat or may be curved structure especially for increasing optical efficiency can be
selected for primary reflector [31]. Moreover, the design of LFR vary in terms of
receiver assembly (i.e., horizontal, vertical, or triangular) andmirror arrangement [29,
32–36]. This LFR technology also possesses low cost, and without huge mechanical
problems, it can achieve high concentration ratios [31, 37, 38].

1.4 LFR Comparison with the PTC

As compared to PTC, the LFR has lower optical performance in term of design
differences, and reason for this lower optical efficiency is shape and spaces between
the primary reflectors, effect of shading, shading effects, and the requirement of
secondary reflector [31, 39]. In another way, the reason for a lower optical/thermal
efficiency of LFR is a greater cosine losses which is due to the combination of a fixed
receiver and the one-axis tracking mirror panels in a horizontal plane [29, 40].

2 Recent Studies on LFR Analysis

In this section, various types of past studies regarding LFR analysis have been listed.
Rovira et al. [41] compares the annual performance and economic feasibility of PTC
and LFR driven integrated solar-combined cycles, and it has been mentioned that
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LFR is a good option for reducing the cost of CSP. Additionally, study reveals that
PTC have higher thermal contribution; however, economic feasibility of the plant
may be improved by LFR. Momeni et al. [42] considered the effects of employing
parabolic reflectors in LFR instead of flat reflectors. Their comparison results showed
that wider reflectors can be used in parabolic system which is examined under equal
solar energy radiation and absorber pipe diameter that further reduced the reflectors’
number and makes control system simpler. Barbon et al. [43] conducted an analysis
of longitudinalmovement effect on the functioning of small-scale LFR and found that
with longitudinal movement, both primary cost and energy absorption through the
absorber tube increases; however, a decrease in reflector area ratio has been noticed.
Said et al. [44] examined the optical behavior of a LFR, and their results reveal that
there is a direct impact of number of the reflective mirrors on the optical efficiency.

Dabwan et al. [45] performed a thermo-economic analysis of LFR integrated
with cooling, heat, and power tri-generation system and also analyzed the annual
performance of system with gas turbine of having different sizes along with area
of solar collector. Their results revealed that the proposed system showed more
economic feasibility for the locations having high solar radiation. Sahoo et al. [46]
performed a study to investigate the heat loss for a LFRwhich can be due to radiation
and trapezoidal cavity’s steady laminar natural convection flow which is further
associated with eight absorber tubes and found that losses from the cavity due to
radiative component was found to be around 80–90%. Barbon et al. [47] analyzed
the effects of longitudinal inclination of the mirrors’ rows and/or the absorber tube
on the LFR performance and study demonstrate that with longitudinal tilt angles,
energy absorbed by the absorber tube strongly increases as well as weakly increases
the primary cost. Lin et al. [48] experimentally and theoretically investigated the LFR
withmodifiedV-shaped cavity receiver. Their results reveal that for the tested surface
temperature range, overall heat loss coefficient varied from 6.25 to 7.52W/m2 K. Zhu
et al. [49] proposed a scalable LFR solar system and along with two stage mirrors
and found that maximum thermal efficiency after adjustment was about 64%. Pulido-
Iparraguirre et al. [50] studied an optically optimized LFR design for heat process
applications based on solar energy, and achieved a significant enhancement ranging
from 22 2% to 61% in the monthly power on the receiver. Bellos and Tzivanidis
[51] investigated an enhanced thermal performance of LFR through the CuO and
Syltherm 800 based nanofluid at high temperatures, and finally, it has been found
that maximum enhancement in thermal efficiency is nearby 0.8%.

3 Application of LFR in Power Plants

In this section, studies available on utilization of LFR as a heat source for the various
power plants have been discussed. Wang et al. [52] proposed a solar concentration
photovoltaic and compactLFRbased combined system, and their analysis reveals that
the PV and thermal combined system has higher PV conversion and overall energy
efficiencies. Dabwan and Mokheimer [53] investigated the changes of a current gas
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turbine cogeneration plant, which has a gas turbine with a generating capacity of
electricity, i.e., 150MWe, and further by incorporating with CSP system, it generates
steam for an industrial procedure at a rate of 81.4 at 394 °C and 45.88 bars. Sait
et al. [54] carried out an optical and thermal analysis of the solar power plant in
which Fresnel arrays are compared with the PTC and found that with the similar
maximum flux intensities, the Fresnel array’s optical performance is very nearby
to PTC. Marefati et al. [55] performed an energy and exergy analysis of integrated
combined cooling, heating, and power system which is made up from solid oxide
fuel cell, Stirling engine, steam turbine, LFR solar field, and double effect absorption
chiller and found that thermal power produces by LFR solar field is 961.7 kW as a
heat exchanger. Also, their findings reveal that energy and exergy efficiencies of the
proposed system are 67.5% and 55.6%, respectively.

Alhaj and Al-Ghamdi [56] proposed an LFR plant design to provide the heat for
a multi-effect distillation integrated thermal vapor compression plant. Their results
reveal that for per year production of 8.5 m3 distillate, there is a requirement of 1
m2 of the solar area. Bishoyi and Sudhakar [57] evaluated the thermal performance
of 100 MW LFR plant design along with the facility of thermal energy storage
of up to 6 h and found plant efficiency of about 18.3%. Marefati and Mehrpooya
[58] investigated an energy, exergy, and thermodynamic assessment of combined
heat and power process made up from molten carbonate fuel cell, thermoelectric
generator, LFR, and power turbine. Their results indicated that the proposed system
have overall and electrical efficiencies of 64.93% and 31.57%, respectively. Xu et al.
[59] evaluated the performance of a LFR driven supercritical organic Rankine cycle
for direct vapor generation. Their results showed that the proposed coupling not only
decreases the evaporator irreversibility, but it also reduces the system’s heat loss and
cost.

4 Performance Optimization of LFR

Various studies on optimization of LFR have been listed in this section. Bellos
et al. [60] performed Bezier polynomial parametrization-based optimization on the
secondary reflector of an LFR and found that LFR’s optimum optical efficiency is
about 72.84%, whereas for the initial design, optical efficiency was 61.01%. Ajdad
et al. [61] conducted an optical-geometric optimization of LFR through the particle
swarm optimizationmethod. Their results showed that the solar field’smodule allows
to concentrate 60%of the solar energy incident on themirrors’ surface.Moghimi et al.
[62] carried out an optimization study of a trapezoidal cavity absorber of LFR and
found that top insulation thickness and cavity depth were the most sensitive param-
eters. Vouros et al. [63] performed a ray-tracing optimization for the secondary
reflectors of LFR, and their results reveal that for secondary reflectors which are
located 5 and 12.5 cm above the receiver, the maximum value of successful rays’
ratio reaches to 0.97 and 0.84, respectively. Marugán-Cruz et al. [64] considered a
50MWe solar-only LFR power plant and also analyzed the effects of the size of both
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solar field and thermal storage on the annual production of the plant. Boito and Grena
[65] presented the methods and results regarding the optical optimization of a LFR,
and their results showed that with respect to the initial configuration, the suitable
strategies of optimization can lead to an estimated gain around 12%.

5 Economic Analysis

Some recent studies on economic analysis of LFR also have been discussed here.
Soomro and Kim [66] investigated a direct contact membrane distillation system
driven by111MWeLFRplant and found that levelized cost of energywas 0.34 ¢/kWh
and with a water production cost of $0.425/m3, the average production capacity of
freshwater through the distillation system was 31,844.6 L/day. In another study,
Askari and Ameri [67] technically and economically considered the LFR solar field
for a multi-effect desalination thermal vapor compression, and their results reveal
that for the systems without thermal storage and with thermal storage, production
costs of water were 1.63 $/m3 and 3.09 $/m3, respectively. Khajepour and Ameri
[68] evaluated the effect of exercising three solar fields in a solar thermal plant, and
their findings reveal rather than one solar field, employing three solar fields reduces
electricity utilization by 1.83%-13.78% for the natural gas price of 9 $/MMBtu.
Barbon et al. [69] studied a relationship for estimating cost of a novel small-scale
LFR, for which they utilized the cost estimation software tool to determine the cost
factors and found that movement components of the proposed system were influence
the most to the total cost. In a different study, Bayon-Cueli et al. [70] proposed a new
methodology to evaluate the both geometrical parameters and optimal distribution of
small-scale LFR and computed the optimal value of both mirror width and number
of mirrors at each side of the central mirror to minimize the cost of each reflector.

6 Conclusion

This review work mainly provides a short review on the solar energy and concen-
trating collectors especially of LFR technology and the use of solar thermal energy in
power plants, and also present a solid view point for the LFR deployment instead of
PTC system. It has been concluded from the past literature work that LFR could have
able to prove itself in terms of low cost, less mechanical problems, and high concen-
tration ratio [31, 37, 38]. Furthermore, various past studies related to the thermal,
exergy, and optical analysis of LFR system and its application along with a power
plant have been listed in this work. Moreover, some discussion on the optimization
and economic analysis of LFR on the basis of recent literature has been made in this
study.
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H hour
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1 Introduction

The reduction of post-harvest losses for fresh vegetables is a prime importance for the
sector. It was observed that there is a loss of 1/3 of total food production annually [1,
2]. Most of the fresh vegetable produce are lost due to lack of management practices
such as inadequate storage and preservation facilities after harvest [3]. Drying and
refrigeration are two main vital methods of preservation to reduce the post-harvest
losses just after harvesting. Conventional drying is prevailed worldwide along with
its limitation of hygiene and product quality. Solar drying is very common, and
many designs of solar dryers such as greenhouse dryer, tray dryer, and convective
tunnel dryer are available for drying with individual and hybrid mode and utilized
successfully [4]. On the other hand, cold chain facilities are essential for food security
as well as for quality of perishable items, despite of energy intensive operation
which tends to increase total energy consumption [5]. According to Global cold
storage Capacity Report [6], the total capacity of refrigerated warehouses worldwide
was reported as 616 million cubic meters in 2018, and India was leading as largest
country market, with 150 million cubic meters, followed by the USA (131 million
cubic meters), and China (105 million cubic meters). Also, 17% of total global CO2

emission is presently coming from cold chain industry alone [7]. Therefore, there is
a huge potential for waste heat utilization through cold chain industries of the global
market for application in drying.Hybridization ofwaste heat fromvapor compression
refrigeration system and solar hot air drying systems could be applied where low
temperature and well-controlled drying conditions are needed [8]. It was observed
that drying using refrigeration waste heat is the more sophisticated method regarding
product quality, efficiency, drying rate, process control, and operating cost than solar
hot air drying [9]. Earlier drying studies were performed using refrigeration waste
heat through commonly used refrigeration systems individually or hybrid mode for
clothes, grapes [10–13]. Parameters like drying rate, SMER, COP, moisture content,
energy efficiency, andmass flow ratewere studies and reported. Therewere a very few
literatures available on economic studies especially with VCRS-based solar hybrid
drying systems. The studies concluded the economic benefit in terms of reduction in
electrical energy consumption by using waste heat of refrigeration at condenser side
[14]. Also, in combination with solar heat the hybrid system could be utilized for
various applications. [15] studied about technoeconomics of different solar dryers
and described various methods of economic analysis for hybrid, direct, and indirect
solar drying systems. Annualized cost method, lifecycle cost saving, and payback
period are the three main methods of cost analysis and economic feasibility. These
methods include cost variables like net present value (NPV), salvage value, capital
recovery factor (CRF), cost–benefit ratio (CBR), and internal rate of return (IRR).

The authors [16] optimized the size and cost of waste heat-based organic Rankine
cycle (ORC)-powered cascaded vapor compression–absorption refrigeration system
using nonlinear programming based on conjugated directions method. The simple
break even and payback period was calculated and optimized. Team of investigators
[17] studied about economic optimization of the air collector and evaporator area
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in solar-assisted heat pump drying. The maximum amount of savings was found at
minimumpayback period of the system. The researchers [18] performed an economic
analysis of solar-assisted heat pump drying system for 10 kg sample of Reddish. The
economic feasibility was based on product pricing and payback period. Economic
analysis based on net present value (NPV) and payback period was done for solar-
assisted heat pump fluidized bed dryer integrated with biomass furnace for rice
drying [19]. Most of the research works are available with refrigeration-based heat
pump drying which utilizes low and high grade of waste energy in the form of
heat for drying purpose. Research works on direct utilization of low grade heat from
condenser exhaust integratedwith solar energy in hybridmode for drying applications
are rarely found. Also, literatures are limited on hybrid drying system with optimum
sizing and cost and its feasibility in present scenario. In order to choose the hybrid
solar drying system utilizing vapor compression-based refrigeration waste heat and
ensuring its economic feasibility, a theoretical attempt has been made. A simple
investment ratio and sizing ratio (solar collector area in m2 to refrigeration capacity
in TR) have determined and predicted the sizing of individual units for a specific
quantity of material to be dried.

2 Materials and Method

The mathematical calculation based on empirical relations and theory is performed
for sizing of individual units of system to be made hybrid and heat availability for
drying at outlet of each system. The hybrid system consists of VCRS and natural
convection detachable solar drying unit assembly. A detachable flat plate solar heat
collector would be located at the condenser outlet of VCRS. The combination of heat
from refrigeration condenser and solar collector would be utilized for dehydration
purpose. Let us assume a hybrid system for drying of 50 kg fresh vegetables using
one TR refrigeration unit in combination with solar dryer (Fig. 1).

Fig. 1 Block diagram of refrigeration waste heat-assisted hybrid solar drying system
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2.1 Drying of Vegetables Through Solar Heat

Product to be dried Fresh vegetables

Initial and final moisture content (average) 88% and 7%, respectively, on wet basis

Average dry bulb temperature (DBT) and relative humidity
(RH) [for composite climate like Indore (m.p.) India]

26 °C and 50.6%

Drying unit Natural convection solar tray dryer

Collector type Solar flat plate collector of 40% efficiency [20]

Area of solar collector % Moisture content on wet basis Ac = ma∗(Hw−Ha)
η∗I (1) [21]

Ac: Area of solar collector (m2)
m a: mass flow rate in kg/s
Hw-Ha: Enthalpy difference of air at respective
temperatures (kJ/kg)
η: efficiency of flat plate collector
I = Solar irradiation (KWh/m2/day)

Enthalpy of ambient air Ha = 1.007T + ω[251.2131 + 1.5524T ] (3) [23]
Ha = Enthalpy of moist air in kJ/kg
ω = Humidity ratio in kg/kg of dry air
T = Dry bulb temperature in °C

Density of air is assumed 1.20 kg/m3

From the above-mentioned relations, heat required for natural convection solar
drying and area of solar collector could be determined for different vegetables with
same sample size.

2.2 Size Prediction for Vapor Compression Refrigeration
System (VCRS) Utilizing Waste Heat for Drying

Product to be stored Fresh vegetables

Quantity of vegetable to be stored 750 kg (using average density of fresh
vegetables)

Capacity of chilled storage 1 TR

The temperature difference between ambient
and inside storage chamber

40 °C

Insulation material PUF having thickness 80 mm

Net heat load Transmission load + product load + respiration
load + infiltration load + misc load

(continued)
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(continued)

Product to be stored Fresh vegetables

Transmission load Q = U ∗ A ∗ �T (4)
Where Q = heat transmission, A = area in m2

and U = overall heat transfer coefficient, and
�T = temperature difference

Product load m*Cp*�T + (heat of respiration * mass of
product) (5)
where m = mass of product in kg and Cp is
specifc heat in KJ/kgk

Overall heat transfer coefficient (U)
(only conductive resistance would be taken
into account)

1
U = tm

km + ts
ks + tins

kins (6)
Where tm, t s, and tins are the thickness of outer,
inner, and insulating sheets of the chamber and
km, ks, kins are thermal conductivities,
respectively

Infiltration Load Total infiltration load:
Sensible infiltration load + latent infiltration
load
sensible infiltration load = Vinf * ρ* Cpv *�T
(7)
latent infiltration load = Vinf *
ρ*Cpv*(wo-wi)*hc (8)
Total volume of infiltration = Vinf =
0.48*number of air change per day
Number of air change = 3 (assumed) [24]
wo and wi—inside and outside humidity’s in
kg/kg of dry air hc is the latent heat of
condensation for water, i.e., 2257 kJ/kg
Density of moist air (ρ) and specific heat
capacity of vapour (Cpv) will be taken as
1.20 kg/m3 and 1.88 kJ/kg, respectively

Miscellaneous load (10–20% of total load) Condenser fan load, light load, and load due to
moisture loss from vegetable could be taken into
consideration as miscellaneous load. Other
loads like solar load, sensible as well as latent
heat from fan motors, loss due to improper
insulation, convection loads, etc., are not taken
into consideration for the ease of calculations

For the sake of simplicity in calculations, the losses in refrigeration system are
neglected and total heat content at condenser exhaust is assumed as equal to the total
cooling load.

From Table 1 and Table 2, it is clear that heat required for drying of vegetables
using solar dryer varies between 4.85 and 8.65 MJ/kg. It is seen here that the heat
requirement for the onion is maximum and bitter gourd is minimum for the same
sample size. The average amount of heat available with solar energy for drying of
vegetables would be calculated as 5.76 MJ/kg.

Amount of heat extracted that will be available theoretically at condenser exhaust
of one TR refrigeration system would be 5.64 MJ/kg with energy efficiency ratio
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Table 2 Recommended temperature and humidity conditions, bulk density, specific heats, and heat
of respiration for storage: [4, 6, 25, 26]

Vegetable to
be stored

Recommended
storage
conditions
temperature (°C)
and relative
Humidity (%)

Approximate
storage life

Bulk
density
kg/m3

Specific heat
kJ/kg K

Heat of
respiration
kJ/kgh

Tomato 13–15 and
85–90% RH

4–7 days 550 3.98 0.284

Potato 4.5–13 and
90–95% RH

5–10 months 675 3.43 0.072

Onion 0–2 and 65–75%
RH

1–8 months 620 3.77 0.064

Brinjal
(eggplant)

12 and 90–95% 1 week 295 3.94 0.736

Bitter gourd 12–13 and
85–90%

2–3 weeks 400 3.76 0.768

(ERR) of 0.4. From condenser exhaust of one TR refrigeration system, about 35 kg
product could be dried.

2.3 Economic Prediction of Hybrid System

Fresh vegetables to be dried 50 kg

Refrigeration capacity 1 TR

Maximum quantity could be dried using refrigeration heat of 1 TR 35.9 kg

Dried material quantity in kg through refrigeration waste heat 3.6 kg

Remaining product to be dried with solar dryer in kgs 14.1 kg

Area of solar flat plate air collector required (m2) 6.41m2

Dried material quantity in kg through solar heat 1.41 kg

Fresh material to be stored in refrigeration system in kg 750 kg

Average cost of fresh material in Rs @40 per kg

Average cost of dried material in Rs @300 per kg

Cost of solar dryer in Rs 106,094.00 (a)

Cost of refrigeration system in Rs 375,000.00 (b)

Operating cost/year in Rs 43,992.00 (c)

Cost of drying through refrigeration waste heat in Rs 179,271.00 (d)

Total cost of refrigeration Rs. (b) + (c) + (d) 418,992.00

(continued)
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(continued)

Fresh vegetables to be dried 50 kg

Total cost of hybrid system Rs. (a) + (b) + (c) + (d) 704,357.00

Annual saving in solar dryer Rs 63,656.28

Annual saving with refrigeration system Rs 4,661,344.00

Total savings in hybrid system Rs 4,725,000.00

3 Result and Discussion

There are various combinations of systems which could be tried for specific quantity
of product to be dried. Here, we have tried to make a hybrid system by predicting the
average values of total costs and savings for the individual units and plotting them for
various combinations of refrigeration capacity and solar heat collecting areas. The
economic feasibility of the any system is based on size and overall investment. Simple
investment ratio (saving/cost) and size ratio are plotted to represent the predicted
hybrid system for its feasibility on economic point of view. Here, we are trying to
select the better option of hybrid drying system based on selected sample size that
is 50, 100, 150, 200, 250, 300, 400, and 500 kg. Size ratio (SR) was represented on
abscissa and simple investment ratio (IR) on ordinate. The almost similar trends were
found for each sample sizes. The gradient of slope found steeper for small size ration
in every sample size than that of higher one. For sample size of 50 kg, it seems to be
flatten near 30 SR with IR of 4.5, for 100 kg it showed between 70 and 80 SR with
IR of 3 (Figs. 2 and 3). It was found near 100–120 SR with IR of 2 for sample size of
150 and 200 kg, respectively (Figs. 4 and 5). For sample size of 250 and 300 kg, the

Fig. 2 Representation of IR versus SR for 50 kg sample to be loaded for drying
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Fig. 3 Representation of IR versus SR for 100 kg sample to be loaded for drying

Fig. 4 Representation of IR versus SR for 150 kg sample to be loaded for drying

Fig. 5 Representation of IR versus SR for 200 kg sample to be loaded for drying
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Fig. 6 Representation of IR versus SR for 250 kg sample to be loaded for drying

Fig. 7 Representation of IR versus SR for 300 kg sample to be loaded for drying

slope was get flattened at high SR (200–250) even though 1.5 times of IR (Figs. 6
and 7). High values of SR would not be feasible practically.

For large sample size like 400 and 500 kg (Figs. 8 and 9), the IR ration found
unity, and this means savings and investment would be equal and increasing size
ration would be impractical for huge quantity of drying with this hybrid mode.

By plotting the values of SR and IR with quantity of product to be dried, an
intersection point is obtained by which it could be able to find the feasible option
for sizing of hybrid system using overall costing and savings. Here, the point is
obtained in between 200 and 250 kg where SR value would be 165.70–211.18 and
IR in between 1.89 and 1.65. From Fig. 10, it is clear that the hybrid system sizing
would be made feasible practically and economically for the product sample size to
be dried up to 200 kg. Above 200 kg, IR would be decreased with increased SR,
which may not be feasible practically. Therefore, for the economic feasibility, the
sizing ratio of 29.20, 74.70, 120.20, 165.70, 211.18, 256.68, 347.68, and 438.66 and
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Fig. 8 Representation of IR versus SR for 400 kg sample to be loaded for drying

Fig. 9 Representation of IR versus SR for 500 kg sample to be loaded for drying

the respective simple investment ratio would be 4.44, 2.95, 2.27, 1.89, 1.65, 1.49,
1.29, and 1.16.

It is clear from the above results that for the economic and practical feasibility of
hybrid system, the sizing ration plays an important role. By harnessing the refrig-
eration waste heat with existing installed systems for drying applications through
combining solar heat, the size selection of individual units is crucial. It also depends
on crop production and availability of refrigerated storage capacity.



452 S. P. Singh and A. Nagori

Fig. 10 Representation of optimum ration for hybrid drying system with different sample size

4 Conclusion

• Size ration (SR) and simple investment ration (IR) could be utilized for getting
the economic feasible hybrid system. Economic feasible size would be obtained
in between SR value of 165.70–211.18 and IR of 1.65–1.89.

• Drying of vegetable only on small scale (up to 250 kg)might be feasible practically
and economically with refrigeration waste heat of VCRS, utilizing solar energy
as a hybrid mode. The total saving of combined system would be found nearly
two times of total investment.

• Theoretical heat available for per kg drying of selected vegetables with above-
mentioned hybrid mode would be 11.4 MJ. The VCRS (0.5TR to 10TR) could be
chosen in combination with solar natural convection dryer for the development
of hybrid system.

• Hybrid systemmight be mostly preferred for small capacity drying (up to 250 kg)
as total cost would be more dominant on large scale. The incremental change in
size would led to insignificant change in savings so that for large-scale drying IR
plot shows decreasing trend with SR.

• Refrigeration waste heat acts as alternate energy backup for drying process on
unavailability of solar heat during nighttime or rainy season. Refrigeration waste
heat if used in hybrid form might boost up the drying rate and thereby reducing
drying time.
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Thermal Analysis of Solar Air Heater
by Using Pebbles as an Absorber
Material

Atul Gautam , Pramod Kumar Sharma , Mayank Srivastava ,
G. Phaldessai, Vilas Warudkar , and J. L. Bhagoria

1 Introduction

Since there is a significant gap in demand and supply of energy in the state of
Goa, there is a very high rate of depletion of exhaustible resources. So, there is a
need to develop an alternative solution in order to cope with exhaustible resource.
There is plenty of renewable energy available but we lack ideas to significantly avail
it. Therefore, it is necessary to develop eco-friendly way in order to use renewable
energy efficiently. There are variousways bywhich solar energy is being used to fulfill
various purposes. [1] But in conventional methods, the various absorbing material
which is being used is less efficient and are not having much conversion efficiency
(Fig. 1). Hence, proper analysis of various absorber materials is required. Solar air
collector is a simple device which converts solar energy into heat energy. This heat
can be used for various purposes.

[4] investigated solar collector experimentally with the two media such as air and
pebble bed in different operating modes. [5] Thermal performance of the packed
bed using 8500 kg rock pebbles filled and solar heat storage system was studied.
[6] In this work, two types of packed bed collectors, one with wire mesh screen
matrix bed and other with pebble bed, were optimized on the basis of minimum
cost per unit energy delivered. [7] Analyzed performance parameters such as solar
radiation intensity, temperatures at various positions in solar air heater, and daily
thermal and exergy. Efficiency is based on trapezoidal corrugated solar air heater
with the use of sensible heat. [8] studied different types of solar air collectors and
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Fig. 1 A flat plate heat pipe solar collector: a schematic view and b general view [2, 3]

the paper also talks about design and fabrication of different air heaters for compar-
ison of their thermal performance. Different factors that affect the performance were
studied. Factors considered were orientation, humidity, wind speed, and intensity.
[9] studied heat transfer coefficient between absorber and the air stream of an air
heater. Effect of various materials like wire mesh, gravels, sand, wood, etc., in the
absorbing chamber was studied. [10] studied the need for performance by studying
different type of collector having different material, shapes, dimensions, and layouts.
Modifications were done to improve the heat transfer coefficient between absorber
plate and air using absorbers with fins, matrix type absorbers, etc. [11] studied a
hybrid photovoltaic/thermal (PV/T) solar collector, and a simple analytical model
was developed based on energy balance equations between PV/T components. Study
of various parameters affecting efficiencywas carried out. [12] studied variousmodes
of solar drying and classification of solar drying techniques and compared with one
another to find the best method. Various types like mixed mode, natural circulation,
forced circulation, green house type, and tunnel type of solar dryer were reviewed
with design parameters. [13] designed and constructed a forced convection indi-
rect solar dryer for drying moringa leaves. All the parameters were calculated, and
conceptual designs were made. Based upon the availability, all the materials were
chosen. Plywood was used for the body, black-coated aluminum was used as solar
collector, and wire mesh was used for racks. [14] developed a forced convection
solar drier and compared it to direct solar drying in terms of quality to help small
holders. The collector plate was painted with black paint. Glass wool was used as
insulation. Gravels were used to store heat during day time which was then supplied
to the flowing air during nighttime. [15, 16] The authors reviewed the integration of
PCM with solar thermal that has been very beneficial in terms of reducing energy
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consumption by conserving energy in the form of latent heat, decreasing tempera-
ture fluctuation by absorbing excess energy, reducing electricity consumption, and
shifting the peak loads of cooling energy demands.

2 Material and Methods

2.1 Experimental Setup and Measurements

An experimental setup for the solar air heater was developed. Temperature sensors
were used at different points inside the air heater. Marine plywood was selected
as the construction material taking into consideration factors like weight, ease of
fabrication, and moisture resistance. Channel sections were used to make support for
the collector. Acrylic sheet was used as the glazing over the absorber surface. Space
between the collector and the glazing was selected taking into consideration the
various absorber materials. The absorber base was made of marine plywood coated
with black paint. Entire setup was coated with black paint. Collection chamber was
attached to the outlet of the absorber chamber as shown in Fig. 2. The collection
chamber has a door at the back through which various things for drying can be put.
Chimney is provided on the top of the collection chamber to let hot air move out of
the chamber which also creates the draft required. Inlet vent for the absorber was
made adjustable to control the amount of air entering the absorber. Insulation was
provided on the sides and bottom to minimize heat loss.

Different absorber materials compared were the plywood, pebbles, wire mesh,
and sand. Resistance-type temperature sensors were placed at different locations:

(1) At the absorber inlet (T1)
(2) Surface of the absorber (T2)
(3) Outlet of the absorber (T3)
(4) Collection chamber (T4)
(5) Outlet of the collection chamber (T5) in Fig. 3.

2.2 Useful Energy

Solar energy available at the earth’s surface is called as solar insolation. It is possible
to convert this entire energy into useful energy. That is because of the various losses
taking place. Also, 100% absorption is not possible. The losses which are considered
in this study are convective and radiative losses.

• Ta = 29 ◦C
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Fig. 2 Solar air heater
prototype

• Ts = 50 ◦C

• Tf = 45 ◦C

• length = 1m

• width = 0.7m

• Gap = 0.05m

• As = 1∗0.7 = 0.7m2

• I = 650W/m2
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Fig. 3 Bed of pebbles as
absorber

• τ = 0.89

Properties of air were determined at the average air temperature (i.e., 45 °C).

Volume compressiblity = 1

Tf

Characteristic length = As

parameter

Rayleigh’s number,

Ra = g*β(Ts − Ta)∗L3
c

ν2
*Pr (1)

Nusselt number,

Nu = 0.15∗R1/3
a (2)

Heat transfer coefficient,

h = k

Lc
*Nu (3)

Heat transfer by convection,
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Qconv = h∗As ∗(Ts − Ta) (4)

Heat transfer by radiation,

Qrad = ε*As*σ
(
T 4
s − T 4

u

)
(5)

Qtotal = Qconv + Qrad (6)

Solar energy incident,

Q = τ∗I∗As (7)

Quseful = Qi − Qt (8)

Useful energy was coming out to be 45.72 W which will be absorbed by the air
flowing over the absorber surface.

3 Result and Discussion

Comparison of surface temperatures of different absorber materials is plotted over a
period of time.

Absorber surface temperatures of different absorbing materials were plotted as
shown in Fig. 4. It was found that the absorber surface temperature was maximum in
the case of pebbles and it attained highest temperature of 85 °C at 12.00 pm. Wood
was having lowest absorber surface temperature among all others. We can also see
from Fig. 4 that at the start of the experiment, temperature of the pebbles is less which
is because of the high specific heat of pebbles. But as time progresses, temperature
builds up due to heat absorption by the pebbles. This heat is then transferred to the
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flowing air. We can also see that pebbles could retain a temperature of 57 °C at the
end of the sunshine hours.

A similar plot of variation was obtained for collection chamber temperature for
varying sunshine hours as shown in Fig. 5. Itwas observed that the collection chamber
temperature was highest at 2 P.M. and the maximum temperature recorded was 67 °C
obtained for wire mesh absorber. Temperatures developed for all the materials were
almost same except for wood for which it was less. Temperatures developed by
pebbles have lesser variation compared to that of sand and wire mesh.

Figure 6 shows temperatures recorded at various locations inside the solar air
heater for different absorber materials at 12 P.M. We can see from the results that
the temperatures recorded at every location are more for pebbles compared to other
materials at 12 P.M. followed by sand and then wire mesh. Temperature of the air
is also more for the pebbles. This is because of the increased surface area in pebble
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bed. Air flows through the interstitial spaces between the pebbles which increases
the heat transfer coefficient. Air temperature developed in the case of wire mesh
was less compared to that of sand because of the use of only one wire mesh layer.
Multiple layers would have increased the heat transfer and the temperature.

Figure 7 shows the temperatures developed in different absorber materials at
various locations at 6 P.M. and it can be seen clearly from the graph that the pebbles
could retain high temperature of around 57 °C at the absorber surface and the temper-
ature of air in the collection chamber was 40 °C. This is because of the high heat
storage capacity of the pebbles. Hence, pebbles can heat up air even after sunshine
hours. Sand and wire mesh could also retain temperature of 35 °C in the collection
chamber at 6 P.M. But the air temperature will decrease after a while for wire mesh
as the heat storage capacity is less. Sand will still continue to heat air for a time
longer than that of wire mesh. High heat storage capacity of the pebbles is clearly
indicated in Fig. 7 as a high temperature can be seen at the absorber surface, whereas
for other materials, it can be seen that the absorber surface temperature is coming in
equilibrium with the air temperature developed at 6 P.M.

Collector efficiency is defined as the ratio of useful energy gain by the air to the
solar radiation incident on the absorber of the solar collector [17]:

ηc = ma ∗ cp ∗ (T3 − T1)

I ∗ As
(9)

From Table 1 we can see that the collector efficiency for pebbles was highest
followed by the wire mesh. Wood and sand had almost same collector efficiencies.
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Table 1 Collector
efficiencies using different
materials

S. no. Material ηC

1 Wood 31.07%

2 Wiremesh 34.75%

3 Sand 31.90%

4 Pebbles 37.08%

4 Conclusion

Various absorbing materials were studied and analyzed. Form the results obtained,
we can clearly see that some materials have better heat storage capacity while some
have better specific heat. Pebbles have high specific heat as well as high thermal
capacity. Hence, the time taken by the pebbles to gain sufficient temperature was
more compared to other materials. However, the temperatures developed were also
higher for pebbles and they could retain high temperature for longer time making it
suitable in applications after sunshine hours. For single wire mesh, the temperature
developed very fast because of the lower specific heat of the stainless steel. Also,
the thermal storage was less because of the lesser volume of the metal used. By
using sand as absorber, temperatures developed were high and comparable to those
obtained using wire mesh. Also, sand could retain temperatures higher than those
for wire mesh but lesser than the ones obtained using pebbles. It was observed that
some of the sand particles were carried along with the air into the collection chamber
making it unsuitable for drying food items. The best absorber material out of the used
was then determined based on the collector efficiency,max temperature obtained, and
ability to retain higher temperature after the sunshine hours. The various absorbing
material will be coated by black paint for higher heat absorption. Since the natural
convection mode of heat transfer takes place, the inlet ambient temperature will be
kept at room temperature to maximize the drying chamber temperature.
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Bio-diesel Production from Kalonji
(Nigella sativa L.) Seed Oil Using
Microwave Oven-Assisted
Transesterification: A Sustainable
Approach

Naveen Kumar Garg and Amit Pal

1 Introduction

The uni-alkylic ester of vegetable or animal oils has been bio-diesel. Bio-diesel
has very comparable relational parameters to petroleum diesel and often greater
cetane number that makes it possible to be utilized straightforwardly as a potential
alternative energy source for compression ignition engines without amendments or
as a diesel fuel mixing ingredient [1]. Bio-diesel has been a cleaner burning fuel than
diesel, which could well be an acceptable substitute [2]. Since it is processed from
non-fossil and locally cultivated biomass materials, the requirement for petroleum-
based fuels can indeed be brought down and the costs associated with petroleum
diesel may be significantly lowered [3]. Bio-diesel has almost no sulfur and therefore
provides commitment to mitigate harmful by-products of combustion [4]. Bio-diesel
has long-chain fatty acid esters and has been metabolized by plant and vegetable
oils, algae [5] of shorter-chain alcohol transesterification process [6]. It is compliant
with conventional petroleum diesel and has become a commercial product in Europe
even [7].

Kalonji (Nigella sativa L.) has been a yearly flowering seed spice of the Ranuncu-
laceae family, native to Southern and Southwestern Asia. Other identities which also
include black cumin in English, kalonji in Hindi and Urdu, krishnajirika in Sanskrit,
kalajira in Bangali and shonaiz in Persian also correspond to kalonji [8]. It emerges
in theMediterranean countries and has been widely grown in India and Pakistan. The
plant was reported to be considerate to salt and could be considered a glycophyte.
Kalonji increases to 200–300 mm height, with straight leaves precisely segregated.
The plant has bright, light blue, and white-colored flowers as shown in Fig. 1 [9]. The
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Fig. 1 Plant, flower, fruit, and seeds of kalonji (Nigella sativa L.) [9]

fruit of the kalonji plant has been a big and bloated capsule, which contains multiple
seeds utilized for spice.

Many homogeneous alkaline, acidic [10], heterogeneous, and enzymatic catalysts
have been used to commercially revolutionize plant oil to bio-diesel [11]. Alkali-
catalyzed transesterification has been one of the favored pathways due to: (1) the
reaction conditions were comparatively benign (moderate temperature and atmo-
spheric conditions), (2) fewer ingredients associated, and (3) fairly low reaction time
and expense especially in contrast to some of the other counter-processes involved
[12]. That being said, the above approach was only appropriate for oils possessing
less than 3 percent FFA ingredients. Larger FFA disrupts the catalyst, which leads to
the undesirable evolution of soap, consequently reducing the efficiency percentages
[11].

Anovel, innovative, and fastermethod for transesterification of kalonji oil into bio-
diesel was used in this study through microwaves assistance via a modified domestic
microwave oven and two-step transesterification [13–15].

2 Materials and Methods

2.1 Samples and Chemicals

The kalonji (Nigella sativa) seed oil used for the present work was extracted from
the seeds sourced from Delhi’s wholesale grain market. After thorough cleaning
and removal of foreign ingredients, the seeds were kept in impermeable vessels
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Fig. 2 Kalonji seed oi

to sidestep the influence of humidity, and then retained at room temperature before
further use. The processing of Kalonji (Nigella sativa) oil into bio-diesel was initiated
out utilizing methanol of potency—99%, Sulphuric acid (99% purity) and potassium
hydroxide flakes (Fischer chemical, of potency—99.5%).

2.2 Extraction of Oil from Kernels

Soxhlet extraction method has been used for extraction of oil from the seeds. The
oil content was extracted using the Soxhlet apparatus by taking 100 g of crushed
seeds at 60 °C for 7 h with 500 ml of n-hexane. The fixed oil was collected and
concentrated in a revolving evaporator and then placed for 20 min in a vacuum
oven at 100 °C, followed by cooling in a desiccator and refrigerated awaiting more
exploration (Fig. 2). The yield of crude kalonji oil extract from black seed ranged
from 35 to 40%.

2.3 Conversion of Specimen Oil into Bio-diesel

Initially, the FFA of kalonji oil was tested and determined to be 4.7%. Transesterifi-
cation in two steps was implemented for such feedstocks. 23-L domestic microwave
oven, with specifications as power/source—230 V, 50 Hz, power (microwave
output)—800 W, 2.45 GHz and power consumption—1250 W has been updated
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Fig. 3 Experimental setup and esterification

appropriately for experimental procedures. Throughout the first leap of esterification
reaction, the extracted kalonji oil, methanol, and also the sulfuric acid (conc.), as cata-
lyst, were mixed and steadily stirred for 15 min using modified domestic microwave
oven under controlled conditions such as 60–65 °C temperature and atmospheric
pressure. The mixture was then moved to the separating funnel for 10–15 min to
isolate glycerin from the mixture (Fig. 3). The content of FFA has been reduced to
1.7%. With the integration of the KOH as catalyst in a fixed molar ratio of oil and
methanol, the kalonji oil was further transesterified, a steady temperature of around
60–65 °C for 5 min. For the transesterification cycle, the oil:methanol was as taken
as 9:1 with a catalyst concentration of 1.5 percent w/ w. In addition, the oil has been
kept for the separation of methyl ester from glycerol in the separating funnel for
about ten minutes. The methyl ester was washed with water and dried up to 110 °C
to eliminate water content from the oil before filtering.

Flow diagram for domestic microwave oven enriched bio-diesel production
process is shown in Fig. 4.

2.4 Physical and Chemical Properties

Following the laboratory exercise, standard procedures established themethyl ester’s
physical and chemical properties including the density, refractive index, iodine
(Wij’s), saponification value, and unsaponifiable matter of specimen.
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Fig. 4 Flow diagram for domestic microwave oven enriched bio-diesel production process

2.5 Fatty Acid Configuration

For determining the fatty acid profile of the oil, Centurion Scientific Gas Chromatog-
rapher (Model-GC 5770), equipped with a flame ionization detector (FID), column
BPX-70, length-30 m, inner diameter-0.25 mm, and film thickness 0.25 microns,
is being used for the gas chromatography (GC) of kalonji seed oil. The helium gas
now for carrier gas feature was being supplied at 1 ml/minute, and the split ratio was
maintained at 1:50. Primarily, oven temperature was set at 150 °C, with a holding
time of 2 minutes. The temperature in the oven was increased to 240 °C @ 4 °C per
minute. At this temperature, the samples had been kept now for 6 minutes. Atomizer
and detector temperatures were continued to hold at 260 °C and 280 °C, respectively.
The mass spectrometer was executed in the electron impact mode at 70 eV together
within scanning range of 50–550 m/z.

Table 1 summarizes the entire experimental investigation, along with the yield
of bio-diesel. Therefore, microwave technology has been demonstrated to be an
important strategy to process bio-diesel in far less time.

2.6 Statistical Investigation and Estimates

Every statistical investigations were carried of minimum in triplicate and reported
as a mean (n = 2 * 3).
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Table 1 Experimental runs with corresponding yield

Experiment no Variable 1
methanol: oil
molar ratio

Variable 2
catalyst (wt%)

Variable 3
temp. (ºC)

Variable 4 time
(minutes)

Yield (%)

1 3 1 63 37 63.585

2 3 1 62 35 62.362

3 3 1 65 35 63.445

4 3 1.5 60 32 66.995

5 3 1.5 59 33 65.568

6 3 1.5 61 32 68.995

7 3 0.75 58 38 64.238

8 3 0.75 60 37 63.951

9 3 0.75 60 39 63.124

10 6 0.75 62 32 81.417

11 6 0.75 65 31 81.138

12 6 0.75 58 30 79.721

13 6 1 59 31 83.562

14 6 1 64 30 83.399

15 6 1 62 31 83.725

16 6 1.5 65 28 87.064

17 6 1.5 60 26 88.531

18 6 1.5 55 29 88.089

19 9 0.75 61 25 90.765

20 9 0.75 60 26 91.231

21 9 0.75 62 23 91.101

22 9 1 61 24 93.475

23 9 1 57 23 92.695

24 9 1 59 25 92.755

25 9 1.5 59 21 96.423

26 9 1.5 62 20 95.425

27 9 1.5 63 19 95.159

3 Result and Discussion

3.1 The Physical and Chemical Properties of the Specimen
Oil

The physicochemical properties of the specimen oil have been described, compared
with those available in the literature and reported in Table 2. The kalonji seed
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Table 2 Comparative analysis of physicochemical characteristics of kalonji oil/specimen

Physicochemical
properties

Test method Present study Aftab, A. K
et al. [16]

Gharby et al.
[17]

Wahidu
Zzaman, et al.
[18]

Color – Deep Amber – – Green- Yellow

Acid value (mg
KOH/g oil)

D 664 0.35 ± 0.01 – – 0.41 ± 0.01 (as
oleic %)

FFA content (%) D 664 4.75 ± 0.02 4.69 ± 0.15 2.3 ± 0.5 0.20 ± 0.01 (as
oleic %)

Iodine value
(Wij’s)

EN 4214 127 ± 2 123.4 ± 1.52 126 ± 4 –

Saponification
value (mg of
KOH//g oil)

ISO385-1:1977 195 ± 3.2 205.21 ± 2.46 – 132.75 ± 10.02

Kinematic
viscosity at
40 °C (mm2/s)

D 445 64.6 – – –

Relative density
at 25 °C (g/cm3)

D 1298 0.9167 ± 0.07 0.9158 ± 0.02 – 0.93 ± 0.04

Refractive index – 1.425 ± 0.003 1.465 ± 0.05 1.473 ± 0.002 –

Unsaponifiable
matter (%)

– – 0.33 ± 0.01 – –

contained 35.62% oil content in it and has been extracted using the Soxhlet appa-
ratus.The average relative density of the extracted virgin kalonji oil recorded to be
0.9167 g/cm3, measured at 25 °C. No substantial difference in relative density was
observed among the various specimen oil samples. The relatively higher density
would then be an outward sign of greater molecular weight and unsaturation.
When the density of an oil raises, thereby an increment in molecular weight and
un-saturation of the oil has been reported.

The average values of refractive index for the oil were measured with the refrac-
tometer and found to be at par with the values available in the previous studies.
The iodine valuation typically explains the level to which a fat or oil is unsaturated.
The volume of gram of iodine which is ingested by 100 g of fat has been called the
oil’s iodine value. These very measures explain the high degree of unsaturation and
thus a greater vulnerability to oxidative rancidity. Maximum iodine value identified
through this study’s test oil was 127 which appeared to be significantly higher than
the previous studies.

One of the essential factors for determining the suitability of the oil to process for
the transesterification has been the FFA content imbedded in the oil. In this work, the
levels of free fatty acids were measured by titrimetric method. The average recorded
value for the present study was 4.7%. The FFA amount leads to a higher level of
oil hydrolysis. Unsaponifiable content involves some such compounds that are often
soluble in fats and oils that have not been saponifiable by caustic alkali but get
dissolved in ordinary fat solvents like hydrocarbons.
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3.2 GC–MS Analysis of the Specimen Oil

The peak assessment of the fatty acids in the investigated samples was done by
comparing the mass spectra. Concentration of saturated and unsaturated fatty acid
average proportion present in the specimen kalonji oil samples was reported in
Table 3. All of the studied samples of kalonji oil included seven saturated fatty
acids and five unsaturated fatty acids, including mysteric, pentadecanoic, palmitic,
margaric, stearic, arachidic and behenic and palmitoleic (C16:1), oleic (C18:1),
linoleic (C18:2), eicosenoic, (C20:1) and eicosadienoic (C20:2). Also, one unknown
peak was observed (×1). Saturated fatty acids including carbon chains of (C12:0–
C16:0) carbon atoms were observed to be atherogenic, stearic acid was observed
to have unbiased impacts, whereas oleic and polyunsaturated fatty acids deliver a
significant decrease in the blood lipids.

Among all the saturated acids, palmitic (C16:0) observed to be influential, whereas
unsaturated fatty acids including mono-unsaturated and polyunsaturated fatty acids
(PUFA) linoleic (C18:2) and oleic (C18:1) fatty acids were measured to be 28.94
and 37.01%, respectively.

Regulating the levels of LDL cholesterol has been reported because of the oleic
acid, whereas PUFA has favorable impacts on both decent health and terminal
illnesses, such as control of lipids.

Table 3 Average proportion of saturated and unsaturated fatty acids in kalonji oil specimen

Parameter Present study Aftab, A. K et al.
[16]

Mohammed Yahya
Hadi et al.[19]

Gharby et al. [17]

C14:0 (Myristic) 3.30 0.12 ± 0.004 0.312 0.2 ± 0.1

C15:0
(Pentadecanoic)

0.55 – –

C16:0 (Palmitic) 20.59 12.68 ± 0.5 13.775 11.9 ± 0.1

C16:1(Palmitoleic) 0.52 0.12 ± 0.005 1.651 0.2 ± 0.1

C17:0 (Margaric) 0.13 – – –

C18:0 (Stearic) 6.23 3.99 ± 0.15 1.817 3.2 ± 0.1

C18:1(Oleic) 28.94 28.55 ± 0 18.643 24.9 ± 0.5

C18:2(Linoleic) 37.01 51.80 ± 1.45 18.061 56.5 ± 0.7

C20:0 (Arachidic) 0.35 0.21 ± 0.003 20.43 0.2 ± 0.1

C20:1(Eicosenoic) 0.53 0.48 ± 0.01 0.69 –

C20:2
(Eicosadienoic)

1.84 2.05 ± 0.05 3.085 –

C22:0 (Behenic) – – 21.536 –

X1 1.85 – – –
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Table 4 Values of different physicochemical properties of kalonji bio-diesel

Parameter Standard Sample Sample2 Sample3 Sample4 Test
equipment

Saturated fatty
acid (%)

EN 14103 30.15 32.6 30.43 33.12

Polyunsaturated
fatty acid (%)

EN 14103 38.85 37.23 38.45 30.2

Saponification
value (mg of
KOH//g oil)

ISO
1385–1:1977

204.268 205.586 200.942 190.736

Iodine value
(Wij’s)

ISO
1385–1:1977

100.156 95.168 96.375 81.535

Cold filter
plugging point
(°C)

D6371 0.878 5.267 5.367 2.524 Automatic
NTL 450
(Normalab,
France)

Cloud point (°C) IS: 1448 [P: 10]:
1970

5.838 6.349 4.229 5.938

Pour point (°C) IS: 1448 [P: 10]:
1970

−0.483 0.071 −2.23 −0.375

Oxidation
stability (hr)

EN 14112 5.777 5.758 5.658 6.495 873 Rancimat
(Metrohm,
Switzerland)

Calorific value
(CV)

D240 39.408 39.669 38.874 36.658 Parr 6100
calorimeter
(IKA, UK)

Viscosity
(mm2/s)

D445 3.721 3.797 3.695 3.445 SVM 3000

Density (g/ml) 1298 0.877 0.882 0.864 0.814 SVM3000

3.3 Characterization of Kalonji Bio-diesel

Different properties of the bio-diesel obtained from specimen oils were measured
and presented in Table 4.

3.4 Effects of High Saturated Fatty Acid Content in Kalonji
Bio-diesel

Sample 4 exhibited the maximum saturated fatty acid content among all the samples.
Bio-diesel derived from oil seeds with a large concentration of saturated fatty acids
does seem to have a strong oxidation stability and a greater heating value but its
cold flow properties are weaker than many bio-diesels due to the fatty acids being
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solidified at elevated degrees. The greater proportion of such acids enhances the
freezing temp. and exhibits high CFPP and CP, leading to the solidification of the
biofuel, providing the potential for its use in hotter climate territories [20].

3.5 Effects of High Unsaturated Fatty Acid Content
in Kalonji Bio-diesel

The amount of unsaturated fatty acid content in the present study reported to be
38.85%, 37.23, 38.45, and 30.2%, respectively. The sample 1 contained the highest
amount of polyunsaturated fatty acid content in it. Earlier studies revealed that the bio-
diesel withmost unsaturated fatty acids releasemoreNOx, and showed lower thermal
performance compared tomore saturated acids in bio-diesel [6]. There were nomajor
variations in emissions of HC and smoke among the bio-diesel fuels observed [5].

3.6 Measurement of Acid Number in Kalonji Bio-diesel

The titration method was employed to determine the bio-diesel’s acid number. 0.1–
0.5 ml of bio-diesel was placed in a beaker. Added and thoroughly mixed with
50 ml solvent mixture (95% ethanol and diethyl ether in equal proportion). Using
1% phenolphthalein indicator, this solvent–oil mixture has been titrated with 0.1 M
KOH.

3.7 Calorific Value in Kalonji Bio-diesel

The calorific value of the kalonji bio-diesel was measured using a bomb calorimeter
(Parr 6100). Bio-diesel (0.5 g) was placed in a vessel in the bomb, and a thread of
length 80 mm of cotton hanging from 80 mm nichrome wire was dipped into the bio-
diesel specimen. At 400 psi, the bomb was filled up with oxygen. Then, the insulated
vessel containing distilled water was positioned within. The fuse wires had been put
at the bomb in their location. The nichrome wire fastened to two sticks connected to
the wires of the fuse. To make a short circuit on the nichrome string, the fire button
was pressed and the bio-diesel ignited.
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3.8 Cold Filter Plugging Point and Cloud Point

The CFPP has been attributed to the lowest temperature under which a given volume
of pure bio-diesel will still transfer within 1 minute across a criterion—referenced
filtration system.

3.9 Effect of Microwave Power

Increasing trend in microwave power and methanol: Oil ratio helped in reduction
of the free fatty acid content toward a critical threshold below which it fell. The
alcohol may also be evaporated by intense microwave power resulting in inadequate
esterification. Mostly as the overall power of the microwave rises, the temperature as
well rises the speed of the reaction; even so, the time slot and the reversible rate also
enhance as a consequence, thereby actually reducing the yield. Sufficient methanol:
Oil volume fraction would consume microwave heating leading to a reduction trig-
gering energy due to dipolar amplification rises. Greater strength of microwaves
applied over a lengthy span of time also results in yield loss and quicker reversible
reaction progression.

4 Conclusion

A two-step facilitated sulfuric acid–alkali-aided microwave transesterification was
performed to obtain a low-cost bio-diesel fromkalonji (Nigella sativaL.) oil. The very
first step with acid-catalyzed esterification had been performed to minimize the level
of free fatty acid content, thus mitigating catalyst inhibition, soap formulation which
contributes directly to lower the processing cost. It obtained the lowest free fatty acid
amount under the arrangement of oil: methanol molar ratio of 9:1, microwave power
of 500 W.

1. Using microwave heating, the best possible bio-diesel changeover from kalonji
(Nigella sativa L.) seed oil was accomplished with a yield of 95.47% using 1.5
(%w/w) and methanol: oil ratio of 9:1, 500 W, 30 rpm, and reaction time of
20 minutes.

2. The physicochemical properties of the bio-diesel were also comparable to the
different standards.

3. Though many bio-diesel production techniques need longer reaction time,
besides being energy-intensive and cost-intensive.

4. Bio-diesel produced had significant amount of fatty acidmethyl esters indicating
its suitability as engine fuel.

5. Microwave irradiation has become a preferable technique because it encourages
lesser response time and a significant decline in the quantity of residue-products
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and higher output yields, at the same time,microwave assistancemay not be easy
to deploy from small-scale laboratory production to mass sector, and security
may be another downside of using this methodology.

Finally, it can conclude that kalonji oil can be exploited as an alternative feed-
stock for biodiesel production with two-step acid-alkali based microwave-supported
transesterification.
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Abbreviation

Abbreviation Description
CRDe Common rail diesel engine
Bte Brake thermal efficiency
Bsfc Brake-specific fuel consumption
Bp Brake power
UBHC Unburnt hydrocarbons
NOX Oxides of nitrogen
rpm Revolutions per minute
B10 Blend with 10% bio-diesel and 90% petro-diesel
B20 Blend with 20% bio-diesel and 80% petro-diesel
B30 Blend with 30% bio-diesel and 70% petro-diesel
B100 100% Bio-diesel
PM Particulate matter
16V 16 Valve
SOHC Single overhead cam
N-m Newton meter
WC Water column
lph Liter per hour
Cst Centistoke
TCI Turbocharged intercooled
NEF New engine family
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1 Introduction

In the early days of its creation, plant oils were assumed to be a potential source of
energy for stationary diesel-fueled engines and vehicles. Rudolf Diesel ran his first
diesel engine on peanut oil in 1893 [1]. Initial results regarding the use of plants
and vegetable oils in diesel engines were not very motivating because of different
problems such as engine fouling, oil worsening, and flow resistance. It has been
ended up finding that these plant oils can be converted through transesterification
into a product somewhat more appropriate when compared to petro-diesel fuel. In
a transesterification reaction, these plant and vegetable oils react with an alcohol to
produce an ester and glycerin. The esters formulated through the transesterification
process possess characteristics that make it acceptable to be used in diesel engines.
During the reaction, the bio-diesel is being produced through chemical reaction
in which the plant oil reacts with an alcohol in the appearance of a catalyst that
can be an acid or alkali generally, an alkali. The product formed has become a
synthesis of methylesters and glycerol. The by-product of the reaction is found to
be glycerol [2]. Bio-diesel could be used in its pure form, and is widely recognized
as B100. The pure bio-diesel can however be blended with conventional diesel. The
blend thus formed is termed BXX, in which XX symbolizes the proportion of bio-
diesel in it. The commonly accepted approach has always been the B5, B10, B20….
and B100. B100 is regarded as pure bio-diesel where as B5 represents 5% bio-
diesel blended with 95% conventional petro-diesel and likewise other blends have
their significance. The transesterification of the ingredients effectively enhances the
different characteristics related to its cold-weather stability, viscosity, and thermal
steadiness. Thus transesterified plant and/or seed oils seem to be more suitable to be
used as alternative fuels for diesel engines than pure vegetable oils [3].

Power generation and transportation sectors are primarily dominated by diesel-
fueled engines and are gaining popularity because of their higher thermal efficiency,
as compared to gasoline or petrol-fueled engines [4]. The other advantages are higher
energy density, more torque, and the susceptibility toward becoming propelled by
a range of fuels, including those from renewable sources. Intensive utilization of
diesel-fueled engines, aimed at meeting increasingly complex and stringent emission
requirements, was observed in recent years. The development of innovative injection
control technology and post-treatment exhausts resulted in a significant reduction in
exhaust emissions [5].

Ever since bio-diesel has been used as an optional propellant for diesel-fueled
engines, the performance and emission character traits such as Bte, Bsfc, and Bp
however are retained whereas elements like UBHCs, CO, and PM are substantially
reduced. Low concentration of NOx was thus reported [6].
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While data on the impact of bio-diesel on performance and emissions including
unburnt hydrocarbons, carbon monoxide, nitrogen oxides, and particulates are avail-
able, most of this data have been produced on engines using typical diesel engines
with mechanical fuel injection pump, governor, and mechanical atomizer [7]. Very
limited experiments have been conducted on the latest technology engines to date
using bio-diesel as fuel [6, 8–12]. Therefore, in this experimental investigation of
performance and emission characteristics of a BS-IV CRDe fueled with petro-diesel
and different blends of cottonseed bio-diesel with it is being conducted. In recent
years, the downside of using bio-diesel or biofuels in general has been strengthened.
Thus, the cottonseed bio-diesel used in this study is obtained through the process of
microwave transesterification [13].

1.1 Research Objective

The combined effects of different mixture proportions, engine rpm, and load have
been used as process parameters in this specific activity. An overview of the literature
suggested that the synthesis of microwave tranesterified cottonseed bio-diesel with
the mineral-diesel and being used as a substitution fuel for a CRDe has not been very
significant.

2 Materials and Methods

2.1 Experimental Setup

The engine tests have been carried out on a diesel-fueled engine of the BS-IV, CRDe
technology. The fundamental configurations and features of the engine used during
the experimental work are described in Table 1.

Research engine was connected with a dynamometer to regulate the load and rpm
of the engine. Table 2 describes the fundamental configurations and features for the
dynamometer being used.

The experimental setup found to be competent of syncing and evaluation of flow
of air and fuel beside the temperature and the load. The system possesses a panel box
comprised of air-box, dual fuel test fuel tanks, manometer, units for measurement
of fuel and air, process signifier and indicator for engine. Rotameters were made
available for calculating the flow of water from the cooling and calorimeter. The
experimental setup facilitates measurement of brake power, mean effective pres-
sures (brake and indicated), thermal efficiencies (brake and indicated), efficiency
(mechanical, volumetric), Bsfc, air-to-fuel ratio (A/F) beside heat equilibrium sheet.

The arrangement mainly comprises of stator and onto that stator, handful of elec-
tromagnets and a rotating disc have been fitted and the disc is paired with engine’s
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Table 1 Fundamental configurations of the engine used

Engine description Specifications

Type 2.5-L, 105 bp, 16 V, NEF, TCI-CRDe engine

Fuel type Diesel

Engine type NEF TCI-CRDe engine

No. of cylinders, cylinder arrangement 4, Inline

Turbocharger Turbocharger with intercooler

Cylinder head (configuration) SOHC

Max power 105 bhp @ 3800 RPM

Max torque 247 N-m @ 1800 RPM

Fuel injection system Common rail

Bore × stroke 94 × 90 mm

Compression ratio 17.8:1

Table 2 Fundamental configurations of the dynamometer

Description Specifications

Type Eddy current, water cooled, with loading unit

Piezo sensor Limit up to- 5000 psi, with little noise cable

Sensor (crank angle) Resol.- 1°, 5000 rpm with TDC pulse

Data acquisition device NI USB-6210, 16-bit, 250 kS/s

Temperature sensor PT100 and thermocouple, Type K

Load indicator Digital, 0–50 kg, supply 230 V AC

Load sensor Load cell, strain gauge type, 0–50 kg

Fuel flow transmitter DP transmitter, 0–500 mm WC

Airflow transmitter Pressure transmitter, (−) 250 mm WC

Software “Enginesoft”

Rotameter Coolant flow
For engine (minimum 40 lph, maximum—400 lph)
For calorimeter (minimum 25 lph, maximum—250 lph)

throughput shaft. Due to magnetic flux laid down by the route of field strength in the
electromagnets, eddy currents have been produced in the stator then when rotor starts
turning. Such eddy currents impede the motion of the rotor and hence the engine is
loaded. After generating heat, these eddy currents were mostly drained away, so
that this type of dynamometer demands arrangement for cooling of the system. The
torque was being determined by rotation of knob. The load has been controlled by
the management of the current in electromagnets. Figure 1 displays schematics of
the experimental setup. Studies were conducted out on the CRDe engine fueled with
mineral diesel and various cottonseed bio-diesel blendswith it. Using a direct exhaust
gas emission analyzer, various output and emission parameters were analyzed.
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Fig. 1 Schematic and actual CRDe diesel engine test setup

Table 3 Measurement ranges of AVL gas analyzer

Element to be measured Range Resolution

CO 0–10% vol 0.01% vol

CO2 0–20% vol 0.1% vol

HC 0–20,000 ppm vol 1 ppm

NOX 0–5000 ppm vol 1 ppm

O2 0–25% vol 0.01% vol

AVL gas analyzer is being used to measure the amount of CO, HC, CO2, NOx,
and O2. AVL gas analyzer is a non-dispersive infrared type analyzer. The carbon
monoxide, unburnt hydrocarbons, and carbon dioxide measurements were measured
by the principle of infrared measurement and the oxygen and oxides of nitrogen
were measured using the electrochemical measurement principle. The measurement
ranges of the gas analyzer are given in Table 3.

Managed to start the experimental test rig and maintained the engine for 4–
5 minutes at no-load operating condition before the operating temperature has been
attained. The throttle incrementally increased to full open position, while sustaining
engine pace at 3800 RPM.Waited for a little while and allowed the engine to become
stable. The reading was recorded as provided for in the observations. Gradually
increased the load in steps to decrease the speed, and repeated the observations.
The fuel was switched from petro-diesel to bio-diesel blends, and three consecutive
readings were taken at selected RPM after interval of every 5 min. The data for each
series of timewere comparedwith the observation of the petro-diesel, and the discrep-
ancy in the output parameters was taken as average variation. The same procedural
sequence was followed with different speed ranges and different bio-diesel blends
and observation tables were prepared.
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3 Result and Discussion

Measured physical characteristics of investigated fuels, to be exact petro-diesel,
B100, B10, B20, and B30 were tabulated in Table 4.

Investigations were performed out on a four-cylinder CRDe engine that used
petro-diesel and cottonseed bio-diesel and its combinations as an alternative energy
source to examine the engine’s performance and emissions characteristics [14] at
the speeds of 1500, 2500, and 3500 RPM under different engine loads. The findings
were examined as:

3.1 Brake Power

The braking power observed to be higher for all B10 blend as compared with other
formulations of the test fuel, i.e., B20, B30, at all speeds. The explanation for this
performance noticed to be the various entities of the blended B10 like viscosity,
cetane number, and heating value has been comparable to those of petro-diesel. It
was identified that the brake power was reduced by 1.63%, 3.56%, and 3.53% for
B10, B20, and B30 formulations. It was also inferred that because bio-diesel has
a heating value lower than the petro-diesel, it was also likely because of adequate
oxygen in the fuel, but at the same time the bio-diesel had a greater specific gravity
than petro-diesel. The cumulative effect, thus, found to be around 5% lower fuel
energy per unit volume due to a lack of bio-diesel heating value.

3.2 Brake-Specific Fuel Consumption

Compared to petro-diesel, an increase inBsfc of B10, B20, andB30 blendswas found
to be around 5.79%, 6.82%, and 7.29% respectively (Fig. 2). It can be concluded from
the increase that the B30 blend own the maximum specific fuel consumption value
out of the three blends and munches extra amount of energy per kW of power than
the petro-diesel. The larger Bsfc with the blends having more bio-diesel in it came to

Table 4 Measured physical properties of test fuels

Fuel Viscosity (Cst) Density (g/cm3) LCV (MJ/kg) Cetane number

B0 [13] 2.70 0.827 42.53 51.3

B100 [13] 4.71 0.883 39.49 50.9

B10 2.92 0.832 42.30 –

B20 3.35 0.841 41.53 –

B30 3.51 0.853 41.23 –
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Fig. 2 Bsfc Vs % engine load at different engine speed

the conclusion, because the bio-diesel has lesser energy content in it as compared to
the petro-diesel. It has been observed that at 80% of the total load the brake-specific
fuel consumption found to be the least.

3.3 Brake Thermal Efficiency

For most of the speed ranges, B20 blend showed maximum increment in brake
thermal efficiency than others, that can be delegated to the better combustion because
of higher amount of oxygen content in the blend and additional lubricity provided
by the bio-diesel.

Further it was concluded from the graph (Fig. 3) that at higher injection pressure,
efficient injection timing control by the engine control module, higher speeds the
Bthe increased for all blended fuels. Higher injection pressure, consequent engine
injection timing retardation, homogeneity in air–fuel mixture formation and spray
pattern improved the combustion process. On the basis of tests, it has been identified
that the engine output in terms of brake thermal efficiency with bio-diesel blends had
been comparablewith petro-diesel. The increment in theBthe of B20 blend ismatched
to petro-diesel found to be around 0.25% however for B10 and B30 it was decreased
by 1.0% and 0.4%, respectively.
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Fig. 3 Bthe Vs % engine load at different engine speed

3.4 Carbon Monoxide

From the findings (Fig. 4) it has been shown that in the event of B20 combination
of the test fuel at 2500 RPM the decrease in the percentage of carbon monoxide
was maximum. The explanation behind such behavior that the CO formed during

Fig. 4 CO Vs % engine load at different engine speed
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bio-diesel combustion has sometimes transformed to CO2 by captivating the extra
molecules of oxygen present in the blended fuel. Nevertheless, it began to change at
2500 RPM, which will further be attributed to the enlarged fuel–air ratio at greater
loads as greater volumes of oil were inoculated into the incineration compartment,
resulting in lower A/F ratio. The CO percentage of B10, B20, and B30 blends was
decreased by about 28.61%, 38.72%, and 54.18% relative to petro-diesel.

3.5 Unburnt Hydrocarbons

A specimen of flue gases coming out of the diesel engine can indeed be free of
unburnt fuel particles yet at the same time having its large concentration due to the
type of engine.

Figure 5 represents the emission of UBHC for both themineral-diesel and blended
diesel fuel. At 3500RPM, theB20 blend recorded the leastUBHCemission, followed
by the B10 blend and petro-diesel. The reduction in UBHC was found chiefly as
established by combustion characteristics of the B20 blend of test fuel within the
combustion period. UBHC with B10, B20, and B30 compared to petro-diesel found
to be reduced.

Fig. 5 UBHC Vs % engine load at different engine speed
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3.6 Oxides of Nitrogen

Sustained high temperatures and nitrogen abundance in air reported to be primary
factors behind the production of oxides of nitrogen [1]. The effect of bio-diesel blends
with mineral-diesel on NOx emission has been seen in the graph (Fig. 6).

At the cylinder’s extraordinary high combustion temperature, the hydrocarbon’s
long chain splits into shorter one, involves larger energy in the differentiated form, and
promotes the formation of NOx. In fact, by retarding the timing of the fuel injection,
the issue of increased NOx emissions had been effectively tackled in conventional
diesel engines. The boost in NOx emissions in B10, B20, and B30 blends to nearly
11.45%, 10.5%, and 14.54%, respectively, compared with petro-diesel.

Fig. 6 NOx Vs % engine load at different engine speed
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Fig. 7 Smoke opacity VS % engine load at different engine speed

3.7 Smoke Opacity

Smoke opacity can be defined as a direct measure of smoke and soot [15]. It was
observed from Fig. 6 that bio-diesel and its blends with petro-diesel produced lesser
smoke than the petro-diesel. It may be because of the fundamental structural distinc-
tion like lack of sulfur concentration and appearance of oxygen in the blended
fuel molecule. The oxygen content helped in its complete burning. It can also be
perceived that with all fuel sources examined, smoke intensities amplified abruptly
above 2500 RPM (Fig. 7).

It had been owing to the diminished A/F proportion during high load conditions
when more amount of energy is being supplied through fuel into the chamber of
combustion, much of it goes unburnt into the exhaust.

4 Conclusions

Following conclusions can be taken on the basis of the findings obtained:

1. The calorific value of the different blends decreased with the rise in the amount
of bio-diesel. It was identified that the brake power was reduced by 1.63%,
3.56%, and 3.53% for B10, B20, and B30 formulations.

2. Compared to petro-diesel, an increase in specific consumption of B10, B20, and
B30 blends was found to be around 5.79%, 6.82%, and 7.29% in order.
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3. The greatly improved injection pressure, an effective engine timing delay, effi-
cient spray pattern, and homogeneity during development of air–fuel mixture
have improved the mechanism of combustion with increased Bthe.

4. The amount of CO with B10, B20, and B30 blends as compared to petro-diesel
was reduced by around 28.61%, 38.72%, and 54.18%, respectively.

5. The unburnt hydrocarbons with blended test fuels were found to be substantially
reduced relative to petro-diesel.

6. With the rising engine load, nitrogen oxides were found to increase and were
observed to be minimum for B20 test blend at lower speed ranges.

7. Test fuel blend (B20) has shown promising blend for several harmful emissions
to offer optimum performance.
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Heterotrophic Cultivation of Microalgae
in Wastewater

Chhavi Aggarwal , Dushyant Singh , Himanshu Soni , and Amit Pal

1 Introduction

Algae encompasses many different types of plant; they are mainly aquatic but some
can grow on soil as well [20]. They capture energy from light to make complex
substances, by converting inorganic substances into simpler sugar molecules, and
this process is defined as photosynthesis. Algae can be a single-celled organism to
multicellular organisms with eukaryotic cells (cells with single nucleus, organelles
and plastids). Different types of algal species have different blends of chlorophyll
ranging from singular pigments to a combination of pigments.

Most algal species are phototrophs which use light as the source of energy for
their growth. Various design structures for algal growth are developed by researchers
and industries to maximize the production of it by using light to produce microalgal
biomass like open ponds and photobioreactors. Outdoor pond cultures are more
viable, but they raise issues like water availability, land-use and appropriate climate
conditions, thereby increasing the cost of production. In addition to this, there is
competition from other microorganisms like fungi, bacteria and protozoa present
in the external environment that can contaminate the microalgae, hence contami-
nating the entire culture [22]. Photobioreactors provide a closed culture environment,
protected from direct degradation and relatively safe from the attack by microorgan-
isms present in the open air. They can also regulate the temperature and CO2 that
bubbles through the culture medium. This technique is more expensive compared to
open ponds due to the increased cost of infrastructure [38].

Early efforts to raise algae in open ponds were considered by the Germans in
World War II for use as a food supplement. After industrialization started, some
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groups of workers at the Carnegie Institute inWashington, USA, implemented large-
scale algae cultivation for CO2 dissolution [9]. The late 1970s saw a rise in commer-
cially produced algae in Japan, Eastern Europe and Israel. The algae was grown
commercially in an open pond system to provide healthy food during these times.
Moreover, in countries like Africa, Lake Chad and Lake Texaco, spirulina biomass
is cultivated as a major food source. In the USA, an algal pond system for water
treatment was developed amidst the energy crisis of the 1970s [45, 60] was found
to be a more cost-friendly method than the conventional systems which rely heavily
on expensive methods, large energy inputs and high-cost chemicals. Moreover, it
was also observed that wastewater treatment with algae was a much better option for
decreasing biochemical oxygen demand (BOD), nitrogen and phosphorus contents
and eliminating pathogens with other pollutants [36]. Cultivation of algae provided
a new outlook for energy production along with protecting the environment.

Research on the use of algae cultivation as a tertiary wastewater treatment process
began in the early 1970s [34, 37, 47]. The initial goal of initiating the algae pond
process is to treat the secondary environment to prevent eutrophication [35, 54].
However, it was observed that this treatment removes nutrients from populated
domestic wastewater rather than the active wastewater process, which indicated that
the algal system permits more than the tertiary system. It is more economical and can
be considered secondary rather than a tertiary process [54]. Effluent treatment plants
using algae have been shown to be more effective in eliminating biochemical oxygen
demand (BOD), pathogens, nitrogen and phosphorus compared to activated sludge
against conventional wastewater treatment processes, which have high mechanical
gas and requiresmore energy costs to provide oxygen for aerobic bacteria to consume
organic compounds in wastewater [46].

Among the algal strains, Chlorella has been widely applied for wastewater treat-
ment and has shown the potential to eliminate chemical oxygen demand (COD),
nitrogen and phosphorus, with varying retention times ranging from a few hours to
some days. This shows that it has the ability to replace an active sludge process in the
secondary or tertiary phase in terms of nutrient deficiency and biomass production
[63].

There are three major components of algal biomass: carbohydrates, proteins and
natural oil. The oil content percentages along with the profile of the oil may vary
depending on the strain of algae. There are some algal strains which contain around
40% oil of their overall mass [61].With the global fossil fuel shortage, oil and natural
gas, in particular, the world is increasingly focusing on renewable biofuel production
[2]. And algae have a much higher unit oil output than the conventional terrestrial
oilseed crops; therefore, they are a promising biofuel feedstock [45]. Moreover,
biodiesel oil produced from microalgae can be blended with other biofuel sources
without any hindrance. In addition, it is possible to refine algae oil with water to
produce other fuels such as JP-8 and other jet fuels. The resulting algae biomass is a
source of useful products such as biodiesel. Algae can be used for the production of
bioethanol and biobutanol, and according to some estimates produce a better amount
of vegetable oil than terrestrial crops grown for the same purpose [36].
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Algae provides a solution to another major problem of greenhouse gas emissions
that arises from the burning of fossil fuels and will continue to accelerate with
technological advancements [33].

Recently, algae has garnered much attention due to its ability to produce fine
chemicals that are used in various industries and as a useful product for both humans
and animals [6, 15, 32]. Algae has also been applied to other fields, such as in the
stabilization system for the production of certain extracellular compounds [12], and
to accumulate heavy metals from wastewater through metabolically mediated [27,
31, 65]. Some studies have suggested the importance of algae in carbon dioxide
fixation [3, 10, 52].

There has been a tremendous rise in the number of publications after 2005 in the
algal fuel sector. Research article by Chisti Y has been one of the most cited research
articles in the microalgae field [12]. After 2005, approximately 15-fold acceleration
of publication rate was observed. The research concepts range from photosynthesis,
zooplankton, chlorophyll, coastal, ecosystem, distribution, diatoms, bloom, commu-
nity, phytoplankton and primary production in the study of microalgae. The top
emerging concepts range from biostimulants and bioplastics to animal feed, agricul-
tural advancements. The most studied species were Chlorella sp. and Scenedesmus
sp. [41]. The objective of this paper is to analyse the use of microalgae species in
wastewater medium.

The paper has been divided into four sections. Section 2 discusses the definition,
cultivation process and wastewater-specific algae strains followed by a brief compar-
ison between the different types of cultivation process in Sect. 3. Heterotrophic culti-
vation of algae has been discussed in Sect. 4 followed by a brief discussion on external
carbon sources in Sect. 5. The last section concludes the study.

2 Algae

Microalgae is a very diverse group of plants and is found all over the world [58]. It
has been estimated that there are about 200,000–800,000 species in many different
genera out of which only around 50,000 species are described [43]. The Linnaean
system was given by Linnaeus in 1754, divided the plant kingdom into 25 classes
and defined 14 genera of algae [49]. However, due to the constant change in defini-
tion, only 4 contained organisms that are now regarded as algae. During the eigh-
teenth and nineteenth century considerable attempts to classify the algal kingdom
was done. Lamouroux separated the groups on the basis of colour in 1813 and in
1863, Harvey divided the algae in 4 on the basis of their pigmentation—Chloros-
permae (green algae), Melanospermae (brown algae), Rhodospermae (red algae)
and Diatomaceae [17]. Since then the definition and classification of algae kept on
changing and altering. Today, no definition of algae is generally accepted. One of the
definitions that is widely accepted is that algae “have chlorophyll as their primary
photosynthetic pigment and lack a sterile covering of cells around their reproductive
cells” [29].
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2.1 Cultivation

Algae are persistent organisms that can survive a wide range of habitats and adapt to
extreme environmental conditions with respect to geographical conditions, exposure
to sunlight, availability of nutrients and growing conditions. They can be found in
both land andwater systems; however, they aremainly distributed in the water bodies
[18, 29]. There are two types of algae-based on their visibility by the naked eye—
macroalgae and microalgae. Macroalgae, also known as seaweed, is a macroscopic,
multicellular, marine algae that live near the seabed. Microalgae are microscopic
algaewith size ranging from a fewmicrometres to a few hundredmicrometres and are
often found in marine and freshwater systems [51, 56]. Although algae are generally
independent and free-living, some microalgae species live in symbiotic association
with a variety of other organisms including ciliates, sponges, molluscs and fungi
[40].

Algae is responsible for generating almost half of the world’s atmospheric oxygen
given its ability to carry out photosynthesis by simultaneously consuming CO2 to
grow photoautotrophically [44]. The main inputs required for the algal growth is
an algal strain, sunlight, water, CO2 and minerals [64]. Algae species present in the
algal media upon exposure to sunlight absorb the rays to carry out photosynthesis;
however, the penetration of these rays depends on algal concentration. High algal
concentrations restrict the access to sun rays for algae cells present deeper inside the
cultivator or pond systems. Therefore, these algaculture systems are designed and
optimized to catch maximum sunlight [66].

Moreover, depending on the variable conditions like temperature, up to 25 per
cent of the biomass produced during the day may be lost again at night due to
the dependency on sunlight [12]. Upon catching the sunrays, algae absorb CO2, a
greenhouse gas, essential for algal growth. An insufficient supply of CO2 is often
the limiting factor in productivity as it acts as a carbon source required for optimum
growth. However, heterotrophic algae species require an external source of carbon
for growth like sugars (such as glucose).

Nitrogen and phosphorus are the most important minerals required for growth of
algae. These minerals can be supplied in the form of agricultural fertilizer, which is
simple, easily available but can be a significant cost factor [7, 13]. In low N systems,
drift macroalgae are also present in low abundance but are ecologically important as
they may provide protection from predation and aid in the dispersal of invertebrates
and fishes [21, 42].

In India, there are 7310 algal species recorded belonging to 855 genera which are
placed under 10 classes 95 order and 252 families (BSI ENVIS) [16].
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2.2 Wastewater-Specific Microalgal Strains

Wastewater could be the result of usage of water for domestic, industrial, agricul-
tural activities or natural causes like surface runoff or storm water, or a combination
of all [57]. It contains physical, chemical or biological pollutants that make the
water unfit for use and also reflecting the lifestyle and technologies practised in the
area. It is a mixture of man-made, organic and inorganic and natural compounds.
Majorly amino acids, volatile acids, carbohydrates, proteins and fats are found in
sewage as organic carbon, whereas chlorine, magnesium, potassium, bicarbonate,
phosphate, sulphur, calcium, sodium, ammonium salts and heavy metals consti-
tute the inorganic substituents found in sewage [23, 30, 55]. The presence of these
pollutants in wastewater makes it suitable for use as the growth medium for algae,
usually without the addition of any more nutrients and thereby, reducing the cost
of algal biomass production simultaneously opening up a new potential market for
the biomass produced [39]. Moreover, the algae are also capable of metabolizing
some heavy metals present in the wastewater making it suitable for further usage
[5]. Hence, this method provides “free” nutrients while simultaneously recycling
the nutrients in the wastewater, helping in meeting the wastewater treatment plant
water-quality requirements.

There is a chapter in the Richmond (1986) edition of the microalgal handbook
[40]. On algae in wastewater oxidation ponds which proposes the use of wastewater
as a medium for algae cultivation and the treatment of wastewater. However, the
sustainability of this approach requires selecting algae strains that grow rapidly, adapt
to the varied conditions in the cultivation system, and produce valuable bioproducts
like lipids or proteins that can be marketed profitably [48]. A 1:1 ratio of municipal
wastewater with purifiedwater can support 146%more algae growthwhen compared
to standard BG 11 medium [4].

Different microalgae species have different growth rates in different wastewater
types. Chlorella sp. growth was found to be best in agricultural wastewater with
polystyrene foam and agricultural wastewater mixed with diluted dairy waste in 1:4
ratio. The biomass productivity and lipid productivity observed in both wastewater
types are (2.6 g/m2per day, 230 mg/m2per day) and (81.4 g/m2per day, 11 mg/m2per
day), respectively [26, 62].

In a research by Lau et al. [28], it was reported that Chlorella Vulgaris removed
more than 80% of phosphorous content and 90% of nitrogen content from primary
treated sewage. A similar microalgal strain, Chlorella pyrenoidosa, removed 70%
of total phosphate, 89% of total nitrogen, and 78% of soluble organic carbon and
achieved 0.64 g/L·d average biomass productivity and 37% average lipid content in
soybean processing wastewater [25, 50, 53] studied the growth of Botryococcus
braunii in treated domestic wastewater and reported that it was able to remove
nitrogen and phosphorus nutrients (79.63%) and accumulate oil with dry biomass
of up to 36%. Moreover, the lipid profile of oilseed feedstocks was similar to the
extracted oil.
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Table 1 Difference between heterotrophic and autotrophic algal cultivation

Heterotrophic Algal Cultivation Autotrophic Algal Cultivation

Algae uses organic carbons like glucose and
sucrose as the carbon source and organic
chemicals like lipids, proteins and
carbohydrates as their electron and energy
sources

They obtain energy from the environment in
the form of inorganic chemicals or sunlight and
use it to create energy-rich molecules such as
carbohydrates

Cultivation process of an organism which
cannot synthesize its own food, the external
source for organic carbon needs to be provided

Cultivation process for organisms that can
create nutritional organic substances even from
simple inorganic substances such as carbon
dioxide

Yield in heterotrophic cultivation is higher and
can be controlled depending on the nutrients
provided externally

Yield in autotrophic cultivation is lower than
heterotrophic cultivation as the process relies
on sunlight and the environment

Less requirement of space and maintenance High requirements of space and maintenance

The reactor can be made deeper and denser, as
sunlight does not need to penetrate because the
energy source is provided externally. Hence the
large surface area is not needed

The reactor needs a large surface area for
sufficient sunlight exposure. As sunlight is the
basic source of energy so these reactors cannot
be made deeper and denser, because light
cannot penetrate and the lower algae would not
cultivate

3 Cultivation Process-Heterotrophic, Autotrophic Growth

There are twomajor ways to cultivate algae—photoautotrophic and heterotrophic. In
photoautotrophic, the algal strain is cultivated in the presence of sunlight, whereas
in the heterotrophic mode of cultivation, the sun rays are limited and cannot pene-
trate the growing medium. Table 1 gives the difference between a heterotrophic and
autotrophic algae cultivation.

4 Heterotrophic Cultivation of Algae

Heterotrophic cultivation is a way of cultivating algae in which microalgae only
use organic compounds for both carbon and energy sources in dark conditions,
like bacteria. The basic composition of culture medium for heterotrophic cultures
is similar to the autotrophic culture; however, heterotrophic cultures require an
additional source of organic carbon [59] which is instigated by adding sugars. In
heterotrophic cultivation, lipids move towards maturation phase which increases the
total productivity and makes the final biodiesel profile similar to fossil fuel based
diesel. Wastewater nutrients like nitrogen, phosphor, ammonia, sulphur, iron, toxins
and essential metals present in wastewater help in reducing production costs of
microalgae biomass.
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Heterotrophic algal cultivation is advantageous as compared to photobioreactor
(PBR) or outdoor pond system in achieving a higher specific growth rate, increased
lipid content, higher cell density, and it also enhances the ability to preserve axenic
monoculture to obtain metabolites with better purity [8, 11, 19, 24] Apart from
this, a fast-growing microalgal strain has to be chosen with high lipid content to
ensure that algal biomass extraction process is industrially and economically viable.
Also, the microalgae strains should have a high cell division rate, should be able to
metabolise the carbon sources in the absence of any light, grow easily in organic
substrates, can change depending on changing environmental conditions and can
resist hydrodynamic stresses during bioreactor operation [19].

Thevarious types ofmicroalgae capable of heterotrophic cultivation alongwith the
various processes and technologies employed for the same are listed in Appendix A.
The list demonstrates working of algal strains in ideal working conditions, practical
success can differ. The list also shows that the Chlorella strain, particularly Chlorella
protothecoides, has been studied by many researchers and innovators because of
the possibility of large quantities of biodiesel production. The cells are non-motile,
asexual and spherical unicellular chlorophyte, which in order to reach a particular
cell density multiply during cultivation and that cell density is more than ten times
more than other microalgae. Furthermore, most of the species which are present
in the list manifest a two-trophic working (employing both photoautotrophic and
heterotrophic mode of cultivation) instead of “true” heterotrophic procedure. The
change of conditions from photoautotrophic to heterotrophic is best described by a
simple two stages process. In reality, it can be very dangerous to some microalgae
strains when they are suddenly illuminated with stress of 24 h light and then intro-
duced to total darkness for another 24 h, even if they are cultivated in a medium
which is enriched with nutrients and additives which support their growth.

In recent studies, it was found that Tetraselmis suecica cannot survive a completely
dark environment. But, somehow the cell go through several biochemical changes in
order to fit in with heterotrophic conditions by decreasing the amount of chlorophyll,
size of cell walls and making some changes in carbohydrate, protein and lipid profile
when put through the stated photoperiod cycle (12 h Light: 12 h Darkness, 8 h Light:
16 h Darkness, 4 h Light: 20 h Darkness and 24 h Darkness) over a period of long
cultivation time [1].

Chlorella vulgaris when grown according to heterotrophic cultivation (Light,
DCMU,Glucose experiment, Dark, DCMU,Glucose experiment, andDark, Glucose
experiment) has the highest lipid yields of 6.7% DCW, 5.3% DCW, and 4.7%
DCW, respectively. C. vulgaris when grown according to the mixotrophic cultivation
(Light, Glucose experiment) has the highest growth rate of 0.2124 day-1. Therefore,
from the experiments we can conclude, the relation between high lipid yield and
stresses placed on the algae, and the relationship between the highest growth rate
and mixotrophic “luxury” growth condition [21].

The heterotrophic cultivator comprises a method of growing algae suitable for
heterotrophic growth in a closed dark bioreactor. This requires liquid media that
includes a carbon source such as sugar and various nutrients including, but not limited
to nitrogen, phosphorus, potassium and tracemetals such as silica and iron which can
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be obtained by thewastewatermedia. Fermenter receiveswastewater, algae strain and
other nutrients to produce algae culture. After a predetermined time, the algae culture
is optionally moved to a stress reactor wherein one or more nutrients are provided
in limited amounts, thereby forcing the algae to produce a greater percentage of
lipids [14]. After a predetermined time, the algae culture is ready to be harvested.
It is then transferred to a harvesting tank where optionally a flocculation agent is
added to the algae culture. Then the algae culture is transferred to the harvester
and a flocculation agent is added. After a predetermined time, this flocculated algae
culture is dewatered.

5 External Carbon Sources in Heterotrophic Mode
of Cultivation

Like other autotrophic organisms, heterotrophs also require the essential elements
like phosphorus, nitrogen, oxygen and other trace elements for their growth and
productivity. Heterotrophic growth of microalgae is often referred to as fermen-
tation, specifically aerobic fermentation pertaining to the requirement of oxygen.
Thoughwhile usingwastewater, external carbon sources are rarely required, however,
wastewater composition varies from place to place and hence, sometimes an external
carbon source is added to make the medium suitable for algal growth. There are
three different types of additives that can be used as a carbon substrate—acetate,
disaccharides and monosaccharides. Monosaccharides are individual sugar subunits
which include galactose, glucose and fructose, whereas disaccharides are basically a
combination of those monosaccharides which includes lactose, maltose and sucrose.
Polysaccharides and oligosaccharides are not generally used as additives because of
their high molecular size and hence, a hindrance in transportation of molecules by
transporters to the cytocell of algae. Acetates are another class of smaller organic
carbon substrate that can be added in the growth medium. Some of the additives from
different classes are discussed below.

5.1 Monosaccharides and Disaccharides

Glucose is the simplest among all the monosaccharides and disaccharides with its
size around 8.5 Å. Due to its large size, when glucose is added in the growth
medium, it requires transporters that help the organic substrate to enter the cyto-
cell. For entering the chloroplast, it needs another transporter which is similar to
changing buses running on different routes, to reach a destination. After entering the
chloroplast, the reduced organic carbon substrate will undergo a metabolic process
that results in the generation of gluconeogenesis (GNG), and ultimately, it will form a
substrate called GP3 which ultimately converts to acetyl coenzyme A (acetyl-CoA).
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The acetyl-CoA will ultimately reach the mitochondria, i.e. the powerhouse of any
cell, and once it is in the mitochondria, it releases stored energy by undergoing a
series of chemical reactions by oxidation of acetyl-CoA which is derived from the
organic carbon substrate, and this process is called citric acid cycle (CAC) or tricar-
boxylic acid cycle (TCA). It generates adenosine triphosphate (ATP), which are the
energy storage molecules of any cell. ATPs are basically formed due to a process
called oxidative phosphorylation, in which oxygen molecules are combined with the
acetyl-CoA coming from the CAC/TCA cycle to produce large amounts of adenosine
triphosphate (ATP). The amount of ATP produced affects and drives heterotrophic
growth. Higher amount of ATP is associatedwith high growth rates and hence, higher
algal densities. Other monosaccharides and disaccharides follow the same process
with the help of transporters.

5.2 Acetate

Acetates are simpler organic carbon substrates anddonot require transporters because
acetates can diffuse in and out of the cell quite easily due to its small size. When
acetate enters the cell, it is converted into acetyl-CoA using an enzyme known as
acetyl-CoA synthetase. Upon the formation of acetyl-CoA, it can either go into the
mitochondria following the TCA cycle or CAC cycle to produce adenosine triphos-
phate (ATP) similar to glucose breakdown cycle or it can undergo another process
known as the glyoxylate cycle or glyoxylate pathway which is a variation of TCA
cycle. In the glyoxylate cycle, acetyl-CoA is converted into a compound known as
succinate. This cycle helps algae to satisfy their carbon requirement at a cellular level
when simple organic carbon substrates likemonosaccharides or disaccharides are not
available. Later the synthesized compound succinate can undergo TCA cycle/CAC
cycle inside mitochondria and produce energy storage packages, i.e. ATPs, which
supports organisms to grow.

6 Conclusions

This paper presents away for cultivating algae in heterotrophicmodewithwastewater
as the growth media that can be more cost-effective and produce more yield. Algae
can metabolize the unwanted pollutants in the air as well as water bodies, thereby
eliminating the need of a special water treatment facility. It can produce biomass and
oil that can be further utilized by various industries, therebymaking the entire process
economical. Moreover, different algal strains can react differently when subjected
to varying conditions and produce different products that can be further utilized in
subsequent production units. Special strains can be used to produce products that
are in demand by industries like omega-3 fatty acids or proteins using wastewater as
the growth medium which gives clean water that can be further utilized. However,
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no practical experimentation was done to prove the various proposed results. Exper-
imental data is needed to complete and validate the hypothesis presented in this
paper.

Apart from this, there are various research topics rising in the microalgal field
including the use of nanoparticles as an additive in algal biofuels, microalgal immo-
bilization to enhance the removal of pollutants and addition of nano-additives during
growth to improve outcome. This highlights the rising microalgal field of study and
its importance in the coming future that can revolutionize various domains like fuel,
nutraceuticals and pharmaceuticals.

Appendix Technologies Employing Heterotrophically
Cultivated Microalgae to Produce Biodiesel

Microalgal Strain Technology employed Inventor (s) and Year

Chlorella species pluralis
Dunaliella species pluralis

2-staged procedure for algal
oil production

Oyler, James R.—2011

Nannochloropsis species
pluralis

Integrated method for
heterotrophic and
photoautotrophic algae

Bianchi D, Bellussi, G.,Bosetti
A, Rispoli, G., Gioventu
G.—2010

Auxenochlorella
protothecoides

Algae cultivated with
lignocellulosic degrading
microorganism species

Valerie de
Crecy-Lagard—2010

C. vulgaris
Spirulina maxima
C. species plurali
Euglenoidea species plurali
Spirulina species plurali
Euglenoidea

Algal products improved by
symbiotic diazotrophs
attenuated stress
co-cultivation

Srisuda D.—2011

Auxenochlorella
protothecoides

Increasing lipid yield by
genetic modification of
Auxenochlorella

Richard T. Sayre, Suzette L.
Pereira—2010

Auxenochlorella
protothecoides
Dunaliella salina

Agriculture waste is used to
grow algae which is then
used to produce biofuels

Valerie de
Crecy-Lagard—2010

Prototheca moriformis
Prototheca krugani
Prototheca stagnora
Prototheca zopfii
Chlorella luteoviridis

Merging of lipid moderation
genes and sucrose utilization
genes into compelling
heterotroph for producing
medium chain of fatty acids

Rudenko G, Somanchi A,
Espina K, Franklin S, Chua
P.—2010

Auxenochlorella
protothecoides

2-staged process for
changing photoautotrophic
cultivation into heterotrophic
cultivation

Zhou W, Xiong, Wu Q—2011

(continued)
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(continued)

Microalgal Strain Technology employed Inventor (s) and Year

Auxenochlorella
protothecoides species plurali

Oil extraction method with
cultivation from
carbohydrate feed

Wu Q, Zhou W, Xiong—2008

Schizochytrium limacinum Production of highly dense
crude glycerol

Chi et al.—2009

C. species pluralis Photoautotrophic culture to
heterotrophic culture

Charlsberg Jr TW. Jr,
Hackworth CA—2009

Phaeodactylum tricornutum Tropic transformation of
photoautotroph with the help
of metabolic engineering

Kirk Emil APT, F.C. Thomas
Allnutt—2007

Chlamydomonas globose
C. protothecoides
C. minutissima
C. saccharophila
C. vulgaris
Criscosphaera carterae
Dunaliella tertiolecta
Nannochloropsis oculata
Scenedesmus bijuga
Spirulina maxima
Spirulina platensis
Tetraselmis chuii
Tetraselmis suecica
Phaeodactylum tricornutum
Pleurochrysis carterae
Botryococcus braunii

Mixotrophic microalgae
cultivation by using
wastewater from carpet mill
effluents

Bhatnagar A, Hunt RW,
Chinnasamy S, Das
KC.—2010

References

1. Azma, M., Mohamad, R.: Improved protocol for the preparation of Tetraselmis suecica axenic
culture and adaptation to heterotrophic cultivation. In: Rahim, R.A., Ariff, A.B. (eds.) Open
Biotechnol J. 4, 3646 (2010)

2. Barbara, J.S.: The false promise of biofuels. Special Report from the International Forum on
Globalization and the Institute for Policy Studies, p. 30 (2007)

3. Benemann, J.R.: CO2 mitigation with microalgal systems. Energy Convers. Manage. 38, 475–
479 (1997)

4. Bhatnagar, A., Bhatnagar, M.: Das Chlorella minutissima—A Promising Fuel Alga for
Cultivation in Municipal Wastewaters. In: Chinnasamy K. C. (2009)

5. Bilal, M., Rasheed, T.: Biosorption: an interplay between marine algae and potentially toxic
elements—a review. In: Hernández, J., Raza, A., Nabeel, F., Iqbal, H. (eds.) (2018)

6. Borowitzka, M.: Commercial production of microalgae: ponds, tanks, and fermenters. Prog.
Ind. Microbiol. 35, 313–321 (1999)

7. Braun, A., Reith, J.: Algae inDutch EnergyManagement, Commissioned by theNovemEnergy
Recovery from Waste and Biomass (EWAB) Program. Braun Consultants, Utrecht (1993)



504 C. Aggarwal et al.

8. Brennan, L., Owende, P.: Biofuels frommicroalgae-a review of the technologies for production,
processing, and extractions of biofuels and co-products. Renew. Sustain. Energ Rev. 14, 557–
577 (2010)

9. Burlew, J.S.: Algal Culture from Laboratory to Pilot Plant. Carnegie Institution ofWashington,
Washington, DC, p. 357 (1953)

10. Chae, S.R., Hwang, E.J.: Single cell protein production of Euglena gracilis and carbon dioxide
fixation in an innovative photobioreactor. In. Shin, H.S. (ed.). Bioresource Technology, vol.
97, pp. 322–329 (2006)

11. Chen, F., Chen, G.Q.: Growing phototrophic cells without light. Biotechnol. Lett. 607–616
(2006)

12. Chetsumon, A., Maeda, I.: Antibiotic production by the immobilized cyanobacterium. In:
Umeda, F., Yagi, K., Miura, Y., Mizoguchi, T. Scytonema sp. TISTR 8208, in a seaweed-type
photobioreactor. J. Appl. Phycol. 6, 539–543 (1994)

13. Chisti, Y.: Biodiesel from microalgae. Biotechnol. 294–306 (2007)
14. Chisti, Y.: Response to reijnders: do biofuels from microalgae beat biofuels from terres-

trial plants? Trends Biotechnol. 26(7), 351–352 (2008). https://doi.org/10.1016/j.tibtech.2008.
04.002

15. Dallaire, V., Lessard, P.: Effect of algal incorporation on growth, survival and carcass compo-
sition of rainbow trout (Oncorhynchus mykiss) fry. In: Vandenberg, G., de la Nou¨e, J.
Bioresource Technol. 98, 1433–1439 (2007)

16. Dhup, S., Kannan, C.: Understanding Urea Assimilation and its Effect on Lipid Production
and Fatty Acid Composition of Scenedesmus Sp. In: Dhawa, V. (ed.) (2016). https://doi.org/
10.15226/2376-4589/2/1/00108

17. Dixon, P.S., Irvine, L.M.: Seaweeds of the British Isles, Vol. 1, Part 1. BritishMuseum (Natural
History), London (1977)

18. Fritsch, F.E.: The Structure and Reproduction of the Algae (1935 & 1945)
19. Garcia, O., Escalante, F.M.E.: Heterotrophic cultures of microalgae: metabolism and potential

products. In. Bashan, L., Bashan, Y. (eds.). Water Res. 45, 11–36 (2011)
20. Giordano, M., Raven, J.: Algae. Curr. Biol. 24(13), R590-R595 (2014)
21. Grimes,K.L.,McFarland,A.R.: Algae-derived biofuels: comparative algal yield of autotrophic,

heterotrophic, and mixotrophic growth conditions. Energy Proc. 52, 371–376 (2012)
22. Holmquist, J.G.: Benthic macroalgae as a dispersal mechanism for fauna: influence of a marine

tumbleweed. J. Exp. Mar. Biol. Ecol. 180(2), 235–251 (1994). https://doi.org/10.1016/0022-
0981(94)90069-8

23. Horan, D.P., Chilvers, G.A.: Chemotropism—The Key to Ectomycorrhizal Formation? (1990)
24. Huang, G.H., Chen, F.: Biodiesel production by microalgal biotechnology. In: Wei, D., Zhang,

X.W., Chenm, G. (eds.). Appl. Energ. 87, 38–46 (2010)
25. Ji, M., Shanab, R.: Cultivation of microalgae species in tertiary municipal wastewater supple-

mented with CO2 for nutrient removal and biomass production. In: Kim, S., Salama, E., Lee,
S., Kabra, A., Lee, Y., Hong, S., Jeon, B. (eds.). Ecological Engineering, vol. 58, pp. 142–148,
September 2013

26. Johnson, M.B., Wen, Z.Y.: Development of an attached microalgal growth system for biofuel
production. Appl. Microbiol. Biotechnol. 85, 525–534 (2010)

27. Karthikeyan, S., Balasubramanian, R.: Evaluation of the marine algae Ulva fasciata and
Sargassum sp. for the biosorption of Cu(II) from aqueous solutions. Iyer, C.S.P. Bioresource
Technol. 98, 452–455 (2007)

28. Lau , P.S., Tam, N.F.Y.: Wastewater nutrients (N and P) removal by Carrageenan and Alginate
immobilized chlorella vulgaris. In:Wong,Y.S. (eds.). Environ. Technol. 18(9), 945–951 (1997).
https://doi.org/10.1080/09593331808616614

29. Lee, R.E.: Phycology. Cambridge University Press (2008)
30. Lim, S., Chu,W.: Use of Chlorella vulgaris for bioremediation of textile wastewater. In: Phang,

S. (ed.). Bioresource Technol. 101(19), 7314–7322 (2010). https://doi.org/10.1016/j.biortech.
2010.04.092

https://doi.org/10.1016/j.tibtech.2008.04.002
https://doi.org/10.15226/2376-4589/2/1/00108
https://doi.org/10.1016/0022-0981(94)90069-8
https://doi.org/10.1080/09593331808616614
https://doi.org/10.1016/j.biortech.2010.04.092


Heterotrophic Cultivation of Microalgae in Wastewater 505

31. Lodeiro, P., Cordero, B.: Biosorption of cadmium by biomass of brown marine macroalgae. In:
Barriada, J.L., Herrero, R., Sastre de Vincente, M.E. (eds.). Bioresource Technol. 96, 1796–
1803 (2005)

32. Lorenz,R.T.,Cysewski,G.R.:Commercial potential forHaematococcusmicroalgae as a natural
source of astaxanthin. TIBTECH 18, 160–167 (2000)

33. Marland, G., Boden, T.A.: Global, regional, and national CO2 emissions. In: Trends: a
compendium of data on global change. Carbon Dioxide Information Analysis Center, Oak
Ridge National Laboratory, United States Department of Energy, Oak Ridge, TN, USA. In:
Andres, R.J. (eds.). (2007)

34. McGriff, E.C., McKenney, R.E.: Activated algae: a nutrient process. Water Sewage Works,
118–377 (1971)

35. McGriff, E.C., McKinney, R.C.: The removal of nutrients and organics by activated algae.
Water Res. 6(10), 1155 (1972)

36. Oilgae.: Guide to Algae-based Wastewater Treatment: A Sample Report (2010)
37. Oswald, W.J., Lee, E.W.: New wastewater treatment method yields a harvest of saleable algae.

In: Adan, B., Yao, K.H. (eds.). WHO Chronicle 32(9), 348–350 (1978)
38. Patil, V., Tran, K.: Towards sustainable production of biofuels from Microalgae. In: Giselrød,

H. (ed.). Int. J. Mol. Sci., 9, 1188–1195 (2008)
39. Pittman, J.K.,Dean,A.P.: The potential of sustainable algal biofuel production usingwastewater

resources. In: Osundeko, O. (ed.). Bioresour. Technol., 102, 17–25 (2011)
40. Richmond, A.: Handbook of Microalgal Mass Cultures, CRC Press, Boca Raton, p. 528 (1986)
41. Rumin, J., Nicolau, E.: A bibliometric analysis of microalgae research in the world. In:

Gonçalves, R., Grünewald, C., Flynn, K., Picot, L. (eds.). Europe, and the European Atlantic
Area (2020)

42. Salovius, S., Nyqvist, M.: Life in the fast lane: macrobenthos use temporary drifting algal
habitats. In: Bonsdorff, E. (2005). https://doi.org/10.1016/j.seares.2004.05.001

43. Starckx, S.: A Place in the Sun—Algae is the Crop of the Future, According to Researchers in
Geel Flanders (2012)

44. Serrano, O., Jeffrey, J.: Conservation of blue carbon ecosystems for climate change mitigation
and adaptation. In: Kelleway, Lovelock, C., Paul, S. (eds.). Coastal Wetlands, pp. 965–996
(2019). https://doi.org/10.1016/b978-0-444-63893-9.00028-9

45. Sheehan, J., Dunahay, T.: A look back at the U.S. Department of Energy’s Aquatic
Species Program: Biodiesel from Algae. In: Benemann, J., Roessler, P. (eds.). Close-Out
Report, National Renewable Energy Laboratory, NREL/TP-580-24190. Borowitzka, M.A.:
Commercial production of microalgae: ponds, tanks, tubes and fermenters. J. Biotechnol. 70,
pp. 313–321 (1998)

46. Shekhawat, D., Bhatnagar, A.: Potential of treated dairy waste water for the cultivation of algae
and wastewater treatment by algae. In: Bhatnagar, M., Panwar, J. (eds.). (2012)

47. Shelef, G., Moraine, R.: Photosynthetic biomass production from sewage. In: Oron, G. (ed.).
Ergebn. Limnol. 2, 3–14 (1978)

48. Show, P., Tang, M.: A Holistic Approach to Managing Microalgae for Biofuel Applications.
In: Nagarajan, D., Ling, T., Ooi, C., Chang, J. (eds.) (2017)

49. Stöver, H.D., Trapp, J. (ed.). The life of Sir Charles Linnæus. London: Library of
Congress.OCLC 5660395 (1794)

50. Su, Y., Mennerich, A.: Municipal wastewater treatment and biomass accumulation with a
wastewater-born and settleable algal-bacterial culture. In: Urban Brigitte, U. Water Research,
Vol. 45, issue 11, May 2011, pp. 3351–3358 (2011)

51. Suganya, T., Varman, M.: Macroalgae and microalgae as a potential source for commercial
applications alongwith biofuels production: a biorefinery approach. Renewable and sustainable
energy reviews. In: Masjuki, H.H., Renganathan, S. (eds.). (2016)

52. Sung, K.D., Lee, J.S.: CO2 fixation by Chlorella sp. KR-1 and its cultural characteristics. In:
Shin, C.S., Park, S.C., Choi, M.J. (eds.). Bioresource Technol. 68, 269–273 (1999)

53. Sydney, E.B., Silva, T.E.: Screening of microalgae with potential for biodiesel production and
nutrient removal from treated domestic sewage. In: Tokarski, A., Novak, AC., Carvalho, JC.,
Woiciecohwski, AL., Larroche, C., Soccol, CR. (eds.). Appl. Energy, 88, 3291–3294 (2011)

https://doi.org/10.1016/j.seares.2004.05.001
https://doi.org/10.1016/b978-0-444-63893-9.00028-9


506 C. Aggarwal et al.

54. Tam, N.F.Y., Wong, Y.S.: Wastewater nutrient removal by Chlorella pyrenoidosa and
Scenedesmus sp. Environ. Pollut. 58, 19–34 (1989)

55. Tebbutt, T.H.Y.: Principles of Water Quality Control, 3rd edn (1983)
56. Thurman, H.V.: Introductory Oceanography. New Jersey, USA: Prentice Hall College. ISBN

978-0-13-262072–7 (1997)
57. Tilly, E., Lüthi, C.: Compendium of sanitation systems and technologies, 2nd edn. In: Morel,

A., Zurbrügg, C., Schertenleib, F. Swiss Federal Institute of Aquatic Science and Technology
(EAWAG), Switzerland (2014)

58. Tomaselli, L.: Microalgal Culture. Black well publications (2004)
59. Tsavalos, A.J., Day, J.G.: Development of media for the mixotrophic/heterotrophic culture of

Brachiomonas submarina. J. Appl. Phycol. 6, 431e433 (1994)
60. Ugwu, C.U., Aoyagi, H.: Photobioreactors for mass cultivation of algae. In: Uchiyama, H. (ed.)

(2007)
61. Uma, B., Kim, Y.: A chance for Korea to advance algal biodiesel, JIEC-156; pp. 1–7 (2009)
62. Wang, L., Li, Y.C.: Anaerobic digested dairy manure as a nutrient supplement for cultivation

of oil-rich green microalgae Chlorella sp. In: Chen, P., Min, M., Chen, Y.F., Zhu, J., Ruan, R.R.
(eds.). Bioresour. Technol. 101, 2623–2628 (2010)

63. Wang, L., Min, M.: Cultivation of Green Algae Chlorella sp. in Different Wastewaters from
Municipal Wastewater Treatment Plant. In: Li, Y., Chen, P., Chen, Y., Liu, Y., Wang y., Ruan,
R. (eds.). (2009)

64. Wijffels,R.H.,Barbosa,M.J.:AnOutlookonMicroalgalBiofuels. Science 329(5993), 796–799
(2010). https://doi.org/10.1126/science.1189003

65. Wilde, E.W.,Benemann, J.R.:Bioremoval of heavymetals by the use ofmicroalgae.Biotechnol.
Adv. 11, 781–812 (1993)

66. Zhang, Y.-M., Zhang, Y.-C.: Influence of lake hydrodynamics on blue algal growth. In: Zhang,
L.-J., Gao, Y.-X., Zhao. Y. (2007)

https://doi.org/10.1126/science.1189003


Optimization of Biodiesel Production
Using Supercritical Solvent by Taguchi’s
Technique and CI Engine Testing

Kartikkumar Thakkar , Pravin Kodgire , Surendra Singh Kachhwaha ,
and Pavit Shah

1 Introduction

Biodiesel is one of the valuable renewable sources produced from vegetable
(including edible and non-edible) oils and animal fat. It can safely be used as an
alternative to gasoline diesel without applying changes in engine operating variables.
Further, due to non-toxic and biodegradable nature of biodiesel, sulfur and aromatic
compounds are negligible which leads to reduction in emission of sulfur dioxide
(SO2) and particulate matters. Petroleum products like gasoline, diesel and natural
gas are driving force for any economy in today’s era. But their limited resources are
raising questions for its future use. Biodiesel can be proved to be a potential alterna-
tive in near future. An indicative target of 5% blending of biodiesel in diesel has been
set by the ministry of petroleum and natural gas working under central Government
of India [1].

Vegetable oils have higher viscosity compared to petroleum diesel, which restricts
its direct use in CI engines [2]. Therefore, to lower the viscosity of vegetable oil
generally four processes are used, viz. dilution, micro-emulsification, pyrolysis, and
transesterification [3]. Among these, transesterification is the most commonly used
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process in the biodiesel industries today. Transesterification is the chemical conver-
sion of the oil into its corresponding fatty esters with methanol and oil being reac-
tants in the presence of catalyst. Rice bran oil is extracted from rice husk which is
considered as non-edible oil in most of the countries except some Asian countries.

The existing biodiesel production process has many limitations. It requires more
than one multiple steps during post-processing operations such as separation of glyc-
erol layer and improves the purity of esters by removing residual reactants and
recovery of catalyst [4]. The prerequisite for transesterification process using alkali
catalyst is that free fatty acid content (FFA) of raw oil should be below 2% limit
to avoid start of saponification reaction. On the other hand, the performance of acid
catalyst is relatively less efficient when compared with alkali catalyst. Further excess
glycerol production as a byproduct is causing fall in price and becoming difficult to
consume the same for industrial applications.

Transesterification process using supercritical solvents (in the absence of catalyst)
has potential to substitute conventional methods. Further, speedy reaction rates and
simplified separation process of products is the key feature of this process [5]. Further,
the final yield remains unaffected by the water and FFA content unlike conven-
tional procedures. Interesterification process using methyl acetate at supercritical
conditions eliminates glycerol production [6].

In summary, conventional ways of biodiesel productions have certain limitations
which are restricting its popularization. It has several stages of production and purifi-
cation as previously discussed. Also, the conventional catalytic processes cannot
work well if the raw oil has high FFA content or contamination by moisture. Thus,
pretreatment or purification of raw oil is required. Therefore, the prime objective
of the present experimental investigation is to develop a glycerol and catalyst free
biodiesel production technique which can utilize the unrefined raw oil and convert
it into biodiesel irrespective of the presence of FFA content in the oil. Finally, the
prepared biodiesel is blended with gasoline diesel, and performance testing using
compression ignition engine has been performed.

2 Materials and Methods

2.1 Materials

Fortune Adani Wilmar brand rice bran oil was purchased from the local market.
Methyl acetate and n-heptane were procured from Sigma-Aldrich of 99.5% purity,
and ethyl acetate was procured from Rankem Lab of 99.7% purity. Methyl acetate
and ethyl acetate were used as supercritical co-reactant.
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2.2 Autoclave Specification

Autoclave (250 ml volume capacity) with a design temperature of 350 °C and design
pressure of 200 bar was used for the reaction. An external ceramic band heater
(1 kW) is used for the heating which has insulation at the bottom to prevent heat
loss. The magnetic stirrer rotates at 1450 rpm and is driven by ¼ HP AC motor.
A representation diagram of the autoclave experimental set-up is shown in Fig. 1,
whereas actual setup of the autoclave is given in Fig. 2.

Fig. 1 Schematic diagram of autoclave setup
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Fig. 2 Actual setup of autoclave

2.3 Design of Experiments

Taguchi’s orthogonal array (L9) was selected for design of experiments. 0th experi-
ment (Preliminary experiment) was conducted to decide the factor levels of exper-
iments. Table 1 shows different reaction parameters, i.e., reaction temperature (A),
reaction time (B) and solvent-to-oil molar ratio (C) and their levels decided after
initial experiments.

Table 1 Reaction parameters and their levels using methyl/ethyl acetate

Factors Low level Intermediate level High level

Reaction temperature (A), °C 325/300 335/320 345/340

Reaction time (B), min 30 45 60

Methyl/Ethyl acetate-to-oil molar ratio (C) 40 45 50
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2.4 Experimental Procedure

The autoclave was thoroughly cleaned with methanol. After that autoclave was
charged with required amount of raw oil (rice bran) and methyl/ethyl acetate
according to molar ratio. The temperature of autoclave was set to desired point to
start heating. The pressure in the autoclave was increased due to the vapor pressure
of reactant liquid. Once the pressure was achieved, the time for reaction was counted
and the reaction was allowed to take place for desired time (30–60 min). After the
predefined reaction time, the heating was stopped and the pressure was released.
Immediately the pump was started to circulate water in the water jacket of the auto-
clave. At last the autoclave was dismantled, and the product mixture was withdrawn.
The product is now a mixture of biodiesel, triacetin, and excess ethyl acetate. In
order to get the final product, excess methyl/ethyl acetate was recovered via rotary
evaporator operated at 70 ˚C under vacuum heating. This excess methyl/ethyl acetate
can also be reused.

2.5 GC–MS Procedure and Yield Calculation

All the qualitative and quantitative analysis of methyl ester of the sample was carried
out using gas chromatography and mass spectrometry—GCMS (Agilent Tech. Inc
Model: 7890A) fitted with a capillary column (HP-5MS, 30 m L x Diameter of
0.25 mm) and a FID (Flame ionization detector(FID). The injector and detector
temperatures were set to 300 °C and 330 °C, respectively. The column temperature
was fixed to 45 °C for 1 min and then increases to 55 °C at a speed of 2 °C/min,
and which then hold for 1 min. Temperature was raised up to 100 °C at a speed of
10 °C/min and held for 1 min, then lastly raised to 220 °C at a speed of 25 °C/min and
held for 15 min. The total investigation time was 32.3 min. 1 ml /min flow of helium
as a carrier gas was used, and a split ratio of 1:50 was maintained in the analysis.
1 µl of test sample was injected into the column for analysis. Biodiesel yield and
FAME/FAEE yield were calculated from Eqs. (1) and (2), respectively.

FAME or FAEE yield = Total weight of esters

Total weight of oil in the sample
× 100% (1)

Biodiesel yield = Weight of esters+ Triacetin

Total weight of oil in the sample
× 100% (2)
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2.6 Engine Test Setup

A four-stroke single-cylinder CI engine test setup coupled with eddy current
dynamometer was used to perform engine experiments. The illustration of the engine
setup is shown in Fig. 3. The CI engine specifications along with uncertainty in
measurements are listed in Table 2. The overall uncertainty calculated using the
procedure prescribed in [7] is found to be±2.76%,which iswell below the acceptable
limit of ±5%.

Fig. 3 Schematic diagram of test engine setup

Table 2 Engine specifications and uncertainty in measurements

Specifications of the engine coupled with
eddy current dynamometer

Uncertainty in measurements

Parameter Accuracy Uncertainty

No. of cylinder 1 Speed sensor
(0–9999 rpm)

±1 rpm ±0.07

No. of strokes 4 Engine load
indicator (0–20 kg)

±0.1 kg ±0.5

Piston diameter 0.08 m Temperature sensor ± 0.1 °C ±1.0

Stroke length 0.11 m Burette system
(0–100 cc)

±0.1 cc ±1.0

Engine max. power 3.5 kW Stop watch (digital) ±0.1 s ±0.3

Engine speed (N) 1500 rpm Brake power
(0–3.5 kW)

±0.03 kW ±0.5

Compression ratio 17.5:1 Brake specific fuel
consumption

– ±1.284

Volume 661 cc Brake thermal
efficiency

– ±1.284



Optimization of Biodiesel Production Using Supercritical … 513

3 Results and Discussion

3.1 Rice Bran Oil Methyl Ester Analysis

Yield data given in Table 3 were analyzed inMinitab software to calculate the signal-
to-noise ratio. It is clear from the Table 4 that most influencing variable on FAME
biodiesel yield is reaction temperature followed by methyl/ethyl acetate-to-oil ratio
and reaction time. Similarly, for FAEEbiodiesel also reaction temperature is observed
to be highly influencing factor. However, unlike FAME biodiesel solvent-to-oil ratio
is less significant factor compared to reaction time. The same can be inferred from
the slope by means of S/N ratio plots shown in Fig. 4a for FAME and Fig. 4b
for FAEE biodiesel, respectively. Moreover, increase in reaction temperature above
325 °C decreases the product yield as observed from signal-to-noise (S/N) ratio (refer

Table 3 Yield data (rice bran oil methyl/ethyl ester)

Exp No A B C FAME yield
(%)

FAEE yield
(%)

FAME
biodiesel
yield (%)

FAEE
biodiesel
yield (%)

1 325/300 30 40 91.20 34.65 92.13 34.65

2 325/300 45 45 87.61 39.73 87.84 40.00

3 325/300 60 50 89.51 56.49 89.89 56.64

4 335/320 30 45 88.63 65.94 88.90 66.17

5 335/320 45 50 99.48 80.06 102.93 80.65

6 335/320 60 40 87.74 83.62 88.21 84.90

7 345/340 30 50 86.41 90.06 87.47 93.15

8 345/340 45 40 86.50 93.64 87.08 99.19

9 345/340 60 45 88.60 97.15 89.86 103.56

Validation
(FAME)

325/340 45 50 99.52 – 102.95 –

Validation
(FAEE)

340 60 50 – 99.39 – 104.01

Table 4 Means of signal-to-noise ratio for FAME (FAEE) biodiesel

FAME biodiesel FAEE biodiesel

Level A B C A B C

1 39.03 38.96 38.93 32.63 35.53 36.43

2 39.26 39.18 38.92 37.71 36.70 36.47

3 38.81 38.95 39.24 40.09 38.20 37.53

Delta 0.45 0.23 0.32 7.46 2.67 1.09

Rank 1 3 2 1 2 3
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Fig. 4 Main effects plot for S/N ratio for a FAME biodiesel and b FAEE biodiesel

Fig. 4). S/N ratio (larger is better) for maximization of the response was calculated
using Eq. (3).

Signal to noise ratio = −10 log

(
1

n

n∑
i

1

y2i

)
(3)

Signal-to-noise ratio is the measure of desired product output. Optimum values
of the parameters were obtained by plotting graphs of signal-to-noise ratio vs. factor
levels and observed to be temperature: 325 °C, time: 45min andmethyl acetate-to-oil
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Table 5 Physicochemical
properties of biodiesel

Property ASTM
standard for
biodiesel

Rice bran oil
biodiesel
(B100)

ASTM
method

Density (kg/m3) 875–900 875 ASTM
D4052

Calorific value
(MJ/kg)

38 (min) 38.13 ASTM
D240

Viscosity (cP) 1.9–6.0 6.56 ± 0.05 ASTM
D445

Flash point (°C) >130 207 ASTM
D93

Cloud point (°C) Report 7 ASTM
D2500Pour point (°C) Report −1

ratio: 50:1 with a maximum FAME yield of 99.52% and biodiesel yield of 102.95%.
Similarly, for FAEE biodiesel optimum factor settings for desirable output (99.39%
FAEE yield and 104.01% FAEE biodiesel yield) is: 340 °C reaction temperature,
60 min reaction time and 50:1 ethyl acetate-to-oil molar ratio. Several confirmations
run on the optimum condition were taken. In the case of ethyl acetate as a reactant,
the favorable condition is on higher side. The long chain of ethyl acetate requires
stringent conditions to react with fatty acids. Here temperature is the most influential
factor followed by reaction time and molar ratio.

3.2 Physicochemical Properties of Biodiesel

Biodiesel produced was tested for various properties to meet ASTM standards spec-
ified for biodiesel and can be considered as a compatible fuel to be utilized in
an existing CI engine without any modification. All the fuel property tests have
been executed according to procedures specified as per ASTM standards as shown
in Table 5.

3.3 Engine Performance Characteristics

B5 and B10 blends of biodiesel were prepared using rice bran oil methyl and ethyl
esters and utilized for engine performance testing. There was no detrimental effect
observed in the engine performance for blending up to 10% of biodiesel. Figure 5
and 6 shows effect on brake specific fuel consumption (BSFC) and brake thermal
efficiency (BTE), respectively, with change in blending proportion of biodiesel with
diesel. Improvement in BTE and BSFC was observed for B10 FAME, which can be
due to improvement in combustion phenomena. It is important to note that biodiesel
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Fig. 5 Influence of various blends of a FAME biodiesel and b FAEE biodiesel on brake specific
fuel consumption (BSFC)

Fig. 6 Influence of various blends of a FAME biodiesel and b FAEE biodiesel on brake thermal
efficiency (BTE)

has oxygen in itsmolecular structurewhich plays a vital role in improved combustion.
Similarly [8] also observed improvement in BTE for the used biodiesel. However,
no significant effects on BTE of BSFC were observed for B5 blends of FAME and
FAEE.

4 Conclusions

Instead of transesterification process, alcohols like methanol or ethanol, in interester-
ification process were used to avoid production of glycerol. Triacetin, a valuable
additive in diesel fuel is produced as a byproduct. Using methyl acetate as a super-
critical co-reactant maximum biodiesel yield of 102.95% was achieved. Favorable
condition for maximum yield were experimentally found as temperature 325 °C,
time 45 min, methyl acetate to oil molar ratio 50:1. In the experiment using methyl
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acetate, temperature was identified as the most influential factor, followed by molar
ratio and time. When ethyl acetate was used as reactant to make biodiesel production
process completely renewable, themaximum yield achieved was 104.01% at temper-
ature 340 °C, time 60 min, and ethyl acetate to molar ratio: 50:1. For the case of ethyl
acetate as reactant, the favorable condition are on higher side as the long chain of
ethyl acetate requires stringent conditions to react with fatty acids. Here temperature
was found to be the most influential factor followed by reaction time and molar ratio.
Engine performance study using B5 and B10 shows promising result. There is no
significant change in BSFC up to B10. Brake thermal efficiency increases by 3% for
B10, and no detrimental effect compared to gasoline diesel on engine performance
was observed.

Acknowledgements Authors acknowledge the financial support received from Gujarat Energy
Development Agency, Government of Gujarat, INDIA for conducting this study. Authors also
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Energy and Exergy Analysis of a Hybrid
Renewable Energy Source

Pratik Shah, Rishabh Agrawal, and Surendra Singh Kachhwaha

1 Introduction

Energy is the prime necessity for any activity in the known universe. There has been
a considerable and unprecedented surge in the energy demands over the recent years,
primarily due to industrial and economic revolutions and population growth. It is
expected that populationof theworldwill growat 1%accompaniedby aproportionate
increase in energy demand [1]. The conventional energy sources currently in use,
though meet the requirements now, pose a threat greater than their depletion, the
carbon emissions. The resulting climate change is expected to further increase the
energy demands. This has motivated the scientific community to look for renewable
energy sources that renew after use and reduce the carbon footprints to align with the
global agenda. Countries globally have implemented policies for advancement and
encouragement of renewable energy. Renewable sources though very efficient have
a substantial amount of exergy loss, which can be brought down using optimization
techniques and installing hybrid systems. Numerous research and development in the
field of renewable have established the edge, hybrid systems have over stand-alone
systems. A study on energy and exergy analysis could lead to a better utilization of
available energy in the field of electricity generation primarily and reap better returns
and decreased energy waste. There is ample research on energy as well as exergy
analysis-based improvement in stand-alone renewable systems; however, not much
has been done to compare the hybrid systems with heavily optimized stand-alone
systems, which seem to reap good results. The study could open research areas in the
field of optimized design of renewable energy harnessing modules and could define
the base standards for harnessing adequate energy for hybrid systems.
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Theoretical mathematical models were developed to compare the actual energy
efficiency with the proposed theoretical models [2–4]. Study [3] compared thermo-
dynamics and photochemical approach for assessing efficiency, while study [2] was
developed to optimize exergetic PVarraywhich showed increase in array temperature
leads to reduction in efficiency. Models were proposed to remove heat from array to
achieve higher efficiency. Apart from that, various potent materials, like perovskite,
CdTe, organics cells, were not introduced owing to sustainability issues [5]. Over a
period of time, these optimizations have not shown tremendous results, and optimiza-
tion of module efficiency has reached its saturation so researchers are implementing
other ways for better performance one of which is hybrid energy system. A novel
concept of solar PVT-ST system is introduced which leads to increase in both exergy
and energy efficiency [6]. Study [7] defined a benchmark to calculate maximum
energy efficiency of wind turbine. However, exergy and not energy proved to be a
more efficient tool to measure the efficacy of a system and its ability to harness wind
power. Over the course, many breakthroughs were made in the field of exergy anal-
ysis and various developments were made to improve the accuracy of the system. In
the coming years, study [8] developed relations through experimental and simulation
models to predict the behavior of efficiency vs. the input parameters. Study [9] shows
that at higher wind speeds the amount of avoidable exergy destruction increases.
The study was then extended to development of a storage system owing to large
fluctuations in power of a hybrid system.

There has been a rich research and development in the field of hybrid systems
and their capabilities to harness the freely available energy sources to the fullest.
The present studies deal with the development of energy analysis and development
of exergy as a tool to measure the efficiency of a system. This study will show
difference between efficiency (including energy as well as exergy) for stand-alone
PV cell with wind turbine. Also, an estimation of exergy converted into useful work
along with distribution in losses. Finally, results of stand-alone renewable systems
are compared with a hybrid renewable energy system.

2 Mathematical Formulation

2.1 Energy and Exergy Analysis of Solar PV

The ratio of electric energy generated to solar energy falling on a PV cell is defined
as energy efficiency. Absorbed solar flux (S) is represented by:

S = AarrG = (AmodNsNm)G (1)

where Aarr,Ns ,Nm represents surface area of array, total number of strings, sum of
modules arranged in series for one string, while module surface area is Amod = L1L2

(L2 and L1 are module dimensions).
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Fig. 1 A generalized
current–voltage performance
curve [2]

A generalized I-V curve and the associated variables are represented in Fig. 1 [2].
Electrical efficiency for PV array can be defined as:

ηele = Vmp Imp

S
(2)

whereVoc and Isc are open-circuit voltage and short-circuit current respectively,while
Vmp and Imp are maximum voltage and current. Exergy is the highest amount of work
potential that is produced by the system when the system achieves the equilibrium
with the ambient conditions [10]. Exergy efficiency is ratio of total output exergy to
total input exergy:

Change in the total exergy of the system = Total exergy in − Total exergy out

− Total exergy destroyed (3)

ηex = Exout
Exin

= 1 − Ic−v

Exin
(4)

where Exin, Exout, Ic−v . are exergy at inlet, exergy at outlet and irreversibility
generated inside control volume, respectively. Using Petela theorem [4]:

Exin = S

(
1 − Tamb

Tsun

)
(5)

Tsun = the temperature of sun (K). Tamb = the ambient tempeature (K).
The total control volume irreversibility consists of exergy losses from control

volume (external) and exergy destruction in control volume (internal) [4]:

Ic−v =
∑

(Exloss + Exdes) (6)

The external exergy losses Exloss are due to heat transfer and represented by [4]:
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Exloss = UL Aarr(Tcell − Tamb)

(
1 − Tamb

Tcell

)
(7)

The internal exergy losses involves: electrical exergy destruction Exdes,ele, optical
losses Exdes,opt in PV array surface, exergy destruction due to temperature gradient
for PV array and sun temperature, Exdes,�Tsun and temperature variation of PV array
w.r.t. to reference condition Exdes,�Tarr is given by [4]:

Exdes,ele = (
IscVoc − ImpVmp

)
(8)

Exdes,opt = S(1 − (ζα))

(
1 − Tamb

Tsun

)
(9)

Exdes,�Tsun = (τα)STamb

(
1

Tcell
− 1

Tsun

)
(10)

Exdes,�Tarr = mcellCpTamb

�T

(
ln

(
Tcell
Tamb

)
− (Tcell − Tamb)

Tcell

)
(11)

2.2 Energy and Exergy Analysis of Wind Turbine

Model considers the following results and relations derived as:

Ein = Wout + K E (12)

Ein = 0.5 ∗ ρ ∗ A ∗ t ∗ v3 (13)

where Ein=Energy at inlet,t=time (s),v=wind velocity.A. Betz gave the maximum
power that can be harnessed as 0.59 times the input energy [7]:

Exflow1 = Wout + Exflow2 + Exdes (14)

Ex f low1 = Ex(kinetic) + Ex(physical) (15)

Exflow1 = Exergy at inlet , Exflow2 = exergy at outlet , Exdes = exergy destroyed,
T iwindchill factor is a composite temperature considering the effective wind transfer
capability given by [11]:

Ti,windchiill = 13.12 + 0.6215Ta − 11.37v0.16 + 0.3965Tav0.16 (16)
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Outlet velocity behind the wind turbine was defined by the following formula
defined by [12]:

V2 = ((Ein − Wout)/(ρ ∗ A))0.333 (17)

The exergy destroyed and exergy distributed in irreversibility is accounted for in
E(physical) by [13]:

E(physical) = T0

(
cp ln

Twindchill_2

Twindchill_1
− R ln

p2
p1

− mcp

(
Ta − Tavg

)
Ta

)
(18)

Exergy efficiency is given by [13]:

ηex = Wout

Exflow1
(19)

Energy efficiency is given by [13]:

η = Wout

Ein
(20)

3 Input Conditions

In this study, we have considered Kutch, India as our location with 23.632′N latitude
and 69.960′E longitude. Figure 2 shows average daily irradiance of the month May
for the location.

We have used Siemens SM55 photovoltaic module is used. It hasmaximum power
rating of 55 W under STP conditions which is 25 °C ambient temperature having
solar intensity equal to 1000 W/m2. It consists of 36 single monocrystalline cells

Fig. 2 Variation of solar
radiation intensity during the
day
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Table 1 Design data specification sheet of Siemens SM-55

PV Module variable Values

Brand of PV module Siemens SM55

Total modules arranged in series per string ( Nm) 2

Total strings (Ns) 6

Reference state solar radiation intensity 1000 W/m2

The ambient temperature at NOCT conditions 293.15 K

The cell temperature at the reference conditions 298.15 K

The sun temperature 5760 K

The PV array emissivity 0.88

Solar module dimension L1 1.293 m

Solar module dimension L2 0.329 m

The effective product of transmittance–absorptance 0.9

Wind speed 0.5 m/s

with manufacturer warranty of 25 years. Environment, operation, and system design
variables are mentioned in Table 1.

Wind speed variation for the month of May is shown in Fig. 3 which gives a brief
idea of peak speeds and minimum speeds required to calculate power characteristics
and hence governs the number of turbines to be installed (Table 2).
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Table 2 GE Gamesa 1.5 MW wind turbine specification sheet [9]

Characteristics Value

Rated capacity 1500 W

Hub height 100 m

Rotor diameter 77 m

Swept Area 4657m2

Ambient Temperature 298 k

Cutting/cut out speed (m/s) 3.5/25

Capacity factor 29%

Rated energy efficiency 25%

4 Results and Discussions

4.1 Energy and Exergy Analysis of Solar PV

Figure 4 shows the variation of energy and exergy efficiency for Siemens SM-55
during the test day. Trend shows that energy efficiency decreases as the cell temper-
ature increases. Hence, between 12 and 1 pm efficiencies are lower than that of
between 11 to 12 pm and 1 pm to 2 pm. Also, Fig. 4 shows exergy efficiency for
SM-55 depending upon the duration of the day.

Figure 5 shows the distribution of exergy during the test day. Exergy inlet in
the system is distributed among external exergy losses, internal exergy losses due to
temperature difference, electrical exergy losses, optical exergy losses, and exergy out
which is work output. On an average, external exergy loss is 2.5% of overall input
exergy; similarly, internal exergy losses due to temperature difference is around
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76.5%, electrical exergy losses 0.5%, optical exergy losses are 10%, and exergy out
10.5% in May.

4.2 Energy and Exergy Analysis of Wind Turbine

Exergy distribution of the input exergy signifies the part of exergy going into
generation of heat and entropy generation and work output (Figs. 7 and 6).

The stand-alone exergy and energy variation vs. the time for a day in May, for
the wind turbine stand-alone system was plotted to signify the variation and need to
design a robust and flexible system to account for the fluctuations (Fig. 8).

Fig. 6 Characteristic power output curve
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4.3 Energy and Exergy Analysis of Hybrid (Solar PV
and Wind Turbine)

The study done for stand-alone systems was extended to estimate the efficiencies
for a hybrid system.The calculations estimate the average energy efficiency of wind
turbine systems to be 23.58% (rounded off to 25% for the further studies) and 34.78%
as wind exergy, whereas for the solar PV cell system the average energy efficiency
was found to be 16.74% and 10.04 % was found to be exergy efficiency (Fig. 9).

5 Conclusions

The study defines exergy as a more potent tool to quantify the efficiency of a renew-
able energy system. The solar PV cell module has the energy efficiency between 15 to
18% and exergy efficiency between 8 to 12%. Various losses which proportionately
rise as in the case of rising inlet exergy. To optimize exergy efficiency, various losses
should be optimized and it is seen that with increase in inlet exergy, proportionate
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increase in losses is less as compared to increase in output exergy. Hence, the system
becomes more efficient.

In the case of wind turbine stand-alone system, the energy efficiency is found to
be 23.58% and exergy efficiency is 34.78%. The corresponding percentage increase
in the exergy loss is less in case of high inlet exergy to the system which establishes
the fact that as inlet exergy or the wind speed increases there is a rise in exergy
efficiency.

The hybrid system comprising of the two mentioned stand-alone system is much
more exergy efficient since for the same inlet conditions, there is a combined output
from the two systems. The exergy efficiency of these hybrid system lies in between
40 and 45%.
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A Short Review on Oil Palm Biomass
as Feedstock for Pyrolysis Process

Pranshu Shrivastava , Anil Kumar , and Arkom Palamanit

1 Introduction

Oil palm, originated from West Africa, is one of the leading oleaginous perennial
food crops because of ample precipitation (1600–2000 mm/yr.) and daylight hours
(5–7 h/day) which is widely grown in tropical regions of Southeast Asia [1]. The
countries like Thailand, Malaysia, and Indonesia mainly produce edible cooking
oil from oil palm. The favorable conditions for the abundance of oil palm include
its high oil yield nearly 5 t/ha per year, which higher than soybean, sunflower, and
rapeseed, also support provided in terms of initiatives and policies of government
for the palm oil production. These are the key factors in order to record a rocketing
growth production of oil palm crop over the years. According to report, Southeast
Asia region accounts for approximately 50 million tonnes of palm oil, about 90% of
global exports and 85% of the total world production [2].

The development and growth in palm oil production result in a large quantity of
oil palm biomass both from industries and plantation area which can pose a severe
environmental menace. The oil palm biomass (OPB) includes oil palm trunk (OPT),
oil palm fronds (OPF), and oil palm roots (OPR) from the plantation area while oil
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palm kernel shell (OPS), oil palm fiber (OPFB), oil palm decanter cake (OPDC),
empty fruit bunches (EFB), and sewage sludge (OPSS) from the industries. This
leads an interest in utilization of oil palm biomass as source of renewable energy
which can produce various value-added products because it contains preferably rich
nutritional values and high physicochemical properties. The inspiration to convert
oil palm biomass is due to the fact that biomass approximately constitutes up to 90%
from the palm oil production facility, while the palm oil is 10% only [3]. The oil
palm biomass (OPB) includes oil palm trunk (OPT), oil palm fronds (OPF), and oil
palm roots (OPR) from the plantation area while oil palm kernel shell (OPS), oil
palm fiber (OPFB), oil palm decanter cake (OPDC), empty fruit bunches (EFB), and
sewage sludge (OPSS) from the industries.

Biomass is converted into biofuels or bioenergy by using various process such
as mechanical conversion, thermochemical conversion, biochemical conversion, and
somehybrid systems.These different processes provide different final formsof bioen-
ergy (heat or power) or biofuels (liquid, gas, or solid). Amongst these processes,
pyrolysis is a thermochemical conversion process which thermally decomposes the
feedstock at higher temperatures ranging from300 to 600 °C in the absence of oxygen
or air [4]. The pyrolysis process converts biomass into mainly bio-oil while biochar
and pyrolysis gas as by-products. Depending upon the heating rate, pyrolysis can
be classified generally as slow and fast pyrolysis. Moreover, there are many factors
such as reaction temperature, heating rate, and vapor residence time also play an
important role in pyrolysis process [5].

In the era of advancements in technologies to develop alternative fuel, fast pyrol-
ysis is a good option to produce bio-oil. The bio-oil obtained from slow pyrolysis is
lower than from fast pyrolysis. Moreover, there are several other factors such as the
reactor type, operating conditions (heating rate, pyrolysis temperature, vapor resi-
dence time, etc.), biomass property, biomass type, etc., which influences the yield
and quality of the products obtained from pyrolysis process [6].

The product obtained from the pyrolysis process, i.e., bio-oil has a higher heating
value andhigh energydensity compared to rawbiomass.Moreover, storage, handling,
and transportation are very easy for bio-oil in comparisonwith the raw biomass [7]. It
can be used as fuel in an engine after upgradation, direct fuel in boiler furnaces and
converted into value-added products for chemical, medicine, and food industries.
Biochar can be used as soil nutrient, water absorbent, generates heat for use in
other processes. Pyrolysis gas can be used as reheating the reaction chamber or
generate heat energy for pyrolysis process. There are various major aspects and
future challenges for the sustainable utilization of OPB as a renewable resource are
discussed in the subsequent sections.

2 Oil Palm Biomass and Its Characterization

Biomass is abundant in most of the Asian countries whose prime industry is
agricultural-based. Thailand has a high dependency on the agriculture and thus has a
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high potential for biomass applications. Primarily, Thailand is rich in biomasses such
as corn stalks, rubber wood bark, rice husks, oil palm shell, cassava roots, rubber
wood sawdust, and empty fruit bunches. These biomasses can be obtained from the
replantation, harvesting, and industries associated with agricultural products. Oil
palm is one of the most grown crops in Thailand, and it is one of the top ranked
exporters for palm oil, after Indonesia and Malaysia. For example, the government
of Thailand encourages the participation in the field of oil palm industries by setting a
target of 1,632,000 ha plantation by 2036. The biomass from oil palm ismainly found
from the harvesting area and waste from palm oil industries. The replantation of oil
palm tree provides OPT, OPF, and OPR, while the processing of fresh fruit bunches
provides OPFB, EFB, OPS, OPDC, and OPSS from wastewater treatment. Reports
indicated that milling 1 tons of fresh fruit bunches generates approximately 300 kgs
of EFB, 200 kgs of OPFB, and 60 kgs of OPS [8]. These values are observed by a
lot of research works in the field oil palm biomass processing. However, EFB, OPT,
OPF, OPR, and OPDC from oil palm residues both from industries and plantation
can be utilized for biofuel or bioenergy applications.

There are some physical, chemical, and thermal aspects need to be considered for
obtaining physicochemical properties of OPB, and some of them are mentioned in
Table 1. Particularly, OPT, OPF, and EFB have high amount of volatile matter in the
range of 75.43–79.98% (wt.) [4]. The OPDC and OPSS possess high ash contents,
while OPS andOPR have high amounts of fixed carbon contents. Themain elemental
compositions from OPB were in line with the proximate analysis results. The higher
heating value (HHV) was found very low, i.e., around 15–20 MJ/kg, which needs
upgradation to be used as a potential fuel. The OPF, OPR, OPT, and OPFB had
high percentage of cellulose and hemicellulose contents in the range of 49 and 23%
(wt.), respectively [4, 7]. The thermogravimetric analysis showed that the thermal
decomposition of OPB depends on the lignocellulosic components. The inorganic
elements in OPB such as potassium, calcium, magnesium, iron will act as catalyst
during pyrolysis process and also influence the product yield and quality.

3 Technological Advancements for OPB Conversion

There are a lot of technologies which involved thermochemical conversion, and
pyrolysis is one of the commonly used methods to convert OPB to bio-oil. Mostly,
pyrolysis is done at higher temperatures in the absence of air or oxygen to produce
bio-oil, biochar, and syngas. OPB can be converted to bio-oil by using fast or slow
pyrolysis. The fast pyrolysis is carried out at a higher temperature of over 500 °Cwith
a shorter residence time of less than 30 s. It is more favorable process as it provides
higher liquid product rather than solid or gas product. Several research works are
reported for the conversion of OPB into bio-oil, and the focus is basically on the
conversion for EFB only rather than considering other potential parts from OPB.
Pyrolysis reactors further classified into fluidized type, fixed bed type, agitated bed
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type or auger type systems, although the process can be catalytic and non-catalytic
depends on the operating conditions and required output.

3.1 Fast Pyrolysis

The fast pyrolysis is a process which often used to convert biomass into bio-oil by
thermal cracking process from OPB. Some researchers derived bio-oil using OPB
with fast pyrolysis process which particularly focusses on high yield by reduction
of ash contents in OPB. For example, Abdullah treated ash content in EFB by water
which reduces the ash contents and determined the effect on bio-oil yield [9].With an
increase in ash contents in the biomass, the bio-oil yield is decreased because of the
presence of potassiumwhich favors secondary reactions inside the reaction chamber.
This leads to increase in the production of aqueous liquid, non-condensable gases,
and char yields. There are many factors other than ash content in biomass which
influences the yield of bio-oil, some of them are pyrolysis reaction temperature,
heating rate, vapor residence time, particle size, biomass type, etc. [4, 7]. It was
found that at higher pyrolysis temperatures and high heating rates the overall yield
of bio-oil is higher because of the maximum thermal decomposition of the feedstock.
Kim et al. investigated the highest yield from EFB around 36.47%, in comparison
with palm kernel and jatropha seed shell cake with very low yields of 30.26 and
27.18%, respectively [10]. The catalytic fast pyrolysis gives good quality of bio-oil
rather than non-catalytic provides comparatively poor quality of bio-oil.

3.2 Slow Pyrolysis

Slow pyrolysis is traditionally used for charcoal making and now modernly used as
biochar production process. Generally, it is associated with low heating rates, rela-
tively high vapor residence times, and a lower pyrolysis reaction temperature than fast
pyrolysis in the range of 400 °C [5]. The yield of the slow pyrolysis includes biochar
(solid product) accompaniedwith liquid and gaseous products. Palamanit et al. inves-
tigated the effects of pyrolysis process OPT, OPF, and OPS. The pyrolysis of OPS
provided the highest amount of biochar. The obtained liquid product contained highly
oxygenated compounds as indicated by GC-EI/MS and also high water content with
low pH. The HHV of the liquid product was low (18–23 MJ/kg), while HHV of
the solid product was relatively high (25.14–28.45 MJ/kg). The biochar obtained
from slow pyrolysis can be considered as an alternative for activated carbon or bio-
filter applications as indicated by scanning electron microscope (SEM) [7]. The slow
pyrolysis produces pyrolysis gas which has a low potential for fuel applications.
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4 Comparison Between Petroleum Fuel Oil and Bio-Oil
from OPB

Table 2 shows the fuel properties of bio-oil obtained from pyrolysis of OPB in
comparison with the fuel oils to determine the potential application and quality of the
product obtained from pyrolysis process. Instead of the pyrolysis process involved,
the product obtained from pyrolysis of OPB which contains comparatively high
amounts of moisture and oxygen contents than the fossil fuel. Also, these traits are
unfavorable for a fuel for engine because it contains high moisture and ash contents
which reduces the heating value and ignition rate as well as the combustion delay;
high solid contents also possess a problem for injection systems and valves, while
higher oxygen contents provoke to thermal instability, which will affect the storage
properties of bio-oil obtained from pyrolysis process [12]. Although these problems
can be overcome by using additional methods such as water washing of OPB prior
to pyrolysis and fractional distillation process to decrease the moisture content of
the raw biomass and also results in low solid contents in the final product [13].
Moreover, there are some positive aspects which overcome the side effects of high
water contents in the product obtained from pyrolysis process for use as a fuel in
engine. Bio-oil is used to upgrade the flow characteristic of oil, which contributes a
uniform temperature profile in the combustion chamber of engine and also reduces the
NOx emission. These parameters improve the combustion characteristics by reducing
the CO2 emission [14]. Furthermore, the low sulfur contents in bio-oil in comparison
with petroleum fuel oil will involve in immediate health and environmental benefits.
Petroleum fuel oils are lighter than the bio-oil when compared with HFO, but bio-oil
viscosity lies between diesel/LFO and HFO as mentioned in Table 2. These are the
main properties which will influence the bio-oil properties. The flash and pour points
for bio-oil are nearly same to diesel/LFO,while acidic nature of bio-oil ismuch higher
than either diesel/LFO or HFO. This is because of the presence of carboxylic acids
mainly palmitic, lauric and acetic acids in the bio-oil [15]. Therefore, the bio-oil
obtained from OPB has a tendency to corrode during transportation of fuels [14].

5 Future Scope and Challenges

Bio-oil, obtained from pyrolysis of biomass has been popularly known as a potential
renewable source because of producibility and universal availability. Currently, the
researchworks are associatedwith the bio-oil production in laboratory scale, although
pilot scale production is limited because of limited scope. Bio-oil is considered to
be a substitute fuel for power generation using diesel engines, gas turbines, steam
power plants, etc., while it is more in the early stages to be used as a transportation
fuel [16].

Over the few years, a lot of research works has been employed to utilize the
large amount of OPB generated from industries and plantation areas, especially in
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Table 2 Properties of bio-oil from OPB compared with petroleum fuel oils [11]

Bio-oil from pyrolysis Petroleum fuel oils

Fast pyrolysis Slow pyrolysis Diesel/LFO Low sulfur
HFO

High sulfur
HFO

Moisture (%) 6.66–24.3 5.2 0.025 – 0.1

Proximate
analysis (%)

Volatile
matter (VM)

42.3–60 – – – –

Fixed carbon
(FC)

41–58.7 – – – –

Ash contents
(AC)

0.39–3.22 0.1 0.01 - 0.03

Total solid
contents
(TSC)

24.1 – 0 – 0.2–1

Ultimate
analysis (%)
C

35.29–69.35 68.26 86–86.52 87.3 82.79–85.6

H 5.08–9.61 8.02 13.3–13.6 12.19 10.3–12.98

O 20.02–57.02 21.57 0.03 0.17 0.48–0.6

N 0.0113–2.74 2.02 0.04–0.2 0.06 0.2–0.6

S <0.1 0.03 0.11–0.18 0.28 2.5–3.55

HHV (MJ
kg−1)

20.23–36.06 31.44 45.8 44.7 43.4

Density (kg
m−3) @ 15
_°C

900–1548 1031 853–890 939 940–979

Kinematic
viscosity
(mm2 s−1)

38.4 @ 25 °C 13.52 @ 50 °C 3–7.5 @40 °C – 351 @ 50 °C

Flash point
(°C )

– 65 60–98 – 100

Pour point
(°C)

– 12 15 – 21

Total acid
number

67.75–110 102.9 – 0.451 –

KOH (g
kg−1)
pH

2.33–3.4 3.6 Neutral – –



538 P. Shrivastava et al.

Southeast Asia. This will help to improve the shape of national economy as well
as achieve the environmental benefits globally. The various encounters correlated
with the oil palm industry related with health issues, land issues, conservation of
biodiversity and replantation which endangers the sustainable supply of OPB also
result in the development of bio-oil industry [11].

In addition to these challenges, there are a lot of continuous efforts in order to
improve the bio-oil quality produced from OPB by using hydrocracking, catalytic
upgrading, hydrotreating, and steam reforming which will enhance its competency
as engine fuel. It is important to optimize cost for OPB pre-treatment and pyrolysis
technologies, which will nurture public sector which involves in equipment handling
and efficient pyrolysis process. Furthermore, subsidy and financial support must be
provided to oil palm stakeholders, simultaneously involves in growth of marketing
strategy [17]. Finally, proper collaboration frompublic and private sector is necessary
to support the bio-oil industrywithOPBas feedstock tofinish it in sustainablemanner.

6 Conclusion

There is a concern regarding awareness for environmental sustainability and energy
security alongwith the huge supply ofOPB (mainly in Southeast Asia), and favorable
physicochemical characteristics are the driving forceswhich attract the researchers to
utilize it as a potential feedstock to convert biomass into biofuels like bio-oil in recent
years. The trend shows that the fast pyrolysis shows potential to convert OPB into
useful form of energy in a convenient and sustainable manner by extensive utilization
as an incipient process. The bio-oil obtained from OPB has less heating value, more
acidic than fuel oil and slightly heavier despite either slow or fast pyrolysis used.
More research works should be done in order to upgrade the fuels from pyrolysis
of OPB. The flash and pour points are nearly similar to the light fuel oil, while the
viscosity lies between heavy and light fuel oils. Till now, the inadequate triumph
of oil palm biomass conversion using pyrolysis process has many challenges in this
research area could be focused in the future.
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Performance Analysis of Savonius
Hydrokinetic Turbine with Stationary
Deflector Plates Using CFD

Pawan Kumar Pulijala and Raj Kumar Singh

1 Introduction

A hydrokinetic turbine [1, 2] is a turbine which transforms the kinetic energy of
flowing water in rivers, streams, canals, etc., into electrical energy or electricity.
This renewable source of electricity production can be harnessed from a low head
of moving water. Savonius HKT, a drag-based rotor comprises of curved blades
positioned in manner such that it is S-shaped due to which it experiences less drag
whilemoving against the flow thanwhenmovingwith thewater flow. The differential
drag is responsible for the rotation of the turbine [3]. The advantages associated with
this turbine are attributed by the low construction cost of the turbine, less noise
while operation and the ability to accept fluid from any direction. However, the
main disadvantage is its low efficiency in comparison with other HKTs such as the
Darrieus turbine [2]. It can be utilized for low speed applications as it has low starting
torque because simple making and the economic factors suggest its use in electricity
generation coupled with a generator involving minimal and easier maintenance.

Numerous researchworks [4] to improve the performance of the turbine setup have
been performed such asmultistage rotor, changing the overlap ratio [5], increasing the
number of blades [6], positioning the rotor in various inclinations [7], positioning
moving deflector blades to the rotor [8], varying the blade profiles and rotational
speed of turbine [9] were all considered to increase the efficiency of the HKT.

However, in this paper, we have considered a vertical axis Savonius HKT whose
3D computational model has been developed for simulating its performance. The
numerical simulation has been done using the realizable k-ε turbulencemodel, and the
solution of transport equations was done using the commercially available ANSYS
CFX (vR19.0) which uses finite volume method (FVM) to describe the flow field.
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The investigation proceeds to identify the upstream and downstream flow conditions
and aims to find out about the magnitude of velocity variation upon the installment
of the static deflector plates across the flow channel [10–12]. Based on the above
observations, suitable calculations such as torque and coefficient of power were
calculated by keeping a fixed rotational speed of the rotor. These results were tallied
with the experimentation [11] and deviation was found. The paper also compares the
extent of improvement in the performance of the turbine with deflector plates in a
closed water channel to that of a turbine without these plates.

2 Methodology

Aconventional two-bladeSavonius rotor has been developed used theANSYSdesign
modeler considering the various design parameters as shown in Table 1.

The geometry file is imported to the ANSYSmesh module and is suitably meshed
(Figs. 1 and 2).

A similar procedure is adopted in the design for stator. The stator here is a rect-
angular channel (300 × 300 × 2000 mm3) of water flowing along the z-direction.
Later named sections have been assigned for the purpose of interfacing and applying
boundary conditions. The stator is later meshed accordingly with a resolution of 7.0
for the default size set by the module (Figs. 3, 4 and 5).

The boundary conditions have been specified with almost negligible speed of the
rotor (Table 2).

The fluid problem is preprocessed with the aid of ANSYS CFX-PRE setup
module, wherein all the necessary criteria and constraints have been provided and
initialized. Rotor and stator domains have been created and assigned to the corre-
spondingmesh profiles alongwith the interfacing between the two domains andwere
later initialized.

Similarly, the stator having stationary deflector blades (advancing blade-180 ×
150mm2 and returning blade-120× 150mm2) ismodeled, meshed and preprocessed
with the same criteria as mentioned earlier (Figs. 6, 7 and 8).

Table 1 Design parameters Parameter Value

Height of the rotor (H) 140 mm

Blade arc angle (Ψ ) 124º

Diameter of blades (d) 135.9 mm

Thickness of blades (t) 2 mm

Diameter of the rotor (D) 240 mm

Height of cylindrical enclosure (H ′) 150 mm

Diameter of cylindrical enclosure (D′) 250 mm
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Fig. 1 Creation of geometry of rotor

Fig. 2 Meshed rotor
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Fig. 3 Creation of geometry of water channel

Fig. 4 Meshed stator

The energy flux of the flowing water is dependent on its density, cross-sectional
area of the channel and of course the velocity of thewater. Therefore, power produced
by the turbine can be written as:

P = 1/2xρAv (1)
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Fig. 5 Preprocessing through ANSYS CFX-PRE

Table 2 Boundary
conditions

Location Boundary condition

Inlet Velocity v = 2 m/s; Re 1.32 × 105

[11]

Outlet Static pressure = 1 atm

Stator’s wall No slip wall conditions

Domain motion (rotor) Rotating (with almost zero angular
velocity)

Domain motion (stator) Stationary

Buoyant model 9.81 m/s2 along negative Y-direction

Analysis type Transient blade row (with medium
intensity)

The torque obtained through the simulation can be verified using the below equa-
tion comprising of V 1 and V 2 which are upstream and downstream velocities of the
flowing water and radius (r) of the rotor as 0.06795 m.

T = 1/2ρAr(V 2
1 − V 2

2 ) (2)

Coefficient of torque (Ct) and coefficient of power (Cp) are given by:

Ct = 4T/ρU 2D2H (3)
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Fig. 6 Geometry with stationary deflector blades

Fig. 7 Meshed stator

Cp = TSR × Ct (4)

The tip speed ratio can be calculated with U being the free stream velocity

TSR = ωD/2U (5)

Therefore,
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Fig. 8 Preprocessing through ANSYS CFX-PRE

Power can be written as:

P = T xω. (6)

Based on the above mathematical formulae, the results obtained by Golecha et al.
[11] were validated. Also, keeping the rotational speed of the rotor to 2.79 rad/s, the
improvement in the performance due to deflector plates was gauged and has been
tabulated.

3 Results and Discussion

The various contours of pressure, velocity and turbulence kinetic energies are
indicated below when a free stream velocity of 2 m/s was chosen (Figs. 9 and 10).

The above velocity contours clearly depict an increment in the horizontal velocity
component when the deflector plates are positioned across the water channel as they
block the passage of fluid which causes a sudden increase in the velocity of water
striking the vanes and thus enabling the turbine to rotate with a much higher angular
velocity. The upstream velocity is found to be doubled when the deflector plates
have been positioned as a result a 2 m/s water flow turns out to be nearly 4 m/s. This
increase contributes to the increase in the rotational speed of the turbine.

Similarly, once the turbine completes one full rotation the presence of a returning
deflector blade causes the fluid to be directed out with a tremendous increase in its
velocity from 4 m/s to 7 m/s.
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Fig. 9 Velocity distribution

Fig. 10 Velocity distribution with deflector plates

The presence of these deflectors not only impacts velocity but also the pressure
acting on the vanes of the turbine. There is a significant amount of increase in the
pressure on the upstream side of the turbine arising due to the advancing deflector
plate which creates a pressure difference which is the driving factor of the sudden
increase in its inlet velocity and also is the cause for the rotation of the turbine
(Figs. 11 and 12).
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Fig. 11 Pressure distribution

Fig. 12 Pressure distribution with deflector plates
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The below simulated results also show that there is some increment in the turbu-
lence when the deflector plates have been placed along the flow water channel
(Figs. 13 and 14).

Fig. 13 Turbulence kinetic energy (KE)

Fig. 14 Turbulence KE with deflector plates
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Table 3 Comparison of the performance of rotor with and without the presence of deflector plates
in the channel with a flow of Re 1.32 × 105 [11]

Performance parameter Rotor without deflector plates
in the channel

Rotor with deflector plates in
the channel

Torque about Y-axis 0.15 N-m 0.18 N-m

Torque (experimental) – 0.138 N-m

Coefficient of power (Cp) 0.23 0.27

Cp (experimental) – 0.18

Rotational speed of rotor (kept
fixed)

2.97 rad/s 3.97 rad/s

Now, the free stream velocity of the water flowing to the channel is kept at
Reynold’s number of 1.32 × 105 and the simulation was once again carried out
on the basis of the criteria taken by Golecha et al. [11] and the results have been
validated and tabulated in Table 3.

4 Conclusion

The CFD simulation of the Savonius rotor presented us with clear visual represen-
tations of flow pattern and property contours of water flowing in the channel. As it
was earlier aimed, this paper gauges the performance of the SHKT under free and
restricted flow circumstances. Based on the earlier experimental values, the speed
of the turbine was held constant and the torque and Cp were computed. From the
comparison, the following conclusions can be drawn:

i. Positioning the deflector plates along the flow path showed an increase in the
magnitude of the upstream velocity striking the blades of the turbine.

ii. The flow restriction caused the input velocity to be double its initial value.
iii. Although there is no significant improvement in the turbine alone, by posi-

tioning the plates externally indicated the improvement in the turbine setup on
the whole.

iv. There is an improvement in the coefficient of power (Cp) by positioning
deflector plates from 0.23 to 0.27.

v. There is a marginal deviation of 0.09 observed from both experimental and
simulated results.

Nevertheless, the scope for further improvisation in the performance, thereby
leading to effective and higher power extraction is still wide open for future research
work and definitely takes us forward to cope up with the increasing power demand
by means of achieving green energy.
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Experimental Investigations on Bubble
Detection in Water–Air Two-Phase
Vertical Columns

Abhishek Saraswat , Ashok K. Prajapati, Rajendraprasad Bhattacharyay,
Paritosh Chaudhuri, and Sateesh Gedupudi

1 Introduction

Two-phase flow is a commonly observed phenomenon in numerous industrial appli-
cations like heat and thermal power plants, boilers and evaporators, hydrocarbon
recovery systems, etc. In some processes, ingress of gas in liquid-phase is inten-
tional and desirable [1, 2]. In specific to nuclear applications, a two-phase flow may
occur due to specific configurational constraints within the facility or due to acci-
dental scenarios. For instance, charging of a molten-metal facility in presence of an
inert cover gas may lead to trapped gas zones/dead pockets in inclined sections like
nozzles forwetted configurationpressure transmitters [3]. Formationof re-circulation
zones in complex structures and manifolds could also result in localized trapped gas
regions. Even with proper gas venting arrangements, accidental scenarios like break
in the heat sink (molten-metal/water or molten-metal/helium heat-exchangers) could
lead to ingress of gas-phase within molten-metal. An additional scenario [4] could
lead to the formation of helium bubbles within a lithium/lithium-based coolant like
eutectic lead–lithium (Pb–16Li, hereafter, referred to as PbLi) due to interaction with
neutrons to produce tritium, which is the fuel for nuclear fusion reaction. Presence of
gas-phase leads to hot-spots within the reactor, reduced tritium breeding ratio (TBR)
as well as an improper shielding [4]. It is, therefore, critical and imperative to detect
the occurrence of such a phenomenon to initiate proper remedial measures. Though
the requirements for two-phase detection are well identified [5–8], a lack of proper
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diagnostics tools for high-temperature applications (350–400 °C) with corrosive
molten PbLi cannot be overlooked in specific to nuclear fusion applications.

As a first step to address some of the complexities involved in two-phase
flow detection, experimental studies have been carried out in static water columns
for detection and quantification of air-pockets. Numerous tools, ranging from
non-contact techniques like induction-based measurements, gamma-ray attenuation
methods, ultrasound absorption technique, etc., to contact techniques like electrical
conductivity-based and capacitance-based detection probes, are readily available
for low temperature two-phase flow detection and characterization studies [9–18].
However, the present study takes into account the benefits and constraints in view
of further adaptability towards molten PbLi applications. Here, we have explored, in
detail, electrical conductivity-based principle because of its better response, easier
fabrication, relatively simpler operation, high-temperature operational feasibilities
and reduced installation requirements where non-contact techniques may prove chal-
lenging. For molten-metal application, electrical conductivity principle is rather
advantageous because of high electrical conductivity of the fluid itself. Secondly,
only one probe is needed to be inserted; as the second conducting electrode can be
configured using metal pipes of facility. In this view, a prototype sensor probe is
fabricated and simultaneous high-speed imaging is performed to quantify relevant
dimensions of air-pockets colliding with the probe. Leverage of transparency from
water medium in the present study provides visual corroboration before proceeding
towards completely opaque molten-metal applications.

2 Experimental Method and Apparatus

To fabricate the electrical conductivity sensing probe, two solid SS rods of 1.6 mm
diameter are shaped in needle-point configuration and embedded in a slotted solid
nylon tube. The slots are filled with an epoxy-resin based binder to provide electrical
insulation and to hold the rods rigidly. Overall diameter of the sensor after fabrication
is ~7.4 mm. The length of conducting bare SS electrodes are visually identified to
be 1.5 mm and further confirmed by a handheld multimeter. Basic electrical circuit
diagramwith assembled components to gather output voltage signal,with andwithout
interactionwith an air bubble, alongwith principle of probe operation is demonstrated
in Fig. 1.

The red section (AB) indicates electrically conducting exposed part of one SS
rod in the medium, while the grey circles depict a vertically rising air bubble. For
bubble positions (a) to (c), the voltage signal read by the data-acquisition (DAQ)
will remain the same due to the availability of conducting path between exposed
lengths of both the electrodes. Voltage signal dip across sensing resistor will begin
as soon as the bubble completely encapsulates conducting portion of at least one
of the electrodes, i.e. position (d) because of high resistivity of surrounding air. At
this point, conduction current through the encapsulated electrode is nil, but very low
insulation leakage current flows, giving rise to a drop in circuit current. After point
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(a)

A
B

(b) (c) (d) (e) (f)

Fig. 1 Basic circuit diagram and operational principle of electrical conductivity probe

(f), when some of the conducting portion of electrode is exposed, the voltage will rise
rapidly to achieve its normal value. Hence, a detectable air-pocket requires thickness
greater or at least equal to the exposed length of conducting electrode. To carry out
proof of concept studies, an experimental facility is fabricated which consists of a
glass beaker with dimensions 150 mm (L)× 150 mm (W)× 200 mm (H). A square
cross section reduces lens effects, ensuring correct dimensional measurements of
injected air-pockets using camera and ruler arrangements. A primary nozzle with a
3-mmbore is installedwith a provision to vary bore diameter by installing a 24-gauge
hypodermic needle on top of primary nozzle. An air compressor with downstream
pressure regulator and needle valve assembly is used to regulate injected airflow into
static water column. High-speed imaging is performed at 60 frames per second (FPS)
to register the trajectory of traversing bubbles through optical facility. For a fixed
pressure downstream, nozzle generates an array of bubbles with fixed time interval
in between. A LabVIEW platform-based application is developed to log and display
real-time data at 5 ms interval using PXIe-6363 module. To capture finer details of
interactions between the bubble and electrode, developed application also provides
data logging at 1.5 MHz sampling rate.

3 Data Analysis, Results and Discussion

3.1 Trajectory and Probe Interaction Analysis for Bubbles
Generated Using Hypodermic Needle

The probe location is fixed in a manner that all the ejected bubbles hit one of the
electrodes. The captured flow trajectory is shown in Fig. 2 and number of distinct
V-shaped voltage dips is shown in Fig. 3 against time axis (in seconds) for one such
array of 07 bubbles confirm the detection of all the bubbles.

The encircled region (red) after second voltage dip depicts the residence-time of
a bifurcated portion of second bubble, stuck at the probe bottom, interacting inter-
mittently with the electrode before getting hit by the third bubble. This phenomenon
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Fig. 2 Trajectory of bubbles generated from hypodermic needle towards probe

is clearly visible at 120 FPS. Such observation further corroborates sensitivity of
fabricated probe towards two-phase detection.

An arbitrary threshold voltage sets a datum to calculate voltage dip time and
therefore bubble traversing time. Impact of the threshold selection is discussed later
during air-pocket thickness estimations. A ruler set within the plane of generated
bubbles coupled with imaging field-view normal to this plane provides necessary
means to measure dimensions of air-pocket just after ejection, and thereafter, to
analyse distortions during rise in the column. Representative sets of extracted frames
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Fig. 3 High frequency sampling of probe voltage for bubbles generated through hypodermic needle

are further used to calculate average vertical velocity component of rising air-pockets
from projected vertical displacement against the ruler and number of image frames
to estimate the time utilized for that displacement. For each bubble analysed, vertical
velocity is calculated using top reference, bottom reference and centre reference
with reference to bubble profile. Average vertical velocity is then calculated using
average of the velocities for analysed bubbles of selected sets for a selected reference
position.

An important observation fromvisualization study is that smaller diameter bubbles
do not tend to distort much, but acquire a convex shape, which could be accounted
for vertical differential pressure. This observation is highlighted in Fig. 4 for frames
taken just after release of a bubble and just before its impact with the probe, respec-
tively. Estimated envelope dimension for the air-pocket is approximately 4 mm using
projections (yellow) against the ruler. However, as the top and bottom of the pocket
have nearly similar convex curvatures, it can be seen that along the conducting
electrode axis, the air-pocket thickness is always less than 4 mm (~approximately
3 mm).

(a) (b)

Fig. 4 Close-up views of an air bubble show a convex shape: a just released from the hypodermic
needle; b after ~33 ms from the first frame
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3.2 Trajectory and Probe Interaction Analysis for Bubbles
Generated Using 3-mm Bore Nozzle

Similar methodology is applied to the bubbles generated from 3-mm bore nozzle
and the logged voltage data for an array of 2 bubbles is presented in Fig. 5. Variation
in the magnitude of voltage dips can be explained by the difference in sizes and
difference in the ways of interactions. A smaller sized air-pocket generates a lower
magnitude voltage dip as it traverses across the electrode relatively faster compared
to a bigger sized pocket.

Figure 4 may be contrasted with Fig. 6 to analyse distinctly visible distortions
and flattening for air-pockets of larger diameter within same time frame. Another
critical observation is that the air-pockets tend to have a non-zero horizontal velocity
component, which may depend on the density of surrounding liquid phase. A higher
liquid–gas density ratio (similar to molten-metal scenario) may force the air-pockets
to rise vertically upwards along least resistance path.
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Fig. 5 High frequency sampling of probe voltage for larger diameter bubbles

(a) (b)

Fig. 6 Close-up views of visible dimensional distortions in an air-pocket: a just released from
3-mm bore nozzle; b after ~33 ms from the first frame
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Table 1 Calibration details for prototype probe

Condition No. of sample sets No. of samples Weighted average (V)

Water medium (no bubble) – >5,00,000 1.872

Bubble from 3-mm bore nozzle 05 1098 1.053

Bubble from hypo. needle 10 1107 1.397

3.3 Calibration of Probe Prototype

Although sub-microsecond logging is strikingly advantageous for offline data
processing to gain detailed insights, it is highly desirable to monitor and detect the
presence of bubbles in real-time during facility operations. To achieve this, a 0.2 kHz
sampling rate is selected based on the analysis of characteristic V-shaped voltage dips
from previous samples so as to acquire enough information for conclusive detection
of an air-pocket. This calibration, performed with an input supply of 35 VDC and
output tapped across a 250 � resistor, holds true for a sampling interval of 5 ms. A
precise calibration may be obtained with higher sampling frequency. Table 1 reports
the weighted average for a number of sample sets to arrive at the calibration voltage
output signals.

It should be noted that for same sized air-pocket, voltage dip depends on the
way of interaction between bubble and electrode(s) and on the sampling rate. A
low frequency sampling may result in an over-estimation of output voltage during
bubble interaction (refer data from Table 1 at 0.2 kHz sampling and magnitude of
dips from Figs. 3 and 5 at 1.5 MHz sampling). Dip in the voltage also depends on
the distorted profile and vertical alignment of an air-pocket along sensing probe.
However, average dips measured (~820 mV for 3-mm bore nozzle and ~ 475 mV for
hypodermic needle) at 0.2 kHz sampling suffice to detect the presence of an air-pocket
in thewater column. Figure 7 presents the voltage data against representative samples
for continuous ingress of high-pressure gas-phase into liquid-phase, approximately,
simulating a loss of heat sink accident. As observed from the logged voltage data,
the flow configuration appears to be churn flow with extremely disordered bubble
motions and a wide variety of bubble diameters corroborated by voltage dips of
differentmagnitudes. A continuous 3-h duration performance test in a bubbly column
corroborates no drift/degradation in the calibration signal for the fabricated probe.

3.4 Estimations of Air-Pocket Thickness

Assuming symmetricity in the V-shape dips of voltage profiles, voltage dip time
is estimated as half of the total time between the points where the voltage curve
intersects preset threshold. Product of the calculated average vertical velocity with
estimated voltage dip time gives effective air void thickness (d) additional to the
encapsulated conducting portion of electrode (l). Thus, the total effective air-pocket
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Fig. 7 Performance of prototype probe for extreme bubbly flow (similar to churn flow): a frame
for generated extreme bubbly flow; b logged voltage data for flow characterization

thickness is estimated by summing the two components (l + d) as elaborated in
Fig. 8. Average velocity for smaller bubbles varied between 0.32 and 0.35 m/s while
those for larger bubbles varied between 0.25 and 0.26 m/s.

Estimated average air-pocket thicknesses (Y-axis) against samples (X-axis) for
two sets each of bubbles generated from hypodermic needle and 3-mm bore nozzle
with different thresholds are shown in Fig. 9. For a given threshold, samples 1 to
3 represent average pocket thicknesses for the first set considering bottom, centre
and top references for velocity calculations. Similarly, samples 4 to 6 represent
corresponding quantities for the second set. As observed, a change in threshold level
significantly impacts estimated pocket thickness. In these calculations, for a given
case, the pocket thickness is calculated by using a common threshold level for all the
voltage dips.

However, for an exact thickness calculation, each air-pocket must be analysed
individually because the dip for each pocket depends on its way of interaction with
the probe. In the present case, threshold levels of 1.45 V and 1.47 V seem to predict
air-pocket thicknesses with relatively higher accuracy as could be confirmed from
projected dimensions against the ruler for the case of smaller bubbles. However, an
exact error analysis requires considerably higher frame rate imaging tools along with

                     (a)                                                                                (b)

d

l l 

d 

Fig. 8 Estimations of air-pocket thickness: a spherical pocket; b distorted pocket
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Fig. 9 Impact of threshold voltage selection on estimated air-pocket thicknesses for bubbles
generated: a from hypodermic needle; b from 3-mm bore nozzle
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Fig. 10 Threshold method to estimate local void fraction in two-phase water–air column

ruler measurements at sub-mm level, which are limited in the present study. In the
present study, exact error quantification may not be possible but it can be concluded
that the thickness of air-pockets could be estimated within sub-mm accuracy.

3.5 Preliminary Attempts to Estimate Local Void Fractions

Thresholdmethod is utilized to estimate local void fractions in the staticwater column
using an excel logic, which assigns normalized values of 0 or 1 by comparing probe
voltage with preset threshold. Basic underlying assumption is that during the rise
time, till the voltage intersects threshold limit, the air-pocket encloses point A of
electrode (“A” defined in Fig. 1).

Ratio of time duration for which logic remains LOW (0) to the total time duration
under consideration is defined as local void fraction at the point “A”. For the particular
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(a) (b)

Fig. 11 Proposed sensor array assembly for detection of gas bubbles over a wider cross section:
a 3D view of sensor assembly; b dimensional schematic for sensor array assembly

case for a time duration of 0.4 s and a threshold of 1.45 V, as shown in Fig. 10, a
local void fraction of ~16.15% is estimated using the method described.

4 Future Plans

Future activities include gas-pockets detection in flowing water facility with forcedly
injected bubbles. Additionally, to cover a wider flow detection area, a sensor array
assembly is being fabricated as shown in Fig. 11, which will be initially vali-
dated with gas sparger arrangements. Further, the sensor concept will be adapted
for high-temperature molten PbLi applications with application of alumina coating.
A promising coating must provide an electrical insulation characteristic, corrosion
resistance and high-temperature compatibility up to 400 °C to render it useful for
molten-metal applications relevant to nuclear fusion power plants.

5 Conclusion

An extensive experimental study is successfully performed towards the quantifica-
tion of air-pockets in water–air two-phase vertical columns. A test facility suitable
to address experimental requirements is fabricated with provisions of generating
different diameter bubbles and different injection frequencies. The prototype sensor
based on electrical conductivity principle shows promising performance towards
two-phase detection. It is observed that the prototype probe could detect all colliding
bubbles. Analytically, the estimated air-pocket thicknesses along the sensing direc-
tion of probe match reasonably well with visualized thickness using imaging tech-
niques. Present study sets a reference towards further planned activities in molten
PbLi two-phase flow detection experiments.
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Design Optimization and Comprehensive
Study of Three-Way Cylindrical-Shaped
PPE Sterilizer

Kunal Raghuvanshi , Jashanpreet Singh Sidhu , Jatin Sharma ,
and Rajiv Chaudhary

1 Introduction

Personal protective equipment (PPE) is protective gear or equipment used by aworker
to protect against hazards. PPE restricts interaction with potentially contagiousmate-
rial by establishing a physical boundary between possible contagious material and
healthcare staff. PPE, including surgical mask and N95 respirator, is vitally impor-
tant to the safety of both patient and medical personnel [1]. The demand for this
necessary equipment is currently outpacing supply [2]. Sterilization is an efficient
method to solve this issue.

Sterilization is a process involving the destruction of all micro-organisms (such as
fungi, bacteria, viruses, spore, a unicellular eukaryotic organism such as plasmodium,
etc.) and is the highest level ofmicrobial elimination that is possible. Sterilization can
be done by physical, chemical, and physiochemical means [3]. This article focused
on the physical and chemical methods of sterilization for cleaning and reuse of PPE.
Before proceeding to the process of sterilization, general cleaning is amust. Cleaning
involves the removal of visible particles (e.g., organic and inorganic material) from
equipment.

The sterilization of PPE involves three stages in the order namely general cleaning,
ultrasonic sterilization, and ultraviolet sterilization. General cleaning is a precursor
to the main events to be followed. The focus of general cleaning remains on cleaning
the equipment of all the inorganic and organic materials present on the surface of
the equipment in such a way that further stages of sterilization are not hampered
by the presence of such materials on PPE equipment. The PPE equipment is placed
over the blades which rotate at a predetermined speed and a mixture of warm water
and a neutral pH detergent is poured over it. This rotational movement allows the
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PPE to be cleaned off all the unwanted materials. The second stage is ultrasonic
sterilization which employs high-frequency pressure waves produced with the help
of an immersible ultrasonic transducer operating at a moderate frequency. A mixture
of water and an oxidizing agent is added to increase the effectiveness of sterilization.
The last and most important stage is the ultraviolet sterilization. The higher-energy
UV rays are used to kill the RNA of the SARS-CoV-2 which disables the microbes
to increase.

2 Problem Formulation

Due to ongoing pandemic like novel coronavirus spread, PPE equipment is neces-
sary more armor for the healthcare worker to fight this novel virus. The COVID-19
pandemic has greatly stretched our healthcare infrastructure. One of the most signif-
icant issues is the rising shortages of personal protective equipment (PPE), which
is used in health care. It is a big problem for the health and safety of healthcare
staff. Sterilization is an effective process to alleviate this problem [4]. The concern
behind this paper is inactivating the SARS-CoV-2, the single-stranded RNA (ssRNA)
virus that causes COVID-19 along with other harmful bacteria, fungi, pathogens,
microbes, etc., through cleaning and sterilization. Currently, without any proper
strategy, most of the hospitals are dumping their used PPEs, and demand is outpacing
supply. To overcome this problem, this article proposed the design of a three-way
cylindrical-shaped PPE sterilizer.

3 Design

3.1 CAD Modeling

CAD modeling of any device/machine is one of the most time-intensive processes.
CAD modeling software is dedicated to the specialized job of 3D modeling.

The generic model of a three-way PPE sterilizer was made in AutoCAD 14.0
software. The design of the model is shown in Figs. 1 and 2.

As shown in Fig. 3, sterilizer holds a compact design of a 304 SS cylindrical-
shaped containerwith a shaft in themiddle. The shaft holds eight polytetrafluoroethy-
lene plastic straight-line blades each at π /4 radians to the adjacent. 304 SS hooks are
present on the blades for holding the PPE equipment. The shaft is also connected to
the induction motor from the bottom. This induction motor gets AC supply from the
source for the rotation of the blades. These blades help in general cleaning of the PPE
equipment. It has a ring-type transducer attachment (see in Fig. 5) where immersible
ultrasonic transducer of 30 kHz frequency is fixed, at the bottom of the container. The
ring-type transducer attachment has two rings. The inner ring has 350 mm diameter
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Fig. 1 3D model of sterilizer

Fig. 2 2D model of sterilizer

Fig. 3 Main parts of sterilizer
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and 50 mm height and the other 15 mm outer ring which is attached around, and
the first ring has an outer diameter of 420 mm and an inner diameter of 350 mm.
The transducer also gets an AC supply from an external source and is responsible
for the ultrasonic cleaning of the equipment. The UV bulb is attached to the hood
of the container and causes complete decontamination with ultraviolet germicidal
irradiation (UVGI). There are two pipes attached to the cylinder. The left pipe is
attached with a one-way inlet valve of 25 mm at the vicinity for the entrance of water
or cleansing agent while general wet cleaning and ultrasonic cleaning, respectively.
The pipe on the right side is attached with an exit valve of 25 mm. Exit valve has a
pressure variant fixed at the pipe exit for causing a difference in pressure whenever
required for complete removal of liquid from the container and for drying the equip-
ment before exposing them to UV-C rays. Dimensions of components are shown in
Figs. 4, 5 and 6 and Table 1.

Fig. 4 2D model of cylindrical chamber
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Fig. 5 2D model of shaft
and blades

Fig. 6 D model of transducer attachment

3.2 Material

Cylindrical-shaped chamber. Corrosion resistance, durable standards, and dimen-
sional accuracy are the critical properties required for the material selection of the
cylindrical-shaped chamber of the sterilizer. 304 Stainless Steel is an austenitic type
of stainless steel. It has approximately 0.08% of carbon content by weight. The
additional alloying (see Table 2) elements provide excellent drawing, forming, and
spinning properties. The added chromium helps to increase the corrosion resistance,
heat resistance, and hardenability. The added nickel enhanced the formability and
ductility of the material. 304 Stainless Steel is more susceptible to corrosion when
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Table 1 Dimensions Title Size (mm)

Cylindrical base diameter 420

Shaft diameter 40

Blade length 170

Blade width 40

Height of cylinder 250

Hood diameter 440

Shaft diameter 100

Portion of shaft in the chamber 40

Thickness of chamber 2

Diameter of inner ring of transducer
attachment

350

Height of inner ring 50

Outer diameter of outer ring of transducer
attachment

400

Inner diameter of outer ring of transducer
attachment

350

Table 2 Composition of
304SS [6]

Component Weight (%)

C Max 0.08

Cr 18–20

Fe 66.345–80

Mn Max 2

Ni 8–10.5

P Max 0.045

S Max 0.03

Si Max 1

illuminated by UV light. 304 Stainless Steel shows no sign of corrosion such as
pitting in UV light [5].

Blades. Impact-resistance, durability, and corrosion resistance are the essential prop-
erties required for the material selection of blades. Polytetrafluoroethylene (PTFE)
is a synthetic fluoropolymer of tetrafluoroethylene. PTFE is a durable fluorocarbon,
as it is a compound with high molecular weight composed primarily of carbon and
fluorine. Due to its hydrophobic nature, it does not corrode in the mixture of warm
water and neutral pH detergent. It is highly reflective material and has a reflectivity
percentage between 85 and 95 at 2mm thickness against UV radiation of 250–400 nm
range [7].
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4 Mechanism

4.1 General Cleaning

Before high-level sterilization, proper cleaning is required because inorganic and
organic matter that lingers on the surface of PPE equipment is equipment interferes
with the efficacy of these processes [8]. The focus of this paper is the mechanical
cleaning of PPE equipment. For proper cleaning, PPE equipment is placed over the
PTFE blades with the help of 304 SS hooks. The blades are attached to the shaft
(see in Fig. 4) which gets supply from single phase 220 V AC motor. To maintain
the grade of a surgical mask and N95 respirators, the rotational speed of the motor
is set between the range of 1500–2000 RPM. Warm water along with any neutral
pH detergent is to be added via inlet pipe to the sterilizer. When power is supplied
to the motor, the shaft along with blades and PPE equipment rotates. This rotational
movement of the shaft causes a cleaning effect on equipment with the aid of water
and neutral pH detergent mixture. The complete process of cleaning takes about four
to five minutes. After completion of the process, dirty water can be removed from
sterilizer via outer valve by creating pressure difference (by pressure variant) in the
chamber.

4.2 Ultrasonic Cleaning

In this article, the next stage of sterilization after general cleaning is ultra-sonication
(or ultrasonic cleaning) of PPE equipment. Ultrasonic cleansing uses high-frequency
pressure (sound) waves caused cavitation bubbles to agitate a liquid. The ultrasonic
waves and vibrations are produced by an immersible ultrasonic transducer fixed
to the transducer attachment (see in Fig. 5). The ultrasonic transducer of moderate
frequency (20–40KHz) is an appropriate device for cleaning surgical masks andN95
respirators. The moderate frequency does not degrade the quality of PPE equipment.
The ultra-sonication of PPE equipment can be completed with water, but to enhance
the effect of cleaning on equipment an oxidizing agent should be mixed. The mixture
of water and an oxidizing agent (hydrogen peroxide) is added to the sterilizer via
inlet pipe. After the completion of the process, the mixture is removed via outlet pipe
with the aid of pressure variant. The whole process of ultra-sonication with 35% of
H2O2 takes approximately 5–6 min for the cleaning of respiratory equipment [9].

4.3 Ultraviolet Germicidal Irradiation

Most important and final stage of sterilization is ultraviolet germicidal irradiation
(ultraviolet sterilization). Ultraviolet light is an electromagnetic form of radiation
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with more energy than visible light but less energy than X-rays. It can be catego-
rized into UV-A (315–400 nm), UV-B (280–315 nm), and UV-C (100–280 nm).
UVGI uses UV-C at around 200–300 nm. The higher-energy UV-C radiations can
damage DNA and RNA by crosslinking thymidine and uracil nucleotides, respec-
tively, thereby preventing replication of microbes such as bacteria and viruses. The
degree of pathogen inactivation at these wavelengths is directly proportional to the
dose of UV radiation, with dosage being measured as the product of irradiance
(W/m2) and the time of exposure (seconds). Therefore, ultraviolet germicidal irradi-
ation (UVGI) is a reasonably easy sanitation procedure, which does marginal harm
to the respirator and avoids harmful chemicals from being used. Although there is
no accurate amount of UV radiation needed to inactivate SARS-CoV-2, the single-
stranded RNA (ssRNA) virus which causes COVID-19, the UV dose required for
90% inactivation of single-stranded RNA viruses is 5.8 mJcm−2 [10]. An ultraviolet
lamp emits UV radiations of wavelength 254 nm is fixed at the hood of sterilizer.
The surgical mask or N95 respirator mounted on the blades with the help of hooks
is exposed to the ultraviolet radiation radiations. The estimated time of this stage of
sterilization is calculated to be 105.45 s for both side of the mask. It totally depends
upon the intensity of the bulb used along with the distance between the source and
equipment.

5 Calculations

Due to the very recent nature of this topic as well as lack of ample literature, the
authors have taken the liberty to assume certain values to convey the process more
clearly.

a. Estimated cost of three-way cylindrical-shaped sterilizer

The current pricing of all thematerials used in the proposed sterilizer is given in Table
3. The authors have estimated components cost according to the current market value
and can vary accordingly in the future.

According to the sources [11–13], the costs of these practices (i.e., general
cleaning, ultrasonic cleaning, and ultraviolet germicidal irradiation) are Rs. 15000,
Rs. 28500, Rs. 12500, respectively. The total cost of all these practicing is Rs. 56,000.
As it can be seen that the estimated cost of the proposed design with error calculation
is Rs. 27,800, which is a significant reduction in the total amount as compared to
current system. It shows 50.35% in the price of the system which would enable its
usage in developing countries. It is a conservative estimate and can be changed due
to the unforeseen costs that come during manufacturing.

Estimated time to sterilize surgical mask or N95 respirators by Ultraviolet
germicidal irradiation

The wavelength is 254 nm of ultraviolet lamp
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Table 3 Costed bill of
materials

Component Amount
(INR)

304 Stainless Steel 1900

Eight PTFE blades L180mm 2500

Immersible ultrasonic Transducer 12,000

Ultraviolet bulb 3000

Single phase A/C motor 2000

One-way inlet valve 200

One-way outlet valve 200

Wiring cost 1000

Miscellaneous/error 5000

Total 27,800

Energy of photon (E) = hc

λ

= 6.626× 1034 × 3× 108

254× 10−9
= 7.825× 10 J per photon (1)

The degree of pathogen inactivation at this wavelength is closely proportional
to the dosage of UV radiation. The dosage (μJ/cm2) is calculated by the product
of irradiance (μW/m2) and the time of exposure (seconds). Amount of pathogen
inactivation α dosage of radiation [14].

UV Dosage = Intensity× Exposure time (2)

Exposure time = Dosage/Intensity (3)

The term intensity (or irradiance) is used to define the rate at which light diffuses
to some distance from a source over a surface of a specific area. Theoretically, taking
an ideal condition, that is, no energy is absorbed or scattered by the medium. The
mathematical equation [15] for irradiance on small surface given by ASHRAE is

E = φ

2π2La
(2α + Sin2α) (4)

At shorter distances (a < 0.5L), the equation simplified as

E = φ

2πLa
(5)

Electric power of UV lamp = 2 W
Conversion efficiency of low-pressure UV lamp is 30–40% [16]
The actual power of UV lamp (φ) = 0.6 W
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Table 4 Estimated
sterilization time

Type Time (min)

General cleaning 5

Ultrasonic sterilization 8

Ultraviolet sterilization 6

Total time of sterilization 19

Length of UV lamp (L) = 41 cm
Distance of exposed surface to the bulb (a) = 20 cm.

Using Eq. (5), intensity (E) of UV-C lamp = 116.5 μW/cm2.
The required dosage to inactivate 90% of SARS-CoV-2 (COVID-19) is 58 J/m2

[10]. Taking unforeseen predictive error in the calculations, the estimated intensity
was taken as 110 μW/cm2.

Required dosage = 5800 μJ/cm2.
Intensity of UV lamp (E) = 110 μW/cm2.

Irradiation time was calculated by the given formula [17]

Exposure time = Dosage/Intensity = 5800/110 = 52.73 s for one face (6)

For both sides of medical masks, the exposure time will be 105.45 s.
So, the total time for three medical masks: 105.45 × 3 = 316.35 s = 5.27 min.

b. Total estimated time of sterilization

This paper proposed an estimated time of complete sterilization of surgical mask
and N95 respirators. For complete sterilization, three used surgical masks or N95
respirators have to go through all the sterilizing processes sequentially. The total
time given in Table 4 is for sterilization of three surgical masks or N95 respirators
or combination of both.

Table 4 concludes that each procedure of complete sanitation of three medical
masks takes 19 min (conservative estimated time).

6 Result and Discussion

6.1 Impact of Design

During the course of this paper, the design of a three-way cylindrical-shaped PPE
sterilizer is proposed and a comprehensive study is carried out to analyze estimated
sterilization time and estimated cost of the sterilizer. CAD modeling of the steril-
izer was performed on AutoCAD 14.0. The materials selected for the cylindrical
chamber and blades were 304 Stainless Steel and polytetrafluoroethylene plastic,
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respectively, both the materials are designed to endure UV radiation and corrosion.
Themajor advantage of the proposed design is 50.35%of cost reductionwhichwould
a supportive factor during manufacturing for developing countries. The authors have
created a novel design of sterilizer in which three effective and reliable processes of
sterilization can be performed sequentially.

6.2 Wavelength of UV-C Bulb

As it can be seen that the advantages of taking a low-pressure UV-C lamp of 254 nm
wavelength lie in the data from the graph below. Low-pressure UV lamps radiate
approximately 95 percent of their radiation at a wavelength of 253.7 nm, which
is equivalent to the DNA absorption spectrum (260–265 nm) of high germicidal
efficacy [18]. The most effectual way to produce UV energy is by using a low-
pressure mercury arc in which the mercury atoms are energized to a high energy
level. The atoms radiate intensely a distinctive spectral line with a wavelength of
254 nm when reduced to low intensity. This wavelength is close to 265 nm, by a
fortunate coincidence, which is deadly to micro-organisms.

According to the requirement and optimal cost of the sterilizer, the estimated
intensity taken was 110 μW/cm2 for the ultraviolet germicidal irradiation. Outcome
of the estimated time calculation (Eq. 6), i.e., 52.73 s can validate by the graph given
below.

Depending on the value of surgical masks andN95 respirators in fighting COVID-
19, the authors believe that the constant sanitation procedures can be successfully
implemented. Calculation of sterilizer masks per day was done by the given equation
[14].

24 h

day
× 3 procedures

hour
× 3 masks

procedure
× N = 216 masks

day
× N (7)

where N can be the number of sterilizers manufactured according to the proposed
design. The WHO reported that approximately 89 million medical masks would be
needed per month for COVID-19 response [19]. WHO reports that manufacturing
has to ramp up production by 40 percent to satisfy the increasing demand. However,
nearly 6.48 thousand medical masks per month can be sanitized by the proposed
sterilizer ideally. If N reaches 100, the impact will increase by several folds.
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7 Conclusion

Through a carefully methodical approach validated with numerous previous research
papers andWeb sites, a novel design of sterilizer is presented in the article, i.e., three-
way cylindrical-shaped sterilizer. Three-way, i.e., general cleaning, ultrasonic ster-
ilization, and ultraviolet germicidal irradiation are chosen to maximize the cleaning
of surgical masks and N95 respirators. Ideally, each person will use a new mask or
respirator to minimize the spread of airborne or transmitted infectious diseases by
means of respiratory droplets. It is estimated the time to clean and sterilize three
surgical masks and N95 respirators which is 19 min for both sides. Performing all
three processes by a single device will be a huge advantage during the ongoing
pandemic as it reduced the cost of sterilization.
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Design and Development of Single-Sided
Front Suspension Girder Fork for Bicycle

Ayush Shrivastava, Aman Kumar, Ayush Bansal, and Vijay Gautam

1 Introduction

Suspension parameters primarily affect the ride comfort and handling by keeping
the rider isolated from road noise, bumps, and vibrations. Most commonly, two-
wheeler front suspension has a pair of fork tubes and is of telescopic type, as shown
in Fig. 1. In the old times, girder fork design was quite popular, it consists of a pair
of uprights attached to the triple clamp by linkages with a spring usually between
the top and bottom triple clamps, also as shown in Fig. 1. But telescopic is now
ubiquitous as it offers simpler design, easymanufacturing, and lower cost. Still, many
custom modifications by consumers involve girder forks assembled onto the stock
motorcycles, owing to its retro-appeal, an aesthetic justification. In the performance
environment, race bikes undergo wheel changing many times, taking up crucial
seconds. For making wheel fastening and unfastening faster, a single-sided swing
arm for rear wheels is mostly used. Besides, it has a lightweight advantage too.
Hence, the idea of single-sided girder fork is sought for and attempted. Apart from
custom makers, there has been no authoritative literature in the public domain or a
similar design attempted by any manufacturer.

This paper discusses the development of a single-sided girder fork, mentioning all
the engineering design decisions, from kinematic upfront to material selection, and
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Fig. 1 Telescopic fork versus girder fork [1, 2]

sizing. Finally, computational stress analysis is performed over the design, giving
suitable results. For prototyping over a test mule, the Firefox MTV Dirt bicycle has
been chosen for specifications.

2 Method

The development process is based over the geometry and stock front suspension spec-
ifications of the bicycle. Requisite geometric parameters of the bicycle are obtained
from some brochure data and manual measurements [3, 4]. This gives the castor
angle of 18.77°, required travel of the fork-hub mount point; suspension travel of
60 mm, and also the fixed pivots relative positions: distance between them being
head tube length of 160 mm.

2.1 Kinematic Synthesis

Girder fork modeled as a four-bar pin-jointed linkage is graphically synthesized,
using coupler path point prescribed positions by inversion technique, on a 2D CAD
software [5, 6]. Since no input crank motion is present, hence transmission angle
verification is avoided. Figure 2 shows the resulting mechanism and its positions
for 60 mm suspension travel. The graphically synthesized mechanism required for
achieving the said 60mmof suspension travel. The dashed line represents the coupler
link, whose end is the fork end holding the wheel. Green corresponds to the full
suspension travel of 60 mm from the normal position represented by black.
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Fig. 2 Mechanism synthesis

2.2 Material and Shape Co-selection

Since the cross-sectional shape can affect the material usage, material-shape co-
selection is performed over the material property charts generated by CES EduPack
software [7]. Toproceed ahead, functional requirements of the component are needed;
its function as a structural member.

Load Specification. As per the Bureau of Indian Standards (BIS) specification
and safety requirement standards [8, 9], the various test loads—static, impact, and
fatigue—as mentioned are taken as design loads for our case. Applying these loads
to the synthesized mechanism, assuming it as a rigid frame, with a cross member.
Design loads coming in the member or links are, hence, evaluated. It is interpreted
that the coupler link holding the front wheel hub carries mostly bending loads and
the rest of the two links have axial loading.

Since in the axial loading case, section area is the only parameter, shape has no
influence over the efficient material usage. Whereas in bending, the maximum stress
depends on the shape via sectionmodulus. Also, since the slope of the index guideline
in bending is greater than in axial, the former is a better criterion of excellence.
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Translation: Deriving criterion of excellence. Firstly, specifying the objective(s),
constraint(s), and functional requirement(s), consequently a material efficiency coef-
ficient or material index, is obtained along with the corresponding shape efficiency
factor, given in Table 1. For strength-limited design and bending loads, we consider
bending shape factor Ff

b [10]. IndexM* maximizes the performance of the material,
fulfilling the objective of minimum mass (or cost), where ρ is the material density
and σ f is the failure stress, yield strength in static and fatigue strength in dynamic
loading.

Screening and Ranking: Using CES. With the help of CES EduPack software,
material property charts were plotted according to the Index M*, and the selection
guidelines drawn over them narrowed the search window giving a handful number
of candidates, as shown in Figs. 3 and 4.

Table 1 Specification for material-shape co-selection

Objective(s) Functional
requirement(s)

Constraint Material index
(M)

M* with bending
shape factor (Ffb)

Minimum mass Bending load Strength-limited
design

σ f
2/3/ρ (Ffbσ f )2/3/ρ

Minimum mass Axial load Strength-limited
design

σ f /ρ Not applicable

Fig. 3 The guideline narrows the search window over yield strength versus density chart, giving
few shortlisted materials represented by the purple dots



Design and Development of Single-Sided Front … 585

Fig. 4 The same selection guideline now over the chart for fatigue strength versus density

Ranking. The shortlisted materials are then ranked as per their index values, material
with the highest index value is, thus, chosen. The maximum limiting bending shape
factor Ff

b for strength-limited design is found from the chart as shown in Fig. 5.

2.3 Vibrational Characteristics

Road excitations, considered as random vibrations, influence the suspension charac-
teristics. As per BIS, the standard sinusoidal inputs were chosen for developing the
vibrational model of the road [11]. Taking the speed of the bicycle 5.5 m/s, gives the
spatial frequency band in range of 0.09–6 cycles/m. For B-class roads and spatial
frequency of 1 cycles/m, the corresponding mean r.m.s. displacement is 0.00067 m.

Human comfort is more sensitive to vertical acceleration rather than vertical
displacement. BIS standard defines tolerable limits of a seated human at a single
vertical frequency for exposure durations [12, 13] using Eq. (1) [14]:

X0/Y0 =
(
1+ (2ζr)2

/((
1− r2

)2 + (2ζr)2
))0.5

(1)
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Fig. 5 Limiting shape efficiency factor versus density chart

where X0 and Y 0 are dynamic and mean r.m.s amplitude, respectively, ζ is damping
ratio and r is ratio of road frequency and natural frequency (ř/řn), vertical accelera-
tions for different values of suspension parameters—stiffness anddamping ratio—are
obtained. Those giving acceleration lying in the comfort zone are, thus, selected.

2.4 Strength Design and Analysis

Having the material selected and shape factor determined, sizing is performed by
designing for strength using the BIS standard loads and safety factor. The load values
are vertical 235N (Impact) and horizontal 600+5% N (Static andFatigue), both applied
at Fork end.

Safety factor selection. Factor of Safety (FOS) for the design is evaluated as per
the criteria given in design data [15]. Suitable value is given to each criterion as per
design data. The safety factor of 3.5 is obtained.

3 Results and Discussions

Ranking the material candidates provided us with the following comparison chart,
as shown in Fig. 6.
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Fig. 6 Shortlist of candidate materials. Index values along the horizontal axis

Table 2 Mechanical
properties of Aluminum,
7055, wrought, T77511

Designation 7055

Condition T77511 (Solution heat-treated
and overaged or stabilized)

Yield strength 583 MPa

Tensile strength 616 MPa

Compressive strength 605 MPa

Flexural strength 583 MPa

Fatigue strength (at 107

cycles)
339 MPa

Magnesium alloys, even though having the highest values of indices, are not
preferred in our case due to the scarce market availability. Also, aluminum alloys
have a price advantage over them. Aluminum, 7055, wrought, T77511, is therefore,
the most rational choice, mechanical properties given in Table 2. The maximum
limiting bending shape factor Ff

b for strength-limited design for AA 7055 is found
to be 3.46.

3.1 Shock Absorber Selection

Manufacturer data specifying stiffness and damping ratio values of four shockers,
available in the market, and the calculated resulting vertical accelerations are tabu-
lated in Table 3. Consequently, shock 1 having lowest vertical acceleration is chosen
for achieving maximum ride comfort.
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Table 3 Values of shock parameters

Parameters Shock 1 Shock 2 Shock 3 Shock 4

K (N/m) 35,025.367 43,781.708 70,050.734 96,319.75

Equivalent K (N/m) 21,015.22 26,259.024 42,030.44 57,791.85

řn (rad/s) 22.92 25.62 32.41 38.01

ř/řn 1.50 1.34 1.06 0.90

ζ 0.5 0.5 0.7 0.5

Y0 (m) 0.00067 0.00067 0.00067 0.00067

X0 (m) 0.00061 0.00071 0.00080 0.00097

Vertical acceleration (ř2X0) 0.73 0.85 0.95 1.16

3.2 Stress Analysis

The fork is modeled and analyzed on Autodesk Inventor 2020. The simulation
performed for vertical 235 N load gave the following stress distribution shown in
Fig. 7. Since the application of load is impact in nature, the maximum stress, as
calculated (Eq. (2)) for static analysis, is multiplied by a factor i [16]:

Fig. 7 Von-Mises stress distribution. Maximum stress 11.53 MPa
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Fig. 8 Von-Mises stress distribution. Maximum stress 207.81 MPa

i = (
1 + (1 + 2h/e)0.5

)0.5
(2)

where h is the height of the load drop and e is the deflection by the same static load.
The factor i evaluated is 4.38, thus,maximum impact stress (Von-Mises) comes out to
be 50.51MPa, which is well under the elastic limit. For 600N load, the stress analysis
results shown in Fig. 8. The material fatigue strength at 107 cycles is 339 MPa and
since themaximum stress amplitude coming is 207.81MPa, the design is satisfactory
as per BIS specification for 50,000 cycles.

4 Conclusions

The design realized is a satisfactory one, having design stress well within the limits to
prevent failure. With respect to the detailed assembly design, these following major
conclusions are drawn:

• The kinematic design upfront has been given due importance in the develop-
ment process, correctly determining geometry of the girder fork linkage using
mechanism synthesis technique.

• A comprehensive quantitative computer-aided method for material and cross-
section co-selection is used, giving efficient lightweight design and a low-cost
inexpensive material having ready availability in the market.

• Loading conditions chosen for strength design comply with the BIS specifications
and safety requirements for bicycle forks.

• Finite Element Analysis (FEA) for the assembly is done, and the maximum limit
for impact load is 50.51 MPa and fatigue is 207.81 MPa, which indicates that
stresses are within the safe limits, for the material so selected.
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• The shock absorber complying with the BIS standard human health limits is
selected, for ride comfort.

The multibody dynamics (MBD) for motion analysis of the resulting design
remains to be performed for evaluating characteristics, with realistic conditions input
to the software. Hence, MBD results would provide a way for design optimization.
Further, the selection of linkage pivot bearing or bushings material and rating has to
be determined, as per the technical load-size chart of the respective manufacturer.
Design of the suitable mounting arrangements for retro-fitting of the girder fork
assembly to the frame head tube for steering remains to be done.
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Abbreviations

ARM 7 Advanced RISC Machine
ASCII American Standard Code for Information Interchange
CCD Charged Coupled Devices
CMOS Complementary Metal Oxide Semiconductor
CSI Camera Serial Interface
DSI Display Serial Interface
DSP Digital Signal Processing
DTMF Dual Tone Multi-Frequency
FTIR Frustrated Total Internal Reflection
GND Ground
GNSS Global Navigation Satellite System
GPIO General Purpose Input Output
GPS Global Positioning System
GSMGSM Global System for Mobile Communication
HAT Hardware Attached on Top
HDMI High Definition Multimedia Interface
I/O Input Output
LAN Local Area Network
LCD Liquid Crystal Display
MEMS Micro-Electro-Mechanical Systems
RAM Random Access Memory
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RFID Radio Frequency Identification
RXD Receive Data
SD Secure Digital
SIM Subscriber Identity Module
SMS Short Message Service
TIR Total Internal Reflection
TTL Transistor-Transistor Logic
TXD Transmit Data
UARTUART Universal Asynchronous Receiver/Transmitter
USB Universal Serial Bus

1 Introduction

In the twenty-first century with rapid industrialization and modernization at its peak,
within the technological aspects, automotive security has been one of the foremost
necessary issues because of the alarming rise in the number of car thefts and unau-
thorized driving by unlicensed individuals resulting in road accidents and misuse
of vehicles. The increasing cases of accidents caused by under age, inexperienced
drivers pose a serious threat to the issue of road safety.

Moreover, nowadays car thefts are on the increase, particularly the lower variant
cars having a keyless entry feature that doesn’t seem to be equipped with high-end
security systems. The current alarm system has various flaws that help thieves seek
entry into the vehicle and once stolen away, it becomes a troublesome task to find
the automobile [1]. In an endeavor to look out for an answer to the current downside,
a unique methodology of the fingerprint and driving license-based security system
to improve car safety is proposed.

For fingerprint detection, generally, the fingerprints are taken, the differentiating
features of the same are found, and a digital model of the fingerprint is saved for the
comparison of this image with the stored templates [2]. The strength of fingerprint
identification is that it may be deployed during varied environments. Also, it is a
verified core technology and the power to enter multiple fingers increases the system
accuracy and suppleness [3, 4].

Each fingerprint is related to a unique authorized driving license number that
enables that no person below 18 years is driving the vehicle, also no-one who is
unskilled at driving is at the driver’s seat. This ensures road safety and avoids acci-
dents [5]. The device enables setting up of one owner with many trusted users for
offline retrieval. For emergencies, the owner is also supplied with a password that
starts the vehicle via manual override [6].
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2 Literature Review

In several prior pieces of research, authors have described the circuits used in different
experiments whereas, in another work, GPS is employed as a worldwide navigation
satellite system to find the automobile and conjointly to protect it against theft. Many
improvements have been done in the past in automobile security systems and a few
of the related ones are given underneath.

Joshi andMahajan have used ARM7 (Advanced RISCMachine) microcontroller,
GSM, andGPSmodule alongwith an accelerometer and temperature sensing element
[7]. GPS and GSM are used for tracing the realm of the automobile. The additional
component is enclosed in the accelerometer containing the MEMS (Micro-Electro-
Mechanical Systems) sensor providing a low pass filter and is essentially used for
Shake, Orientation, and Tap Detection.

Al-Khedher made an advanced GPS-GSM Automobile Tracking System [8]
which shows an incorporated GPS-GSM system to trace automobiles with the help
of the Google Earth app. The obtained GPS directions are shifted using a Kalman
filter to update the exactness of the measured position. Once the information has
been processed, Google Earth is employed to look at the present space and standing
of each automobile.

Ishan et al. [9] describe in their paper the successful implementation of IoT to
prevent thefts and accidents. They have usedGSM-GPS technology to send the owner
a message in case of an attempt of theft after which the owner can either stop fuel
supply or track the vehicle in real-time using a tracker app.

Pethakar et al. have used a security system supporting GPS, GSM, and RFID
(RadioFrequency Identification) [10] combines the institution of an electronicwidget
within a car, justifiably planned machine programming to enable tracing of the
vehicle’s space. The place where the automotive picks, the employee, the RFID card
is swapped. The microcontroller looks for a match between the RFID card number
and its information records and returns the representative’s id, cab id, and the cab
position to the organization with the help of the GSM module.

Wankhade and Dahad have mentioned the configuration and advancement of a
theft control system for a vehicle that is employed to prevent the stealing of an
automobile [11]. The created framework uses a deep-rooted framework based on
GSM technology, placed within the automobile. An interfacing movable is attached
to the microcontroller attached with the engine. After the automobile is robbed,
the information is used by the car owner for additional action. Shaikh et al. [12]
mention an advanced vehicle safety system employing ARM7. The main focus of
this enterprise is to supply an improved security framework in a vehicle, including
a face location subsystem, a GSM module, a GPS module, and a control stage. The
face detection subsystem will look out automobile resistances during which nobody
should be in the vehicle and warns without sound.

Kaushik et al. [13] have shown an anti-burglary automobile security framework
that allows entry to the automobile simply if the person’s fingerprint matches the
one already in the framework. The correlation happens in MATLAB and the result
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shall be displayed on the Liquid Crystal Display (LCD). On the rare likelihood when
the automobile is illicitly accessed, the automobile’s fuel tank shall be fastened by a
Relay circuit so whenever the tank is empty, an unauthorized person can’t ever refill
it.

Ibrahim et al. [14] have used an anti-robbery system that employs an installed
structure using a GSM and Dual Tone Multi-Frequency (DTMF) for protecting a
vehicle. Nagaraja et al. [15] define the improvements upon a GSM-based automobile
theft management framework for a vehicle. This framework is based upon an inserted
framework built using GSM. A GSMmodem or interfacing mobile is attached to the
microcontroller, conjoined with the engine using a relay. In case the automobile is
robbed, the information to the owner is sent that someone has purloined the automo-
bile. Following which the user sends the SMS to a GSM modem that is conjoined
with motor ignition through a relay which then turns off the engine.

The proposed system deals with this issue by employing a Raspberry Pi-based
fingerprint security system with driving license matching of verified users.

3 Materials and Methods

The connection of Raspberry Pi3: Model B with optical fingerprint scanner (R307)
for the operation of the project is shown in Fig. 1. Also, the specifications of each
of the hardware components (viz. Raspberry Pi 3—Model B, Optical Fingerprint
Scanner, LCD (Liquid Crystal Display), Jumper Cables, GSM-GPS Module, and
Keypad) are described in further subsections.

Fig. 1 The operation of fingerprint scanner with Raspberry Pi
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3.1 Raspberry Pi 3: Model B

Raspberry Pi foundation initially made unit-board tiny computers called Raspberry
Pi in the UK for primary education. The speed of the processor is between 700 MHz
to 1.4 GHz in Pi3 Model B and is 1.5 gigahertz for Pi4 while the memory on-board
varies between 256 MB and 1 GB RAM (Random Access Memory) in Pi3 and
4 GB on Pi4. To save programs and operating systems, SD (Secure Digital) cards are
employed. The number of USB ports varies from 1 to 5. HDMI and composite videos
enable video output while the audio output is possible through a typical 3.5 mm tip-
ring-sleeve-jack. Various GPIO (General Purpose Input Output) pins enable lower
range output. An 8P8C Ethernet port is provided on B variants while Wi-Fi 802.11n
and Bluetooth are supported on Pi 3, Pi 4, and Pi Zero W variants. The Raspberry
Pi 3: Model B employed by us is the Raspberry Pi of the third generation. It is
a small unit-board computer which can be successfully employed in a variety of
processes and is superior to its predecessors, Pi B + and Pi 2: Model B. Raspberry
Pi 3: Model B has a powerful processor, that is ten times quicker than the Pi of the
first generation. Besides, as it also supports wireless LAN (Local Area Network) and
Bluetooth connectivity, it is easily the best option for connected designs [16].

Raspberry Pi 1: Model B that is 1st Generation Pi was launched in February
2012. Then Raspberry Pi 2 came, which included extra RAM, in February 2015.
Raspberry Pi Zero having reduced size, lesser input/output (I/O) requirements and
general input/output (GPIO) options came in November 2015.

The current model, Raspberry Pi: 3 Model B launched in February 2016, is
equipped with a 1.2 GHz 8-byte quad-core processor; 802.11n Wi-Fi, Bluetooth,
and USB link options. The Raspberry Pi is provided with 2 pins (GPIO pin 14, 15)
that work at 3.3 V. A USB UART (Universal Asynchronous Receiver/Transmitter)
converter is used for connecting the fingerprint sensor easily. The pinout diagram of
Raspberry Pi 3: Model B is shown in Fig. 2 [17]. The Raspberry Pi Foundation gives
an Operating system called the Raspbian that is a Debian-based (32-bit) Linux distri-
bution besides various third-party options [18]. Due to these exceptional features as
shown in Table 1, at a relatively cheap price, which the Raspberry Pi 3: Model B
offers, it is the foremost choice for use as the microcontroller for the project. R307
fingerprint scanner.

The optical fingerprint scanner and reader (R307) employed is for input and
scanning of the fingerprint to save it for later searches. It is based on the principle of
Total Internal Reflection (TIR) by a glass prism. R307 Optical Fingerprint Reader
device (Fig. 3) [19] includes a TTL (Transistor-Transistor Logic)—UART interface
that allows direct connections to microcontroller UART or the computer with the
assistance of the MAX232/USB-Serial adapter.

Technical specifications of R307 are in Table 2. The R307 Fingerprint Module
includes a superior fingerprint alignment code, good capacity FLASH chips,
extremely fast DSP (Digital Signal Processing) processor and different hardware and
software packages, consistent performance, easy structure, with image processing,
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Fig. 2 Pin description of Raspberry Pi 3: Model B

Table 1 Raspberry Pi 3:
Model B technical properties

Technical properties

Broadcom BCM2387 chipset

Ethernet Connection via 2 ports

1.2 GHz Quad-Core ARM Cortex-A53

802.11 Wireless LAN and Bluetooth 4.1

1 GB RAM

64 Bit CPU

4 USB ports

4 pole Stereo output with a Composite video port

Full-size HDMI

10/100 Base T: Ethernet socket

Raspberry Pi camera attached via CSI (Camera Serial
Interface) camera port

Raspberry Pi’s touch screen display via DSI (Display Serial
Interface)
display port

Micro SD port enables the loading of the operating system,
saving information

Micro USB power supply
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Fig. 3 R307 fingerprint module

Table 2 Technical parameters of fingerprint scanner

Property Corresponding value

Power supply DC 4.2 V–6 V

Current consumption ~50 mA

Interface UART/ USB

Baud rate (9600 * N) bps, N = 1–12, default is 6

Image acquiring time <0.5 s

Verification speed ~0.3 s

Matching modes 1:1, 1:N

Character file size 256 bytes

Template size 512 bytes

Storage capacity 1000

Security levels 1–5

FAR (false acceptance rate) <0.001%

FRR (false recognition rate) <0.1%

Average searching time <1 s, 1:1000

Weight 18 g

Working environment Temp = −10 °C ∓ 40 °C, RH = 20–80%

Storage environment Temp = −40 °C ∓ 85 °C, RH ≤ 85%

Outline dimensions Split Type, 44.1 * 20 * 23.5 mm

fingerprint’s feeding, comparing, finding, and model storage besides various other
functionalities. Also, its price is low compared to other biometric scanners.

Operation Principle. Fingerprint processing ismade up of 2 components: Enroll-
ment of fingerprint and its matching (which may be 1:1 or 1:N). The individual is
supposed to feed the finger twice, at the time of feeding. After the enrollment, the
system processes the pictures of the finger (entered twice), prepares a model of
the finger with these results, and saves its [20]. In 1:1 matching, the current finger
is compared with a designated template of the module while in the case of 1:N
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matching, to find the match of the finger, the entire library is searched. In either of
the situations, the matching result in the form of failure or success is given back.

Distinctive Features:

• It can be easily used in various products that imply secondary development
possible.

• The price, size, and power used are low with exceptional performance.
• The picture collection and algorithm chip are all in one, hence fewer faults.
• The manufacturing of the module is precise and application development is easy.
• Great pictures up to 500dpi resolution can be taken easily.
• Adjustable security level for ease of users.
• High functionality: Independent functions for fingerprint entry, save, comparison

(1:1), and search (1:N) processes [3].

3.2 LCD

A basic 16*2 LCD is used which has sixteen pins and two connectors. Due to its
ease of programming and ability to display all forms of ASCII (American Standard
Code for Information Interchange) characters (alphabets, numbers, and symbols),
animations, this LCD (shown in Fig. 4) has been chosen over other variants like the
seven-segment one. With the help of DSI Connector, the Raspberry Pi connects to
the touch Display that is an LCD. Raspberry Pi models 2, 3, and 4 have mounting
holes in the HAT (Hardware Attached on Top) footprint with which DSI display can
work while for Model 1 A/B boards, extra mounting is needed on display PCB. The
pins of 16*2 LCD named RS, EN, d4, d5, d6, d7 are attached, respectively, to the
GPIO pins 18, 23, 24, 25, 8, 7 of Raspberry Pi 3 [21].

Fig. 4 LCD display screen
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3.3 Jumper Cables

Jumper cables are colored cables that can be distinctly identified for connecting to
the USB converter. Just four cables are required for connection from the fingerprint
sensor to the Raspberry Pi. The connections are described by the color as follows:
Red: Based on sensor voltage White: RXD (Receive Data) Green: TXD (Transmit
Data) Black: GND (Ground).When no other device is attached firstly no result comes
and after the attachment with the fingerprint scanner, the display shows /dev/ttyUSB0
[22].

3.4 GSM-GPS Module

GSM: It stands for the Global System for Mobile Communications. GSM converts
data to digits and compresses it afterwhich it transmits it through a channel alongwith
2 other streams of user data in different time slots. The operation is at 900 MHz and
1,800 MHz, frequencies. Both internet and audio connectivity is enabled through
this service [23, 24]. The GSM module is employed to send SMS to the owner’s
mobile and to inform the police in case of an attempt of entry into the vehicle by an
unauthorized person.

GPS: It is employed to track the automobile in real-time and to detect its current
position coordinates whichwould help us to send this data to the owner and the police
in case of detection of unauthorized driving [26]. AUSB cable has been employed for
the connection of the Raspberry Pi with the HAT module which provides optimum
power and establishes a serial communication between them [25, 26]. After USB
connections, a SIM (Subscriber Identity Module) card is inserted in the HATmodule
for GSM to work. The SIM 808 module is employed here that is a Quad-Band
GSM/GPRS module with GNSS (Global Navigation Satellite System). The code
in python is run for GPS after a GPS antenna is inserted into the GNSS antenna
connector on the HAT module [27].

3.5 Keypad

A small keypad is attached to the Raspberry Pi for the input of driving license number
by a user and also for entering the password for manual override option. It is a basic
keypad having digits and alphabets, generally used onmobiles. It is connected via the
Bluetooth option (to let the USB ports be free) available on Raspberry Pi 3: Model
B employed here.
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Fig. 5 The circuit diagram of fingerprint scanner and driving license data

3.6 Hardware Design

The Circuit Diagram as shown in Fig. 5 has the Fingerprint Scanner and Driving
License Data Input Keyboard attached in line with the starter ignition circuit of the
automobile. When the ignition switch will be turned on, current from the battery
will flow through the switch to the system. At this point, user will be asked to put
his/her finger on the fingerprint scanner. It ensures that unless a match is found by
Raspberry Pi after authorization, the circuit will not complete and charge flowing
from the battery won’t reach the starter motor.

4 Working

4.1 Software Design

The flowchart as shown in Fig. 6 highlighting the algorithm is used to build
upon the software framework and fed into the Raspberry Pi’s Memory to enable
successful feeding, scanning, searching, and matching of fingerprints. Each finger-
print is converted into binary codes and saved in the memory to ensure faster and
simpler retrieval. In all the cases, the program returns a success or failure code (i.e.,
1 or 0) corresponding to which the vehicle starts or displays an error without starting
it along with sending vehicle location data to the owner’s mobile and nearby police
station through SMS.

4.2 Fingerprint Scanning Process

Principle. Total Internal Reflection (TIR) is the underlying principle of an optical
fingerprint scanner. It has a glass prism for the same. The light source (a LED here)
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Fig. 6 The flowchart highlighting the algorithm

transmits light that enters the prism at a specific angle for the occurrence of TIR and
the reflected light comes out from another face of the prism and falls on a lens and
image sensor (a camera, here) (as shown in Fig. 7). In the absence of a finger on the
prismatic part of the scanner, complete reflection without refraction occurs from the
surface, and in the image sensor, a plain picture is obtained.

In the occasion of TIR, a fraction of the light that leaks in the external atmosphere
is known as an Evanescent wave that has different types of interactions with different
materials, depending on their respective refractive indexes (RI) [28].On coming in
contact with the surface of the glass, the raised portion of the skin (called ridges)
makes proper contact with it while the lower portion or valleys have air gaps between
them and the glass. This information gets processed to generate an image with good
contrast and is the fingerprint’s digital copy [3].

Working of the Scanner. The optical sensing device reads and forms the finger-
print image by deciding the varying light intensity areas formed by the raised
part of the fingerprint. The sensing method begins once someone puts a finger
on the touch surface made of glass. Optical sensors largely employ 2 varieties of
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Fig. 7 Working of an optical fingerprint scanner

detecting devices: CMOS (Complementary Metal Oxide Semiconductor) and CCD
(charge-coupled-devices) optical imagers.

Before examining one’s fingerprint with the impression already stored, the
processor of the scanner confirms that the CCD has recorded a transparent picture. It
looks for numerous traits like the mean picture element blackness or complete trial
values. Once there is proper darkness level, the scanner confirms the image defini-
tion to work out the scan intensity. The fingerprint scanner system serves 2 basic
functions—to urge a picture of the user in addition to the licensed person’s finger
and scans the pattern, the ridges, and valleys and puts it within the algorithmic rule
as given in computer code design [29]. The particular characteristics, distinctive to
every fingerprint, are altered and kept as an encrypted biometric key or as binary
codes. The image of fingerprints is not saved; rather verification is finished by the
series of numbers (binary code) solely. None will be able to modify the fingerprint
image from the series of binary codes or using the algorithmic rule.

If the captured picture is clear with good exposure, the scanner processor goes on
to check the captured driving license card. It is a government-issued card provided
to citizens above 18 years of age who have the basic acumen to drive a vehicle, given
after clearing a driving test. The Smart Card for Driving (shown in Fig. 8) essentially
contains the individual’s name, date of birth, address, the blood group, year of issue,
date of license expiry and biometric templates (taken in the form of fingerprint and
iris scan at the time of issue) and every individual is identified by a unique 13 digit
number known as the driving license number.
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Fig. 8 Driving license smart card (the owner’s details hidden for secrecy sake)

4.3 Searching Template, Matching and Starting the Vehicle

After the owner has at first kept the reliable fingerprints of licensed individuals,
whenever an individual desires to begin the vehicle, the finger must be placed on
the fingerprint scanner. This is repeated twice to reduce the chances of errors due
to physical issues. The person also has to enter the license number to reduce the
iterations of search online and to make the search operation faster.

First, the search is carried out on the pre-saved database and if not found, it is
matched to check online on the cloud database accessed using the driving license
number. The device enables setting up of one owner with many trusted users for
the offline retrieval database. The match of previously stored and fed fingerprint
images is done by finding a central point in the fingerprint image and comparing
both templates for match percentage which is cumulative of orientation, brightness,
angle, and direction. These make the entire comparison process lengthy and slow
[2].

Feature-based matching is employed in which minutiae; primarily ridge ending
and ridge division are taken from the stored fingerprint image and the entered image.
Thematchingminutiae pairs between 2 pictures determine the authenticity of an input
fingerprint. This method of comparison based on minutiae is more efficient than the
non-linear method but is limited by problems like a weak fingerprint impression and
poor-quality images (caused by the dry, wet, cut, allergic fingertips) [29]. In case an
unauthorized person tries to start the vehicle, immediately after the check fails, an
SMS is sent to the owner’s mobile and nearest police station, with the location of the
person and input details, with the help of the GSM-GPS Module [30].

5 Results and Discussion

The proposed model implementing a Raspberry Pi 3: Model B for vehicle safety was
successfully tested and working is found to be satisfactory. In this system, it was
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not only ensured that fingerprints match with the stored ones but also the validity
of the driving license of the individual driving the vehicle was verified. The device
enables setting up of one owner with many trusted users for offline retrieval, keeping
in mind the network connectivity issues in India. A manual override option that is
password protected is also provided, for emergencies. In case of illegal intervention
by an unlicensed individual, the vehicle does not start due to incomplete ignition
circuit and the GPS-GSM system installed helps the owner as well as the police to
track the automobile.

6 Conclusions

This paper highlights the novel vehicle security system involving Fingerprint scan-
ning and driving license verification, with the help of Raspberry Pi 3: Model B,
for starting the automobile. Through an online database (with an offline backup of
trusted users), the details of the user are checked and granted access only when a high
accuracy match is found in the fingerprint scans and the driving license is found to
be valid. In the case of an unlicensed person trying to operate the vehicle, the starter
motor does not start. Also, the owner and the police are notified by an SMS with
details of the car’s location, sent via the GPS-GSM system installed. As the system
is easy to install, operate, and involves less cost, it can be set up on any vehicle’s
dashboard without difficulty.

As shown in previous sections,with our system, underage andunauthorized people
will be prohibited from starting a vehicle unless their fingerprintmatchwith the stored
templates of licensed individuals and thus, there would be enhanced safety on roads
with reduced accidents, that too at a low overall cost.
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Crash Sensing Seat Belt Release System

Sagar Jaggi , Divyanshu Jaggi , and Pardeep Kumar Rohilla

1 Introduction

Over the past decade, vehicle crashes instances have increased on the road surface
and lead to the loss of many passengers’ lives due to drastic injuries. Recent studies
of the transport reveal that the number of crashes has increased. To overcome this
problem, the vehicle occupant restraint system (VORS) and three-point seat belt have
been implemented by vehicle manufacturing organizations [1, 2]. The VORS confers
the energy-absorbing surface between the vehicle occupants and the interior of the
car, whereas the three-point seat belt system works in the combination of airbags
[3, 4]. It generally consists of a buckle to hold the seat belt, a grip tongue latch
plate, and retractors which according to the locking mechanism hold the spool, and
webbing which is generally made of polyesters material for the seatbelt as shown
in Fig. 1 [5]. The functioning of the seat belt system is as follows; when the seat
belt is applied, the seat belt webbing goes from one corner to another and holds the
occupant firmly so that the person is in a stable position, and when there is a sudden
change in acceleration, webbing gets tightenwhich resists themotion of the occupant
which is the main role of a seatbelt system [6, 7]. The three-point seat belt system
has been widely used in vehicles [8]. However, the three-point seat belt system has
a limitation, which during collisions the seat belt retractor gets locked up due to
extensive load on latch plate and buckle setup [9]. Due to this effect of extensive
load, latch plate and buckle get stuck; and the occupants are unable to come out of
the vehicle after a collision.
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Fig. 1 Existing seat belt locking system (Maruti Wagon R)

To solve this problem, a crash sensing seat belt release system (CSSBRS) has
been proposed. In this system, the occupant’s seatbelt will release automatically in a
predetermined time interval and ensures that the occupants can easily come out from
the vehicle after the accident. The CSSBRS consists of various components such
as an accelerometer for impact calculation, a gyroscope for orientation sensing, a
developer board for sending signals, and a solenoid to generate amagnetic field. It is a
way forward in the field of automation as amechanical latch system (MLS) has a high
chance of malfunctioning when a crash of a sudden impact takes place. Sometimes,
under a tense situation, the occupant is unable to act swiftly, which may restrict the
occupants to use equipment like seat belt cutters, etc. In many cases, the occupants
could not release the seat belt due to injury or other reasons like malfunctioning of
the conventional mechanical buckle. This leads to the occupant being trapped inside
the vehicle, which could be dangerous. The proposed CSSBRS system enhances the
passenger’s safety when a collision/crash takes place. So, the MLS can be replaced
with CSSBRS, which has a more reliable locking system.

2 Design of Crash Sensing Seat Belt Release System
[CSSBRS]

The CSSBRS consists of a solenoid instead of a convectional buckle used in a
three-point seat belt system. Emergency release system of CSSBRS consists of an
accelerometer, a gyroscope, and a developer board along with a solenoid actuator.
The accelerometer senses the impact of crash and gyroscope evaluates the vehicle
orientation after the crash and if there is no modification in the orientation, the gyro-
scope generates a signal which ultimately causes the timer to actuate, a timer is used
in this system to produce a delay of 20 s so that the impact of forces induced due to
collision can come to rest. After a suitable time, the solenoid actuator will actuate
cause releasing of seat belt [10].
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Fig. 2 Block diagram of
CSSBRS Accelerometer Input 

Gyroscope

Developer Board 

Solenoid Actuation

The working of the CSSBRS is shown with the help a of block diagram as shown
in Fig. 2. Firstly, instant change in the inertia of the vehicles (due to collision)
is detected by an accelerometer which sends a signal to the controller. Once the
collision is detected, the gyroscope computes the orientation of the vehicle. When
the vehicle’s orientation is stable, the gyroscope sends a signal to the controller. After
receiving the signal from the gyroscope, a delay is produced by the controller this
delay is provided to make sure that the vehicle’s internal forces became stable after
a collision. After the predetermined time expires, the controller sends a signal to
the actuator to release the seatbelt. To release the seatbelt, the current input of the
solenoid is cut and thus the seat belt is released (as the magnitude of magnetic force
reduces). The controller is designed in such a manner that it will not release the seat
belt until the orientation of the car is in a secure position so that no neck or shoulder
injury is faced by the occupant.

3 Amendment in Seat Belt Buckle

As we know the function of a seat belt buckle to absorb the impact of the collision
and try to restrict the motion of the passengers, which can be achieved by holding
the latch placed inside the buckle stationary. In CSSBRS, an electromagnetic buckle
is used in place of a conventional mechanical buckle used in three-point seat belt
system, and the electromagnetic buckle consists of a cylindrical coil which contains
a certain number of turns which are sufficient to produce an adequate magnetic field
which can easily bear the impact of the collision of the vehicle. The material used
to construct the cylindrical coil is generally copper because it has a greater value of
thermal stability and magnetic properties in comparison with other materials. The
advantage of using the modified buckle in comparison with the ordinary buckle is
that it reduces the chance of malfunctioning when a crash of sudden magnitude takes
place.
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Fig. 3 Solenoid (used as modified buckle)

4 Components Used in CSSBRS

4.1 Solenoid

A solenoid is a long coil of wire which consists of a certain number of turns, as
shown in Fig. 3. When current is passed through the coil, a uniform magnetic field is
produced inside and the magnetic force can be used as a locking agent that holds the
latch stationary like amechanical lock. The strength of themagnetic force is adequate
to withstand the impact of force generated due to a crash. As we know solenoids
convert electric current into magnetic action when a current is passed through the
coil, the implementationof theCSSBRSbecame fairly easy as the process of releasing
the seat belt can take place just by cutting the supply of current in the solenoid.

4.2 MPU 6050

MPU 6050 is a combination of three axes gyroscope and a three axes accelerometer
with an onboard digital motion processor. The accuracy of this sensor is greater as
compared to other sensors. When the sensor is rotated, a signal is generated due to
vibration, and this signal is further amplified and demodulated to produce a potential
difference that is proportional to angular deviation.An accelerometer is used to detect
the change in the value of acceleration which is the measurement of the change in
velocity divided time. This helps to detect whether a crash has occurred as when a
crash took place there is a sudden change in the value of acceleration which can be
detected by an accelerometer and also accelerometer is able to measure the impact
of collision irrespective of the impact point of a collision.

4.3 Developer Board

Arduino Uno is used as a developer board. It has a total of 20 digital input/output
pins. The main function of this board is to evaluate the circumstances and decide
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Table 1 Arduino Uno
specifications

Operating voltage 5 V

Input voltage 12 V

I/O digital pin Pin No-13

Clock speed 16 MHz

Analogue input pins 6 Pins

DC per I/O pins 40 mA

whether a vehicle has experienced a crash and if so then evaluate other parameters
like the orientation of the vehicle and produce a delay of a certain period of time in
which the conditions became suitable for the seat belt to be unfastened. Programs can
easily be loaded using the Arduino computer program. The pin used for transmission
of data from developer to the solenoid is Pin-13 in this given system (Table 1).

5 Programming of Developer Board
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The desired result of this program is to calculate the magnitude of the collision
as well as the orientation of the vehicle; these parameters are further evaluated and
then compared to the values of threshold acceleration and roll of the vehicle. If the
results obtained reflect that an accident has occurred then a timer is initiated, which
is required to produce a delay of certain duration of time.

6 Conclusions

Vehicle crashes instances have increased on the road surface and lead to the loss
of many passengers’ lives, one of the causes being the inability to release seatbelt
because of the deficiency of mechanical buckle. The latch plate and the buckle get
stuck due to extensive load, which leads to restrict the motion of the occupants after
the collision. Hence, for the safety of the occupants, the CSSBRS system is proposed.
The CSSBRS is designed in such a way that it ensures the safety of the passengers
in all possible means, and this system automatically releases the seatbelt when it is
assured that the vehicle is in a secure position. The main motivation of this system is
to overcome the limitations of the existing three-point mechanical buckle and ensure
that no severe injuries are caused to the occupants.
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Vibration Control Using Two
Electromagnetic Actuators on a Simply
Supported Beam

P. Abhijit Mitra and Sankha Bhaduri

1 Introduction

The structures that we see in our everyday life are always exposed to some kind
of external force or wearing agent such as any impact force or a jerk or sometimes
maybe even the load it is supposed to lift or carry andwhich results in the deformation
or breaking of the structure. It is a natural phenomenon or sometimes forced and has
both useful and harmful effects. Mechanical vibrations can cause a lot of damage to
solid objects or structures. The vibration that is observed is basically the constant to
and fro motion of the body about its fixed static position when provided any exciting
force.

The magnitude of the vibration causing force may vary from time to time, place to
place, situation to situation, or perhaps even on the type of body we are considering
in the environment. The force may be one which acts like a sine wave or which
comes from two different directions time to time or maybe even a force that has a
periodically changing magnitude to itself. The frequency even at which the force
comes may even vary or remain constant. The frequency of this force might come at
its natural frequency as studied by Ziegler et al. [1] in 2005. The magnitude of the
force may be small or equal to weigh of the body or a large load that begins to act on
the body, creating damage as expressed by Johnson et al. [2] in 1960 in their book.

The control of this vibration can be done in two ways, that is, active vibration
control and passive vibration control. The methods of passive vibration control make
use of spring or viscous dampers or stuff to absorb the vibration of the body. It does
not depend on the magnitude of the exciting force but is expected to act as per the
specification of the damper itself studied by Zolkiewski [3] in 2011 and Gaul [4] in
1999.
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But the method that is being discussed in this paper is the active vibration control
method in which a counter force to the initial force will be applied so as to nullify the
displacement of a simply supported beam. Simulation work is done in MATLAB to
observe the change in the displacement due to the application of the actuators. Two
electromagnetic actuators are applied in such a manner that one actuator is placed
below and one above the beam and the electromagnetic force that acts on the beam
will reduce the displacement of the beam after application of the input force.

2 Mathematical Modeling of Simply Supported Beam

A simply supported is considered of length 70 cm, and its cross section is consid-
ered as length 2.6 cm and breadth 0.6 cm. This is done so as to help visualize the
beam properly and try find out its physical proper ties. Its area moment of inertia is
calculated [5] using following mathematical formula:

I = 1

12
breadth ∗ (height)3

This came out to be 8.4 × 102 cm4.
Next the material of the beam is selected as mild steel which is widely used steel.

The Young’s modulus of elasticity of the material happens to be 200 GPa. Hence,
the stiffness of the beam so calculated is:

k = 48
E ∗ I

l3
(2.1)

So, the stiffness comes to be 1309.90 N/cm and mass is 0.85 kg.
The beam is modeled as a single degree of freedom system. The first natural

frequency (ωn) of the beam as calculated based on the above stiffness and mass is
20 Hz. This is done because most of the real-life structures that we see around us are
one degree of freedom systems [6]. The equation of the motion of single degree of
freedom model of a simply supported beam [5] is:

ẍ = − c

m
ẋ − k

m
x + F

m
(2.2)

This above equation can be written in matrix form as:

{ ...
x
ẋ

}
=

[ −c
m

−k
m

1 0

]{
ẋ

x

}
+

[ 1
m
0

]
∗ F (2.3)

{x} = [
0 1

]{ ẋ
x

}
+ {0} ∗ F (2.4)
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3 Simulation Model

The simulation work is executed in MATLAB–Simulink using suitable operators
and functions. The simulation model that is created has been shown in Fig. 1. As
it is clear from it, the two actuators are being placed one above and one below the
beam. The initial gap between the beam and the magnets is considered 4 cm. One of
the actuators is placed 4 cm below the beam and another one is placed 4 cm above
the beam. The Simulink model that is created consists of a sine signal input force,
a state-space block in which the single degree of freedom model of the beam is
mathematically defined. Current is controlled with a manual switch provided with a
knob and finally an oscilloscope to take readings of the displacement of the beam.
This displacement reading is taken with a displacement sensor and is shown with the
help of oscilloscope in the simulation.

The state-space block used here operates using the following equations to take
input and give output:

Ẋ = Ax + Bu (3.1)

Y = Cx + Du (3.2)

Comparing Eq. 2.3 with Eq. 3.1 and Eq. 2.4 with Eq. 3.2, it is found that matrices
A, B, C, and D can be defined in the state-space block in the following manner:

A =
[−c/m −k/m

1 0

]
B =

[
1/m
0

]

Fig. 1 Simulation model for beam and actuators
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C = [
0 1

]
D = 0

It is clear from Fig. 1 the output of the state-space block is displacement which
is used to calculate the gap between beam and the top actuator and gap between
beam and bottom actuator. The feedback force or actuating force is basically the
electromagnetic force comes from either the top or bottom actuator. When the beam
is below the equilibrium line, the top actuator is switched on, and when it is above
the equilibrium line, the bottom actuator is on and applies the electromagnetic force.
The output displacement of the beam is observed in oscilloscope.

3.1 Actuator Used in Simulation

The double electromagnetic actuators are used in this study where one electromag-
netic actuator is placed below and one electromagnet is placed above the beam. The
actuator that is used here is a coil of wire wrapped around a metallic core. The
distance between the actuators and the beam is 4 cm, respectively.

The current in the actuators is a DC current that will be passed. The wires that
carry the current are connected to a knob or a switch such that it can be put on and
off as per our need and timing. Moreover, the source of the current is such that the
magnitude of the current could be changed manually as per the wish of the operator.

4 Numerical Analysis

In this paper, the vibration of a simply supported beam is controlled whose dimen-
sions are length 70 cm and cross section of the beam is taken as width 2.6 cm and
height 0.6 cm. The state-space matrices in MATLAB are defined as follows to model
the beam:

A =
[−0.248 −15410.588

1 0

]
B =

[−1.166
0

]

C = [
0 1

]
D = 0

The magnet that is being used has a cross-sectional area of 2.00 cm2 and is
characterized by its properties. It will have 100 turns in its coil. These parameters
are useful in calculating the permittivity of the magnet used in the actuators. This
will be calculated by using the formula:

k ′ = μ0amn
2 (4.1)
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Table 1 Excitation force parameters

S. No. Working frequency of force Time (s) Magnitude (N)

(rad/s) (Hz)

01 125.66* 20* 10 20

*Natural frequency of the beam

Here, am is the area of cross section of magnet and n is the number of turns in the
magnet. So the value of k′ comes to be:

The value of k′ comes to be:

k ′ = 0.0628 N/m2A2

The simulation work is conducted with the beam whose specifications have been
discussed above. The magnets are applying an electromagnetic force on the structure
to control its movement. The magnitude of force will be determined by the current
and gap between the beam and actuators given by the working formula:

F = k ′ ∗ i2

gap2
(4.2)

Here, in the above formula, i is the current in the coil of electromagnet and gap
is the distance from the beam to the center of magnet in consideration.

An external sinusoidal load whose magnitude is 20 N and frequency is 20 Hz is
applied on the beam to take the vibration readings from the structure and observe
its behavior (Table 1). The frequency of operation is the natural frequency so as to
help obtain the first mode shape of the beam and determine the maximum shift in
position of the beam. The oscilloscope here is used to take the displacement and
velocity readings.

The current values can be changed depending on the time of application of the
current. The variable is time in step input operator and the sine signal which is giving
a vibration force of constant frequency all the time. This helps us find the actual force
that would be provided by the actuators after different intervals of time. The time of
changing of the current is set to 1.5 s.

5 Result and Discussion

The graphs obtained in the oscilloscopes have been shown in Figs. 2 and 3. As it is
evident from the curves itself maximum displacement of beam comes to be 0.6 cm
from its mean static position (Table 2). Its velocity is also observed throughout its
motion. This force is acted upon the structure for a time span of 10 s.
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Fig. 2 Velocity versus time curve with actuator switch ‘OFF’
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Fig. 3 Displacement versus time curve with actuator switch ‘OFF’

Table 2 Displacement of
beam for uncontrolled
vibration

S. No. Time (s) Mode shape Maximum displacement (cm)

01 10 1st mode 0.6

The output on the scope when actuator switch is off is a simple displacement
time curve of body having a vibrating motion in Y-axis (Fig. 3). The maximum
displacement is observed in the natural frequency zone as expected. The frequency
of the sine signal is given at ωn so as to see the maximum effect of the force on beam.
The nature of the velocity time curve is almost the same with a different scale on the
Y-axis of course and the frequency as provided.

The uncontrolled displacement of beam due to application of force is shown in
Fig. 2 and tabulated in Table 2 and uncontrolled Fig. 3 as received from the sensors.
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Now the actuators that are switched on the controlled displacement are observed and
are shown in Fig. 4, and that maximum value of displacement is observed as 0.1 cm
and tabulated in Table 4. The displacement is taken as the parameter to determine
the efficiency of the control method used. The shift in position of the beam has been
reduced by many folds. It is quite clear that the beam is now under the influence of
two counter forces which are nullifying the effect of each other.

The time after which the current changes is applied is 1.5 s. The initial current
value is 0.4 A and the final magnitude is 0.8 A as tabulated in Table 3. Hence, the
displacement is reduced by 90% as shown in Table 4. It is also visible from the curve
seen in Fig. 4 is that the mean position of the structure almost does not shift from its
initial static mean position.

It must be mentioned here that the excitation force has been applied in a manner
that the first mode shape (Table 2) of the beam modeled is seen in the oscilloscope.
However, by applying a load of higher frequency, the second and third mode shapes
may be obtained as well. But the model created is applicable to all the situations
discussed and is useful by just changing the current as per need.
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Fig. 4 Displacement versus time curve with actuator switch ‘ON’

Table 3 Current in actuator S. No. Initial current (A) Time (s) Final current (A)

01 0.4 1.5 0.8

Table 4 Result and efficiency

S. No. Displacement (cm) Difference (cm) Efficiency (%)

Initial Final

01 0.6 0.1 0.5 90
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It is seen that a good efficiency is obtained in reducing the beamdisplacement. The
curve is sooth curve with no real rise suddenly in the movement and the maximum
and minimum were reduced to almost a uniform value. In simple word from the
initial situation where the beam is shifted to a large extent to damage the structure,
the actuators restricted the motion to a limit where there is almost no sudden up or
down motion of the structure modeled.

6 Conclusions

Finally, it is concluded from the above observations that the electromagnetic actuators
so designed are very useful tools to control the vibration of a simply supported beam
[7]. They are quite effective in its work and are useful in the sense that the current
can be controlled as per the requirement and the beam.

It might be said that the beam in consideration was a single degree of freedom
system and is not always applicable to a few complex real-life situations. Most of the
industrial and urban designs have only one degree of freedom. The frequency of the
vibrating forces in everyday life may vary and different mode shapes are observed
which doesn’t depend upon the magnitude. All of this is successfully tackled by the
actuators used. Considering this the model is useful for the simple machines and
structures by varying the control force.

The current that was supplied was a DC current as it is easy to supply and control
the vibration of the structure. The model is also applicable to various other structures
like rotor or other types of beams etc. It is also useful to reduce vibration for different
degrees of freedomof beams and frequencies by increasing the current values. Finally
this model is proving to be useful in the manner it was intended. This model is also
applicable to various different vibration causing sources too.
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CFD Analysis of an Airfoil Due
to the Influence of Active Airflow

Asim Ahmad , Om Prakash , and Anil Kumar

1 Introduction

CFD stands for computational fluid dynamics, and it is a part of fluid mechanics.
It helps in analysing the behaviour of the physical system of fluid. CFD analysis
has become popular after analysing the increasing rate of difficulties in applying the
different laws of physics in real life. Fluid mechanics tells us about the forces acting
on the fluid body and its changes Such as density, velocity, temperature and pressure.
These types of relationships have also been shown through differential equations [1].

By applying numerical modelling, CFD changes differential equation into two
linear equation form which will further solve the values of different fields such
as pressure, velocities and temperature. Although numerical modelling is not a new
method, CFD gives the facility to store a large amount of data and faster performance
which helps the engineer and scientist to solve the practical problems easily [2].

A wing blade which consist of sail, turbine, rotor and propeller that has cross-
sectional shape is termed as airfoil. An aerodynamic force is generated by the body
having airfoil-shaped moving through a fluid. The part of the force which is perpen-
dicular (⊥) to the direction of motion is termed as lift and the part which is parallel
to the direction is termed as drag [3]. The schematic diagram of airfoil is shown in
Fig. 1.
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Fig. 1 Schematic diagram of an airfoil

The point at the front position of airfoil has maximum curvature which is termed
as leading edge, and the point at the rear position of airfoil is termed as training
edge. The chord line is the straight line joining trailing edge and leading edge, and
it refers about the dimension of airfoil section. The mean line is the point at the
midway between lower surface and upper surfaces. The maximum distance between
the chord line and camber line is referred as maximum camber [4].

Airfoils are divided into three classes: high speed, general purpose and high lift.
The example of high-speed section is high-speed aircraft. It has very low thickness,
sharp leading edge and no chamber. Themaximum thickness of high-speed aircraft is
50% chord point. The airfoil section of general purpose has lower thickness, sharper
leading edge and less chamber. The airfoil section of high lift used in aircraft and
sail planes is having short field operation [5]. The classification of airfoil is shown
in Fig. 2.

The airfoil under study is NACA (National Advisory Committee for Aeronautics)
63-212. NACA 63-212 falls under the category of “high-speed” airfoil. The specifi-
cations of NACA 63-212 to be used in the analysis are length: 190 mm, chord length:

Fig. 2 Classification of
airfoils



CFD Analysis of an Airfoil Due to the Influence of Active Airflow 627

Fig. 3 Cross section of NACA 63-212

254 mm, max. thickness 12% at chord of 34.9% and max camber. 1.1% at chord of
55% [6]. The cross section of NACA 63-212 is shown in Fig. 3.

Askari et al. [7] has done the CFD analysis to analyse the compressible flow
around the biconvex and double-wedge airfoil and concluded that the coefficient
of aerodynamic gained from both numerical and analytical methods. Olejniczak
et al. [8] have analysed the heat transfer coefficient and surface pressure of double-
wedge airfoil experimentally and numerically. Raghunathan et al. [9] have found the
significant impact of shock-induced separation by considering the shock oscillation
on the origin. From the above literature survey, it was observed that very few or none
of the researcher has worked towards the CFD analysis of the airfoil NACA 63-212.
The present research work deals with the results obtained from aerodynamic testing
of the airfoil NACA 63-212. The modification was done on the upper layer of the
airfoil while preparing 3D CAD model. This will allow testing with and without
additional active airflow on the upper portion.

2 Methodology

2.1 Preparation of CAD Model

For designing the CAD model, the steps were followed such as the coordinates of
the cross section of the NACA 63-212 airfoil were obtained from the NACA online
database and extracted to the 3DCADmodelling software SOLIDWORKS as shown
in Fig. 4. The generated cross section was extruded to a length of 190 mm (length of
the leading edge). Next, a horizontal slit of length 180 mmwas cut along the leading
edge. Finally, 36 holes (in the arrangement of 4 × 9) of diameter 6 mm each were
cut on the upper portion of the airfoil and extended depth-wise to meet to slot. This
allows the air to enter from the horizontal slot and leave from the holes on the upper
surface, thus creating an additional active airflow on the upper surface of the airfoil.
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Fig. 4 3D CAD model of the modified airfoil

2.2 CFD Simulation and Analysis

To generate the CFD simulation and conduct the analysis, an online CFD simulation
software SimScale is used [10, 11]. The following steps were carried out in the
process:

i. A new project was created on the SimScale user dashboard. The 3D CAD
model was uploaded in the STL file format, and the standard unit was set as
mm (millimetres).

ii. A new simulation was created, the flow was assigned as incompressible flow,
and air was selected as the fluid material.

iii. In the initial conditions option, the (P) gauge pressure was set to the atmo-
spheric pressure, i.e., 101,325 Pa; the (U) velocity was set as 10 ms−1 in the
positive x-direction.

iv. In the boundary conditions options, the inlet velocity was set as 10ms−1 in the
positive x-direction on the entire volume, and the outlet pressure was set as
0 kPa (corresponding to the case of testing without additional active airflow).

v. Now, the geometric model is complete, and the mesh is generated.
vi. After the generation of mesh, the simulation is run to get the results.
vii. Finally, post-processing option is selected after the simulation ends to get the

resulting fields, make numerical analysis on different surfaces of the geometry
along different directions and to generate plots.

viii. The process is repeated for the following values of outlet pressure: 0.5 kPa,
2.5 kPa, 1 kPa, 10 kPa, 7.5 kPa, 5 kPa (corresponding to the case of over-
pressure) and −0.5 kPa, −2.5 kPa, −1 kPa, −10 kPa, −7.5 kPa, −5 kPa
(corresponding to the case of underpressure).

ix. The post-processing generates the values of absolute pressure on each section
of the airfoil as shown in Fig. 5. The lift and drag force were directly obtained
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Fig. 5 Post-processing of the simulation on SimScale software

by integrating the respective pressure difference over the reference area of the
airfoil for each case of computation.

2.3 Lift and Drag Coefficients

The lift coefficient (Cl) is a dimensionless coefficient that associates with the lift
produced by an object to the fluid density throughout the body, the fluid velocity and
related reference area. Similarly, the drag coefficient (Cd) is a dimensionless quantity
that is used to quantify the drag or resistance of an object in a fluid environment and
its relation to the fluid velocity, the fluid density and the related reference area.

The expression for drag and lift coefficients are as follows [12, 13]:

Cd = D
1
2ρAν2

(1)

Cl = L
1
2ρAν2

(2)
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where

Cl Lift coefficient
ν Velocity of fluid (air)
Cd Drag coefficient
ρ Density of fluid (air)
A Reference area
D Drag force
L Lift force.

3 Result and Discussion

The CFD simulation was carried out with some of the research parameters being
fixed as given in Table 1. These parameters and their respective values are given in
Table 1.

3.1 Values Obtained After Post-processing

Thevalues obtained for lift force anddrag force from the simulation’s post-processing
for different values of pressure for cases of overpressure and underpressure are given
in Table 2.

The values of drag and lift forces obtained from the simulation are substituted in
the lift equation and drag equation, respectively, to get the drag and lift coefficients
for each case of underpressure and overpressure. The resultant values are given in
Table 3.

3.2 Graphical Representation and Interpretation

The variation of lift force and drag force over different values of overpressure and
underpressure is represented in the graphs below, i.e., Figs. 6 and 7. The graphs
indicate that both the drag and lift forces increase by increasing the underpressure

Table 1 Research parameters Parameter Value

Fluid velocity (ν) 10 ms−1

Reference area (A) 0.19 m × 0.254 m

Angle of attack (α) 0°

Fluid density (ρ) 1.225 kgm−3
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Table 2 Lift and drag forces for different values of overpressure and underpressure from the
simulation’s post-processing

Pressure
(kPa)

Lift
force—underpressure
(N)

Lift
force—overpressure
(N)

Drag
force—underpressure
(N)

Drag
force—overpressure
(N)

0 2.63 2.63 0.66 0.66

0.5 2.63 2.62 0.66 0.655

1 2.64 2.61 0.665 0.65

2.5 2.65 2.6 0.67 0.645

5 2.66 2.59 0.675 0.64

7.5 2.67 2.58 0.675 0.64

10 2.67 2.57 0.68 0.635

and decrease by decreasing the overpressure. However, the variation of both the
forces in both the cases of additional active airflow is not very large from the case of
normal flow, i.e., flow at 0 kPa (absence of additional active airflow).

The variation of the drag and lift coefficients follow for different values of over-
pressure and underpressure follows the same trend as the variation of lift and drag
forces, respectively, as shown in Figs. 8 and 9. The drag and lift coefficients increase
by increasing the underpressure and decrease by decreasing the overpressure. Once
again, the variation of both the coefficients in both the cases of additional active
airflow is not very large from the case of normal flow, i.e., flow at 0 kPa (absence of
additional active airflow).

4 Conclusions

This observation is mainly focused on the impact of aerodynamic forces. It was
observed that lift and drag are not impacted by the application of additional active
airflow on the upper portion of the airfoil to a great extent. Although it was observed
that the both the drag and lift forces tend to increasewith the increase of underpressure
(i.e., vacuum) and tend to decrease with the increase of overpressure, i.e., increase
of drag coefficient and lift coefficient from 0 to 10 kPa is 0.0067 and 0.0135 in
underpressure while decrease of drag coefficient and lift coefficient from 0 to 10 kPa
is 0.0084 and 0.0202 in overpressure. The variation drag and lift coefficient is shown
in Figs. 8 and 9. The trends followed by the lift and drag coefficients also indicate
towards the same thing as lift and drag forces. The desired case would be to increase
the lift and decrease the drag to be useful in the aviation sector. The further analysis
should be done in the larger scale at wider range of air flow.
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Fig. 6 Variation of lift force for different values of overpressure and underpressure

Fig. 7 Variation of drag force for different values of overpressure and underpressure

Fig. 8 Variation of lift coefficients for different values of overpressure and underpressure
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Fig. 9 Variation of drag coefficients for different values of overpressure and underpressure
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New Approach for Evaluating Different
Concrete Mixer Based on Concrete
Slurry Property

Rushikesh Kamble , Prashant Baredar , Anil Kumar ,
and Bhupendra Gupta

1 Introduction

When two or more compounds are poured together and stirred using an external
energy to obtain a required mixture possessing with marked property, it is known as
processes of mixing and same happens in case of concrete mixing. A concrete mixer
exerts energy into a heterogeneous mixture (cement, sand, aggregate, water, plasti-
cisers, binders, etc.) to form a homogeneous mixture; concrete. Basically, concrete
is a heterogeneous mixture but when cement and binder spread equally around sand
and aggregate evenly, then it is considered as homogeneous mixer. Concrete mixers
are the instrument where an external energy is provided to the mixture. In drum type
low capacity mixer, a raw material is feed into rotating drum which is continuously
rotating at fix rpmwith optimum torque. A particle of this rawmaterial is incident on
each other because of external energy provided to them and result into equal distri-
bution of material present in concrete. Whole process is marked into three phase dry
mixing, wet mixing and mixing [1]. Mixture reflects properties of its components as
it is, and same is true with concrete. Hence, proportion of component and sequence
of putting them into processes is always considered as key factor of mixing. All this
happen in first two phases, more precisely, most of constituents are poured itself in
dry mixing phase, and only water and some plasticisers remain for wet mixing phase
as shown in Fig. 1 [1, 2].
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Fig. 1 Mixing scheduled at
different phases of mixing
processes [1, 2]

If roughly seen, most of the good concrete consists of components mentioned
in Table 1. Every individual has a proper time and proper amount for injection
into a mixture to attire a desire result. This component of concrete has taken from
concrete batch processing plant which seem as most quality concrete developed in
any processes. Initially, gravel or aggregate and sand is loaded into a plant or a drum
for small-scale batch concrete mixer, and then, it is dry mix for time period as shown
in mixing schedule in Fig. 1. Meanwhile, cements and fillers are poured into it and
dry mix till all components get properly coated with cement and binder layer; at that
time, water is poured and wet mixing is started, which is most energy-consuming
phase of whole process. After that, mixing phase begins where molecules of cements
reflect their property and started binding sand and aggregate together. Generally, in
drum which is tilted by 15° angle, this mixture is rotated at 10–20 rpm for nearly
120 s results into formation of homogeneous concrete [3].

Figure 2 represents schematics of rotating drum-type tilted-axis portable concrete
mixer. Here as shown in fig., mixture falls on itself while rising and get mixed. A
mechanical energy provided by drum to mixture helps to raise the material which
sticks exact to rotating drum. Due to ample cohesive force and self-weight, mixture

Table 1 Concrete
components [3]

Component (kg/m3) SCC-A SCC-B

Cement 295 311

Limestone filler 85 109

Sand 1 (0/4) 300 332

Sand 2 (0/4) 552 522

Gravel (4/14) 886 854

Superplasticizer 4.37 5.28

Total water 184–202 185–206
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Fig. 2 Representation of motion of mixture particle in rotating drum type mixture [1–4]

falls on material present below. In another point of view, it looks like material pushes
some potential energy at a height and falling from there, it reminds processes of
gravity hammering. And it is seen that it is happening in drum. From that, it can be
said that mixing in rotating drummay happen because of hammering or compressing
of one part of material on another using self-weight and given mechanical energy.

The phenomenon of mixing in pan type mixer is little different. Instead of rotating
drum, there is a central set of mixing blades which rotates with required RPM and
torque to mix the mixture. Instead of free-fall, this phenomenon may look like direct
compression. Blades compresses the material presents in front of him to next to
him, and this wave goes on. Hence, from this, it definitely says that if a material is
compressed properly in cycle of compression and dispersion, mixing processes seem
as quite efficient.

The new2nmixing theorywas developedwith the concept of the Japanese noodles
(UDAN) mixing method [5, 6]. For making of UDON, flour and water are spread in
proportion to certain thickness. Half of the part of this mixture is taken on that of
other half and spread again to original thickness. This cycle is repeated for number of
times to obtain UDAN [6]. Similarly, using theory of kneading and lapping, concrete
is mixed. This was proved using a MY box continuous concrete mixer. Figure 4
represents the 2n theory of mixing. With use of an external energy molecules of
mixture get collide with each other followed by collision with slope of wall of mixer,
re-collision of same particles and final collision of similarly formed particle. In MY
box gravity mixer, same mechanism is used to prepare concrete [5] (Fig. 3).
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Fig. 3 Kneading and lapping mechanism in 2n theory of mixing [6]

Fig. 4 Concept of new mixing technology [5]
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2 Asset of Good Concrete Mixer

2.1 Homogeneity of Concrete

According to Merriam Webster, “Homogeneity is the quality or state of being of a
similar kind or of having uniform structure or the composite throughout”. If concrete
possess uniformity of composition throughout its structure or developed mixture,
then it must be called as homogeneous concrete. It gives knowledge about quality
of a concrete. It depends on wide variety of components right from constituent of
mixture to the processes ofmixing. Everyminor change affects the quality, and hence,
homogeneity gives note about concrete mixer, and hence, it is more important in
processes of evaluation of them. The cohesive forces present between heterogeneous
molecules of concrete help to bind them up. The more homogeneous mixture means
more cohesive forces [7], which results into the tight binding of molecules that
ultimately results into strength; otherwise, heterogeneous constituents play its role
and get separated out from mixture that results into strength failure, water bleeding,
cracks in structure, etc. Hence, homogeneity of concrete is considered as key factor.

2.1.1 Factors Affecting Homogeneity of Concrete

If cement added in bulk homogeneity is more while it is reverse in case for water, and
hence to achieve preferable range of homogeneity water to cement ration must be
optimum. Superplasticiser plays an important role in reducing usage of water without
disturbing required trade of workability, but many time, it is seen that it does print
little effect on homogeneity. It is also seen that change of mixing processes changes
the trade of homogeneity [8].

2.1.2 Homogeneity Test

Themost convincing andworldwide adapted test for homogeneity is slumpexpansion
together with sight, feel and experience. This is simple but judge concrete qualita-
tively it has lack of quantitative approach. Theory of barycentre helps here. An actual
centre of shape of container and a same container filled with fresh prepared concrete
is compared in instrument. If concrete is completely homogeneous, homogeneity
modulus comes to 1, and if value deflects more, it states that the mixture is not
homogeneous. This method is known as barycentre comparison method [7] (Fig. 5).

Following equation gives homogeneity modulus [7]:

CV = 2(GX − G1)

G2 − G0
(1)
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1: high strand whose height could be regulated, 2: low strand, 3: Electronic Scale,
4:  Hollow Cylinder, 5: Lead    

Fig. 5 Barycentre comparison homogeneity test [7]

According to Liu and Yang, form range of 1–1.05 comes under preferable cohe-
siveness, from 1.06 to 1.09 comes under normal cohesiveness and above 1.10 segre-
gation and poor cohesiveness. And from this, they conclude that homogeneity near
1 is always better [7].

2.2 Workability of Concrete

Ability to turn into required mould of structure irrespective of its shape is known
as its workability. Workability signifies lubrication in between particles of concrete
which reduces friction between them, and it helps to reduce some unnecessary energy
loss in construction processes. Skyscrapers, towers, malls, flyover, etc., are some
examples of mega-constructions happening all around the world. To keep flow of this
construction smooth; concrete is created in huge quantity and pump from the place
of production to the point of crafting. Again, irrespective of shape and size, concrete
should disperse evenly thoroughly in mould of structure; otherwise, strain prone
zone is crated result into decrease in life of structure. Concrete must be pumpable as
well as flowable. Workability of concrete is property which takes this in confidence.
Compatibility, consistency and mobility are defining workability of concrete [9].

2.2.1 Factors Affecting Workability of Concrete

Percentage of water in concrete is a one of prime reason for workability of concrete.
Plasticiser and superplasticiser are seen as some additive which adds to maintain
workability of concrete in absence of water; ultimately saves a notable amount of
water. Mixing processes also affect workability. Size, shape and amount of aggregate
present in concrete reflect effect on workability of concrete. If round shape aggregate
is used instead of spiky, more workability is achieved. Same is in sense of amount
of aggregate; if cement to aggregate ration is lower, it means that more cement paste
is available for lubrication results into more workability [9].
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Fig. 6 Slump test apparatus
(ASTM C143)

2.2.2 Workability Test

Slump test is one of the most simple and worldwide accepted tests for workability.
Here, fresh concrete is poured into a conical hollow instrument name as slump cone
of height nearly 300 mm. Figure 6 represents slump test apparatus ASTM C143.
IS1199-1959, ASTM C143, ASTM C143-10, BS 1881:103:1993, etc., give various
guideline and standard in context of slump test.

This equipment has top diameter 4′′ (100 mm), bottom diameter of 8′′ (200 mm)
and of height 12′′ (300 mm) made either from metal or plastic with wall thickness
0.06′′ and 0.1′′ wall thickness, respectively. 15 mm is maximum diameter of tamping
rod use, and height must be more than 12′′ and less than 24′′. Processes are simple,
fill the 25% of cone initially, ram it with taming rod, again do it till whole cone is
filled with concrete, and then slowly remove cone and measure the slump height
using measuring scale. The more the slump height represents lesser the workability,
and hence, optimum workability range is chosen which gives sufficient cohesive
force together with flowability and pumpability. Slump test categorises developed
slump into four types named as true slump, zero slump, collapsible slump and shear
slump. True slump is only measurable structure formed. It signifies that workability
to homogeneity ration is good. Zero slumps indicate that dry mixture is due to
less water. Mostly, this type is used for construction of roads. Collapsible slump
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signifies more water percentage with less cohesive bonds between molecule results
into not holding shape ofmoulding. Shear slump results failure of homogeneitywhich
signifies that concrete is yet to be prepared. Compacting factor test, flow test, Vee-
Bee consistometer test and Kelly ball test are available for workability measurement,
but mostly they are laboratory tests, and hence, slump test is most popular one. For
more accurate result, one of above method is referred.

2.3 Mixing Energy

Mixing energy is a product of average energy consumed and duration of mixing
throughout the process. Mixing energy affects the quality of concrete developed, and
it is always demanded to achieve a good quality concrete with minimal consumption
of energy. Despite energy consumption, it thoroughly depends of n type of mixing
and type of mixer use, and it is always considered as important factor in comparison
of two mixers. Mixing processes is categorising in three phases, i.e., dry mixing, wet
mixing and mixing.

In initial phase of dry mixing, aggregate, sand, fillers and cement are mixed in
a mixer. Due to difference in their shape and sizes, they started to get mixed with
each other compactly with every turn, and hence, with increase in time in dry phase,
it results more consumption of energy as shown in Fig. 7. Just before beginning

Fig. 7 Power consumption versus time graph together with component loading sequence of batch
concrete mixing plant [3]
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of wet mixing, water is sprayed into a rotating mixture. As seen in graph, due to
water and its surface tension, cement started to create bonds between sand, fillers
and aggregate which result into a thickening paste that is created, and at that time,
more torque is required to mix them which results in peak energy consumption.
In mixing phase, power consumption graph is heading to low down as water and
superplasticisers play their role; increase the workability of that slurry; result into
lower friction, lower resistance and lower in torque. This is actual mixing phase, and
it lasts from nearly 50–150 s.

As the definition of mixing energy, mechanical energy provided by a mixer to
slurry is given as [10]:

E = T × w × t (2)

whereT: applied torque bymotor,w: rotation speed and t: duration ofmixing process.
It is found that torque T applied on propellers of mixer or a rotating container is
directly proportional to its rotational speed w and density of ρ. Hence, equation of
energy consumption while mixing processes becomes [10]:

E = k × ρ × w2 × t (3)

where k is experimentally found to be equal to 6.4 × 10−9 Nm/kg m−3/rpm.
Specific energy consumption is given as [10]:

E/M = k × ρ × w2 × t/ρ × V = k × w2 × t/V (4)

It represents energy consume by mixing process per unit kg of concrete. And with
this correlation by comparing homogeneity and workability as output parameter, one
can easily say which mixer is performing well. Equation 4 represents that at constant
volume energy, consumption is directly proportional to square of rotational speed
and duration of time. This provides scope of reduction in consuming energy while
mixing processes. Reduction in time duration is one of its ways. Workability affects
consumption of mixing energy. When concrete is more workable, it provides well
lubrication in slurry result into low inter layer friction; which ultimately reduces
rated required torque and results into lowering of power consumption. Bymonitoring
power consumption pattern, one can predict workability of concrete [1]. To obtain
more homogeneity, it is preferred to mix a slurry for more time duration or at more
speed which implies that if more energy is consumed, processes result into good
homogeneity. But it is found that, after particular point, homogeneity gets saturated,
and hence, after that point, there is no meaning of providing unnecessary energy for
mixing [3]. More supply of energy may result into evaporation of organic fluids, and
in mean time, it is seen that it affects free water present in slurry. Increasing specific
mixing energy from 0 to 1 significantly improves quality of cement slurry, from 1 to
2, it remains stabilised, and above 2, it started deteriorating [10]. Mixing energy can
be directly measured using motor consumption using equipped energy meter.
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3 Theoretical Relations

3.1 Relation Between Strength—Homogeneity—Workability

Homogeneity is nothing but an amount of similarity present in slurry while the
workability number signifies ease of handling of concrete. Strength is last and most
required attribute of concrete. Whatever the processes, it happens right beginning
from creation of cement to development of concrete which is done to obtain good
strength. Homogeneity has direct relation with strength [1]. Homogeneity signifies
the cohesive forces present in between slurry and developed structure. Cohesive
forces are these forces which hold hetero particles of concrete slurry together. If in
any part due to insufficiency of any constituent lack of cohesive forces is seen, then
that part or area is the weakest among whole structure. Hence, it can be said that
more the homogeneity in concrete signifies more the strength. On the other hand,
workability plays role in handling of concrete. Workability is result of presence
of fluid in slurry [9]. Due to variety of shape, size and quantity of constituents of
concrete, a friction is always there. If these frictional forces are more, it says that
concrete is non-workable, and if it is less because of presence of water–cement paste,
which lubricates this particle of concrete, then it is notated as workable concrete.
Workability is directly related to presence of water in concrete. If water percentage
is more, it means workability is more and vice versa. A barycentre homogeneity test
is done by Liu et al. at China Construction Ready Mixed Concrete Co. Ltd., Wuhan,
China [3]. Table 2 contains proportion of constituent use in barycentre homogeneity
test, and Table 3 contains results of this test in term of strength, slump, flow slump
and Cv, i.e., homogeneity module.

From obtained result, they categorise samples in preferable cohesive, normal
cohesive, little segregation poor cohesive and obvious segregation poor cohesive
category [3]. It says that near to 1 homogeneity is preferable. According to data
sample, C30-1, C30-2, C30-4 and C30-6 have 200 mm of workability. If this work-
ability is kept constant, it is found that C30-4 have highest compressive strength
(37MPa) among all four samples. Similarly, it happens with sample C30-5 and C40-
1. C40-1 (1.05) is more homogeneous as compare to C30-5 (1.06) with constant
workability of 210 mm results into higher strength (46.5 MPa). Sample C40-1 (1.05)
and C40-6 (1.05) have same homogeneity modulus with workability 220 mm and
250 mm, respectively. Among this, C40-6 have more strength (49.1 MPa), and from
this, it can be concluded that at constant homogeneity with increase in workability
strength decreases [7].

Hence, it can be stated that in an accepted range of homogeneity, i.e., from 1 to
1.09; if homogeneity is kept constant andworkability is set to vary, thenwith increase
in workability, strength decreases.
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Table 2 Concrete mixture proportion used in barycentre homogeneity test [7]

Sample Amount (kg/m3) Admixture dosage (%)

Cement Fly
ash

Slag
powder

Sand Gravel Water Superplasticizer Viscosity
modifier

C30-1 165 90 70 830 1070 152 IS 0

C30-2 165 90 70 830 1070 152 2.0 0

C30-3 165 90 70 830 1070 152 2.0 0.2

C30-4 180 100 75 800 1070 162 1.6 0

C30-5 180 100 75 800 1070 162 1.3 0

C30-6 180 100 75 800 1070 162 2.0 0

C30-7 180 100 75 800 1070 162 2.0 0.1

C30-8 180 100 75 800 1070 162 2.0 0.2

C40-1 215 80 90 790 1080 147 1.8 0

C40-2 225 80 100 760 1080 155 1.6 0

C40-3 225 80 100 760 1080 155 1.3 0

C40-4 225 80 100 760 1080 155 2.0 0

C40-5 225 80 100 760 1080 155 2.0 0.1

C40-6 225 80 100 760 1080 155 2.0 0.2

Strength of concrete proportional (Workability)−1

Again, in a frame of acceptable homogeneity modulus (1 to 1.09); by keeping work-
ability constant and homogeneity modulus varying; it is found that with increase in
homogeneity strength is increased [1, 3, 7, 9].

Strength of concrete proportional to (Homogeneity)

Plateau is point beyond which homogeneity will not increase, so it can be said that
homogeneity of concrete plays role in strength of concrete up to its plateau point [3].

Mathematically,

Strength of concrete = k + Hpx
(
h/h p

)+ (1/W ) (5)

where k represents as % of contribution to strength of concrete happen because of
change in constituent’s shape, size and percentage in slurry; Hp: maximum % of
contribution to strength of concrete happening because of homogeneity at plateau; h:
homogeneity at present level; hp: homogeneity at plateau point; W: % contribution
to strength of concrete happening because of present workability level.

Expression (4) represents relation between contribution of strength shared by
homogeneity and workability of concrete.
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Table 3 Results of barycentre homogeneity test [7]

Sample 28d strength (MPa) Slump (mm) Slump flow (mm) Cv Tester’s subjective
judgment

C30-1 36.2 200 490 1.07 Normal collusiveness

C30-2 35.1 200 510 111 Obvious segregation,
poor cohesiveness

C30-3 36.8 220 520 1.08 Normal cohesiveness

C30-4 37.0 200 480 1.04 Preferable
cohesiveness

C30-5 37.0 210 510 I.06 Normal cohesiveness

C30-6 35.9 200 520 1.10 Little segregation,
poor cohesiveness

C30-7 36.8 220 530 1.07 Normal cohesiveness

C30-8 37.2 240 550 1.06 Normal cohesiveness

C40-1 46.5 210 510 1.05 Normal cohesiveness

C40-2 49.1 220 510 1.03 Preferable
cohesiveness

C40-3 49.3 240 550 1.06 Normal cohesiveness

C40-4 47.0 220 540 1.10 Little segregation,
poor cohesiveness

C40-5 48.9 240 560 1.07 Normal cohesiveness

C40-6 49.1 250 560 1.05 Preferable
cohesiveness

3.2 Relation Between Mixing
Energy—Homogeneity—Workability

Mixing energy is a product of total energy required by duration of mixing processes.
It is represented by Eq. 2. If a mixer operates for more duration with constant rpm
or with usually more rpm with constant duration of mixing, then it results into
higher homogeneity. Equation 3 justifies this statement. As mixing energy is directly
proportional to duration of mixing and square of revolving speed, increment in any
of them causes change in consumption of energy directly, and hence, it can be said
that mixing energy is directly proportion to homogeneity but up to plateau. Plateau
is a point of saturation of homogeneity, above which whatever amount of energy is
put homogeneity do not change significantly.

When concrete is more, workable requirement of mixing energy is less; as fric-
tion force or resistance to rotation of blades or rotating drum of mixer is less which
decreases load on motor coupled for locomotion and results into lesser consump-
tion of energy. Equation 3 represents that mixing energy depends on density, rota-
tion speed and duration of mixing. Change in workability gives change in density.
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Table 4 Check table of relation between homogeneity, workability, mixing energy and strength [1,
3, 5, 7, 9, 10]

Case A B C D E

K 0 0 0 0 0

Homogeneity −1 1 0 0 0

Workability 0 0 0 −1 1

Mixing energy required −1 1 0 1 −1

Strength achieved 0 1 1 1 0

−1: Low, 0: Optimum, 1: Higher

Hence, it can be said that with increase in workability, energy consumption decreases
[3, 9, 10].

Mathematically,

Consumption of mixing energy = k + HEp
(
h/h p

)+ (1/WE ) (6)

where k represents as % of consumption shared in mixing processes of concrete
happenbecauseof change in constituent’s shape, size, percentage in slurry andmixing
processes;HEp: maximum% of consumption shared in processes of concrete mixing
because of homogeneity at plateau; h: homogeneity at present level; hp: homogeneity
at plateau point; WE : % of consumption shared in processes of concrete mixing
because of present workability (Table 4).

Case ‘C’ is most optimum case for concrete preparation. It signifies a preferable
homogeneity withmaximum/optimumworkable value which provides good strength
with optimum energy consumption. Throughout this comparison, ‘k’ factor is kept
at optimum level. It covers affect occurs on above attribute because of presence
of quality improving constituent like superplasticisers, viscosity maintainer, fillers,
m-sand, mixing processes, etc.

4 Conclusion

Mechanical energy is provided to concrete mixer in sense to achieve marked prop-
erties, i.e., workability, homogeneity, mixing energy and strength. Equations 4 and
5 say that, instead of looking broadly towards consumption of energy and obtained
strength, part them in line of scale of measurement of properties of concrete slurry
like homogeneity and workability. Properties of concrete contribute their share to
obtain compressive strength and requirement of mixing energy. This approach helps
to find a state of mixing energy and strength at particular point in scale of measure-
ment of homogeneity and workability. This helps to generate a library which states
the strength and energy consumption at a particular homogeneity and workability.
And on account of this, various newly developed concretemixers are easily compared
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irrespective of their mixing processes which make ease in evaluation. Nowadays, 3D
concrete printing technology is in boom. Every printer required a special quality ink,
and this methodology is useful to optimise an energy required to produce them in
mixers.
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Development of Distance-Measuring
System for Person-Following Robot

C. Mohan and H. K. Verma

1 Introduction

Several assistive devices and technologies are being developed and used to help
elderly and physically challenged people in performing routine tasks of life with less
effort. One such assistive device, namely an automated robot cart, was proposed by
the authors in reference [1] for use by elderly people to carry their belongings to
nearby places, like shopping area, bus stop, or railway station. It could be utilized
with zero effort from the elderly user. The robot cart is automatically driven by
motors and keeps following the elderly user. The motors are controlled by a tracking
system, so that the robot cart tracks the user and keeps at a preset safe distance from
him/her. The tracking systems developed for such purposes have been classified as
(a) visual tracking systems, (b) non-visual tracking systems, and (c) hybrid systems
and reviewed in reference paper [2]. A brief review is presented in the next paragraph.

A single type of sensor or system or combining more than one sensor or system
has been used by researchers to develop person or target-following robots or robot
carts. The sensor or system can be like a camera, laser range finder (LRF), infrared-
based obstacle detector, and ultrasonic-based obstacle detector. In reference [3],
a non-visual target tracking has been reported. To find the target’s position, time
difference of arrival (TDoA) principle has been used. The system has been developed
using ultrasonic sensors and RF modules. This reference has been used as base
paper of present work, and the features have been compared in Sect. 5. In reference
[4], a visual-tracking system has been reported, and a monocular camera was used.
The main disadvantage of the visual-tracking system is that it cannot be used in a
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dark environment. A non-visual tracking system has been developed and reported in
reference [5, 6] usingMicrosoft’sKinect sensor. The processing of the sensor data has
been done using a PC. Practically, a computer cannot be used in an economical scale
robot. It can be replaced by a higher-end version microcontroller. A combination
(hybrid) of a camera, LRF, and sonar sensors has been used to develop a person-
following system of assistive robot and reported in reference [7]. The total cost of
the system will increase by combining more than one system. It may not affordable
by a common user. The challenge of a researcher lies in the selection of a sensor
system for a person or target tracking system of a robot that should work in all types
of environments and should not be expensive.

An automated person-following robot cart should be equipped with an appro-
priate direction-sensing and distance-measuring systems to follow the walking user
and maintain a certain desirable distance from him/her, respectively. A distance-
measuring system (DMS) has been developed and tested in static mode. Its design
and development details along with test results are reported in this paper. The DMS
is combined with a direction sensing system, and the overall performance of the
person-following assistive robot (PFAR) in static mode is also evaluated. The prin-
ciple of distance measurement is discussed in the next section. Important circuit
details of the person-following assistive robot (PFAR) are presented in Sect. 3, and
the results of performance evaluation are given in Sect. 4. Features of the system
have compared with previous work in Sect. 5. Outcome of the work and scope of
extending the research future are discussed in the last section.

2 Principle of Distance Measurement Used

The distance measurement technique developed by the authors uses two pairs of
ultrasonic transmitter and receiver (T/R), as shown in Fig. 1. The target here acts as a
passive reflector only. The distance between PFAR, on which the ultrasonic modules
have been mounted, and the target (the person to be followed) is measured on the
basis of the time taken by an ultrasonic pulse emitted by an ultrasonic transmitter
(T) to travel to the target and reach back to the companion ultrasonic receiver (R)
after getting reflected from the target. When the target is on the left of the robot, the
left-side T/R pair is active; Fig. 1a. The microcontroller calculates the distance from
the following equation:

Distance = (time taken ×velocity of sound in open space)/2 (1)

The velocity of sound in open space has been taken as 340 m/s in the calculation
[8]. Similarly, if the target is on the right of the robot, the right-side T/R pair is
active. In case, the target is in front of the robot, both left- and right-side T/R pairs
are active; Fig. 1b. In the last case, the microcontroller calculates the distance on the
basis of measurements made by the two pairs individually and compares them. If the
difference between the values of the distance measured by the two pairs is within
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Fig. 1 Illustration of the
distance measuring principle

(a) Target on the left of the robot 

(b) Target in front of the robot 

1% of each other, their average is taken as the final value of distance. In case the
difference is more than that, the measurement is rejected assuming that the difference
is because of noise, and the measurement is repeated. Reference [2] gives guidelines
to be followed for placement of ultrasonic sensor modules, which are very important
for ensuring good performance.

3 PFAR Details

The PFAR consists of the following systems and modules for performing the task of
person following:

(a) Measurement and control system (MCS)
(b) Alert and indication system (AIS)
(c) Motor driver module
(d) Power supply unit

Circuit details of MCS, including power supply unit, and those of AIS are
discussed in the following subsections.
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Fig. 2 Complete circuit diagram of MCS including power supply unit

3.1 Circuit Diagram of MCS

The circuit diagram of MCS, including power supply unit, is shown in Fig. 2. It
shows connections between the main controller (ATmega-2560 microcontroller) and
other units of the MCS. Four ultrasonic sensor modules are used for measurement:
two for direction sensing and two for distance measurement. All the four ultrasonic
modules work with 5-V supply. Each module has four pins, out of which two pins are
used for power supply, third pin for trigger input from the main microcontroller to
the small microcontroller of the ultrasonic module, and the fourth pin for connecting
the output of the emitter to the main microcontroller. For controlling motors of the
robot, a driver module has been used. The driver circuit has been developed with
L298 and few other electronic components.

3.2 Circuit Diagram of AIS

A schematic diagram of AIS is shown in Fig. 3. An alert signal is given by the main
microcontroller to a buzzer (a) when the target comes very near to the robot or (b)
when there is a loss of signals between the robot and the target. Three of the six LEDs
shown in the left part of the figure are used by the main microcontroller to indicate
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Fig. 3 Schematic diagram of AIS

the direction status of the target with respect to the robot. These LEDs indicate the
target position as “left,” “front,” or “right.” Similarly, the other three LEDs shown
in the right side of the circuit diagram indicate the distance status of the target with
respect to the robot. They indicate the status as “far,” “near, or “no target.” The “no
target,” indication means that either the target has moved far away from the robot or
it is too close to the robot and lies within the blind zone of the sensing modules.

4 Testing and Evaluation of MCS

The performance of MCS was evaluated in the laboratory, first in direction-sensing
and distance-measuring modes individually and then in a combined mode. A grid of
lines was marked along with two mutually perpendicular directions, X and Y, on the
floor of the laboratory. Y-direction is meant for the position of the target in the front
of the cart while X-direction represents its position on the left and right sides of the
cart. The PFAR was kept fixed at X = Y = 0, while the target was positioned in the
front and sideways as per the requirement of the test.

4.1 Sensing Pattern in Distance Measuring Mode

For carrying out this test, the ultrasonic modules containing both emitter and receiver
were used, and the center of the assembly was kept fixed at X = Y = 0. The target
required in this mode needs to be only a passive reflector. Therefore, a whiteboard



656 C. Mohan and H. K. Verma

was used as the target. It was moved in small steps in the front and on two sides of the
PFAR. The response of the system along with alert audio output on the buzzer and
visual indications on the distance LEDs were noted. The data was used for plotting
for the distance sensing pattern of the MCS, and the same is shown in Fig. 4. There
is a blind area in the form of a rectangle near the robot. The reason is that neither
of the ultrasonic receivers gets the beam emitted by the respective transmitter after
reflection from the passive target. Distance measuring also fails when the target is
far away in front of the robot or it is at a large angle with respect to the robot. When
the target is on the front of the robot but faraway (beyond 300 cm), the amount of
the energy reflected as received by any of the two sensors is too small to be sensed.
When the target is on a side of the robot making a large angle with the centerline, the
sensor fails to receive enough energy in the reflected beam to enable sensing. This
explains the presence of a no-sensing area (entire white area outside the sensing zone
in Fig. 4).

Fig. 4 Sensing pattern in
distance measurement mode
as determined
experimentally
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Table 1 Calibration of
ultrasonic distance sensors

Actual distance Reading based on
right-side sensor
module

Reading based on
left-side sensor
module

15 18 17

30 32 31

45 44 45

60 59 59

75 74 73

100 103 102

150 149 147

210 210 209

270 272 269

300 302 299

4.2 Error in Distance Measuring Mode

To evaluate errors in distance measuring, the target was moved in steps in front of the
PFAR between 15 and 300 cm. The distance measured by the main microcontroller
was read on a PC through a USB port. Table 1 shows the actual distance on the
floor in its first column and the PFAR readings based on right-side and left-side
ultrasonic modules in the second and third columns, respectively. These results are
plotted in Fig. 5 at (a) and (b), respectively. Each figure shows the ideal response
as a straight line at 45° angle to the horizontal axis and the PFAR readings as dots.
The maximum positive and negative errors for the right-side module are +3 cm
and −1 cm, respectively, and those for the left-side module are +2 cm and −3 cm,
respectively. The errors are clearly random in nature and can be attributed to (i)
human error in measuring the actual distance on the floor, and (ii) rounding-off error
in the final calculation of distance by the microcontroller software (±0.5), rather
than the error of PFAR in measuring the pulse-echo time.

As explained earlier under the Direction and Distance Unit (DDU), the pulse-
echo time is converted by its microcontroller into pulse width and passed on to the
main microcontroller. The latter measures the pulse width using clock pulses of
16 MHz frequency and ±1 ppm accuracy. Therefore, the maximum error in echo
time measurement can be ± (half the cycle time or 0.03 ms + 1 ppm), which is
extremely small compared to the errors mentioned above.

4.3 Testing of MCS in Combined Mode

To verify that theMCS can perform both the tasks, viz. direction sensing and distance
measurement, the PFARwas further tested after installing both direction sensing and
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Fig. 5 Response of PFAR in
distance measuring mode as
determined experimentally

(a) Response of the right side sensor module 

(b) Response of the left side sensor module 

distance-measuring modules. The target was kept at different coordinates, and both
the direction and distance of the target as sensed/measured by the MCS were noted.
The noted readings are given in Table 2. The distance-sensing area is narrower than
the direction-sensing area. The MCS can operate in the combined mode only for the
target positions within an area common to these two areas. The test was conducted
for Y = 30, 50, 100, and 150 cm. For each value of Y, the value of X was varied
such that the target position was initially inside the distance-sensing area, and then,
it was positioned outside this area, but every time within the direction-sensing area.

The tabulated results show that the MCS gives both direction and distance when
the target position is inside both the areas, but it gives only the direction and not the
distance when the target is poisoned inside the direction-sensing area but outside the
distance-sensing area. Some remarks are given in the last column of Table 2, which
are meant for designing the locomotion unit of the PFAR. For example, if the MCS
is showing left direction but no distance value, then the robot needs to be turned in
the left direction until the MCS starts sensing the distance, after which the robot has
to be moved forward.



Development of Distance-Measuring System … 659

Table 2 Results of testing of MCS in combined mode

Coordinates of the target MCS readings

Y −X (left
side)

+X (right
side)

Direction
sensed

Distance based
on right-side
module

Distance
based on
left-side
module

Remark

30 0 0 Front 29 29 OK

30 0 8 Front 30 – OK

30 8 0 Front – 29 OK

30 15 0 Left – – Turn the
robot left

30 0 15 Right – – Turn the
robot right

50 0 0 Front 49 48 OK

50 0 15 Front 50 – OK

50 15 0 Front – 52 OK

50 30 0 Left – – Turn the
robot left

50 0 30 Right – – Turn the
robot right

100 0 0 Front 97 98 OK

100 15 0 Front – 101 OK

100 0 15 Front 102 – OK

100 50 0 Left – – Turn the
robot left

100 0 50 Right – – Turn the
robot right

150 0 0 Front 148 146 OK

150 15 0 Front – 149 OK

150 0 15 Front 150 – OK

150 75 0 Left – – Turn the
robot left

150 0 75 Right – – Turn the
robot right

5 Comparision

In this section, structure, principle. and features reference [3] have compared with
current work in Table 3. In the distance measurement range, the reference has higher
range than the current work. It is because of TDoA. Both direction and distance
parameters are based on TDoA of emitted signal in the reference. But in the current
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Table 3 System comparative

Features Reference[3] Present work

Target detection principle Time difference of arrival of two
different signals

Arrival of signal only

Target-finding sensors Need ultrasonics and RF
modules

Need ultrasonic modules
only

Processing controller Two microcontroller are required Only one microcontroller is
required

Precaution Time calculation is very
important to find target position

No need of time calculation

Programming To find exact TDoA, an
assembly language program has
been used along embedded C

Embedded C is used

Customization of system Need more customization Need less customization

Additional features Finding position of target only The AIS can be used for
troubleshooting of system

Maximum measured distance 8 m 3 m

work, direction depends on arrival of emitted signal, and distance depends on passive
reflection. So, the distance measurement range has gone down.

6 Conclusion

The distance measuring system developed and described here has been evaluated in
individual mode and combined mode with direction-sensing system, after mounting
it on a person-following assistive robot. This evaluation was repeated at different
conditions of the ambient light, and the results were found to be unaltered. This
demonstrates the big advantage of the ultrasonic sensors. The distance-measuring
sensor system has been calibrated, and its results have been discussed. The sensing
pattern of the distance-measuring system determined experimentally can be used
directly for automatic locomotion control of the PFAR. The PFAR has an additional
feature of AIS. The AIS can be used for the troubleshooting of PFAR and to evaluate
its performance in the field further. The ultrasonic sensors used in this work are
inexpensive as well as readily available in the market. The technique developed
and reported in this paper can be extended to a hybrid tracking system by adding
a non-visual sensor module or a visual-system in order to improve its performance
further.
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Power Generation at the Security Check
Point Gate Using Rack and Pinion
Arrangement

Bateendra Kumar , Mukul Yadav , Navneet Meena ,
and Rajiv Chaudhary

1 Introduction

With the use of conventional resources or fossil fuels, environment gets polluted
because we need electricity for day-to-day activities. Great part of electricity is
generated with the help of fossil fuels, and the pollutants that escape after burning
are the major cause of pollution. Among world, a great question arises “Is there any
other alternative to produce electricity in a sustainable way without polluting the
environment and also are the available fossil fuel reserves sufficient for the world”.
Growing consumption of energy has resulted in me being more dependent on fossil
fuels such as gas, oil, and the major contributor among them, i.e., coal. The answer
to this question comes out that to shift toward use of non-conventional fuels because
fossil fuels are insufficient and costly, and their prices are increasing continuously
at an alarming rate, so alternative is carried out. Aside from this, we just want to
contribute a little among this to generate electricity through day-to-day activities, i.e.,
climbing the platform up and down and installing a setup which convert mechanical
energy into electrical energy through dynamometer [1].

When a person stands on the platform of the security gate indicated in Fig. 1, the
platform moves down due to weight of human being through which displacement
is finally passed to dynamo, and the dynamo results in the production of current.
Hence, current is produced by the rotation of dynamo. This platform is very useful in
crowded areas, where there aremore. Power generation by this platform or something
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Fig. 1 General design of
rack and pinion arrangement

similar to this kind of setup is directly proportional to number of people and their
body weight. Greater the number of people, greater will be the movement of the
surface, and hence, greater the power (energy). By using these kinds of setups, we
can use the human motion energy effectively and minimize the wastage of human
energy. Power producing platforms will be a great initiative and will be very useful
in crowded places like markets, malls, metro stations, etc.

2 Problem Summary

Electricity has become one of the regular requirements of life. It is necessary to boost
the sum of alternative sources of energy as soon as possible. This framework can be
used for the use of footstep energy to provide electricity during power outages in
places like gyms or public places where large gatherings are happening.

3 Literature Review

Vinod et al. [2] described the generation of electrical energy frommechanical energy
by the use of rack and pinion assembly and chain drive mechanism which is a part
of simple drive mechanism. Conversion of pressure or force energy of the walking
footsteps of people is used and converted into electrical energy with the help of
dynamometer when the rotation of gears through rack and pinion arrangement takes
place after applying pressure on the footstep.Both, including its power generation and
cost of its manufacturing/making is high but can be compensated if it is use in large
scale like in universities, schools, bus stops and specially at worship places where the
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crowd is at its peak and is very advantageous to generate large amount of energy. It
also does not require any type of non-renewable type of fuel for its working, and this
system may solve the power crisis in future as demand of electricity is increasing at
an alarming rate. As no fuel is used in this system, there is also no fear of generation
of pollution from it, so it is also an alternative to save the environment by replacing
use of non-renewable fuel by this method. This apparatus or system is very much
useful at crowded places, and generated electricity can be stored in batteries for later
use. It just requires time to time lubrication for its maintenance. Just like cycle which
goes forward only in paddling clockwise, this also generates electricity in downward
direction return stroke which is idle, i.e., there is no generation of electricity in it [3].
Tiwari et al. [4] described the following components alongwith theirworkings and are
as follows: rack and pinion, gears, springs, ball bearing, dynamo, battery, and inverter.
When force is applied on the footstep plate by foot attached to it when completely
pressed springs makes full movement of rack vertically downward and causes one
full revolution of pinion gear, and after removal of load from the plate, reversemotion
of pinion gear takes place which causes which causes rotation of gear pair and the
dynamo attached to last gear converts movement into DC power which is stored in
12 V rechargeable battery connected to inverter. In this experiment, we are able to
generate 588.6Wandpractically 122.3Wof power, and this can be used inmany rural
areas where the availability of power supply is less [5]. Kumar et al. [1] tried to find
out which method of footstep power generation is better out of piezoelectric method,
rack and pinion method, and fuel piston method comparative. Then, it is found that
with moderate cost of operation and maintenance, rack and pinion arrangement is
most efficient. Azhar et al. [6] used regulated supply of 5 V power, 500 mA power
supply. Conversion of pressure energy of footstep into electrical form takes place.
A controller mechanism and a bridge-type full-wave rectifier is also used in this
mechanical arrangement. Since in this mechanical arrangement, there is no use of
any type of non-renewable source of energy and also does not require power supply
from mains and hence cause low generation of pollution. We can try to fix this
mechanical arrangement across the college premises, highways, and in many places
to get the best possible use of wasted energy by our foots [7]. Munaswamy et al. [8]
designed a prototype of footstep to generate electricity from footstep and developed
it successfully just for demonstration and cannot be used in real-life application until
higher power rating generators with proper gearing systems are not used.

As it is a non-conventional source of power generation, we can opt this source
of non-conventional power generation instead of solar as power generation through
solar requires a very high budget. This setup is installed at crowded place with proper
design and gearing system, which can able to replace the present system of non-
conventional and conventional power generation. All the street lights of the roads
can be lighten up or energized through this arrangement, and no requirement of
electricity for this purpose is needed [9]. Raja et al. [10] tried to show that when we
climb the stairs, a large amount of human energy is dissipated into the environment
due to friction and heat loss, and thus, human energy is wasted in it. In developed
countries like USA, Russia, they have elevators at their houses instead of staircase
to climb, but in India, still we have staircase to climb which produces scope for
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Indians to utilize the wasted energy and generate electricity from climbing which is
wasted earlier. Mostly, buildings have footsteps to reach to their terrace, some has
less, whereas some have more. Through dissipation of heat and due to friction, every
time when a person climb shows that a large amount of energy is wasted in it.

We can tap out or obtain the wasted energy through installment of footstep power
generator on every staircase, and the generated power can be stored in battery which
can be used for domestic purpose. Also, this arrangement is pollution free and does
not require any type of fuel for power generation [11].

4 Components Descriptions

4.1 Rack and Pinion Arrangement

It is a combination of two gears called rack and pinion and works on linear actuator
that comprises a pair of gears. Rack is a gear of infinite circle diameter and is called
biggest gear, and pinion is a circular wheel having teeth on it. Rack and pinion
comprise of a circular gear engaged with an infinite circle diameter gear called rack.
Rack translates linear motion into circular motion, whereas pinion is able to translate
circular motion into translational motion. Table 1 drawn below shows the proportions
of rack and pinion systems.

Specification of Pinion

Material: Cast iron
Outside diameter: 75 mm
Circular pitch: 4.7 mm
Tooth depth: 3.37 5 mm
Module: 1.5 mm
Pressure angle: 21°
Pitch circle diameter: 72 mm.

Table 1 Standard proportions of rack and pinion system

S. No. Particulars 14 ½° composite or full depth
in volute system (m)

20° full depth involute system
(m)

1 Addendum 1 1

2 Dedendum 1.25 1.25

3 Working depth 2 2

4 Minimum total depth 2.25 2.25

5 Tooth thickness 1.5708 1.5708

6 Minimum clearance 0.25
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Specification of Rack

Material: Cast iron
Module: 1.5 mm
Cross-section: 75 × 25 mm.

4.2 Gear

Gears are the device used in power transmission. It is a rotating wheel having cut
teeth which will mesh with another gear to transfer the torque. Two gears which are
meshed rotate in opposite direction to one another. We are using spur gear in which
teeth’s are parallel to the axis of rotation and teeth is straight. It is a classification
based on axis of shaft connected.

For no slipping condition, i.e., pure rolling

V = W1

Gears should always be meshed according to law of gearing, i.e., line of action
must always pass through the fixed point (pitch point) on the line joining center of
rotation of gears.

4.3 Spring

Spring is a mechanical device which is used to store energy when load is applied and
return to its natural length without distortion after releasing of load. There is different
type of springs, but we have used helical spring. Table 2 depicts the properties of
spring that has been used in this experiment, and Fig. 1 shows the basic structure of
rack and pinion and spring.

Table 2 Properties of spring S. No. Properties Value

1 Height (H) 100 mm

2 Outer diameter (Do) 30 mm

3 Inner diameter (Di) 24 mm

4 Wire diameter (Dw) 3 mm

5 Total no. of turns (ni) 12

6 Active no. of turns (n) 10

7 Spring index (C) 1.10

8 Free length (L) 92.96 mm

9 Pitch of coil (P) 10.32 mm
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4.4 Battery

In our research, we are using a rechargeable battery. Battery is a component which
stores energy in the form of chemical energy and converts it into electrical energy
when required to operate some appliance.

4.5 Dynamo

Dynamo is used to convert the energy generated by rotation of gears into electrical
energy by using Faraday’s principle of electromagnetism. It is able to produce DC
into electric power. Figure 2 shows the basic structure of battery and dynamo.

5 Working Principle

Here, with the help of this project, we are converting the chemical energy of food
consumed by humans which changes to mechanical energy when he does work into
useful electrical energy.When a person stands on the platformof the security checkup

Fig. 2 Model of footstep power generation of electricity
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Fig. 3 Block diagram for
generation system

gate during security check, the surface of the platform moves down because of the
body weight which induces pressure on the surface. The general design of platform
is shown in Fig. 3. Springs present below the surface get compressed when a person
stands on the platform. As the person moves ahead, the surface retains its original
position as before because of the springs. Springs move the platform back to its
original position when pressure is removed. Rack and pinion arrangement is present
on the underside of the platform that helps in converting to and fro motion into the
rotational motion [2]. The basic structure of the security check platform has been
shown in Fig. 4. Rotational energy is converted into electrical energy with the help
of dynamo. For better efficiency, chain drive mechanism is used [4].

6 Design Calculation

6.1 Spring Design Calculations

• Material: steel wire
• Ultimate tensile strength (Sut): 1090 N/mm2

• Modules of rigidity (G): 81,370 N/mm2

• Permissible shear stress for spring wire should be taken as 50% of ultimate tensile
strength τ = 0.5 Sut

• P = 60 × 9.8 = 588 N (assume 60 kg)
• Spring index (c) = 6

I. Wire diameter
τ = 0.5Sut.

= 0.5 × 1090 = 545 N/mm2

k = 4c − 1

4c − 4
+ 0.615

c
= 1.25
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τ = k

(
8pc

πd2

)

d2 = k(8pc)

τ × π

d2 = 1.2525(8(598)(6))

545 × 3.14
d = 4.54 ≈ 5 mm

1. Mean coil diameter

D = cd = 6 × 5 = 30 mm

where
d = wire diameter
D = mean coil diameter.

2. Number of active coils

δ = 8PD3N

Gd4
, where δ is deflection which is 5 cm here

50 = 8 × 589 × 303 × N

81370 × 54

N = 19.9 ≈ 20

3. Total number of turns

It is assumed that spring has square and ground ends. The number of inactive coils
is 2.

Therefore, Nt = N + 2 = 20 + 2 = 22 coils.

4. Free length of spring

The actual deflection of the spring is given by,

δ = 8PD3N

Gd4
= 8 × 589 × 303 × 20

81370 × 54

δ = 50.032
Solid length of Spring = Nt × d = 22 × 5 = 110 mm
It is assumed that there will be a gap of 1 mm between consecutive coils when

the spring is subjected to the maximum force. The total number of coils is 22.
The gaps between the coils will be = (22 − 1) × 1 = 21 mm
free length = solid length + total axial gap + δ

= 110 + 21 + 50.032 = 181.032 mm ≈ 182 mm

5. Pitch of coil
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pitch of coil = free length

(Nt − 1)

= 181.032

(22 − 1)
= 8.62 mm.

6.2 Platform Design Calculations

1. m
i = σ

y

2. i = bd3

12 = 300×43

12 = 1600 mm4

3. σb = 638×300
1600 using Eq. 1.

σ = 119.625 N/mm

4. σb � σallow, σallow = 210 N/mm

So, design is safe.

6.3 Rack and Pinion Design Calculation

1. fn = ft tan θ (1)

ft = tangentialforce.
(Weight of human = 60 kg. This is the standard value from trusted source).
ft = 60 × 9.81 = 588.6 N.
fn = 5.88 × tan 2θ

= 2142 JN
using Eq. 1

2. fr = ft
cos θ

= 588.6
cos 2θ = 626.38 N

3.

Power (P) = force × displacement

time

= 588.6 × 0.05

1
= 29.43 W

4.

P = 2πNT

60

T = 60 × 29.43

2 × π × 30
T = 9.37 Nm

5. T = ft × r

r = 15 mm
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6. r = 15 mm, SoD = 30 mm

σt = ft×Pd
y.b

Pd = T
D = 18

30 = 0.6 mm−1

σt = 588.6×0.6
30×0.308 = 38.22 N

/
mm2

σallow = 0.5ut = 0.5 × 210 = 105 N/mm2

σt � σallow, So design is safe

7. m = D
T = 18

30 = 1.66

Therefore the module at pinion = 1.66; Also of rack is 1.66.

8. Pinion dimension: Outer dia. = do = 2 m + D 2 × 1.66 + 30 − 33.32 mm
9. Root dia. (dr) = D − (2 m + 2C) = 30 − (2 × 1.66 + 2 × 0.25) = 26.18 mm
10. Addendum, Ad = m = 1.66 mm
11. Dedendum, Dd = m + c = 1.66 + 0.25 = 2mm
13. Linear displacement of rack for one rotation of piston,

L = πm × T = π × 1.66 × 18 = 94.44 = 100 mm (approx.)

Maximum length of rack is 100 mm; Width of rack is 10 mm.

7 Experimental Setup

The project arrangement components include following:

• Four springs fixed below the platform.
• Two sprockets, i.e., first larger on main shaft and second smaller on secondary

shaft.
• Chain drive mechanism to connect two sprockets.
• Rack and pinion.
• Dynamo to produce electrical energy.
• LED to detect power output.

When a person stands on the platform of security check up gate (foot impressions
being most on security gate as it is mandatory used at entrance), the platform surface
moves down due to pressure of foot below which four springs are present.

The purpose of springs is to move platform back to original position when foot
pressure is released. On the underside of platform, rack and the pinion arrangement
is present, where rack is coupled to the underside of platform. The shaft of pinion
(main Shaft) is supported by end bearings. By using rack and pinion arrangement, we
are converting to and fro motion of the platform into rotational motion of shaft. This
in turn rotates a big gear (larger sprocket) coupled on main shaft which is connected
to smaller gear (smaller sprocket) on secondary shaft through chain drive motion.
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On the main shaft, pinion and larger sprocket are present, whereas on secondary
shaft smaller sprocket is present. Larger sprocket is used to transfer the force of
rotation to the smaller sprocket coupled on secondary shaft. We are using chain
drive mechanism to obtain better efficiency. At last, secondary shaft is connected
through dynamo through which the rotational energy is converted into electrical
energy. Dynamo wires are connected to LED to detect the power output [6].

8 Result and Discussion

Output power.
Let,
Mass of pedestrian = 60 kg.
Distance traveled by plate [6] = 5 cm.
So,

work done on plate by impact = weight of body(mass × force due to gravity)

∗ distance

= 60 ∗ 9.81 ∗ 0.05 = 29.43 J

So,

power output = work done/s

= 29.43/60 W = 0.4905 W

This much power is generated in 1 min.
Power developed for 60 min (1 h) = 0.4905 * 60 = 29.43 W

Power produced in 24 h = 24 ∗ 29.43

= 706.32 W

9 Advantages, Disadvantages, and Applications

Aswe havementioned earlier that power generation is our primary objective to fulfill
our need, and by using thismechanism,we can generate electricitywhich can provide
many advantages as well like: the components used during this process are very cost
effective, and the power produced by utilizing human energy is converted and stored
which will go wasted if have not utilized. It is pollution-free and able to solve the
power crisis in the locality which is not fulfilled by conventional methods. There is
no usage of fuel; hence it is cost effective and economic friendly.
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On the other side, it has fewer disadvantages like the initial cost for the setup is bit
high and care should be taken care of for batteries which also requires maintenance
at regular intervals. And most importantly, it can be used at a place where crowd
density is high; otherwise, it will not result in cost efficient.

The power generation by this method has various applications like it can be used
in hospitals where it can give backup for power supply failure, and it can effectively
be used in producing energy for street lights. It also can be used in an automobile
suspension mechanism in motor vehicles. And it is designed to utilize human energy
so can be implemented where crowd gathering happens like railway station, malls,
hospitals, metro station, airports, etc.

10 Conclusion

Although the amount of power produced by the effect of a single footprint is meager
when this model is used extensively in crowded places like metro stations, schools,
hospitals, etc., the amount of power produced will be very high. The most significant
advantage of this project is that the electricity produced is a green form of energy
which is utilized, which otherwise had gone wasted. This paper also tries to highlight
the advantages that we can achieve from a simple mechanism and we have calculated
the approximate watts of energy which can be produced and verified the same with
the experiment. The components used in this project are very cost effective and
requires less maintenance; thus, it can be simply implemented in practice.
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Design and Fabrication of Planetary
Transmission System and Simulating
Torque Vectoring on Rear-Wheel Drive
Vehicle to Increase Lateral
Maneuverability

Sagar Kumar , Saurabh Kumar , and Sarthak Lakra

1 Introduction

1.1 Motivation

The motivation for this project lies in the increasing demand of eco-friendly vehicles
which have good performance characteristics as well. Using multiple motor vehicles
provides precise and fast torque generation, efficient feedback information on motor
torque and speed output, and ease of producing torque in both forward and reverse
directions with better control for the distribution of torque among the driving wheels.
One of the effective methods to improve the dynamics of vehicle is by controlling the
yaw rate of the vehicle which involves a controller to be design with the objective of
bringing the vehicle’s measured yaw rate into conformity with the optimal yaw rate
by calculating and producing a corrective yaw moment via torque vectoring control.

2 Design and Methodology

2.1 Calculations of Single-Stage Planetary Transmission

Longitudinal Vehicle Dynamics. The vehicle is a rear-wheel drive (RWD) vehicle,
so the torque is provided to the rear wheels by the motor [1]. For a constant power
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Fig. 1 Longitudinal vehicle
dynamic

output, if we decide upon a value of reduction, so that tractive torque is maximum
similarly, if we design according to maximum output speed, vehicle will probably
fail due to low gradeability [2]. Therefore, we had to decide an optimum value of
gear reduction.

Here, gradeability factor will not be that much required as it is a formula student
car [1]. Thus, it is seen that nominal grade angle that any vehicle experiences are 10
degrees. From Fig. 1:

FRR = mg(sin 10+ μ cos 10) (1)

where FRR = Total resistive force on vehicle, g = acceleration due to gravity, m =
mass of the vehicle, and μ = Coefficient of friction = 585.14 N.

So, rolling resistance came out to be approx. 585.14 N on an incline of 10. Aero-
dynamical drag came out to be approx. 20 N in the worst-case conditions. Hence, a
net tractive force of approximately 605 N was required in the worst-case conditions.

The wheel dynamic radius was assumed to be 22.86 cm or 0.2286 m.
Tractive torque required (TOUT) = 605 × 0.228 = 137.94 N m.
Torque provided by the motor at rated condition (T IN) = 39 N m.
Hence, gear ratio = 3.53–3.5.
The top speed vehicle would be able to achieve = 30.188 m/s or 108.67 km/h.
The acceleration achieved by the vehicle, say in 5 s is 6.0376 m/s2.
Motor specifications. The specifications of motor used, i.e., Lynch rags D135 (DC

brushed motor), are as follows [3] (Table 1).

Gear Train Analytical Calculations. The mechanical properties of AISI 8620 [4]
is listed in Tables 2 and 3.

Using planetary gears relation [5], above-listed gear parameters have estimated,
andCADmodels are prepared in SOLIDWORKSusing above-mentioned parameters

Table 1 Motor specifications Maximum power 16.97 kW

Maximum torque 39 N m @ 3687 rpm

Maximum speed 4416 rpm @ 1.10 N m

Operating voltage 96 V
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Table 2 Gear material-AISI
8620h

Tensile strength, ultimate 1157 MPa

Tensile strength, yield 833 MPa

Modulus of elasticity 205 GPa

Table 3 Gear parameters Module (m) 2.5 mm/teeth

Number of teeth (n) (sun/planet/ring) 28/21/70

Pitch-diameter (sun/planet/ring) (Pd) 70/52.5/175

Face width (b) 20 mm

Pressure angle 20°

Fig. 2 Ring gear

Fig. 3 Sun gear
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Fig. 4 Planet gear

of all three gears (sun gear, planer gear, and ring gear) and are shown in Figs. 2, 3,
and 4.

Using the empirical formulae for gear tooth design [1, 2], following calculations
have been made:

Beam strength of the tooth:
Considering gear tooth to act as a cantilever beam [2]:

Sb = mbσby (2)

where Sb = beam strength of gear, m = module of gear, b = face width, y = form
factor based on 20° pressure angle, and σb = bearable stress.

Sb = 8639N

Effective load on the tooth:

Pd = 21v(Ceb + T )/
(
21v + √

(Ceb + T
)

(3)

where Pd = Dynamic load on the gear. C = Deformation factor = 954.06 N.

Peff = CsPt + Pd (4)

where Cs = Service factor. Peff = Effective load on the tooth.

Peff = 5914.67 N
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Factor of safety: To resist the failure, FOS should be greater than 1

fos = Sb/Peff
fos = 1.46 (5)

Since, the factor of safety is 1.46, module design is satisfactory, and design against
static load is safe.

Wear strength of tooth:

Sw = bQdpk (6)

where Sw =wear strength of the gear,Q= velocity ratio factor, andK = combination
factor.

Sw = 7095.99 N

Factor of safety against pitting: To resist the failure, FOS should be greater than 1

fos = Sw/Peff
fos = 1.29 (7)

Factor of safety is 1.29. Hence, the design is satisfactory, and factor of safety is
adequate against pitting failure.

Shaft analysis. Transmission shafts experience bending loads due to gears’ tangen-
tial and radial forces. Shafts are generally made up of mild steel and analyzed on the
basis of maximum stress theory to evaluate the strength of the shafts against failure
[6].

Carrier/output shaft.

Torsion moment—140 N-m or 140 × 103 N-mm.
Bending moment—2.7 N-mm.
Here, bending moment is so small compared to torsion [7]. So, we consider only

torsion here and assumed shaft to be weightless.
Shear stress,

σ = 16T

πD3
{
1− c3

}

= 16× 140

π × 423
{
1− 0.7143

}

= 84.28 N/mm2 (8)

Shear stressmaterial = 295 N/mm2.



680 S. Kumar et al.

Factor of safety = 295/84.28 = 3.5.

Sun gear/input shaft.
Torsion moment—39 N-m or 39 × 103 N-mm.
Bending moment—3.1 N-mm.
Using same Eq. 12 for shear stress, we get is 69.6 N/mm2.
Factor of safety = 295/69.6 = 4.14.

Planet gear/intermediate shaft.

Torsion moment—140 N-m or 140 × 103 N-mm.
Bending moment—1.7 N-mm.
Using Eq. 12 for shear stress, we get is 75.8 N/mm2.
Factor of safety = 295/75.8 = 3.89.
The diameters of shafts (inner and outer) are estimated and have been designed

using these parameters on SOLIDWORKS. The components have been assembled,
and the assembly CAD models are shown in Fig. 5.

Gearbox Casing. In the design of the present gearbox, Al 6061 T6 is used as the
casing material for its light weight and easy machinability. Gearbox casing endures
bearing loads and hencemust not fail under that. An analysis is performed on SOLID-
WORKS to see the same. The bearing loads are taken as maximum of the bearing
static load capacity and the stresses and deformation evaluated. It was found that
the stresses induced are in limits, and the deformation is also small. The mechanical
properties of Al 6061 T6 is listed in Table 4.

Bearing Calculations. The bearing to be used b/w the intermediate gear and the
carrier shaft is finalized using the equations given below, from the SKF Bearing

Fig. 5 Gear train assembly

Table 4 Gear casing
material—Al 6061-T6

Tensile strength, ultimate 310 MPa

Tensile strength, yield 276 MPa
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Fig. 6 Gear casing CAD

Handbook [8]. The bearing used is the ball bearing. The life of the bearing (L10h)
is assumed according to the required time. In our case, the life was 5000 h, and the
radial force experienced by the carrier shaft (P) is 1.365 kN. For the selection of
bearing, following calculations have been done (Fig. 6):

L10 = 60nL10h

106

L10 = 378 million rev. (9)

C = P
(
L10)

1
3

)

C = 1365
(
378)1/3

)

= 9869.53 N (10)

The bearing selected by assessing over values is the SKF 6301 [8], and its feature
of the single groove ball bearing are as follows:

Inner diameter (d) = 12 mm, outer diameter (D) = 37 mm, dynamic load factor
rating (Co) = 9850 N, and race width (b) = 10 mm.

Lubricant Selection. The lubricant used here to minimize friction and wear between
the mating surfaces, and to transfer heat generated by the mechanical action of the
system at the contact from the contact area, is [8] SKF LGHB due to property of
highly viscosity, withstanding high temperature and extreme loads.

2.2 Torque Vectoring

Vehicle Parameters
See Tables 5 and 6.
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Table 5 Measurable vehicle
parameters

Wheelbase (L) 1575 m

CG height (h) 305 mm

Front track width of vehicle (T f) 1357.8 mm

Rear track width of vehicle (T r) 1335 mm

Distance b/w front wheel and CG (lf) 945 mm

Distance b/w rear wheel and CG (lr) 630 mm

Total vehicle weight (m) 2450 N

Table 6 Empirical vehicle
parameters

Front stiffness coefficient (CF) 1121.275 N/rad

Rear stiffness coefficient (Cr) 2050 N/rad

Moment of inertia (Iz) 1200 kg/m2

Front axle weight (W f) 981 N

Rear axle weight (W r) 1471.5 N

Fig. 7 Lateral dynamic model of bicycle

Vehicle Equations of Motion. Applying Newton’s second law along the y-axis [9]
(Fig. 7).

may = Fy f + Fyr (11)

where ay =
(
d2 y
dt2

)
inertial

is the inertial acceleration at c.o.g. in the y-axis and Fy f and

Fyr are the lateral tire forces on front and rear tires, resp. ay constitutes of two terms:

ay = ÿ + Vx ψ̇ (12)

where ÿ is acceleration due to motion along y-axis and Vx ψ̇ is the centripetal
acceleration. Substituting Eq. (14) into Eq. (15)

m
(
ÿ + Vx ψ̇

) = Fy f + Fyr (13)

Balance of moment along the z-axis generates the eqn. for the yaw dynamics as

Izψ̈ = lfFy f − lrFyr (14)
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where lf and lr are the distances of c.o.g. of vehicle from front and rear tires, resp.
[10]. The next is to model the lateral tire forces Fy f and Fyr that is been acting on
the vehicle. The lateral tire force of a tire is proportional to the “slip angle” for small
slip angles. Slip angle is the angle between the orientation of tire and the velocity
vector of the wheel, and the slip angle of the front wheel is:

αf = δ − θV f (15)

where θV f is the angle made by velocity vector with the longitudinal axis of vehicle
and δ is the angle of steering of the front wheel. The rear slip angle is given as:

αr = −θVr (16)

The acceleration is proportional to slip angle, so the lateral force is also propor-
tional to the slip angle. Therefore, the lateral tire force for the front wheels can be
written as:

Fy f = 2Cf
(
δ − θV f

)
(17)

where Cf is called cornering stiffness of each tire, δ is the steering angle of front
wheel, and θV f is the front tire velocity angle. As there are two front wheels, so the
r.h.s. is multiplied by 2. Similarly, the lateral tire force on the rear wheels of vehicle
is:

Fyr = 2Cr(−θVr ) (18)

where Cr is cornering stiffness of rear tire and θVr is the front tire velocity angle.
The following relations can be used to calculate θV f and θVr and considering small
angle approximations and using the notation Vy = ẏ:

θV f = ẏ + lfψ̇

Vx
(19)

θVr = ẏ − lrψ̇

Vx
(20)

Substituting from Eqs. (17), (18), (19), and (20) into Eqs. (13) and (14), the state
space model of vehicle can be written as [6]:

d

dt

⎧⎪⎪⎨
⎪⎪⎩

y
ẏ
ψ

ψ

⎫⎪⎪⎬
⎪⎪⎭

=

⎡
⎢⎢⎢⎣

0 1 0 0
0 − 2Cf+2Cr

mV 0 −V − 2Cflf−2Crlr
mV

0 0 0 1

0 − 2Cflf−2Crlr
IzV

0 − 2Cfl2f −2Crl2r
IzV

⎤
⎥⎥⎥⎦
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+

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0
2Cf
m
0

2lfCf
Iz

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

δ (21)

The state space matrix (Eq. 21) derived from above equation contains no physical
input. The algorithm is described for difference between torques on left and right
actuated motor of car. This d/f in torques creates yaw moment Mz about z-axis of
car. To act as an input, additional yaw moment is added to the equation which is:

Mz = (Tql − Tqr)Tr
2r

(22)

where T r is rear track width of car, r is the diameter, and Tql and Tqr are the left and
right torque on the wheel, respectively. For linear model of constant vehicle velocity
with yaw rate as input:

[
β̇

ψ̈

]
=

[
−CF+CR

mv
−(

1+ CFlf−CRlr
mv2

)

−CFlf−CRlr
Iz

−CFl2f −CRl2r
Iz

][
β

ψ̇

]
+

[
CF
mv

0
CFlf
Iz

1
Iz

][
δ

Mz

]
(23)

Data Acquisition and Estimation Techniques. Taking into account available data
acquisitionmethods to the project and the benefits that they could provide,MATLAB
virtual driving scenario is selected and used further in this project.MATLABprovides
an essential tool regarding to virtual testing environment of the vehicles [9]. It has
an in-built block set which creates virtual environment for test car. It provides output
as a MATLAB function which basically output vehicle positions, velocity, and yaw
rate generated during entire travel over the test road.

Linear Analysis of Vehicle Model. The linearization of model is successful and
working perfectly. The individual step response for yaw moment and lateral velocity
is nice and beautiful step response. Now, the linear vehicle model is analyzed on
different vehicle speed, and their pole-zero and step response of linear vehicle model
under different vehicle speed is generated below in Figs. 8 and 9.

TV Control System. The vehicle model is generated and upper most layer of
torque vectoring control system in Fig. 10. Here, [10] the torque vectoring system is
described for difference in the torques distributed on the right and left electric motor
of the vehicle [7]. This difference of torques creates the yaw moment MZ about the
z-axis of the vehicle. This additional yaw moment can be computed. The linear state
space vehicle model is generated on different velocity and made it to act as a SISO
model.
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Fig. 8 Pole and zeros linear vehicle model

Fig. 9 Step response of linear model in different V in diff. velocity
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Fig. 10 Topmost layer of TV control system

3 Result and Discussion

3.1 Result Summary of Gear Train Components

Static Stress Analysis. The gears and gear casing model prepared are analyzed for
the static stress on SOLIDWORKS separately, and following result provides the data
which tells that the models are safe on working conditions. The simulated results are
provided as (Figs. 11, 12, 13, 14, 15, 16, 17 and 18):

Manufactured Components. According to the estimated parameters of different
gears, these have been manufactured on CNC milling machine (Fig. 19).

3.2 Result Summary of Torque Vectoring Control System

After simulating TV control system block in Simulink, we have got these results.
It contains graph between reference lateral velocity and measured lateral velocity,
graph between torque distributed on left wheel versus torque distributed on right
wheel during taking turns on virtual environment, graph between referenceY position
versus measured or calculated Y position, and graph between ref. yaw rate and
measured yaw rate (Figs. 20, 21, 22 and 23).

The pursuit of reference yaw rate and measured yaw rate tells that yaw rate is
actually the one who is been feedback controlled though PID controller and is been
sending to the plant back to eliminate yaw rate error (Fig. 24).
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Fig. 11 Static stress simulation of sun gear

Fig. 12 Static stress simulation of ring gear

4 Conclusions

In this project, the gear box is designed and analyzed under static and wear load
point of view keeping the optimum light weight and volume design in the mind.
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Fig. 13 Static stress simulation of planet gear

Fig. 14 Static stress simulation of gear casing 1
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Fig. 15 Static stress simulation of gear casing 2

Fig. 16 Static stress simulation of sun gear shaft

From the analysis performed using SOLIDWORKS and comparing the results for
different materials used in design of gearbox and gear casing, following conclusions
were made:

• A total reduction of 3.5 is achieved using the single-stage reduction in the gearbox.
• All thematerial selectedwithstoodvarious stress developedon it during simulation

and result in a compact and lightweight gearbox which weighs 6.7 kg.

The torque vectoring control system is successfully designed for lateral vehicle
dynamics in different velocity condition, and result generated shows control
algorithm of torque vectoring is successfully designed.
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Fig. 17 Static stress simulation of planet gear shaft

Fig. 18 Static stress simulation of carrier

Fig. 19 Manufactured components of gear train components
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Fig. 20 Graph between Ref. and measured velocity

Fig. 21 Torque distribution at each wheel while turning

4.1 Future Scope

The gear manufactured on the basis of hand calculations and analysis is done on
virtually on SOLIDWORKS. It is not been tested yet in working conditions and gear
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Fig. 22 Graph between X and Y Ref.

Fig. 23 Graph bet. Ref. and measured Y position

testing machine. So, testing in real conditions will give confirmation to the analysis
of gear train. Torque vectoring’s input data is not been acquired by any sensor. It
has been created on MATLAB. So, the implementation of algorithm is to done yet
and can be done by using motor controller and then encoding the code generated by
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Fig. 24 Graph between reference yaw rate and measured yaw rate

control algorithm on MATLAB. It will verify our result even further, and then, it can
be implemented on all four-wheel drive.
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Effect of Non-Newtonian Behavior
of Lubricant on Performance
of Externally Pressurized Thrust Bearing

Vivek Kumar , Vatsalkumar Ashokkumar Shah, Kuldeep Narwat,
and Satish C. Sharma

Nomenclature

Ab Area of bearing;
(
πr2o

)
, mm2

Ap Area of recess;
(
πr2i

)
, mm2;

(
Ab
Apoc

= 4
)

D Damping coefficient of fluid film, N s/m; D = h3o
r4oμ

Fz Fluid film reaction, N; Fz =
(

Fz

psr2o

)

h Lubricant film thickness, mm;
(
h = h/ho

)

ḣ Squeeze velocity, mm/s;
(
ḣ = ∂h

∂t

)

ho Reference film thickness, mm
� Rotational speed parameter

K Stiffness coefficient of fluid film, N/mm;
(
K = ho

psr2o
K

)

p Fluid film pressure, MPa;
(
p = p

ps

)

po Lubricant pressure in the recess
(
ḣ = 0

)
, MPa

ps Supply pressure, MPa
ri Recess radius, mm
ri and ro Recess and external radius of pad, mm
μ Viscosity of the lubricant, Pa s
γ̇ Shear strain rate
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τ Shear stress, N/m2

1 Introduction

Thrust bearing are commonly used to position rotors in lightly loaded applica-
tions such as electric motors or to produced hydrostatic lift in extremely heavy
turbomachines/structures [1, 2] such as telescope, observatory domes, and turbo-
rotors. An externally pressurized thrust bearing (vis-à-vis hydrodynamic bearing)
provides superior performance under severe operating environment such as to support
extremely heavy load at lowoperating speed.An externally pressurized thrust bearing
not only avoids metal-to-metal contact at low (or even zero) operating speed but also
imparts excellent dynamic characteristics to the bearing system.

The performance of an externally pressurized thrust bearing largely depends on
choice of compensating devices, pocket geometry, and type of lubricant employed
in the bearing system [2, 3]. The response of thrust bearing under dynamic state can
be effectively controlled by the use of a compensating device. The commonly used
compensating devices are capillary tube, an orifice plate, membrane, and control flow
valve. The circular and rectangular shape are most preferred recess geometry used in
thrust bearing, due to their ease inmanufacturing.However,with the advent of sophis-
ticated machining techniques [4, 5] such as stereolithography, micro-machining, and
laser surface texturing, complex pocket geometry with intricate contours can now be
produced relatively with ease. These technologies have the ability to produce even
micro-feature such asmicro-dimple andmicro-groovewith high accuracy and dimen-
sional repeatability. The depth of thesemicro-features is of order ofmagnitude of fluid
film thickness. As a result, a number of studies [6–8] have been reported exploring the
usefulness of laser surface texturing (LST) on the performance of thrust bearing oper-
ating in hydrodynamic lubrication regime as well as hydrostatic/hybrid lubrication
regime. It has been reported that use of micro-texturing is quite beneficial in terms of
reducing the friction coefficient as well as enhancing load supporting ability [5–8]
of such bearing system. Contrary to this, pocket geometry is a macro-feature [2, 3]
produced on the surface of thrust pad. The dimensions of pocket, i.e., cross-sectional
area and depth, is very large as compared to the dimensions of nominal fluid film
thickness. Some studies have reported that an adequate selection of pocket/recess
shape and its location/orientation can significantly improve the static performance
of bearing. Normally, the hydrostatic thrust bearing operates under parallel align-
ment of bearing surface. It has been found that presence of even small amount of tilt
has adverse effect on load-supporting capacity [9] of such bearing system.

Industrial lubricants are usually blended with different package of additive agents
such as rust inhibitors, anti-wear additives, and viscosity improvers, to improve the
lubricant performance specific to some particular applications. Some experimental
studies have been reported investigating the influence of viscosity index improving
additives on the friction and wear behavior of tribo-pairs [10–12] such as journal
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bearings and frictional clutch. These studies reported that blending of such addi-
tives impart a non-Newtonian character to the lubricant. Many theories have been
postulated to describe non-Newtonian nature exhibited by the commercial lubri-
cants. A number of studies have been reported dealing with numerical simulation of
thrust bearings using power law [13], MHD-couples stress [14], cubic law [15], and
Herschel–Bulkley [16] fluidmodel.Wu andDareing [17] carried out an experimental
investigation on circular pocket thrust bearing operating with non-Newtonian lubri-
cant. The non-Newtonian lubricant is formulated by adding traces of graphite powder
in ethylene glycol as stock lubricant. The author predicted the performance of bearing
system, using an analytical model based on power-law lubricant. A good agreement
between experimental results and analyticalmodel suggested suitability of power-law
model to describe non-Newtonian character of lubricant under given operating condi-
tions. Sharma and Yadav [18] have derived closed-form solution for circular thrust
bearing operating with cubic law fluid. Recently, Kumar and Sharma conducted a
numerical simulation to optimize the annular [19] and elliptical [20] pocket geometry
in thrust bearing operating with couple-stress lubricant. The authors have reported
that presence of tilt between bearing surface and couple-stress in lubricant strongly
affects the dynamic performance characteristics of the bearing.

The literature review presented above indicates that the performance of an exter-
nally pressurized thrust bearing can be effectively maintained by compensating
device, pocket geometry, and use of non-Newtonian lubricant. The capillary tube
and orifice restrictor are commonly used compensating device in hydrostatic bearing
system. Some studies [18–20] are reported employing non-conventional recess
shapes (elliptical and annular) in such bearing system. Wu and Dareing [17] inves-
tigated the steady-state performance of thrust bearing operating with a control flow
valve device. However, a comprehensive literature review suggest that no study has
been reported investigating the combined effect of pocket geometry, CFV device,
and power-law lubricant on the dynamic performance indices of an externally pres-
surized thrust bearing. Therefore, this study has been planned to address these
above-mentioned research gaps.

2 Mathematical Formulation

Figure 1a shows an externally pressurized thrust pad bearing system under investi-
gation in presented work. The lubricant is supplied to the pocket through a control
flow valve serving as compensating device. The lubricant is assumed to be non-
Newtonian in nature, which has been described using power-law fluid model. The
flow condition in bearing space is considered to be steady-state, laminar, isothermal,
and incompressible. Figure 1b shows various pocket shapes investigated in present
work. A generalized Reynolds equation governing flow of non-Newtonian lubricant
in the bearing system can be expressed as:
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(a)

(b.1) Circular Pocket
(Cir)

(b.2) Sectorial Pocket (Sect 2)

(b.3) Sectorial Pocket (Sect 4) (b.4) Sectorial Pocket (Sect 6)

Fig. 1 a Hydrostatic thrust bearing and b pocket geometric shapes
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Finite element technique is used to obtain numerical solution of generalized
Reynolds equation. The bearing surface is discretized using four-node quad elements.
The degree of approximation of primary field variable and geometry is assumed to be
varying bi-linearlywithin an element. Fluid film pressure is approximated as follows:

p =
4∑

j=1

[
N j p j

]; N j = 1

4
(1 + ξiξ)(1 + ηiη) (2)



Effect of Non-Newtonian Behavior of Lubricant on Performance … 699

Weighted residual approach is used to obtainweak formofReynolds equation, and
weights are substituted with Langragian shape functions of primary field variable.
The residue of the approximate solution is obtained as follows:
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The minimization of residue over flow domain will lead to global system of
algebraic equations. Simplification of above-mentioned equation yields:

[
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(4)

Afterward, lubricant flow equation through a CFV device is incorporated in the
global system of equation. This is achieved by first identifying all nodes lying on
pocket periphery and then assigning them the supply pressure (poj ). Later, sum of
lubricant flow rate through all these nodes has been equated to fluid flow through a
CFV device. Reynolds boundary condition is used at outer edge of thrust pad, which
implies that fluid pressure approaches to ambient pressure at the thrust pad boundary.
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The lubricant supply via a CFV device can be described [17] as:

QR = CS2 (6)

The viscosity of non-Newtonian lubricant is assumed to govern by power-law
fluid model.

τ = μγ̇ n (7)
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where n is power-law index. Experiments need to be performed to obtain value
of power-law index for Pseudo-plastic lubricants (n < 1), Newtonian lubricants (n
= 1) and dilatant lubricants (n > 1). A generalized expression for strain rate of
non-Newtonian lubricant is expressed as:
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(8)

The bearing performance indices such as film reaction force, film stiffness, and
damping coefficient can be evaluated once film pressure, and its derivatives are
computed.

Fluid film reaction: Fz =
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3 Solution Procedure

Numerical simulation of bearing system has been performed by finite element formu-
lation of flow governing equations. A source code is developed, employing finite
elementmethod,Newton–Raphsonmethod, andGauss–Legendre quadrature to solve
set of algebraic equation for film pressure. The input to the numerical model is listed
in Table 1. Four pocket shape specifically circular and sectorial recess having two,
four, and six pockets are investigated in present work. The ratio of bearing area to
pocket area is kept uniform (four) across all pocket shapes. The bearing surface is
divided into subdomains using iso-para quad elements. Grid size is selected for each
recess shape, after performing grid independence test. The numerical solution of
Reynolds equation is based on solution scheme illustrated in Fig. 2. The solution
scheme is grid-independent and able to render converged (tolerance on fil pressure
= 10-04) numerical results. Next step is to check ability of source code to reproduce
available results on hydrostatic thrust bearings. The developed program has been
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Table 1 Bearing geometric
and operating conditions

Input parameters Dimensional value

Bearing pad outer radius (ro) 100 mm

Circular pocket radius (ri) 50 mm

Sectorial recess outer radius (rso) 75 mm

Sectorial recess inner radius (rsi) 25 mm

Nominal fluid film thickness 0.05 mm

Lubricant supply pressure 5 MPa

Lubricant dynamic viscosity (40 °C) 0.034 Pa.s

Fig. 2 Solution scheme

used to simulate the performance of hydrostatic thrust bearing [21]. Table 2 present
a comparison between performance indices of thrust bearing, from the analytical
solution of reference study [21] and using present approach. It can be seen that
results from two studies follow closely with one another (maximum deviation below
5%). This justifies the accuracy and ability of developed source code to numerically
simulate hydrostatic thrust bearing.

Table 2 Validation of solution scheme

H
(
l = 0

) (
l = 0.1

) (
l = 0.2

)

Fatima et al. [21] Present Fatima et al. [21] Present Fatima et al. [21] Present

0 7.9641 7.7996 22.753 22.165 37.527 36.241

1 17.843 17.498 22.916 22.511 37.689 36.832

2 18.3202 18.727 23.407 23.544 38.173 38.468

3 19.1149 19.532 24.218 25.175 38.992 40.095
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4 Results and Discussions

The analysis of present work deals with numerical solution of an externally pres-
surized thrust bearing operating with non-Newtonian lubricant. Fluid film pressure,
film reaction force, stiffness, and damping coefficient are numerically computed as
performance indices of the bearing. These performance parameters are plotted as a
function of power-law index. The numerical values of power-law index vary from
0.8–1–1.2, representing lubricant behavior transition from shear-thinning to Newto-
nian to shear-thickening nature. Influence of geometric shape of recess is also plotted
for the above-mentioned performance indices.

Figure 3 depicts influence of pocket geometry and non-Newtonian nature of the
lubricant on film pressure distribution over the surface of thrust pad. All the pressure
plots are depicted for a constant film thickness for the bearing system. It can be easily
visualized that circular pocket thrust pad generates a bigger film pressure envelope as
compared to multi-pocket (sectorial) pad. It can also be observed that film pressure
envelope gets shrink with an increase in number of sectorial pocket in pad. Figure 4
presents influence of power-law index and pocket geometry on film pressure within
the recess/pocket of bearing system. It has been noticed that shear-thinning (n < 1)
and shear-thickening (n > 1) behavior tends to reduce and enhance pocket pressure
respectively, as compared to Newtonian lubricant (n = 1). This is because of an
increase and decrease in apparent viscosity of lubricant.

This is because of an increase and decrease in apparent viscosity of pseudo-
plastic and dilatant lubricants respectively. An increase in apparent viscosity tends
to decrease film velocity profile which can lead to accumulation of higher amount of

Pocket
Geometry

Shear thinning lubricant
(n=0.8)

Newtonian Lubricant
(n=1)

Shear Thickening Lubricant
(n=1.2)

Circular
(Cir)

Sectorial
(Sect 2)

Sectorial
(Sect 4)

Sectorial
(Sect 6)

Fig. 3 Fluid film pressure for thrust with various pocket geometry
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Fig. 4 Pocket pressure
versus power law index

lubricant in the system and consequently film pressure envelope rises. This enhance-
ment in film pressure (owing to use of shear-thickening lubricant) is quite beneficial
in generating higher film reaction force in the bearing system. Conversely, use of
shear-thinning lubricant leads to reduction in apparent viscosity, film pressure, and
ultimately a reduction in load-supporting ability of the bearing system. The trends
presented in Figs. 3, 4 and 5 can be summarized as follows:

∣∣∣ po/Fz

∣∣
Psuedoplastic < po/Fz

∣∣
Newtonian < po/Fz

∣∣
Dilatant

∣∣∣

|Sect 6 < Sect 4 < Sect 2 < Circular|po;Fz

The percentage change in film reaction force w.r.t use of shear-thickening (n =
1.2) and shear-thinning behavior of lubricant for each pocket geometry has been
found as follows:

|+9.25Circular < +12.08Sect 2 < +12.3Sect 4 < +12.37Sect 6|Fz(n=1→1.2)

|−11.12Sect 2 ∼ −11.08Sect 4 < −10.84Sect 2 < −8.41Circular|Fz(n=1→0.8)

Figure 6 illustrates the variation in film stiffness coefficient with respect to power-
law index of non-Newtonian lubricant. It can be seen that shear-thickening and shear-
thinning nature of lubricant leads to enhancing and reducing the stiffness capabilities
of the bearings system. Further, it has been found that use of circular pocket (as
compared to multi-recess bearing) impart better stiffness capabilities to the bearing
system. The numerical results for film stiffness and damping coefficient in the form
of trends can be summarized as follows:
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Fig. 5 Film reaction force
versus power law index

Fig. 6 Stiffness coefficient
vs power law index
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Under combined effect of circular pocket and dilatant lubricant (n = 1.2), a
maximum enhancement of 85.1% has been reported in film stiffness coefficient.
On the other hand, use of psuedo-plastic lubricant is found to have detrimental effect
(−14.7%) on stiffness coefficient of bearing system. The numerical results for film
damping coefficient of bearing system is shown in Fig. 7. It can be seen here that
shear-thinning behavior of lubricant have an adverse effect on damping properties
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Fig. 7 Damping coefficient
reaction vs power law index
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of bearing system. On contrary, shear-thickening nature of lubricant can substan-
tially enhance the damping coefficient of bearing. Although, maximum damping
coefficient is noticed for circular pocket thrust bearing, yet maximum percentage
enhancement in damping coefficient owing to use dilatant lubricant (n = 1.2) has
been reported for six-pocket sectorial recess.

5 Conclusions

Following consolidated conclusion can be drawn from the results and discussions
presented in the preceding section.

• The recess/pocket geometry and non-Newtonian character of lubricant signifi-
cantly affect the load-supporting capacity of a CFV controlled thrust bearing.

• Under given simulated condition, it has been found that circular pocket (vis-à-vis
sectorial recess) should be preferred for generating higher fluid film reaction or
load support in the bearing.

• The shearing-thinning nature of lubricant have an adverse effect on film stiffness
and damping coefficient in hydrostatic thrust bearings.

• It has been noticed that providing or increasing number of sectorial-pockets
adversely affect the performance indices of CFV controlled thrust bearings.
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IoT-Enabled Automatic Floor Cleaning
Robot

Vibha Burman and Ravinder Kumar

1 Introduction

Floor cleaning robots are an essential application in a domestic environment. In a
domestic environment, people want a reliable source of technology to make their
house clean in every part and every corner. Also, in the name of floor cleaning
robot, mostly dry cleaners (i.e., vacuum cleaners) are obtainable in the market. Wet
cleaners are not available in the market. In this section, a brief introduction about
various floor cleaners is discussed. The authors proposed a self-governing cleaning
robot [1] that are dry andwet cleaning robots. Using the Northstar navigation system,
it navigates and cleans the home steadily. A survey was conducted by the authors [2]
to understand the experience of individuals on new appliances coming in themarkets.
The main findings of the above survey included that people prefer robotic vacuum
cleaner which possess the composed, well-mannered and mutual qualities and also
at the operational facade robotic vacuum cleaner possess proficient, organized and
similar schedule. The researchers reported a design-specificRoomba, a floor cleaning
vacuum [3] consisting of the capabilities of roaming freely inside the house and
performs a sweeping action throughout roaming freely. It performs three cleaning
categories, namelymopping the floor, pull dust particles, and cleansing ofmopboards
and walls. Movement-based on end-to-end locomotion can be done with the help of
autonomous navigation. An autonomous mobile robot cleaner system [4] contains
a map creating system and memory system. The map creating system consists of
detail of cleaning areas on the floor and memory space consist of stored details of
the mapping. Researchers [5] have worked for 6 months on Roomba to understand
the living in Switzerland of human life with a vacuum cleaning robot. Research
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concluded that the Roomba vacuum cleaner is adapted to the culture of human–
robot interaction (HRI) under this concept work needs to be moral and harmless
and reliable. The control module of the proposed cleaning robot by the authors
[6] consist at least a movement module and cleaning module. The cleaning robot
involves movement of robot, production of recognition signal and controlling the
procedure of the robot according to recognition signal. Mint robotic cleaner [7] is
an electric appliance that operates under two modes, automatic and manual mode. It
is a wet cleaner, not a vacuum (dry) cleaner. Clothes are attached to mapping places
of work and are easily detached or reused. For navigation, an indoor localization
system is utilized like a Global Positioning System (GPS) module. Smart obstacle
avoidance [8] used in fully automatic service robot for floor cleaning using an FPGA-
based hardware algorithm. The behavior-based algorithm is used for the navigation
of pathways, obstacle avoidance, and distance-measuring techniques. Some plans
of attacks toward the floor cleaning robots operated through voice are done using
HRI. To assist the cleaning robot from a distance, voice recognition can be used.
The field of IoT is an outgrowing area which possesses the capabilities of designing
innovations every day [9].

2 Literature Review

The Floor cleaning robot is employed as a domestic application. The proposed
arrangement will be helpful to maintain cleanliness in indoor environments. In this
part, the previous work is discussed below and also the case of floor cleaner, hard-
ware parts, i.e., wireless mediums, sensors, and microcontrollers are discussed in
the tabular form listed as Tables 1, 2, 3, 4 and 5. Mint floor cleaner robot contains
two cleaning method, namely dry and wet. The floor cleaning robot brushes the floor
in neat and parallel line’s direction in dry mode cleaning, whereas robot mops the
floor in forward and backward directions in wet mode cleaning [1]. The behavior
of robot vacuum cleaners is described based on gesture, sound and luminosity. The
authors utilized Roomba vacuum cleaner robot which they manually operated via
Bluetooth link [2]. The Roomba vacuum cleaner [3] is a domestic service built in
human-friendly environment and standardize a self-governing robot that fits into the
operating environment. The intent and research of the self-governing robot results in

Table 1 Categories of floor cleaners

Types of floor cleaners Authors

Wet cleaners Gutmann et al. [1], Tani [4], Fink et al. [5], Hung and Leng [6], Kaur
and Abrol [7], Vishaal et al. [15]

Dry cleaners Gutmann et al. [1], Hendriks et al. [2], Forlizzi and DiSalvo [3], Tani
[4], Fink et al. [5], Hung and Leng [6], Lee and Banerjee [10], Yatmono
et al. [11], Bhingare et al. [12], Garud et al. [14], Vishaal et al. [15],
Pandey et al. [16], Jain et al. [17], Das et al. [18]
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Table 2 Wireless mediums
used in floor cleaners

Wireless medium Authors

RF modules Kaur and Abrol [7]

IoT Lee and Banerjee [10]

Bluetooth Bhingare et al. [12], Vishaal et al. [15], Das
et al. [18]

WiFi Bhingare et al. [12], Garud et al. [14]

Table 3 Sensors used in floor cleaners

Sensors Authors

IR sensor Kaur and Abrol [7], Bhingare et al. [12]

Infrared sensor (TSOP1738) Pandey et al. [16]

Dust sensor (DSM501) Lee and Banerjee [10]

Ultrasonic sensor Jain et al. [17], Bhingare et al. [12], Garud et al. [14], Das et al.
[18]

Level sensor Bhingare et al. [12]

Table 4 Microcontrollers used in floor cleaners

Microcontrollers Authors

AT89S52 Kaur and Abrol [7]

PIC 16F877A Garud et al. [14]

Arduino UNO Yatmono et al. [11], Vishaal et al. [15], Pandey et al. [16], Das et al. [18],
Dubey et al. [19]

Arduino Mega Vishaal et al. [15]

ATMEGA 328P Jain et al. [17]

Table 5 Motor drivers used in floor cleaners

Motor drivers Authors

L293D Kaur and Abrol [7], Jain et al. [17], Vishaal et al. [15], Das et al. [18]

human–robot interaction (HRI). An autonomous mobile cleaner system [4] consti-
tutes a mobile robot cleaner and remote controllers. The robotic cleaner incorporates
diverse sensors to offer self-governing locomotion. The remote controllers assist as
an indicator of lead the way of mobile cleaner system to different rooms through the
wireless medium of communication. Cleaning robot [6] including the shock sensor
module helps in cleaning with less duration of time. The robot consists of broom and
mop. The cleaning robot consists of modules, namely locomotion, cleaning, a shock
sensor, and a controller. Cleaning robot [7] is a self-guided robot used to perform
wet cleaning, like mopping or sweeping the base surface. The robot receives the
main feature of systematic cleaning of the base surface. Learning provided by the
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robotic domestic agent [8] consists of dual views. Foremost, the agent (energetic
agent) spends its energy on all the parts involved in the scheme. The agent carries
out all the projects concerning energy use. Second, the agent (social agent) works
together with the various components present in the surroundings. Simulation-based
optimization [10] technique to solve the cleaning device problem. The cleaning
device problem possesses all the information about floor cleaning using IoT tech-
nology. Detection of dust is acquired using a dust sensor attached in the workspace
of the cleaning system. Service-type floor cleaning robot [9] works under the algo-
rithm which is executed for navigation to avoid obstructions. Since service robots
are fully self-governed, it is detached from human intervention. Diverse speed vari-
ations in the robot are also incorporated like small, medium and fast modes based
on the client’s requirements. Floor cleaning robot is developed with the assistance
of mechanical elements for holding in the robot, and android application software
for controlling robot’s motion is proposed [11]. The developed robot is hit along
the hardware consisting of omnidirectional wheels. The controller of the developed
robot is based on the Arduino microcontroller. Authors [12] have proposed their
system of a vacuum cleaner using ATMEGA 256 (Arduino Mega) microcontroller.
The proposed scheme consists of various advantageswhich include the purpose of the
system is simple and easy to understand, data gathering is possible from a distance,
all the compiled system is cost-effective and lastly, the whole architecture reduces
the human efforts. Floor cleaning mops cannot move independently. In the area of
work, the authors [13] have discussed and directed at the overall portal design, archi-
tecture, maintenance, operating ease and making out the complex mechanism of
cleaning the floor. An autonomous vacuum cleaner operated with an android appli-
cation proposed by researchers in [14]. Characteristics of this vacuum cleaner system
includemode selectionwhich includesmanually operated andmechanically operated
with the assistance of the android application. Floor cleaning architecture depicted
in [15] shows the cleaning process with the aid of Bluetooth Serial Controller (BSC)
android application. The above architecture performs dry and wet cleaning. In the
dry cleaning mechanism, an electric duct fan (EDF) serves as a vacuum device.
After the cleanup mechanism is executed, the filter is transferred. In the wet cleaning
mechanism, the vacuum pump is switched ON. Except that, every mechanism is the
same as the dry cleaning procedure.

Gaps identified are Many researchers have worked separately in wet and dry
cleaning.No evidence is found of the autonomouswet and dry cleaning robot together
in an existing system [11]. Objectives are defined as to design and simulate an IoT-
enabled autonomous floor cleaning robot. Floor cleaning robot would comprise wet
and dry cleaning in a single existing system.

3 Proposed Methodology

The proposed FCR will possess different sub-blocks for performing cleaning appli-
cations, i.e., dry as well as the wet cleaning process. Figure 1 illustrates the block
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Fig. 1 Block diagram of the proposed FCR

diagram of the proposed system. Microcontroller and motor driver are powered
through the power supply. Microcontroller will send the controlling signal to the
motor driver. The motor driver sends the controlling signals to the attached left
motor and right motor. These motors will provide actuation to perform vacuum,
mop, sprinkler and fan actions. Figure 2 demonstrates the flow of information in the
proposed floor cleaning robot system. Themicrocontroller will ultimately switch ON
the motor driver and will broadcast the control signal for vacuum cleaner, mopping,
fan and sprinkler, respectively.

3.1 Schematic Diagrams

Schematic diagrams of the proposed model floor cleaning robot with their dimen-
sions in mm (millimeter) are illustrated below in Fig. 3a, b. Schematic diagrams for
illustrating the dimension in mm (millimeter) of the buckets are shown from Fig. 3c–
f. In top view of CAD model shown in Fig. 3b does not show the assemblage box
placed above the vacuum. It is done for better visibility of the vacuum.

3.2 CAD Drawings

The proposed floor cleaningmodel’s CADhas been prepared inAutoCAD2007 soft-
ware. All the dimensions are specified in mm (Millimeters). No electrical circuit is
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Fig. 2 Flow of information in the proposed FCR

Fig. 3 Schematic diagram for a bottom view, b top view, c front view, d right view, e dimensions
of bucket in right view, and f dimensions of bucket in a top view of the floor cleaning robot

shown in the CAD models of the floor cleaning robot. Figure 4i shows the top view
of the floor cleaning robot with the numbering specified on them. The following
numbers ares depicting the following components: (1) vacuum consisting vacuum
box, (2) water tank, (3) dryer fan, (4) wheel, (5) mop, (6) mixed density fiber
(MDF) frame, (7) batteries, (8) motor driver, and (9) water supply pipe, respec-
tively. Following CAD drawings consist of bottom view (shown in Fig. 4a), front
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Fig. 4 CAD model for different views of the floor cleaning robot

view (shown in Fig. 4b), left-hand side view (shown in Fig. 4c), right-hand side view
(shown in Fig. 4d), rear view (shown in Fig. 4e), left angluar view (shown in Fig. 4f),
right angular view (shown in Fig. 4g) and top view (shown in Fig. 4h), respectively.

Concluding points from CAD Model and Schematic Diagram of the floor
cleaning robot.

1. Vacuum: Corners present in the room are cleaned up with the help of vacuum
placed at the beginning of the floor cleaning robot.

2. Bucket: The bucket’s upper surface with a hole is covered as shown in Fig. 4h
to isolate the electric circuit from water. The hole is created on the bucket lid to
refill the bucket. The bucket contains level sensor and pump motor. The volume
of the bucket is 1020 cc with reference to Fig. 3e, f. The water tank is full with
1.02 L (1020 cc) water. This amount is sufficient to clean a room.

• Bucket Consisting Level Sensor: The level sensor will provide the level of
water present inside the bucket. Level sensor is producing an alarmwhenever
water is less than a specified level.

• BucketConsisting PumpAndMotor: The pumpmotorwill pump thewater
so that through the inlet pipe water can be transferred to the mops.

MOP: Mop size is large for better cleaning. The mops can be detached whenever
they are deteriorating. The operator can command to the for cleaning process tomove
into the washing area or any appropriate area where the robot should clean its mops.
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Table 6 Components
resulting in the total weight of
the floor cleaning robot

Components Specifications Weight (approx.)

Battery 4 V, 1.5 Ah 100 g

Bucket (with
water)

Vol. 1020 cc 1.02 kg (1.020 L)

Arduino Arduino UNO
Operated at 5 V

25 g

Motor driver
(L298N)

Operated at 12 V and
0.3 A

30 g

Fan
(AD0812HS)

Operated at 12 V and
0.25 A

170 g

Vacuum
(DF128S)

Operated at 12 V and
0.1 A

1. Fan: The fans accumulated at the end of the floor cleaning robot are drying the
floor surface sufficiently.

2. Wheel: To prevent the slippage of the floor cleaning robot because of water, we
have added the grooving on the outer surface of the wheels.

3. Load Carrying Capacity: The area of the floor cleaning robot is 1200 cm2.
The approximate weight, carried by the floor cleaning robot is encountered
with the help of main components included that has some specific weight by
themselves. All these main components are illustrated in the below Table 6. The
load carrying capacity of the floor cleaning robot is approx 3–4 kg as shown in
Table 6.

4. Working Efficiency Of Floor Cleaning Robot: If the battery utilized is 1.5 Ah
rated batteries, motor drivers have 0.3 A draw. By dividing both of them, we can
get the total working capacity of the floor cleaning robot, i.e., approximately
5 h. The battery used is rechargeable. But if the battery is not fully charged or
some fault occurs, the total working capacity can be reduced by some less hours.
To increase the total working capacity by using heavy batteries. By utilizing the
heavy batteries, the working hours can be extended. From, heavier batteries will
result in more weight; therefore, they are not utilized to avoid non-essential load
on the floor cleaning robot. Power bank can be used up to 5 V.

5. Prevention From The Obstacles: Whenever an obstacle is detected, the
‘STOP’ signal will be sent, i.e., only ‘0’ as an interrupt signal to all the motors.
The obstacle detection can be done by an ultrasonic sensor which would be
mounted on the surface of the floor cleaning robot. Edges and corners of the
floor cleaning robot are changed to round shape so that it can easily avoid obsta-
cles and would not find difficulties in moving along the path during the cleaning
process.
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Fig. 5 Proteus circuits of the proposed system of the floor cleaning robot

3.3 Proteus Circuit

The Proteus circuit demonstrates the working of the wheels of the floor cleaning
robot. The virtual circuit diagram is prepared in the software as illustrated in Fig. 5.

3.4 Online Market Survey

The online market survey is carried out for generating the estimated cost to build
a prototype for the floor cleaning robot as illustrated above in Table 7. The main
components are included in the cost estimation. Total estimated cost comes out
to be approximately Rs. 5000/- to Rs. 6000/-. As per the requirements, different
components can be added or replace from Table 7.

3.5 Tinkercad Simulation

The tinkercad simulations are done for the logic applied to the floor cleaning robot.
Therefore, electrical simulation is executed on the Tinkercad software.
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Table 7 Online market
survey for components to be
included

Hardware components Quantity Price (INR/piece)

Motor driver (L298) 1 Rs. 300/-

Lead acid battery (12 V)—15 Ah 3 (3 V) Rs. 400/-

DC motor (30 rpm) 4 Rs. 250/-

Drill bit (4 mm and 3 mm) 2 Rs. 50/-

Nut, bolt (3 mm size) 15–20 Rs. 10/-

Clamp (iron rods) 4 Rs. 50/-

Wires 10–20 Rs. 10/-

Wheels 4 Rs. 200/-

Arduino UNO 1 Rs. 445/-

DC motor fans 2 Rs. 245/-

Relay module 1 Rs. 70/-

Water level sensor 1 Rs. 150/-

Mop, sprinkler and vacuum 1 Rs. 200/-

Ultrasonic sensor 1 Rs. 189/-

Bo motor 2 Rs. 120/-

Water level sensor 1 Rs. 99/-

Pump motor (12 V) 1 Rs. 99/-

Water splitter 1 Rs. 40/-

MDF (mixed density fiber) frame 1 Rs. 300/-

3.6 3 Relay Circuit

The electrical circuit is prepared to start the vacuum, mop and fan, dryer motors
through relay as shown in Fig. 6. The circuit comprises of Arduino microcon-
troller, three relays attached to three bulbs, respectively. These three bulbs depict

Fig. 6 Circuit of FCR when the relay is OFF
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Fig. 7 Simulation of FCR when the relay is ON

the functionality of vacuum, mop and fan. Figure 7 shows the simulation results
after providing power supply to the circuit.

3.7 2 Relay Circuit

The circuit shown in Fig. 8 depicts the scenario for cleaning the mop. The conclusive
result would be that relay named as fan should be OFF after performing whole
simulation process. All the relays are on, therefore, sprinkler, mop and fan all are at
working stage. Since for cleaning the mop, only sprinkler and mop relay are required
to be ON. Hence, the required logic circuit is achieved in Fig. 9.

Fig. 8 FCR circuit when fan circuit is OFF
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Fig. 9 FCR simulation when fan circuit is ON

3.8 Ultrasonic Sensor

The circuit shown in Fig. 10 depicts the scenario for an obstacle avoidance using an
ultrasonic sensor. The conclusive result would be how far an obstacle is at distance
from the floor cleaning robot during the whole simulation process is achieved in
Fig. 11. The output illustrates that the maximum range of the obstacle detection is
shown in serial monitor.

4 Conclusion and Future Scope

In this paper, the design of an IoT-enabled automatic floor cleaner is proposed.
The proposed design architecture is beneficial in providing cleaning help for all the
individuals of the society. The automatic floor cleaner will perform the cleaning
methods of both dry and wet cleaning. The designed architecture is cost-effective
(shown in Table 6) and easy to use. The design is structurally sound as it has sufficient
weight carrying capacity of the bucket filled with water installed on the frame of the
floor cleaning robot. However, with the ease in performing cleaning methods daily,
this invention is an indeed requirement at this time of the hour. Therefore, its structure
is acceptable at home and office workplaces.

A brief interpretation of architecture has been introduced with the help of
schematic diagrams and CAD drawings featured with the circuit diagram of the
electronic setup in the Proteus and Tinkercad simulation software. For future scope,
the designed robot is based on HRI which can be done with the help of Blynk appli-
cation. Hardware fabrication can be done for the proposed work by adding different
sensors according to the user’s requirement.
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Fig. 10 Circuit for an obstacle avoidance

Fig. 11 Simulation result
showing distance
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Design and Fabrication of Suspension
System of Formula SAE Vehicle Whilst
Using Matrix Method for Force
Estimation

Sawan Kumar , Tushar Choudhary , and Varun Raizada

1 Introduction

The suspension system defines the handling characteristics of the vehicle. Under-
standing the loads that the suspension carries is necessary for designing of a safe
and effective suspension system. This study is done for the purpose of devising a
safe methodology using the 3-D equations of static equilibrium to calculate forces
in suspension members. This data is then used in analysis of suspension members
and designing of the suspension system and its fabrication. First aim is to design a
suspension system for Formula SAE vehicle with the help of various engineering
criterions. Secondly, simulation of the suspension system is designed using the Solid-
Works software. Finally, manufacturing of the suspension system so that the system
can be used on a Formula SAE vehicle for practical purposes. So that the theoretical
simulations can be validated practically.

2 Suspension Geometry

2.1 Designing the Suspension Geometry Using Lotus SHARK

A detailed and iterative approach was followed for designing the suspension geom-
etry of the Formula SAE vehicle in the Lotus SHARK software module [1]. The
Lotus Suspension Analysis SHARK module is a suspension geometric and kine-
matic modelling tool, with a user-friendly interface, which makes it easy to apply
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Fig. 1 Geometry of the front suspension system designed in Lotus SHARK

changes to proposed geometry and instantaneously assess their impact throughgraph-
ical results. Note: For the simplicity of the suspension design and due to the lack of
reference data to work with, the values of static camber and toe angle were taken to
be 0° while designing the preliminary suspension geometry (Fig. 1).

From the graphs obtained after the kinematic analysis of the designed suspension
geometry, it can be articulated that even in the severe dynamic conditions (extreme
bump and droop) the suspension travel follows the desired geometry. The results can
be validated from the fact that the rate of camber change in 40mm jounce (bump) and
30 mm rebound (droop) is found to be 8.857°/m or ~9°/m, whereas the rate of caster
and toe angle change for the same jounce and rebound is found to be 11.119°/m and
11.797°/m, respectively. Pertaining to different sources and various FSAE forums,
these values are completely within the acceptable range [2]. After finalizing the
suspension geometry in the Lotus SHARK suspension module, the hard points in
the 3D space can be obtained very easily, and with the help of these hard points, the
CAD model of the suspension system would be made in SolidWorks software later
(Figs. 2, 3 and 4).

The final hard points of the suspension geometry obtained from the iterative
process in Lotus SHARK suspension module are given in Table 1.
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Fig. 2 Camber angle versus
bump-droop

Fig. 3 Toe angle versus
bump-droop

Fig. 4 Caster angle versus
bump-droop

3 Force Estimation at the Tyre Contact Patch

For the calculation of force at the tyre contact patch, we need to take certain
parameters that are already set/defined in the FSAE vehicle (Tables 2 and 3).
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Table 1 Hard points of the
front suspension geometry of
the vehicle

X Y Z

J, Lower arm
(outer)

5.9604673 −125.24976 5.0001982

M, Upper arm
(outer)

43.339 70.266536 −12.363334

P, Tie rod (outer) 0.4717 −55.8911 −88.8949

Q, Push rod arm
side

82.41325 −98.55842 1.3584335

I, Lower arm
(front)

425 −95 131

K, Lower arm
(rear)

425 −125 −135

L, Upper arm
(front)

425 95 112

N, Upper arm
(rear)

425 60 −134

O, Tie rod (inner) 417.03783 −46.185511 −89.979273

R, Push rod rocker
side

360.34123 415.0035 −34.867921

Table 2 Parameters of the
FSAE vehicle

Parameters Magnitude S.I unit

Wheel base 1575 mm 1.575 m

Front track 1357.8 mm 1.3578 m

CG height 270.03 mm 0.27 m

Weight 300 kg –

Front weight distribution 128 kg (40%) –

Rear weight distribution 192 kg (60%) –

Tyre diameter 18′′ 0.4572 m

Tyre width 6′′ 0.1524 m

Coefficient of friction 1.7 –

3.1 g-Force Estimation

Acceleration. For this manoeuvring condition, some speed exceptions were made
and were accepted by the transmission department. It was assumed that time taken
to reach a maximum speed of 70 km/h is 4 s [3].

v = u + a × t

19.44 = 0 + a ∗ (4), a = 4.86 m/s2

g - force = 0.495 ∼ 0.5 g (1)
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Braking. For this manoeuvring condition, some speed exceptions were made and
were accepted by the transmission department. It was assumed that time taken to
stop the vehicle from a maximum speed of 60 km/h is 2 s, with the distance to stop
being 15 m [3].

s = u × t + 1

2
× a × t2

15 = 16.67 ∗ 2 + (a ∗ (4))/2, a = 9.17 m/s2

g - force = 0.934 g (2)

Cornering. For this manoeuvring condition, lateral acceleration is calculated
assuming the maximum cornering speed as 40 km/h and skid pad event is kept
in mind. The maximum cornering speed was assumed to be 40 km/h with the radius
of skid pad known to be 9.125 m [3].

a = v2

r
a = (11.111 ∗ 11.111)/9.125, a = 13.53 m/s2

g - force = 1.38 g (3)

Bump/Droop. For thismanoeuvring condition, the g-forcewas assumed to 3 g owing
to different FSAE forums.

3.2 Load Transfer and Force Estimation

Longitudinal Load Transfer and Longitudinal force (FZ). For longitudinal load,
transfer braking is taken into consideration because it pertains to more load transfer
than acceleration owing to higher g-force. Longitudinal load transfer is calculated
from Eq. (4) [4].

(Mass Transfer) × g × wheelbase = (Mass of vehicle) × g

× g - force × (centre of gravity) (4)

The total longitudinal load transfer is found to be 43.71 kg, so for one wheel
it comes out to be 21.86 kg. With this longitudinal load transfer atone of the front
wheel, we can now find the longitudinal force (Fz) [5].

Fz = μ × m × g

Fz = 1.7 ∗ (21.86 + 64) × 1.44 × 9.81

Fz = 2069 N (5)
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Lateral Load Transfer and Lateral force (FX). For lateral load transfer cornering
is taken into consideration. Lateral load transfer is calculated from Eq. (6) [4] below.

(Mass Transfer) × g × front track = (Mass of vehicle) × g

× g - force × (centre of gravity) (6)

The total lateral load transfer is found to be 88.32 kg, so for one wheel it comes
out to be 41.16 kg. With this lateral load transfer at one of the front wheel, we can
now find the lateral force (Fx) [5].

Fx = μ × m × g

Fx = 1.7 ∗ (41.16 + 64) × 1.38 × 9.81

Fx = 2420.17 N (7)

Vertical force (FY ). For vertical load transfer bump/droop is taken into consideration.
With this known vertical load at one of the front wheel, we can now find the vertical
force (Fy) [5].

Fy = m × g

Fy = (64) × 3 × 9.81

Fy = 1883.52 N (8)

4 Force Estimation on Suspension Members

The calculations used to determine the forces in suspension members begin with
calculation of forces on the Tyre Patch under the combined condition of cornering
and braking. These forces are transferred to the wheel centre, providing three forces
and threemoments along the three axes. Suspension structure is assumed to be a rigid
body connected to six rigid truss members pinned at both the ends resulting in only
axial forces in each of the members. Then, the force in each member can be solved
by using 3D equations of static equilibrium [6]. Using vector geometry and statics
equations, the loads at the wheel centre can be used to solve for the axial forces in
each of the suspension arms (Fig. 5).

Member JI will be used as an example in calculating force in members [6]. Let
J and I represent the corresponding suspension points. Coordinates for these points
can be represented by Eqs. (9) and (10).

J = (
Jx , Jy, Jz

)
(9)
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Fig. 5 Orientation of front
suspension members

I = (
Ix , Iy, Iz

)
(10)

where Jx, Jy, Jz represent x, y, z coordinates for point J. Similarly, coordinates for
all the points (J, I,M, N, P, O, Q and R) can be written.

JI inEq. (11)will represent the vector connecting point J to point I and represented
as,

−→
J I = (

J Ix , J Iy, J Iz
)

(11)

Magnitude of this vector is represented by Eq. (12)

|J I | =
[
(Jx − Ix )

2 + (
Jy − Iy

)2 + (Jz − Iz)
2
]1/2

(12)

Unit vector for this vector can be calculated as in Eq. (13)

J I
∧

=
−→
J I

|J I | (13)

This same procedure is used to calculate a unit vector for each of the six suspension
members.

Therefore, force vector for arm JI can be written as in Eq. (14),

�FJ I = FJ I J I
∧

(14)

Since structure is assumed to be static, the sum of the forces must equal 0. The
summation of forces in the X-direction as in Eq. (15),

∑
Fx = 0 = FJ I + FJK + FML + FMN + FPO + FQR + Fx (15)
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where FJI represents magnitude of force in Arm JI in x-direction. Fx represents the
force acting on upright in X-direction. Similar equations can be written for forces in
Y, Z direction. This gives three force equations.

Three additional static equations are derived by equilibrium of moments about
a point. Wheel centre is selected as centre point for this purpose, and moments are
calculated about it. Using the wheel centre as a starting point, vectors are created
joining wheel centre to each of the inward suspension points. These vectors act as the
radius vectors in the cross product of the r and F used to calculate the moments. As
an example, the rj vector defined fromwheel centre, Twc, to point J, can be calculated
by Eq. (16)

�rJ = J − Twc = (
rx , ry, rz

)
j (16)

where rx, ry, rz represent x-, y-, z component of rj vector, respectively. Similar
process is applied for each of the four suspension points (J, M, P, and Q). To sum
the moments, cross-product is done according to Eq. (17)

∑
M = 0 =

(
�rJ × −→

F J I

)
+

(
�rJ × −→

F JK

)
+

(
�rM × −→

F ML

)
+

(
�rM × −→

F MN

)

+
(
�rP × −→

F PO

)
+

(
�rQ × −→

F QR

)
+ M (17)

This process will give moment along all three axes, i.e., x, y, z axes. This gives
three moment equations.

This will give us six equations of static equilibrium (three force equations and
three moment equations) and forces in each of the six members can be calculated.

An Excel program has been created to solve these equations in a short amount of
time. Excel provides powerful calculation tool such as matrix inverse function which
can be used to calculate inverse of 6 × 6 matrix quickly. It also allows changes to
be made easily. The program solves system of linear equation using matrix algebra
which results in loads for each of the six arms.

The resulting overall Eq. (18) for member loads is given as [6],

[A]{x} = {b} (18)

where
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Table 4 Resultant force in N
on six suspension members

F-JI 6837.9577

F-JK −4988.2383

F-ML −1112.8917

F-MN 4237.9165

F-PO −1200.0095

F-QR −2446.2881

There are six unknowns represented in column 7, 6 knowns in column 9 and 6
× 6 directional matrix. Hence, six unknowns can be calculated using matrix algebra
(Table 4).

5 Design, Analysis and Optimization of the A-Arms

5.1 CAD Modelling of Suspension Members

There are a vast number of choices available that can handle the designing with
ease. The software should provide various analysis options, which are needed for
the iterative design methodology. The designing of the suspension members begins
with the help of the hand calculations done which provide the basis of the initial
basic dimensions required to start the modelling and act as an anchoring point. The
complete designing process is iterative in nature and divided into stages. It begins
with CAD models of the suspension members based on the initial hand calculations
[7]. The second stage of designing the CAD of suspension members is carrying
out the multiple iterations, i.e., changing the outer diameter and thickness until an
acceptable value of the load factor is achieved.

5.2 Analysis of CAD Models

The suspension members designed (upper and lower A-arms, push rod and tie rod)
were then analyzed for static, fatigue and buckling failures under the SolidWorks
simulation option. The analysis is executed multiple times for the different dimen-
sions obtained due to the various iterations done during the CAD modelling. The
analysis is performed until an acceptable value of factor of safety and life cycle is
obtained.

End Conditions Used for the Buckling Analysis. Hollow circular mild steel tubes
are used for the suspension members; these are physically connected to the chassis
with the help of Heim joints or ball and socket joint (because it restricts suspension
translation but allows for articulation about the chassis side). For the analysis process,
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these members are subjected to one end pinned and one end fixed condition for upper
and lower control arms, while both ends fixed for push rod and tie rod [8]. It is a valid
assumption for the control arms as it complies with the attachment method. The end
conditions are kept same for the rear aswell as front suspensionmembers.Orientation
of each and every suspension member is aligned, and displacement constraints and
externally applied loads need to be added to the model for the analysis [8].

Methodology for Optimization of the Dimensions. Firstly, the load is applied to
the initial/reference geometry of the link according to the results which are obtained
during the hand calculation process. The analysis is then done according to the
respective end condition. The results obtained in the first iteration are then used to
modify the dimensions further.

To start off the suspension members’ design and analysis, the worst affected
members in buckling and yielding were taken into consideration. Using the Euler’s
formula of critical buckling load [7].

PCR = π2E I

(K L)2
(19)

where PCR: Critical load (N), E: Elastic modulus (MPa), I: Area moment of inertia
(mm4), K: Column effective length factor, L: Unsupported length of column (mm).

For buckling, the worst affected member is JK, i.e., the rear member of the lower
control arm, and hence, from the above Euler’s formula of critical buckling load, the
required area moment of inertia comes out to be 2887.40 mm4.

Using the yielding criteria [7], we know

σy = F

A
(20)

where σy : Yield strength, F: Tensile force on the member (N), A: Cross-sectional
area of the member (mm2).

For yielding, the worst affected member is JI, i.e., the front member of the lower
control arm and hence from the above formula the required cross-sectional area
comes out to be 128.21 mm2. Looking at the area moment of inertia and cross-
sectional area of different standard sized hollow circular tubes available in themarket,
the tube having dimensions 16 mm outer diameter and 3 mm wall thickness was
chosen to be the reference of the design and analysis process, because the magnitude
of its area moment of inertia and cross-sectional area, i.e., 2726.1170 mm4 and
122.522 mm2 is closest to what obtained from the above hand calculations then
compared to other standard sizes. Optimization of the suspension links was done
using buckling analysis; the factor of safety values is taken higher to account for
the static model used for the force calculation and the standardize the dimensions
of links according to availability of tubes of standard dimension. The dimension of
each suspension member in the first iteration was taken to be 16 mm outer diameter
and 3 mm wall thickness, whereas in the final iteration the dimensions were reduced
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Table 5 Summary of buckling analysis on the final optimized dimension

Links JI JK ML MN PO QR

Stress 2.85 × 107 5.61 × 107 6.61 × 107 4.88 × 107 2.82 × 107 2.48 × 107

Deformation 0.045 0.092 0.062 0.070 0.043 0.054

Load Factor 9.5 9.5 6.8 8.2 7.8 7.6

to 14 mm outer diameter and 2.5 mm wall thickness. Table 5 summarizes the final
analysis results of the optimized dimensions obtained on the second iteration.

Structural Analysis of the Suspension Control Arms. The fatigue analysis was
conducted [9], for the upper and lower control arms using the boundary condition and
loading, to obtain the results for stress life. Fatigue analysis of the upper control arms
was done followed by the static analysis on SolidWorks software. From the static
analysis maximum stress, deformation and factor of safety plots were obtained.

Upper control arm. The maximum stress developed in the upper control arms was
obtained to be 8.43 × 107 N/m2 for a material having yield strength 3.5 × 108 N/m2

(or 350 MPa). The maximum deformation in the upper control arms was found to
be 7.9 × 10−2 mm (or ~8 × 10−2 mm) which is acceptable compared to the size of
the control arm(s). The minimum factor of safety was obtained to be 4.2. From the
fatigue analysis, load factor and life cycle plots were obtained. The minimum life
cycle for the upper control arms was found to be 751,000 cycles, whereas the load
factor was found to be 2.947 (or ~3).

Lower control arm. The maximum stress developed in the lower control arms was
obtained to be 1.12 × 108 N/m2 for a material having yield strength 3.5 × 108 N/m2

(or 350 MPa). The maximum deformation in the lower control arms was found to
be 1.6 × 10−1 mm, which is acceptable compared to the size of the control arm(s).
The minimum factor of safety was obtained to be 3.1. From the fatigue analysis,
load factor and life cycle plots were obtained. The minimum life cycle for the lower
control arms was found to be 184,000 cycles, whereas the load factor was found to
be 2.246 (or ~2.5).

6 Material Selection for Fabrication of Suspension System

The Formula SAE suspension members (A-arms, push rod and tie rod) are generally
designed and fabricated out of the material that is machinable, weldable and could
withstand all the static and dynamic forces without failure. Considering the factors
such as the price, availability and the desired mechanical properties, we selected
AISI 1020 steel for the fabrication of A-arms, push rod and tie rod. Table 6 shows
the general mechanical properties of the AISI 1020 steel [10]. The manufacturing
process of the suspension members (A-arms, push rods and tie rods) is critical and
should be done with a high accuracy.
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Table 6 Material properties
AISI 1020

Density 7.87 g/cm3

Tensile strength, ultimate 450 MPa

Tensile strength, yield 320 MPa

Modulus of elasticity 205 GPa

Bulk modulus 140 GPa

Poisson’s ratio 0.29

7 Result and Discussion

7.1 Result Summary of Suspension Members

Static stress analysis. The suspension members, i.e., the upper control arm, lower
control arm, push rod and steering rod, are analyzed for the static stress and defor-
mation on SolidWorks separately, and following results provide the data which tells
that the suspension system is safe and robust in the desired working conditions. The
simulation results are shown in Figs. 6, 7, 8, 9, 10, 11, 12 and 13.

Fatigue Stress Analysis. The suspension members are also analyzed for the fatigue
stress on SolidWorks because fatigue stresses are one of the most prominent causes
of failure in suspension members. The fatigue analysis is performed on the members
at 10,000 cycles of full reversed. The simulation results are shown in Figs. 14, 15,
16 and 17.

Fig. 6 Static stress simulation of upper control arm
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Fig. 7 Static deformation in upper control arm

Fig. 8 Static stress simulation of lower control arm
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Fig. 9 Static deformation in lower control arm

Fig. 10 Static stress simulation of tie rod
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Fig. 11 Static deformation in tie rod

Fig. 12 Static stress simulation of push rod
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Fig. 13 Static deformation in push rod

Fig. 14 Fatigue stress simulation of upper control arm
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Fig. 15 Fatigue stress simulation of lower control arm

Fig. 16 Fatigue stress simulation of tie rod
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Fig. 17 Fatigue stress simulation of push rod

CADModel of the Front Suspension System. After finalizing the cross section of
all the members of the front suspension system, CAD model of the final assembly
was prepared in the same SolidWorks software (Figs. 18 and 19).

8 Conclusions

In this project, a complete model of suspension system is designed including all its
components. The CAD modelling and complete analysis are performed on Solid-
Works which is then fabricated, and then its assembly is done on the chassis. The
following conclusions were made after the completion of the designing, analysis and
fabrication of the suspension system:

• The initial working values of forces in suspension system are obtained by applying
3D equations of static equilibrium to solve the static structure model assumed for
the suspension system.

• The optimization of the design resulted in the overall material reduction of about
16% which in turn benefitted in weight and cost reduction as well.

• The CADmodelled on SolidWorks based on initial working values obtained from
static model reduces the number of iterations significantly to optimize the CAD.
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Fig. 18 Final CADmodel of the front suspension system. 1: Rearwardmember of the upper control
arm, 2: forward member of the upper control arm, 3: tie rod, 4: forward member of the lower control
arm, 5: rearwardmember of the lower control arm, 6: push rod, 7: rocker assembly, 8: DNMRCP-2s
damper, 9: wheel upright, 10: wheel hub, 11: brake calliper and brake rotor assembly

Fig. 19 Complete assembly of the suspension system

Suspension members are successfully fabricated according to the CAD model
designed. The fabrication of the suspension system involved various advance
machining processes. Thefinal analysis and accuracy obtained indicate a successfully
designed suspension system.
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Simulation-Based Designed Process
for Optimization of Blank Shape
in the Deep Drawing Process

Rahul Rai and Vijay Gautam

1 Introduction

In deep drawing operations, the material is clamped using a blank holder. The blank
holder serves to clamp the material with enough force to reduce the risk of wrinkles,
but not somuch that nomaterial can flow into the die during pressing. After clamping,
punch applies the stroke, which will cause the blank to deform. The blank takes the
shape of the punch and die when it is forced into the cavity of die by the punch. Thus,
cups are formed. If the sheet is anisotropic in nature, then the top edge of the cup
will be wavy. If the sheet is highly anisotropic, then these waves will form ears in the
cups. This is called an earing defect. Earing in the deep drawing is produced due to
the presence of anisotropy in sheet metal. Sheet metals possess anisotropy because
they are produced by rolling operation and rolling operation produces texture in the
sheet. The effects of rolling on textures have been studied extensively [1].

Several investigations have been done in the area of optimization of blank shape
to minimize the height of ears. One of the initial works where the finite element
method was used to optimize the blank shape was done by Chung and Richmond [2].
In their work, they used ideal forming design theory to calculate initial blank shape.
Then, the finite element analysis was used to adjust the initial shape of the blank.
It was called a sequential design process. Kishor and Ravi Kumar [3] proposed
a procedure to modify the blank by considering the flow of material in different
directions during the deep drawing process and also the anisotropy of the material.
The procedure reduced the height of the ears in the first modification. This method
could only be used for cylindrical cups with circular blanks because it used four

R. Rai (B) · V. Gautam
Department of Mechanical, Production & Industrial and Automobile Engineering, Delhi
Technological University, Delhi 110042, India
e-mail: b.rahul.rai.b@gmail.com

V. Gautam
e-mail: vijaygautam@dce.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Kumar et al. (eds.), Recent Advances in Mechanical Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-9678-0_62

745

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9678-0_62&domain=pdf
https://orcid.org/0000-0003-0589-1204
https://orcid.org/0000-0001-5558-3782
mailto:b.rahul.rai.b@gmail.com
mailto:vijaygautam@dce.ac.in
https://doi.org/10.1007/978-981-15-9678-0_62


746 R. Rai and V. Gautam

arcs to modify the blank. Patel et al. [4] use a method similar to Kishor and Ravi
Kumar [3]. Yang and Shyu [5] used a reverse forming method. They obtained the
initial blank’s shape according to the forward square cup drawing simulation. For
their method, a very fine mesh was required to reduce ears significantly which leads
to very large computation time. Vafaeesefat [6] optimized the blank shape using
the boundary projection method. The method produced the optimum blank shape in
three iterations. This method required searching for elements to project boundaries.
Mole et al. [7] proposed a method for determining optimal blank shape in sheet metal
forming based on numerical simulation. Their method required that the initial blank
edge geometry should not have too much deviation from the formed product edge
geometry. So, this method had a very limited application in deep drawing processes.
Golshani and Jabbari [8] optimized the initial blank shape for a twin elliptical cup.
They used the reduced basis technique with Taguchi design of experiments model for
optimization. The maximum error was 0.07 mm, but a large number of simulations
were required for optimum blank shape as compared to other methods. Kitayama
et al. [9] did blank shape optimization by multi-objective optimization in which two
objective functions were considered: The first was the area above the target contour,
while the other was the area below the target contour. In conjunction with this, they
also optimized the blank holding force. The optimized blank shape resulted in a
deep-drawn square cup with shorter ears. But those ears were still significantly as
compared to produce by other methods. Pegada et al. [10] proposed an algorithm to
optimize blank shape for cup drawing using finite element analysis. Their algorithm
was similar to the algorithm presented in this work. But in their work, no method
on how to choose scaling factor was proposed. And also after each iteration, they
had to adjust the scaling factor. Vahdat et al. [11] also used a similar algorithm.
But they used this algorithm to optimize the draw beads contour. Also, they used a
constant scaling factor. Here also no method on how to choose the scaling factor was
mentioned.

2 Algorithm for Optimization

The algorithm optimizes the shape of the blank shown in the flowchart of Fig. 1.
The flowchart can be broken down into two parts: (1) initiation and (2) iteration. In

the initiation part, ABAQUS/CAE was used to create the model for the simulation of
the deep drawing process. ABAQUS/Explicit solver was used to do the finite element
analysis. Several points on the circumference were selected to control the shape of
the blank. The height of the ears at these points was measured. Error at each point
was calculated by subtracting target height from measured height at that point. The
target height was the required height of the cup. In iteration, part Isight was used
for automation of the process. The model of simulation and the output of the solver
was used as input for Isight. Then, a calculator component was used to calculate the
error, maximum error, and modified shape of the blank. The loop component was
used to check the condition for continuing the iteration. The workflow of the Isight
software is shown in Fig. 2.
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FEA of circular blank

Measurement of height

Calcula�on of error and maximum error

Calcula�on of new blank shape

FEA of modified blank

Calcula�on of error and maximum error

Measurement of height

Maximum error> 
Maximum error of 
previous itera�on

Op�mal shape is from pre-
vious itera�on

No

Yes

Ini�a�on

Itera�on

Fig. 1 Algorithm flowchart

Fig. 2 Workflow of isight
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Themodification of the blank shapewas done in a very simpleway. If at a point the
height of the cup was less than target height, then the material was added at that point
and if the height was more than target height, then the material was deducted. The
amount of material added or subtracted was done by changing the radial dimension
of that point. A quarter of the circular blank and radial dimension (Ri) at the point i
is shown in Fig. 3.

The variation of the height of the cup and target height concerning the points on
the circumference is shown in Fig. 4. As mentioned earlier, the target height was the
required height of the cup. Hence, Ei is the error at the point i. Finally, a new radial
dimension was obtained by adding K * Ei, where K is the scaling factor. K was used
to prevent overcompensation. Its value should be less than the minimum elongation
of circumferential elements. The method to calculate the scaling factor is given in
Sect. 2.1.

i

Fig. 3 A quarter of the circular blank

Fig. 4 Variation of the
height of the cup and target
height concerning the points
on the circumference

Ei
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Themodified shapewas again deformed in theABAQUS/CAE. This time creation
of the model and running the simulation were done by Isight automatically. Also,
the calculation of height and error was done by Isight. The Isight compare that if the
current maximum error was greater than themaximum error of the previous iteration.
If the answer was no, then the process was repeated and if yes then the blank shape
of the previous iteration was the optimum blank shape.

The minimized maximum error depends on the number of points selected on the
circumference. Greater will be the number of points on the circumference, minimum
will be the minimized maximum error.

2.1 Scaling Factor

The scaling factor controls the convergence and rate of convergence of the algorithm.
The scaling factor was used to project the error in height of cup on the blank. For the
accurate projection of error in height at all points, the unique scaling factor for each
point had to be defined. To simplify this, a constant scaling factor was selected. This
common scaling factor should be the minimum of all the unique scaling factors so
that algorithm should converge. Because, if the selected common scaling factor was
greater than any unique scaling factor, then at that point the error will increase with
iterations. If that error was too small, then at first convergence will happen, but in
a later iteration, the solution will diverge. By observing the flow of material, it was
found that there was the least material flow in the blank in 90° direction from the
rolling direction. Also, it was observed that the material below the punch does not
flow and the rest of the material form wall of the cup. So the initial length of the wall
of the cup was the difference of radial dimension in this direction and punch radius
which was shown in Fig. 5a. To calculate the scaling factor, the height of the wall

Fig. 5 Initial blank and deep-drawn cup
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in this direction (shown in Fig. 5b) was divided with the initial length, which equals
0.57. To be on the safe side, value of the scaling factor was selected as 0.53.

3 FEA Simulation

ABAQUS (version 2019) is a Computer-Aided Engineering (CAE software), which
was used for the simulations of the engineering real-life problems. The software uses
three different stages that are pre-processing, solution, and post-processing to solve
problems.

In sheet metal forming, contact dominates the solution. Explicit procedures solve
the complicated contact problems with greater ease than the implicit procedure.
Therefore, in the present work explicit technique was used for analysis. In the
ABAQUS/Explicit technique, the time increment step size was extremely small.
This small step size leads to a very long time required to complete the simulation in
natural time. To reduce the simulation time, the loading rate was increased as long
as the solution remained nearly the same as the true static solution and dynamic
effects remained insignificant. This was done by determining the minimum total
step required to complete the simulation. Second, to reduce the simulation time, the
mass scaling of the blankwas done.Mass scaling increases the density of thematerial
which leads to a decrease in stresswave speed.Decreased stresswave speed increased
the stable time increment. And bigger was the stable time increment faster will be
the solution. To validate that the simulation was close to real physical processes,
various energies were checked. The kinetic energy and artificial strain energy of the
model were negligible compared to the total internal energy of the model. And also
the difference between total internal energy and total plastic strain energy was very
small. Various energies of the first iteration are shown in Fig. 6.

3.1 Determining an Appropriate Step Time

The time period of the lowest mode whose deformed shape corresponded to the
deformation of sheet metal blank was used as a guideline for total step time. For that,
a frequency analysis in ABAQUS/Standard was used. A circular blank was created
in the part module. Blank was a 3D deformable solid part with an extrusion base
type, and its thickness was 1 mm. Only elastic properties and density were required
to do frequency analysis. So a material named EDD with density 7.8 tonne/mm3,
Poisson’s ratio 0.3 and Young’s modulus of 200 GPa was assigned to the blank. An
assembly of only blank was created. A single frequency extraction step was added
after the default initial step. The lowest mode whose deformed shape corresponds
to the deformation of sheet metal blank had a frequency of 2.32 Hz and shown in
Fig. 7. The time period of this mode of vibration was 0.43 s. Hence to be on the safe
side, the total step was selected to be 0.5 s.
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Fig. 6 Various energies of simulation in the first iteration

Fig. 7 Shape of lowest mode whose deformed shape corresponds to the deformation of sheet metal
blank

3.2 Part Module

To simulate the deep drawing process, five parts were required: (1) blank, (2) punch,
(3) die, (4) holder, and (5) stopper. All the parts are shown in Fig. 8 (the die and the
holder had the same geometry, so only one part is shown).

Blank was a 3D deformable solid part with an extrusion base type. Only a quarter
of blank was considered because of orthogonal symmetry. Sketch of the blank is
shown in Fig. 3. Construction lines were made starting from the center of blank to
the points on the circumference, and all these construction lines were dimensioned.
The order of dimensioning was noted to use in Isight for mapping of data. These
dimensions were going to be used to modify the blank shape. Also, a geometric set
of these points was created to define an output request for the height of the cup at
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Fig. 8 a Blank, b die/holder,
c punch, d stopper

these points. The thickness of the blank was 1 mm. Punch, die and holder were 3D
analytical rigid revolved shell. Holder’s was a mirror image of die in the x–y plane.
Each of these bodies was assigned a rigid body reference point. A concentrated force
will be applied to the blank holder. Therefore to compute the dynamic response of
the holder, a point mass must be assigned to its rigid body reference point. The actual
mass of the holder was not important; what important was that the mass should be
of the same order of magnitude as the mass of the blank.

The reason to make punch, die and holder as analytic rigid bodies was that contact
with analytical rigid surfaces tends to be less noisy than contact with discrete rigid
bodies. It was because analytical rigid surfaces can be smooth, whereas discrete rigid
bodies were inherently faceted. Therefore, by defining rigid bodies as analytical
rigid saved a lot of computation time. But analytical rigid surfaces cannot have
contact properties. This created a problembecause the holderwas constantly applying
pressure on the blank. So, when there was no blank in-between die and holder, the
holder will accelerate indefinitely. Because of which stopper was used. The stopper
was used only to restrict themotion of the blank holder. The stopper was a 3D discrete
rigid part with an extrusion base feature.
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Table 1 Material properties

Material Yield stress
(MPa)

Ultimate stress
(MPa)

n (Strain
hardening
exponent)

K (Strength
coefficient) (MPa)

EDD steel sheet 155 250 0.237 431

Table 2 Lankford coefficients and plastic potentials

Ro R45 R90 R11 R22 R33 R12

1.67 1.16 1.76 1.0 1.01 1.17 1.11

3.3 Property Module

As punch, die, holder and stopper were rigid bodies, they did not require anymaterial
to be assigned. Only blank was assigned material properties. The material of blank
was extra deep drawing steel. Thismaterial was used because it is widely used in parts
subjected to deep drawing. Material properties are shown in Table 1. To model the
anisotropy of material, plastic potentials were calculated from Lankford coefficients,
and both are shown in Table 2. After defining the material, a section was defined with
the same material. Because our material was anisotropic, a material orientation for
blank was defined before assigning this section property to the blank. To define the
material orientation of the blank, a global coordinate system was used as a reference.

3.4 Assembly Module

All the parts were created as dependent instances with auto off-set from other
instances toggled on. Blank was placed such that the global z-axis was perpendicular
to the blank plane. Then die, holder and punch was assembled around blank with
assembly constraints. The stopper was assembled on the die and away from blank, so
that stopper will not create problem in future iterations with modified blank shape.
The assembly of all five parts is shown in Fig. 9.

3.5 Step Module

The first step was the initial step which was auto-generated to solve the boundary
conditions without any loading. Then, the second step was created to apply holder
force on the blank and named as Hold force. It was an explicit dynamic step. Step
time for Hold force was 0.0001 s. This time period was suitable for the application
of the holder force because it was long enough to avoid dynamic effects but short
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Fig. 9 Assembly of deep-drawn simulation parts

enough to prevent a significant impact on the run time for the job. The third and
final step was deep-drawn. It was also an explicit dynamic step. Its time period was
calculated earlier and was 0.5 s.

In addition to default field output request and history output request, one more
history output request was defined. This output request was defined for a deep-drawn
step. Domain for this request was the set created in the blank part of all points. The
output variable was U3. U3 was the global z-coordinate. From this, we calculated
the height of the cup at points in the set domain. As we need the height of the cup
at the end of the simulation, the frequency of the output was set for a single evenly
spaced time interval.

3.6 Interaction Module

Here two interaction properties were required. One for friction contact between
blank and tools. And second for hard contact between blank holder and stopper.
All interaction properties are shown in Table 3. For friction interaction, the static
coefficient of friction was 0.15, and the dynamic coefficient of friction was 0.05. The
decay coefficient for exponential decay was 1. The pressure overclosure for stopper
interaction was “Hard” contact.
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Table 3 Interaction properties

Interaction
property

Contact property Friction formulation Mechanical
constraint
formulation

Friction Tangential
behavior

Static-kinetic exponential decay Kinematic
contact method

Stopper Normal behavior – Penalty contact
method

3.7 Load Module

In this module, loads and boundary conditions were to be defined for the analysis. For
the reference point of die and stopper, ENCASTERwas defined in the initial step and
propagated to subsequent steps. For the reference point of the holder, all degrees of
freedom except U3 was constrained to zero and also propagated to subsequent steps.
For the reference point of the punch, all the degrees of freedom in the initial step was
constrained and was propagated to hold force step. But this boundary condition was
modified in deep-drawn step and U2 was set to be −50 with a smooth amplitude.
As earlier mentioned that only a quarter of the blank was considered because of
orthogonal symmetry. Symmetry boundary conditions were applied at the faces of
the blank. Also because an only quarter of the blank was considered, 1/4th of the
blank holding force was applied. At the reference point of the holder, −5000 N was
applied in CF3 with a smooth amplitude.

3.8 Meshing

As mentioned earlier punch, die and holder were not required to mesh. For stopper,
default mesh settingswere used, because rigid bodies and elements that were part of a
rigid body do not affect the global time increment. The blankwasmodeled using a 10-
node modified quadratic tetrahedron element. Blank was seeded by number method
so that the order of nodes at the edge of blank does not change with modification in
iterations. Because the output used in Isight was defined by node numbers. Meshed
blank is shown in Fig. 10a.

3.9 Job Module

Defaults setting were used to submit the job. The name and location of the output of
the job were noted because these files were used as input of Isight.
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Fig. 10 a Meshed blank,
b ears in the deep-drawn cup
from a circular blank

3.10 Visualization Module

In this module, the deformed shape of blank and various output variables was plotted.
The set of nodes corresponding to the set of points created in the blank part was
plotted, and node number corresponding to each point was noted for mapping of
data in Isight. The deformed shape of blanks in various iterations is shown in Fig. 11.
A plot of various energies of the first iteration is shown in Fig. 6.

Fig. 11 Blank shape and their corresponding deep-drawn cups
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4 Automation of Algorithm

Isight is a powerful tool for effectively and efficiently managing simulation-based
design processes. In this work, Isight was used to automate the flow of data. Two
application components: (1) ABAQUS and (2) calculator and one process component
Loop were used. The workflow of Isight is shown in Fig. 2.

ABAQUS component was configured to take the.cae file created for simulation of
deep-drawn process to read for input variables. Radial dimensions of all the points
were selected as the input variable. The.obd file which was the output of the simu-
lation was selected to read the output variables. The U3 value of the last frame for
all the nodes noted in the visualization module of ABAQUS was selected as output
variables.

The calculator componentwas used to calculate the error in height at various points
and then corresponding new radial dimensions. In this component, six parameters
were created: (1) Dim, (2) Height, (3) Error, (4) NewDim, (5) MaxError and (6)
PMaxError. Except for MaxError and PMaxError, the structure of all the parameters
was an array. The radial dimensions from the ABAQUS component were mapped to
the Dim parameter in order, and the U3 value of nodes was mapped to the Height
parameter in the same order. Then, Error parameter was calculated from the U3
parameter. The MaxError was defined as the absolute maximum value of the Error
parameter. NewDimwas calculated from the addition of the Dim parameter and 0.53
times of Error parameter. The value of PMaxError was set to be more than MaxError
for the first iteration.

The Loop component iterates the process until the value of MaxError was
greater than the PMaxError. MaxError was mapped to PMaxError of the calculator
component for new iterations.

5 Numerical Results

The effectiveness of the optimization algorithm presented above was demonstrated
with the almost absence of ears in the final result. Here the drawing of a cylindrical
cup was considered. The assembly of the simulation is shown in Fig. 9. The initial
blank shape was a circle. When this circular blank was subjected to a finite element
deep drawing simulation, the cup that forms showed earing as can be seen in Fig. 10b.

This shape of Fig. 10b is very different from the target shape of a cup of uniform
height. The shape of the quarter cup is shown in Fig. 7a. The error was calculated
in the first iteration of the quarter cup using the procedure mentioned earlier. The
maximum error was found to be 4.75 mm.

The errors at each point were used to modify the shape of the initial circular
blank. A value of 0.53 was chosen for the scaling factor, K, to calculate the new
radial dimensions of these points. The new finite element model with the modified
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blank was subjected to finite element analysis again. The modified quarter blank
shape and its corresponding cup are shown in Fig. 11b.

Once again the errors were calculated at each point. In this iteration, themaximum
error was 1.33 mm which was less than that in the first iteration using the circular
blank. The iterative process was repeated until the maximum error in the present
iteration was greater than the previous iteration. This happened at the 8th iteration.
So, the optimal shape of the blank was the shape of the blank in the 7th iteration. The
maximum error in the 7th iteration was 0.08mm. The blank shape and corresponding
deformed shape of the 7th iteration are shown in Fig. 11c.

The reduction in the maximum error as iterations progress is shown in Fig. 12.
The modification of the radial dimension with iteration is shown in Fig. 13.

The maximum error dropped quite rapidly in the first three iterations after which a
point of diminishing returns was reached. Error reduction was achieved with greater
difficulty over the next four iterations. At the end of the 7th iteration, the maximum
deviation was about 0.08 mm from the target height, and convergence was achieved.
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6 Conclusions

A simple but very effective algorithm has been mentioned and used here for the
optimization of blank shape problem for deep drawing of cups without ears. The
algorithm used an iterative process to arrive at the optimum blank shape. Each itera-
tion involved a finite element simulation to generate a deformed shape from a blank.
An error measure was used to generate new radial dimensions that were used to
modify the blank shape for the next iteration. The effectiveness of the method has
been demonstrated with the almost absence of ears in the cup drawn at 7th iteration.
The number of iterations required was less than other optimization methods. The
method’s simplicity coupled with its effectiveness makes it a very viable procedure
for ear minimization in practical deep drawing problems.

Use of ABAQUS/CAE to prepare the model for simulation and then use of Isight
to automate the process decreases the design time and load on the designer. Isight
provides a very easy way to do a simulation-based design process.
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Performance of Hydrodynamic Journal
Bearing Operating with Shear-Thinning
Lubricants

Vivek Kumar , Kush Shrivastava, Kuldeep Narwat, and Satish C. Sharma

1 Introduction

Hydrodynamic journal bearing is generally used for supporting radial load acting on
rotating machines [1, 2] such as turbines, pumps, compressors, etc. In such bearings,
the mating surfaces are separated by a thin film of lubricant. The film pressure
required to support external load is generated by churning of lubricant in narrow
passage between the bearing surfaces. Therefore, converging passage, viscous media
and sufficient operating speed are prerequisite for safe and reliable operation of
hydrodynamic journal bearings [2].

Since the first use of journal bearing [3], numerous theoretical/experimental inves-
tigations were carried out to examine and improve the performance of such bearing
system. The performance of journal bearing significantly depends upon the geom-
etry of bearing and lubricant employed during its service. Initial design of journal
bearing system is mostly confined with circular shape of shaft and bearing. However,
ever rising demands of higher production rate made the machines to operate under
extremely heavy load and high speed. Under such stringent conditions, the conven-
tional circular bearings are unable to produce desirable performance. Therefore,
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with the advancement in manufacturing technologies, non-circular bearings were
more frequently produced and employed in turbo-machine applications. These non-
circular bearing such as pressure dam bearing [4], elliptical bearings [5], multi-lobe
bearings [6], titling pads bearings [7], etc. provides better rotor-dynamic performance
and stability as compared to conventional circular bearings.

Recently, laser surface texturing [8, 9] is establishing as a new way of improving
the tribo-performance of hydrodynamic bearings. In these techniques, micro-dimple
and grooves patterns are generated over the bearing surface. These dimples act as
numerous micro-bearings [8] and has the ability to enhance the performance level of
tribo-pairs operating in different lubrication regimes. Many studies [8–14] have been
reported examining the performance of textured surface fluid film bearing.Majorities
of these studies reported a marked increase in the load carrying capacity [8, 11, 14]
and reduction in coefficient of friction [8–10, 12], provided optimization of texture
attributes under given operating conditions. Once the journal bearing is manufac-
tured and employed in engineering applications, its performance can be effectively
managed by an appropriate selection of type and quantity of lubricant. In most engi-
neering applications, certain additives such viscosity improver agents, anti-friction,
anti-wear agents, rust inhibitors, etc. [1, 2] are added to the base stock oil. This is
done to impart specific characteristics to the lubricant. As a results of this, the lubri-
cant during its intended use exhibits nonlinear behavior for shear-stress versus strain
rate. Some experimental studies have been reported examining the effect of addi-
tives on coefficient of friction between tribo-pairs such as journal bearings [15, 16],
sliding surface [17] and friction clutch [18]. Experimental and theoretical study from
Wada and Hayashi [15] recommended that cubic shear-stress fluid model satisfac-
torily describes the non-Newtonian characters of lubricants blended with viscosity
index improvers. However, then many theoretical investigations [19–26] have been
reported investigating the effect of nonlinear behavior of lubricant on performance
of fluid film bearings. The nonlinear behavior of lubricant in these studies has been
characterized using theories/law such as couple-stress theory [19–24], micropolar
theory [25], power law [26], cubic shear-stress law [15], etc. The couple-stress and
micropolar theories are mainly concerned with effect of size of additives [18–24]
on the performance of fluid film bearing systems, operating with non-Newtonian
lubricant. It has been reported that an increase in characteristic length of additives
and coupling number can enhance the load carrying capacity, increase minimum
film thickness and decrease lubricant flow rate through the journal bearing system.
Other theories such as power law, cubic shear-stress law, etc., define nonlinear rela-
tionship between shear-stress and strain rate. Numerical investigations [15, 24] have
been reported on journal bearing operating with shear-thinning and shear-thickening
lubricants, as described by cubic shear-stress law and power law fluid model.

The available published literature discussed above indicates that the non-
Newtonian lubricants are commonly employed to enhance the performance of hydro-
dynamic journal bearing. It was reported that cubic shear-stress fluid model [15]
satisfactorily approximates the shear-thinning behavior of commercial lubricants,
containing long-chain polymer additives as viscosity index improvers. Some studies
[15, 19, 23–25] are reported examining the steady-state performance of journal
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bearing, operating with non-Newtonian lubricants. To the best of author knowledge,
very few studies are available dealing with influence of shear-thinning lubricant on
dynamic performance of hydrodynamic journal bearing. In view of above, this study
has been planned to examine the effect of shear-thinning nature of lubricant on the
rotor-dynamic coefficient of hydrodynamic journal bearing system.

2 Mathematical Formulation

Figure 1 depicts the configuration of hydrodynamic journal bearing system under
consideration. The non-Newtonian lubricant exhibiting shear-thinning behavior is
supplied from a supply hole located at top of the bearing. The lubricant flow condition
between journal and bearing is considered laminar, incompressible and iso-viscous.
In steady-state operation, the flow of lubricant inside the clearance space is governed
by generalized Reynolds equation described as flows:
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∂ p
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where Fo, F1 and F2 represent viscosity integrals of lubricant and describe as
follows:

Fig. 1 Journal bearing system and unwrapped bearing surface
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The film thickness expression for journal bearing configuration is described as
follows:

h = 1 − x ∗ cos(α) − z ∗ sin(α) (2)

The shear-stress versus strain rate relationship for lubricant is governed by
Rabinowitsch fluid model.

τ + nτ 3 = γ (3)
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where n is known as fluid nonlinearity index.
In present work, finite element approach is used to solve Eq. 1 for computing

film pressure distribution. The bearing surface is divided into sub-domains using 2D
quadrilateral elements. The pressure within an element is assumed to be distributed
linear along x- and z-direction.

p =
4∑
j=1

[
N j p j

]; N j = 1

4
(1 + ξiξ)(1 + ηiη) (5)

The weak form of Eq. 1 has been obtained using weighted residual approach. The
shape function of primary variable is taken as weights.
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The simplification of above Eq. 6 yields set of algebraic equations, and these
elemental equations can be assembled in matrix form as described below.

[
F

]{p} = [
Q

] + �
[
H

] + ẋ j
[
S j

] + ż j
[
S j

]
(7)

The above equation depicts assembly of fluidity matrix, pressure vector, flow
term, hydrodynamic term and squeeze terms along x- and z-direction, respectively.
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Boundary condition:

1. At axial boundary:z = ±L/2; p = pa
2. At lubricant supply location:x = 0; 2πr j ; p = pa
3. Gaseous cavitation (Reynolds boundary condition) [26]: x = xc; p = 0; ∂p

∂x =
0.

The solution of Eq. 7 under steady-state operation
(
ẋ j = ż j = 0

)
provides film

pressure distribution on bearing surface. The integration of film pressure values on
bearing area provides fluid film reaction.

Film reaction: F =
[(
Fx

)2 + (
Fz

)2]1/2; (8)
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Newton–Raphson method is used to obtain dynamic state
(
ẋ j �= 0; ż j �= 0

)
solu-

tion of Eq. 7. This will provide fluid film pressure gradient along x- and z-direction,
which can be used to describe film stiffness and damping coefficients.
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∂Fz

∂ ẋ
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The dynamic coefficients of bearing system are used to compute the threshold
speed (ωt ) margin of journal bearing.

ωt =
[
mc

F

]1/2

(12)

where mc is critical mass of journal, whose value depend upon the film direct and
cross-couple stiffness and damping coefficients. The system becomes stable if mass
of journal becomes lesser than the critical mass of the bearing system.
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3 Solution Procedure

The analysis presented in preceding section has been used to simulate hydrodynamic
journal bearing. The analytical solution ofReynolds equation (Eq. 1) is a cumbersome
process due to nonlinear nature of partial differential equation. Therefore, finite
element numerical technique is used to obtain solution of problem. The bearing
input parameters are listed in Table 1. Bearing surface is divided into discrete regions
using 4-node quad elements, and film pressure has been computed iteratively, using
Newton–Raphson’s method. A grid size of 50*.

A total of 20 nodes have been taken to generate mesh-free numerical results.
The solution scheme adopted to perform finite element simulation of bearing is
presented in Fig. 2. The convergence of iterative scheme is based on eccentricity
of the bearing. A convergence (Eq. 13) of order of 10−05 is defined on eccentricity
between successive iteration. Once the convergence criteria are satisfied, film pres-
sure and performance indices mentioned in previous section of the manuscript will
be computed.

Table 1 Bearing geometric and operating condition

Input parameters Dimensional value Input parameters Dimensional value

Shaft radius (rj) 50 mm Radial clearance 0.05 mm

Axial length of bearing (L) 100 mm Supply pressure 0.101325 MPa

Operating speed (N) 500 RPM Lubricant viscosity 0.0345 Pa s

External load (W ) 6.77–9.94 kN Lubricant density 860 kg/m3

Fig. 2 Solution scheme
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Figure 3 depicts validation of mathematical model/numerical solution scheme
with available published [23] results for hydrodynamic journal bearings. The finite
element method based solution scheme depicted in Fig. 2 has been used to repro-
duce the numerical results of reference study [23]. Figure 3 shows variation in load
supporting capacity of finite journal bearing with respect to eccentricity ratio. It can
be clear seen that result from two schemes are in good agreement with each other.
This justifies the accuracy of solution scheme to numerically simulate hydrodynamic
journal bearing.

4 Results and Discussion

In this section, numerical results are discussed, obtained following numerical simula-
tion of hydrodynamic journal bearings. Influence of external load and shear-thinning
(n) behavior of lubricant is examined on the performance indicators of the hydro-
dynamic journal bearing. With a value of fluid nonlinearity index (n) approaching
to zero, the lubricant is going to exhibit Newtonian character. The performance of
bearing is examined in terms of physical quantitates such as film pressure, min. film
thickness, film frictional torque and film rotor-dynamic coefficient.

Figure 4 depicts influence of lubricant nonlinearity index (n) on fluid film pressure
distribution for bearing operating under varying external load. It can be seen that for
a given external load, an increase in nonlinearity has very little effect on maximum
value of fluid as well as pressure distribution. However, an increase in external
load value significantly affects peak value of film pressure and its distribution in
bearing domain. This might be due to that fact that to sustain heavy low, the fluid has
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Fig. 4 Pressure distribution in bearing for Newtonian and shear-thinning lubricant as a function of
external load

to generate higher magnitude of fluid film pressure values on the bearing surface.
The effect of lubricant nonlinearity index (n) and external load on minimum film
thickness is depicted in Fig. 5. A continuous reduction has been observed with
respect to increase in the external load imposed on bearing system. Also, as lubricant
nonlinearity index is increased, a significant reduction in min. film thickness has
been reported. This is because an increase in n leads to a reduction in the apparent
viscosity of lubricant. The reduction inmin. film thicknesswith respect to n is noticed
to be lying in the range of−22.83 to−31.88%, as the non-dimensional external load
is increased from 1.5 to 2.2 (Fig. 5).

Figure 6 presents the influence of external load and shear thinning behavior of
lubricant on film frictional torque. It has been found that by increasing the external
load, the frictional torque of system continuously increases. Further, it was observed
thatwith an increase in shear-thinning coefficient/fluidnonlinearity index (n), the fric-
tional torque in the system reduces significantly. This can be accounted for the reduc-
tion in the apparent viscosity of the lubricant for an increase in n. Although the use of
non-Newtonian lubricant (n = 0.5, 1) reduces friction torque in the bearing system,
maximum percentage increase in frictional torque w.r.t external load is noticed to
be maximum for non-Newtonian lubricant (31.8, 32.5%) as compared to Newtonian
lubricant (+20.4%).

The numerical results for direct film stiffness coefficient (K xx and K zz) are
presented in Figs. 7 and 8. It has been observed that an increase in external load leads
to a reduction the stiffness coefficient K xx . The shear-thinning nature of lubricant
is reporting to enhancing the value of K xx . On the contrary, the stiffness coefficient
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Fig. 5 Min. film thickness
versus load

(K zz) is noticed to be enhanced with an increase in external load. Also, the shear-
thinning behavior of lubricant is noticed to reduce the direct stiffness coefficient
K zz . However, this effect is found to be diminished progressively with an increase
in external load. Figures 9 and 10 depicts the influence of fluid nonlinearity index
on direct film damping coefficient (Dxx and Dzz) of the bearing system operating
under a wide range of external load. It has been found that increase in external load
tends to increase the damping coefficients of journal bearing. Further, the shear-
thinning behavior (n = 0.5, 1) of lubricant is also noticed to be enhance the damping
coefficients. The effect of n on damping coefficient is noticed to profound at higher
values of external load acting on the system. The Dxx is reported to gradually increase
from 1.8% to 4.5%, with an increase in external load from 1.5 to 2.2. A substantially
higher gain (6.7–18.7%) has been observed in Dzz by the use of shear-thinning
lubricant (n = 1), when external load has been increased from 1.5 to 2.2.

Figure 11 depicts variations in the threshold speed margin of bearing for an
increase in external load acting on the system. The threshold speed margin depends
upon direct and cross-coupled stiffness and damping coefficients. It can be seen that
threshold speed margin of bearing system almost decreases linearly with a gradual
increase in the external load. Further, it has been found that shear-thinning behavior of
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Fig. 6 Frictional torque
(T f ) versus load

lubricant slightly reduces (−0.3 to−0.38%) the threshold speed of the hydrodynamic
journal bearing system.

5 Conclusions

Following conclusion can be drawn from the numerical simulation of hydrodynamic
journal bearing operating with shear-thinning lubricant.

• The shear-thinning of lubricant has minimal effect on maximum film pressure but
significantly reduces (−31.88%) the min. fluid film thickness of journal bearing
system under given operating conditions.

• The film frictional torque significantly reduces (−18.5 to −5.8%) owing to the
use of shear-thinning lubricant. The reduction in frictional torque is noticed to be
larger at lower values of external load acting on the system.
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Fig. 7 Stiffness coefficient (Kxx) versus load

• The shear-thinning of lubricant and external load is noticed to be beneficial in
enhancing the film rotor-dynamic coefficients stiffness (K zz, Dxx and Dzz) of
the hydrodynamic journal bearing.

• An increase in external load is reported to significantly reduces the threshold
speed margin of the journal bearing; however, threshold speed margin is noticed
to be almost invariant to shear-thinning of lubricant.
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Design and Comparison of Different
Available Model of Prosthetic Knee Joint

Himakshi Pareta and Manish Chaturvedi

1 Introduction

The composite materials were as traditional material in many engineering fields, but
it was not stable at high temperature conditions. Later a ceramic material was used
in place of composite material. It was more stable at high temperature conditions
than composite materials but it mechanically unstable due to low toughness. To get
rid of this instability, the new material has been invented in 1984 in Japan called
as functionally graded material (FGM) [1]. It can withstand at high temperature
conditions up to 2000 °C and specially designed for aerospace industries. The FGM
is referred as a material with changing porosity, microstructure and composition
through the volume of material (1). To perform a set of various functions, the FGM
was designed by varying properties with the volume of bulk material regarding their
area of application in which they can be used [2]. There are different types of FGM
available include.

2 Literature Survey

Shah et al. [3] represented a study on natural human knee joint through FEM
simulation-based analysis. The aim was to study ligaments under the loads ranging
from 10 to 1010 N. The conclusion of the study is that any increment of force from
10 to 1010 N leads to decrement in fatigue life of human knee joint. High perfor-
mance and low-cost prosthetic knee joint (PKJ) were developed by Fu et al. [4] by
using experimental and simulation-based analysis. The material used for designing
PKJ model with parallel spring and damping mechanism is 7075 aluminium alloy.
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The testing was done by applying a 2500 N vertical force on PKJ modal. It was
observed that the displacement is 0.2593 mm and max. stress is 1.1765× 108 N/m2,
and parallel spring buffers flexion angle and damper regulate the swing speed of
the shank. Simulation-based FEM analysis was studied to designed four-bar linkage
transfemoral AKP model by Alhakim et al. [5]. The aim of the study is to find out
the stress analysis of AKP transfemoral model in gait cycle. The material used for
this AKP modal is Al-alloy 6061. The load of 1000 N has been applied on the modal
at three moment position, i.e., 00-150, 150-00, and 00-300. Maximum von Mises
occurs at 14.570 and minimum at 00 at the face of initial contact. Microcontroller-
based transfemural PKJ was developed by Purba and Pudjilaksono [6]. To improve
the passive functionality of PKJ model and also reducing manufacturing cost and
weight, simulation-based FEM analysis is used. The materials used for developing
model are Al-alloy 6061, Al-alloy 7075, AISI 4103 steel. The testing was done at
1200 N vertical load. As a result, the best material selected for manufacturing PKJ
was Al-alloy 6061.

3 Prosthetic Knee Joint Specifications and Materials

The knee joint should be capable to withstand during shocks, and transient loads
occur under human walking conditions. The prosthetic knee joint should be capable
to bear approximately three times the patient’s bodyweight. All prosthetic knee joint
models are assumed to be made up from aluminium alloy Al-T6061 [7]. Aluminium
alloy is used to develop all the parts of prosthetic knee joints because aluminium is
easily available at low cost, easy to machine, has a high strength-to-weight ratio and
acceptable safety. Easy machining process of aluminium saves the manufacturing
time thus helps to reduce manufacturing cost. Table 1 illustrates the material and
mechanical properties used for the current study purpose.

4 Methodology

Thepresent study be based on two steps, firstly the process ofmodelling and secondly,
the stress analysis. All of them are performed using SOLIDWORKS 15 and ANSYS
18.1. Three types of prosthetic knee models were used on this current work named
as D1, D2, D3. The stress analysis of all 3D models based on finite element method
is performed to determine the stress distribution. The fine meshing of 2 mm size has
been used for model in study (Fig. 1).
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Table 1 Material and
mechanical properties of
Al-T6061

No. Property Values
(Al-T6061)

Unit

1 Density 2.77 g/cm3

Isotropic elasticity

2 Young’s modulus 68,900 MPa

3 Poisson ratio 0.33 -

4 Bulk modulus 6.7549E+10 Pa

5 Shear modulus 2.5902E+10 Pa

Strength properties

6 Tensile yield
strength

276 MPa

7 Compressive
yield strength

276 MPa

8 Tensile ultimate
strength

310 MPa

D1 Single point                 D2 Polycentric Jaipur                 D3 Polycentric Above             
prosthetic knee joint               Stanford knee joint                    knee prosthetic joint    

Fig. 1 Geometry of three different prosthetic knee joints

5 Boundary Condition for Analysis Model of Knee Joint

The boundary condition used for performing analysis on prosthetic knee joint model
includes two points application, at one point the load was applied while the other
end was kept fixed. A vertical load of 1000 N was applied at tip of upper part of
femoral component while the bottom part of tibial component was kept fixed. All 3D
models of prosthetic knee joints were simulated the load when the prosthetic knee
joint model moves at an angle of 0.140, 4.60, 14.270, 14.570. Figure 2 illustrates
the boundary conditions applied to single axis PKJ model for all four angles. All the
boundary conditions were applied to the angle positions that form during the initial
phase of contact, loading response and mid-stance. Similar boundary conditions and
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Single axis PKJ (Load = 1000N) 

Angle = 0.170 Angle = 4.60

Angle = 14.270 Angle = 14.570

Fig. 2 Boundary conditions applied on single axis prosthetic knee joint validation study

motion angles were taken for all the prosthetic knee joint models for performing
finite element analysis using ANSYS WORKBENCH 18.1.

Design I prosthetic knee jointwas validated against thework done byKadhimet al.
under similar loading as mentioned in paper [8]. Prosthetic knee design I model was
developed of approximately similar dimensions as that of referencemodelmentioned
in [8]. Figure 3 shows the maximum von Mises stresses developed in the reference
model and design model I. The material assignment for both the models was similar
that of aluminium alloy 6061 and both the models were subjected to similar loading
conditions. Figure 3 clearly illustrates that the maximum stress developed in design I
was 38.76MPawhich was close enough to the referencemodel stresses (40.85MPa).
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Fig. 3 Stress distribution in
reference model and
prosthetic knee design I

6 Parametric Study

This study involves the comparison between the three prosthetic knee joint models at
different angles. All the prosthetic knee joints are compared and analysed by using
ANSYS WORKBENCH 18.1. The observed maximum von Mises stresses in all
model at different angles have been summarized in Table 2.

The weight of design I including the assembly parts is 1.19 kg and the overall
weight of design II including the assembly parts is 1.42 kg and weight of design III
is 1.26 kg. So, on the comparison basis on weight, the design III will be best. Though
the single axis PKJ is seen to have lightest be simple among all the three designs, it
may be difficult in single-axis PKJ to control or if locked and result a different gait
from the natural gait. Polycentric knee designs for prostheses can offer amore similar
or mimic of natural gait by permitting the knee to flex during walking while allowing
the user to control the joint with less effort. An appropriately designed polycentric
knee, due to the changing position of the instantaneous centre of rotation (ICR), can

Table 2 Observed maximum von Mises stresses in all model at different angles

Design/Phase at
different position

Phase of the
initial contact
angle 0.170
maximum von
Mises stress
(MPa)

Phase of loading
angle 4.60
maximum von
Mises stress
(MPa)

Phase of
mid-stance angle
14.270 maximum
von Mises stress
(MPa)

Phase of terminal
stance angle
14.570 maximum
von Mises stress
(MPa)

Design I 28.776 40.361 68.622 69.514

Design II 53.298 46.008 69.747 76.536

Design III 44.002 40.169 30.263 28.505
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help an amputee user to have better voluntary control—that is, the user may utilize
the residual thigh musculature more effectively to provide stable load bearing with
lower effort than a hinge knee (when knee flexes a curve is traced by the ICR which
is known as centrode) (Fig. 4).

There are also somemore advantages of a polycentric PKJ that is high knee flexion
angles and good clearance of toe during swing due to limb length shortening. A four-
bar mechanism is the simplest and mostly used solution for a polycentric PKJ. The
polycentric knee design III is seen to be optimum through the point of functionality
and weight of model. The final results are:

1. Initial phase at 0.170: D2 > D3 > D1
2. Phase of loading at 4.6: D2 > D1 > D3
3. Mid-stance phase at 14.270: D2 > D1 > D3
4. Terminal phase at 14.570: D2 > D1 > D3

7 Conclusion

Hence, on the basis of above results, it was clear that the knee joint design D3 is
the optimum design on the basis of maximum stresses, manoeuvrability and weight
reduction parameters. Though D1 design is simple and has minimum stress in initial
phase of walking but as it works on the single-axis mechanism and restricts the
motion of prosthetic knee joint, it is locked and requires large effort to control it.
D2 and D3 both prosthetic knee designs work on the multi-axis principle but it was
found that D3 design requires the less machining processes in comparison to D2
design. Thus, D3 design seen to be optimum design among all current prosthetic
knee designs under given loading conditions.
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Angle= 0.170 Angle =4.60 Angle =14.270 Angle= 14.570

Fig. 4 Stress distribution of three different models at different phase angle
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Numerical Investigations on Steady-State
Dynamic and Transient Rolling
of Automobile Tire

Subhajit Konar and Vijay Gautam

1 Introduction

Numerical analysis (FEA) of an automotive tire has become an inevitable aspect of
the tire design coupled with failure analysis for almost all the automotive industries
dealing in tire design and manufacturing. Tire modeling with Abaqus is generally a
complicated process involving complex material models comprising of hyper-elastic
rubber and textile reinforcements, large model size data, too lengthy simulation
time, and various convergence issues. FEA is a powerful simulation software solu-
tion which is adopted in many automotive and tire industries, for understanding the
efficient behavior of engineering systems under a variety of loading conditions. An
FEmodel provides fairly accurate results as has been shown bymany researchers. An
FE analysis helps in accurately simulating the actual conditions without performing
the experiment. CAE is one of the FE tools that has been mostly employed in the tire
industry due to its versatile capability in modeling composite material layers with a
considerable focus on the tire structure to a bigger scenario than is available in other
numerical analysis software [1]. Hall et al. presented a paper [2] with explicit finite
element results for the transient macroscopic behavior of an automotive tire with
the objective to develop a methodology for modeling for an advanced LS-DYNA
finite element simulation of a rolling tire that can be used to provide internal tran-
sient stresses and strains to address the design and development of sensor systems
technology for the industry. Xia [3] developed a three-dimensional finite element
model for tire and terrain interaction as well as a finite strain hyper-elasticity model
for material modeling of rubber using kinematic behavior.
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The tire-body is generally analyzed and understood to have a longer fiber
composite material where there is an interaction of the elastomeric matrix of rubber
with enforcing steel wires as well as other non-metallic reinforcements, known as
textile cords (such as PA 6.6, PES textile fibers). The tire-body behaves as a specific
composite material with different cord angles, thicknesses of various layered plies,
cordmaterials, cord constructions, and the basematerials (different chemical compo-
sitions of rubbers as a matrix). The composite structural parts of the tire-body are
steel wire/cord belts, textile carcass, and also a belt made of textile. The material
used in tire is also investigated by many papers. For material modeling, there exist a
number ofmaterial models which have been used to evaluate and describe a nonlinear
behavior of stress–strain in rubbers, out of which the most important models are
Arruda–Boyce [4], Marlow [5], Ogden, Polynomial, Van der Waals (Kilian Model),
and Yeoh. Mooney-Rivlin model and Ogden model are the most popular. These
models were found to be more accurate than other models for FE analysis of tire on
Abaqus.

Tire with road interaction is being studied and optimized to enhance the ease
of handling of a vehicle to ensure the safety and comfort of the occupants under
challenging circumstances. Conradie studied behavior of off-road tires due to radial
loading conditions [6]. Tires are the only parts of a vehicle which are in intimate
contact with the variety of road surfaces. The required safety during acceleration,
intermittent braking, frequent steering, and cornering all depend on a relatively small
area of contact presented between the road surface and the tires. Due to these reasons,
tires are considered the most important components of vehicles as far as the safety
is concerned. These are designed to accomplish the fundamental sets of various
functions such as offering dampingwith cushioning, stability on the different terrains,
and quite often a better steering response, at the same time reducing rolling resistance
and resulting of low noise and vibration. Tires also must withstand stresses due to
contact with stones, sharp objects on the road, besides frictional forces due to rolling.
Due to these, the probability of failure of tires becomes extremely high. Therefore,
the design engineers are taking specific interest in determination of behavior of tires
in the area of dynamics of vehicles. Many researchers and investigators have tested
and tried to solve intricate and robust mathematical models during the past years to
explain the kinematics and dynamics of the rolling of tires on the rigid and deformable
surfaces. The simulations of deformations of tire can be utilized as a tool to compare
the behavior of tires being operated under a wider range of operating conditions. A
lot of research has been carried out on car tires considering calculation of rolling
resistance [7], cornering characteristics [8], and tire/terrain interaction [3]. But very
few papers are available which discuss the stresses generated due to perforations in
a tire.
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1.1 Automobile Tire

Tire plays an inevitable role in case of a vehicle movement. It seems to be an unavoid-
able part of an automobile wheel assembly. Tire acts as a mechanical shock absorber
that acts as a cushioning system. It is a rubber casing with steel reinforcement inside
gets attached to the wheel rim. It is solely responsible for generating the required
amount of friction force. Generally, the tires that are in automobile applications are
pneumatic ones. A pneumatic tire is held under high internal air pressure to carry
the required amount of load. Usually, a rubber tube is used inside the tire casing
for holding air pressure, but nowadays automobile companies are more interested in
tubeless tires (Fig. 1).

Forces andMoments Acting on Tires. The coordinate system helps in determining
the forces andmoments acting on the tire. The force acting along the X-axis is known
as longitudinal force (Fx), and the moment acting about X-axis is called overturning
couple. The force acting along the Y-axis is known as lateral force (Fy), and the
moment acting about Y-axis is called rolling resistance moment. The force acting
along the Z-axis is known as vertical force (Fz), and the moment acting about Z-axis
is called self-aligning torque. Side drifting is also a phenomenon that is occurred due
to the lateral force. The angle between tire direction and traveling direction is called
slip angle (α) as shown in Fig. 2.

2 Simulation

Abaqus (version 6.14-5) is used for the simulations of the engineering real-life prob-
lems. The software uses three different stages that are preprocessing, solution, and
post-processing to solve problems.

Fig. 1 a Cross section of a tire indicating various components, b cut section view of an automobile
tire
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Fig. 2 Forces and moments
acting on a tire in three
dimensions [6]

2.1 Part Module

A 2D axis-symmetric model of tire has been created in this module. The entire 3D
model has been generated by mirroring the partially generated model with respect
to a vertical line situated on the symmetry plane of the tire model. The dimensions
of the radial tubeless tire used are 175/80 R14, as given in Table 1.

The geometry of the part and the 3D model is shown in Fig. 3.

Table 1 Dimensions of the
tire used

Parameters Dimensions

Width if the tire 175 mm

Height of sidewall 140 mm

Diameter of the rim 14 in.

Fig. 3 a Axis-symmetric model of the tire and b full 3D model of the tire
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Table 2 Properties of the
carcass

Density (kg/m3) Young’s modulus (Pa) Poisson’s ratio

1500 9.87 × 109 0.3

Table 3 Properties of belt
material

Density (kg/m3) Young’s modulus (Pa) Poisson’s ratio

5900 172.2 × 109 0.3

2.2 Property Module

Three materials are to be defined by their properties, and then, materials are assigned
to the sections, and then, the sections are assigned to the parts, respectively. The
rubber is modeled as an incompressible hyper-elastic material and includes a time
domain visco-elastic component that is mentioned with the help of Prony series. For
an incompressible material, a 1-term Prony series is defined by using shear relaxation
modulus ratio, g, and associated relaxation time, T 1. In this paper, the used variables
are g = 0.3 and T 1 = 0.1.

Hyper-Elastic Material Models. Large deformation behavior of materials can be
represented by using hyper-elastic materials models. They are commonly used to
model mechanical behaviors of unfilled elastomer or filled elastomers, polymeric
foams, etc. Hyper-elastic materials are described with the help of a strain-energy
density function. The strain-energy density can be used to derive a nonlinear consti-
tutive model (i.e., stresses as a function of large strain deformation measures like
deformation gradient or Cauchy–Green tensors, etc.).

Carcass Material. Table 2 shows the properties of the carcass.

Belt Material. AISI S13800 stainless steel is used as the material for the belts.
Table 3 shows the properties of this material. The stress–strain graph of rubber is
further shown in Fig. 4.

Rubber. Table 4 shows the properties of the hyper-elastic rubber. The stress–strain
graph of rubber is further shown in Figs. 4 and 5.

2.3 Step Module

First step is initial step which is auto generated to solve the boundary conditions
first without loading. Then according to problem, we can select number of steps
mentioned as period of 60 s, max. number of increments of 100, initial increment
size of 0.25, minimum increment size of 0.00001, and maximum increment size of
1.
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Fig. 4 Stress–strain behavior of belt material (stainless steel)

Table 4 Properties of the hyper-elastic rubber

Density
(kg/m3)

Hyper-elastic properties Viscoelastic properties

C10 C01 D1 g_i (shear
relaxation
modulus ratio)

k_i (bulk
relaxation
modulus ratio)

tau_i
(relaxation
time)

1100 1,000,000 0 0 0.3 0 0.1

Fig. 5 Stress versus strain graph of hyper-elastic rubber
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Table 5 Interaction
properties used in simulation

Interaction Contact
property

Friction
formulation

Friction coeff.

Tire/road
surface

Tangential
behavior

Penalty 1

Field Output. Select the output variables in this manager which are required
as results are mentioned as stress components and invariants, logarithmic strain
components, translation and rotation, translational and rotational velocities, trans-
lational and rotational accelerations, contact stresses, slip velocity magnitude, and
accumulated slip displacement.

History Output. History output can be mentioned as reaction forces and moments,
translation and rotation, and translational and rotational velocities.

2.4 Interaction Module

Define the interaction between themating parts. In transient analysis of tire, frictional
contact is defined between the tire and road surface, and the properties of interaction
are also defined like friction coefficient, normal, and tangential behavior. Constraints
are also defined in this module.

Interaction Property. Normal behavior—This property is defined for all three types
of boundary conditionswhich is hard contact type. Tangential behavior—It is defined
separately for all three conditions as given in Table 5.

2.5 Load Module

In this module, loads and boundary conditions are to be defined for the analysis.
The axisymmetric partially generated tire model is loaded with an inflation load of
200 kPa and a footprint load of 1650 N. The rolling analysis is performed with a
translational velocity of 10 km/h. Inertia and viscoelasticity are considered in this
analysis. During the transient dynamic analysis, the vehicle load is applied to the
reference node of the rim. Load distribution on the tire is shown in Fig. 6.

2.6 Meshing

The mechanical model has been presented having meshing elements to be specified
as CGAX4H andCGAX3H. The roadwhich has been taken for experiment is defined
as analytical rigid body. Meshing of the tire is shown in Fig. 7.
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Fig. 6 Load distribution on
the tire

Fig. 7 Meshing of the tire

2.7 Job Module

In this module, analysis of the solution is done by solution technique full newton
method. Solution of the problem is done in incremental steps.

2.8 Virtualization Module

In this module, the result of output variables is shown by the image, animation, and
graphs for every node and element. The result of temperature and contact pressure
is shown on the animation.
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Fig. 8 Total displacement of the tire at different frames

3 Results and Discussion

This project analyzes the impact on a tire due to a curb. The steel-belted tire contains
the AISI S13800 stainless steel wires wound closely around the tire. The yield
strength of the steel is 550 MPa, and a tensile strength of 680 MPa. The dynamic
impact on the tire due to the unevenness of the road is responsible for the high
frequency noise. This high frequency noise is revealed from the high values of reac-
tion forces on the rim. The use of visco-elastic material in the matrix enhances the
damping property that eventually reduces the high frequency noise.

The following images show the displacement of the tire as it moves forward.
The total displacement is the vector sum of the displacements in the X-, Y-, and
Z-directions (Fig. 8).

The maximum stress before hitting the curb is 327 MPa. After hitting the curb,
the simulation shows an increase in the stress to a maximum value of 366 MPa. The
impact with irregularities on the road can induce extremely high stresses which can
lead to cracks on the tire and weakening of the belt material. The tire starts to move
over the curb generating a maximum stress of 333.3 MPa at the point of contact with
the curb as shown in Fig. 9.

4 Conclusions

The stress–strain relationship obtained by tensile testing of material results was fitted
to select the suitable constitutivemodel. The numerical analysis is performed, and the
results are compared to the physical experiment to validate the hyper-elastic material
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Fig. 9 The von-Mises stress distribution in belt 1 at different frames

model. The maximum stress generated in the belts of SS is 366 MPa, whereas the
tensile yield strength of the material is 550 MPa. Hence, the stresses in the belts are
well within their limits. The maximum stress before hitting the curb is 327 MPa.
After hitting the curb, the simulation shows an increase in the stress to a maximum
value of 366 MPa. The impact with irregularities on the road can induce extremely
high stresses which can lead to cracks on the tire and weakening of the belt material.

The cyclic application and removal of stresses can lead to fatigue in the belt. After
permissible number of cycles, the compression and elongation of material can lead to
its failure due to fatigue. Thus, we have computed the results with acceptable errors
by using a method which resulted in significant computational and time savings.
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Design and FEA Analysis
of Polycaprolactone Based
Bio-resorbable Cardiovascular Stent

Hrishabh Dubey , Nidhi Dixit , and Prashant K. Jain

1 Introduction

Percutaneous coronary intervention (PCI) is the most commonly used non-surgical
procedure and currently used alternative to coronary artery bypass grafting (CABG).
CABG is a procedure which includes replacement of the existing damaged artery
with other grafting vessels from somewhere else in the body [1]. Stents made up of
nitinol alloy, titanium, and stainless steel are being used by the medical practitioners
for PCI.However, thesemetal stents sometimes induce an inflammatory response that
can lead to hyperplasia. The other problems related to metallic stents also include
development of blood clots at the site of stenting which can eventually lead to a
cardiac arrest [2]. On the other hand, bio-resorbable drug eluting stents can eliminate
the problems associated with the presently used stents. These bio-resorbable stents
can be used for stenting of the coronary arteries for sufficient period of time needed
for the recovery of the narrowed artery to its original shape [3].

The various early designs that include Wallstent by Schneider, Palmaz-Schatz by
Johnson & Johnson, and Wiktor by Medtronic have now given way to the multilink,
micro, and multiple other designs [4–6]. The selection of the material for metals
stents depends on properties such as strength, elasticity, and malleability. Properties
like shape memory and biocompatibility are also taken into account while selecting
the material [7]. Various materials that are found compatible to be used for the fabri-
cation of stents include stainless steel, tantalum, and nitinol alloys. Nitinol possess
thermal shape memory property that allows self-expansion and thermally induced
collapse during deployment and removal process, respectively. In addition to this,
nitinol also possess superelastic property [8, 9]. The surfaces of the metal stents
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Table 1 Properties of
polycaprolactone

Property Value

Glass transition temperature −60 °C

Maximum temperature: mechanical 40 °C

Density 1.1 g/cm3

Young’s modulus 1.2 GPa

Poisson’s ratio 0.3

Bulk modulus 1E±09 Pa

Shear modulus 4.615E±08 Pa

Ultimate tensile strength 10 MPa

Elongation at break 300%

are mildly thrombogenic and require anticoagulant or antiplatelet procedure in short
term. However, the limitation of using metal stents is that these metallic stents are
impossible to remove practically [6].

Presently, several reports have appeared regarding biodegradable as well as non-
biodegradable polymeric stents having easy loading of drug. Several polymers
displaying shape memory behavior have been introduced with increasing trends in
shape memory polymers. Aliphatic polyesters such as poly-l-lactic acid (PLLA),
polycaprolactone (PCL), poly-d, l-lactic acid (PDLLA), and polyglycolic (PGA)
acid are presently being used for the fabrication of bio-resorbable stents [8]. The
principle of degradation for polymeric stents is the hydrolysis in the polymer back-
bone of ester bond. However, it has been reported that in few cases due to improper
sterilization, the stents sometimes also show inflammatory response, thus leading
to abnormal behavior and functioning of the associated organ [6]. In this study, the
analysis for deformation and stresses at stenting site were analyzed using computa-
tional numerical methods. This study summarizes the use of PCL as a bio-resorbable
material for stents (Table 1).

2 Materials and Methods

2.1 Material

Polycaprolactone (PCL), due to its medical approval as a material for drug delivery
devices, is used in this study despite of having low strength but better flexibility. PCL
is having a degradation time of 18–24 months which is sufficient time for the artery
to regain its normal shape [10]. It also has low specific heat and conductivity making
it feasible and ideal for small-scale modeling and fabrication of part using rapid
prototyping [11–13]. The balloon used for inflation was defined using hyperelastic
Mooney-Rivlin 2 parameter [14] (Table 2).
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Table 2 Properties of
balloon material

Property Value

Mooney-Rivlin 2 property –

Material constant C10 1.06 MPa

Material constant C01 0.71 MPa

Incompressibility parameter D1 0 Pa−1

2.2 Stent Design

The cardiovascular stent was modeled using SoildWorks as shown in Fig. 1, using
hexagonal approach. The length of the stent was kept 10.81 mm, the outer diameter
3.74 mm, strut thickness minimum 0.1 mm, and maximum strut thickness 0.25 mm.
Themaximal diagonal lengthwaskept 1.71mm,number of units along circumference
were kept 6, and the maximum width of the strut was kept at 0.15 mm [14].

(A)  Front View (B) Top View 

(C) Side View (D) Isometric View 

Fig. 1 Various views of modeled stent
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2.3 Analysis and Input Parameters

The finite element analysis is a numerical approach in solving engineering problems
and mathematical physics. FEA is not only limited to the structural strength and heat
and mass transfer analysis but also applicable on vast fields. The static structural
analysis of stent was done using ANSYS Workbench. The designed and modeled
stent was imported in STEP format. Only one ring of the stent was taken into account
for lesser consumption of time and resources, using asymmetrical approach. Large
deflection was switched on due to hyperelastic behavior of balloon. The stent was
analyzed for the instance at which the balloon has inflated to its maximum. The
meshing was done using ANSYS meshing, the default mesh was generated with
elements behavior set to quadratic, and refinement was applied. The total number of
nodes and elements were 10,187 and 51,113, respectively. The material was taken
as polycaprolactone. The pressure of 0.6 MPa was applied at the wall of balloon.
Fixed support at the ends with no slip condition was assumed as shown in Fig. 2 [12].

(A) Stent During Inflation (B) Meshed Stent

(C) Analysis Conditions 

Fig. 2 Analysis setup
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Table 3 Equivalent stress
(von-Mises stress)

S. No. Time(s) Minimum (Pa) Maximum (MPa)

1 0.2 85.215 6.2827E±00

2 0.4 348.51 1.2147 E±01

3 0.6 362.81 1.8052 E±01

4 0.9 411.31 2.671 E±01

5 1 436.68 2.9578 E±01

The results were analyzed for total deformation and equivalent stresses (von-Mises
stresses).

3 Results and Discussion

3.1 Finite Element Analysis

For testing the compressive and effective tensile modulus of the modeled stent
geometry, finite element analysis was used.

It generally gives an error of about 30%. The designed model was tested for its
structural strength at the instant of maximum inflation of balloon. The minimum
and maximum stress was 85.215 Pa and 2.95E07 Pa at an instant of 0.2 s and 1 s,
respectively, as given in Table 3, an increase in stress is observed with respect to
increase in time.

The stress versus time curve was plotted and found approximately linear as shown
in Fig. 3.

0.2 0.4 0.6 0.9 1

6.28E+00

1.20E+01

1.81E+01

2.67E+01
2.96E+01

0

5

10

15

20

25

30

35

M
AX

IM
U

M
 S

TR
EE

S 
[M

PA
]

TIME [S]

STRESS VS TIME CURVE 
Time [s] Maximum [MPa]

Fig. 3 Stress versus time curve
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Table 4 Total deformation S. No. Time(s) Minimum (mm) Maximum (mm)

1 0.2 0 5.5691E−06

2 0.4 0 2.4185E−05

3 0.6 0 4.2087E−05

4 0.9 0 7.762E−05

5 1 0 1.138E−04

The maximum deformation of 0.1381 mm at time 1 s and minimum deformation
of 0.0055 mm as given in Table 4 were observed due to the flow of blood over the
site of stenting. The graph of time versus deformation was plotted, and the curve
obtained is shown in Fig. 4.

Figures 5 and 6 represent equivalent von-Mises stress and total deformation that
occurs at the time of maximum inflation of balloon during angioplasty. Only a single
ring of the stent was analyzed for minimum consumption of resources and time.

0.2

0.4

0.6

0.9
1

5.57E-06

2.42E-05

4.21E-05

7.76E-05
1.01E-04

0

0.2

0.4

0.6

0.8

1

1.2

Ti
m

e 
[s

] 

Deforma�on [mm]

Time Vs Deforma�on Curve 
Time [s] Maximum Deforma�on (m)

Fig. 4 Time versus deformation curve

Fig. 5 Equivalent stress
(von-Mises stress)
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Fig. 6 Total deformation in
stent

4 Conclusion

The stent was modeled using polycaprolactone for its application as a material
based on its nature ideal for small-sized rapid prototyping biomedical devices. The
computer-aided design of the stent was developed as per the actual dimensions. The
structural analysis of the stent was done using ANSYS Workbench for finding out
themechanical properties like equivalent stress and total deformation of the designed
stent. After analyzing the obtained results from computational finite element anal-
ysis, it is concluded that the bio-resorbable stent made from polycaprolactone has
the maximum von-Mises stress of 29.57 MPa and a total deformation of 1.01 mm.
The mechanical strength is defined by the pressure exerted by the balloon on the
wall of the stent at maximum inflation, also the mechanical properties of the stent
are majorly dependent on the material and the design of the stent.

Acknowledgements The authors are highly grateful to the CADCAMLaboratory andDepartment
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Mathematical Analysis of a Spiral
Passive Micromixer

Syed Farhan Javed , Mohammad Zunaid ,
and Mubashshir Ahmad Ansari

1 Introduction

The micromixing depends on the contact surface area and the characteristic mixing
length (diffusion length), and in order to increase the mixing efficiency of the fluids,
contact surface areamust be increased, and the characteristicmixing length should be
reduced. This can also be done by either modifying the givenmicrochannel geometry
or putting obstacles inside the micromixer channel. By modifying the micromixer
geometry, we do not always achieve better micromixing efficiency. We need to first
analyze the flow regimes inside the micromixer.

In past few recent years, various passive micromixers have been reported.
The proposed passive micromixer design uses topology optimization technique
[1]. Circular (TMCx) structures have been used which increases mixing efficiently.
Mixing efficiency comes out to be 95.9%.The design can also bemodifiedwith ridges
[2]. The mixing index and pressure drop at the outlet is observed. An analysis using
Taguchi method was performed [3]. Three passive micromixers designs are studied,
namely active, passive, and active-passive. Mixing index was observed for different
parameters of frequency, velocity, and voltage. At time of 0.2 s, an efficiency of about
99.6% is observed. The triangular-shaped ridges enhance the micromixer efficiency.
The study inside simple T shaped micromixers is done [4]. Higher pressure drop is
observed in case of water-ethanol mixing. The two layer serpentine microchannel is
fabricated for low Reynolds number [5]. Another technique is applying optimization
method on zigzag channels [6]. For Reynolds number less than 0.5 and greater than 5,
mixing index of about 93% is observed. And also between 0.5 and 5, mixing index of
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90% is found. Similar technique is the use of topological micromixers with reversed
flowTMRFx (x have different values) [7]. TMRF0.75 showsgreatmixing performance
between Reynolds number 0.1 and 10 and becomes better beyond mentioned values.
A newly designed HC micromixer is compared to tear drop and chain micromixer
[8]. The mixing efficiency achieved is greater than 90%. The passive micromixer
in the form of 3D over bridge is fabricated to enhance mixing efficiency [9]. An
efficiency of up to 90% is achieved between Reynolds number 0.01 and 200. An
efficiency of greater than 90% can also be obtained by varying flow rates.

A new design with trapezoidal zigzag channels is also suggested [10]. The mixing
performance is analyzed at three different Reynolds number 0.5, 5, and 50. Mixing
efficiency greater than 85% is achieved throughout. Another three-dimensional
Tesla model is developed for bio-applications [11]. It showed great mixing perfor-
mance ranging from 0.1 to 100 Reynolds number. Its mixing effectiveness in the
binding reaction of antibodies for detecting antigens of lung cancer is appreciable.
The simple T shape micromixer with different geometrical aspect ratio (width to
height ratio) is observed [12]. By varying the ratio and with increasing Re, it shows
completely different results. Another case of T shape but with obstacles is observed
[13]. The numerical results show improved mixing index in T shaped micromixer
with obstacles and grooved micromixer than that of the basic design by 37.2% and
43.8%, respectively. The geometry of cross-linked dual helical is also developed
and analyzed [14] for low Reynolds number. It shows excellent efficiency up to
99% in a very short length of about four cycles. A new type of multimixing mech-
anism is developed for novel micromixer [15] for high efficiency at low Re. An
efficiency of 80–85% is attained. Another novel micromixer with trapezoidal blades
is developed for mixing at low Re [16]. In the range of Re ranging from 0.5 to
60, high mixing efficiency is observed irrespective of the Re. Very high improve-
ment in percentage of mixing as compared to rhombic mixers. Another passive
micromixer for bio-applications is developed with elliptical micropillars for human
blood mixing [17]. For Re less than 1, it shows an efficiency of greater than 80%.
This is a very useful method in blood sample handling. With the periodic variation
of velocity profile, multi-objective optimization is done in passive micromixer [18].
Mixing performance is observed with respect to geometrical changes. Another case
for spiral micromixing is developed which makes use of logarithmic spiral channels.
The mixing performance is analyzed between 0.2 and 100 Reynolds number [19].
The mixer is found to be suitable for Re > 5. The new design with unbalanced three
split rhombic sub-channels is proposed and developed [20]. The micromixer is found
to be effective for Reynolds number ranging from 30 to 80. Another case is of asym-
metric split and recombine mixer with sub-channels [21]. For Re ranging 1–100, it
shows better mixing performance due to increased width ratio but also shows higher
pressure drop. The use of triangular obstacles or rather baffles is incorporated again
[22]. The results of mixing performance is compared with common Y mixer. It shows
better performance at Re equals 100 and much better at Re equals 500. In a curved
microchannel, circular obstruction is created for mixing between water and ethanol
[23]. An efficiency of 88% is observed at Re = 0.1. Minimum efficiency of 72% is
observed at Re= 5. The microchannel walls given the shape of semi-elliptical sides
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Fig. 1 Geometry of spiral T shaped micromixer (same characteristic cross section areas)

is developed [24]. A better mixing efficiency is observed for large expansion ratio.
The planar micromixer using circular chambers and crossing constriction channels
is developed [25]. It has eight mixing chambers/zones. It has achieved an efficiency
of 88% at Re = 10 but is ineffective for Re greater than 10.

2 Geometrical Modeling

In this research, newly designed micromixer in the shape of spiral is fabricated in
an effort to increase the micromixer efficiency at significant low Reynolds number.
The geometry is made in SolidWorks. The mixing characteristic of water and dye
is analyzed at different lengths and at the outlet of mixing channel. The mixing
characteristics and efficiency are compared with that of simple T shaped micromixer
(see validation section). In order to have the same mass flow rate, we have to assign
same inflow area at the inlets of the spiral. The mixing channel is given the shape of
the spiral with almost two revolutions. The diameter of the mixing spiral channel is
made such to accommodate the two fluids gushing toward the channel. The mixing
channel is appropriately adjusted to have the same mixing length (Fig. 1). Therefore,
the inlet faces are of rectangular cross section, and outlet is circular cross section,
i.e., at the end of spiral mixing channel. The specifications of the simple T shaped
and spiral T shaped micromixers are given below (see Table 1). The meshing grid
of about 2.4 million elements is generated using ANSYS solver technique (Fig. 2).
The subsequent simulation results are analyzed and calculated in ANSYS Fluent.

The meshing model obtained in ANSYS is shown (Fig. 2).

3 Validation

The simplest of passive micromixers is either T shape or Y shape which is easy to
fabricate and analyze. In this research, T shaped micromixer (Fig. 3) is taken as the
reference geometry and is validated with the published paper [26]. The two fluids,
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Table 1 Geometry details of simple and spiral T shaped

Type Simple T shape (dimensions)a Spiral T shape (dimensions)a

Inlet cross section 100 * 100 159.5769 * 62.6657

Non mixing channel length 800 800

Mixing channel diameter (dh) 133.3333 159.5769

Mixing channel length 3000 ~3000

Spiral diameter (D) – 400

Spiral pitch (p) – 2000

Spiral turns (n) – ~1.25

aAll dimensions are in microns

Fig. 2 Spiral T shape micromixer mesh

Fig. 3 Simple T shaped micromixer
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Fig. 4 Comparison of mixing index inside fabricated T shaped micromixer with the validation
paper at Re = 266 at various lengths across the channel

namely water and dye (same props. as of water), is given at the two inlets. The
boundary condition for concentration is given as ‘one’ at the left inlet and ‘zero’ at
the right inlet in terms of mass fraction of same species.

The mixing characteristic is analyzed throughout the entire channel. The
micromixing efficiency is calculated at the various sections across the length of
channel for Re equals 266 and compared with the computational results obtained
(Fig. 4).

4 Results and Discussion

The kinds of results achieved from a CFD simulation are engineering quantities
of interest in the analyzed flow case. Micromixing index/efficiency is the bone
of contention for the above computational analysis. The two fluids are allowed to
fuse into one another, and their mixing behavior at different Re has been observed.
Mass fractions contours and mixing index are calculated at Re = 266 for spiral-
shaped micromixer also. The mass fraction contour has been observed throughout
the channel at Re= 266 for spiral shaped (Fig. 5). The mixing mass fraction contour
is also compared with that of simple T shaped (Fig. 6).

The variation of mixing index with Reynolds number at the outlets of simple
T shaped and spiral T shaped micromixer is given below (Fig. 7). The results are
obtained for a wide variety of Reynolds number ranging from 5 to 350.
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Fig. 5 Mass fraction
contour of water and dye in
spiral-shaped micromixer at
Re = 266

Fig. 6 Comparison of mass fraction contours of water and dye at the outlets of T shaped (a) and
spiral-shaped (b) micromixer at Re = 266
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5 Conclusions

It can be concluded that with the increase in Re, we can achieve better mixing at the
outlets. There is significant increase in mixing efficiency at low Reynolds number
but beyond Re= 100, only a small percentage increase is observed in efficiency. It is
also evident from the graph that micromixing efficiency of water and dye is better in
case of spiral-shaped micromixer as compared to T shaped micromixer. The increase
in mixing index might be due to the swirling effect in spiral T passive micromixer.
Thus, just by modifying the geometry to spiral/helical shaped micromixer, we can
get a much improved mixing performance between the fluids. From the wide range
of Re ranging from 5 to 350, least efficiency (27.3%) is observed at Re = 5, and
maximum efficiency (61.84%) is observed at Re = 350.
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Design of a Low-Cost ARM-Based CNC
Plotter Machine

Prabhkirat Singh, Randheer Kumar, Rakesh Kumar Dhammi,
and Charu Gaur

1 Introduction

The concept of computer numerical control emerged during the World War II era to
automate various machine tools. The NC machine tools operated on punched tape,
which made it difficult to modify the program once stored. Although NC machines
had low installation and maintenance cost, but they were less flexible, less accurate,
had limited computational capability and required highly skilled operators. This led
to the development of the concept of computer numerical control. First CNCmilling
machine was developed, in the early 1950s, by Richard Kegg. The primary difference
between NC and CNC machine is on the basis of storage of the part program code.
While the NC machines store the part program on punched tape cards, the CNC
machines enabled the operator to input the part program in G-code format using a
keyboard which was further converted into machine-understandable form by MCU,
which further generated corresponding control signals to actuate the drive systems.
Also, feedback systems were provided for giving position and velocity feedback of
the machine tool to the MCU. For a detailed description of the working of CNC
machines, the reader is advised to refer [1, 2].

Researchers [3] provide a description of Arduino-based low-cost CNC milling
machine, using Easel software to convert design image/G-codes to corresponding
stepper signals. The mentioned components establish the main components used to
build a CNC plotter machine and are similar to the components used by other litera-
tures reviewed in this section, with a few minor changes. Researchers [4] developed
a low-cost, flexible plotter machine. The operator provides input either in G-code
format or in speech input through microphone. The motion in x-, y-, and z-axes is
achieved through two stepper motors and one servo motor, respectively. The authors
[5] have investigated the application of CNC plotter for printing signature of Persons
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with Disability (PwD) through thumb authentication system. The system is based on
Raspberry Pi 3B model microcomputer and has a fingerprint module for thumbprint
authentication. The drive system used is, although, similar to the previous paper.
Researchers [6, 7] have worked on the design and development of a low-cost CNC
plotter machine for applications such as design of mechanical parts of a machine and
2D design. The methodology involves sending the G-codes via the computer, which
is intercepted by the Arduino microcontroller and converted into pulses that are fed
to stepper motor drivers mounted on the CNC shield (powered by SMPS to receive
12 V input) to operate the stepper motor.

Researchers [8–10] used Inkscape software, to convert image into G-code format.
Also, authors [8] and [10] used the processing programming software to transfer the
G-code from the user interface to the plotter machine. The authors [8] have used
spare parts to develop the plotter and a wooden structure is used to mount the various
components. Two stepper motors are used for x-axis and y-axis motion whereas the
pen movement is given by a servo motor.

Researchers [11] have worked on the development of an Arduino-based CNC
plotter machine. It transfers G-code from computer to ATmega328 using FTDI cable,
which are converted by the user into pulses to be fed to the three steppermotor drivers
to actuate the motors. The authors [12] have also used three stepper motors for x-,
y-, z-axes along with a CNC shield to operate the stepper motors. Easel software tool
has been used to convert design into G-code. A similar approach has been used by
authors [13] to build Arduino UNO-based plotter using CNC shield (with A4988
drivers) to control the two stepper motors to enable the operator to successfully plot
designs and sketches have been put forward.

The authors [14] have proposed and built two kinds of systems that may be
used to develop a CNC plotter machine. In the first kind, the image made using
express PCB or Autodesk Eagle Software is converted to G-code using Benbox
software and CNC shield has been used to send control signal to motors; while
in the second kind, Inkscape software is used along with processing software to
convert image into G-code and L293D is used to issue control signal to motors. The
authors used a conductive pen in z-axis, operated by servo motor, to draw circuits
using the conductive ink. The researchers [15] have used an ARM cortex M3-based
microcontroller, LPC1769 which is programmed in embedded C in LPCXpresso.
Inkscape has been used for conversion of image to G-code and processing software
has been used for building GUI for serial transmission of G-codes to ARM using
FT232 module.

In the present paper, authors attempt to develop a cost-effective design of plotter
using base structures made of acrylic sheets, designed in AutoCAD and machined
using lasermachining process. This design provides a distinct advantage to choose the
desired dimensions of work volume. The authors have used programming to convert
G-codes for controlling signals formotors rather than using existing options likeCNC
shield or GRBL software. Focus has been primarily on achieving faster processing
speed and flexibility, thus concept of interrupts driven programming and the manipu-
lation of register bits has been utilized in the modular programming approach. Also,
a modified form of double slider mechanism and a proportional control have been
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Fig. 1 Block diagram for
mechanical motion
transmission

implemented to achieve precise control of servo motor and hence the pen along the
z-axis.

2 Methodology

The CNC plotter designed in this paper converts the GUI commands inputted by the
user to machine-understandable form to actuate the stepper motors and servo motor.
The methodology used has been described in this section.

2.1 Mechanical

The mechanical section consists of two mechanisms. One mechanism is used for
controlling the motion of the stepper motors to provide linear motion in x- and
y-axes. It uses the leadscrew mechanism to convert rotational motion to translational
motion. Figure 1 depicts the conversion of motion from rotational to linear. The other
mechanism is used for controlling the motion of a servo motor to provide linear
motion to pen in the z-axis. A modified form of double slider mechanism has been
implemented to achieve linear motion of servo motor.

2.2 Electronics

The electronic section describes the power circuit and the computational circuit used
in the model. The power circuit takes 220V from AC mains and converts it into
three voltage variants, i.e., 5 V, 12 V, and 27 V used to operate different components
of the circuit, shown in Fig. 2. The computational circuit consists primarily of the
microcontroller (STM32F103) [16] which plays a vital role in the overall operation
of the CNC plotter. It receives the commands sent by the user via the custom-built
GUI, that are decoded by the microcontroller. The necessary control signals are
then sent to the drivers and L293D IC, which actuate the motors. It also implements
a proportional control to actuate the servo motor, taking feedback from the built-in
potentiometer of the servo motor. The block diagram for flow of data is shown in
Fig. 3.
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Fig. 2 Block diagram for electronic power distribution

Fig. 3 Computational circuit of the CNC plotter

2.3 Programming

This section describes the programming for building a GUI that provides the user
with a platform to send commands to the microcontroller via the USB connection.
The GUI is built in the Microsoft Visual Studio using C# (sharp) programming
language. It also includes the programming of the microcontroller to perform the
tasks such as decoding the user commands, coming either from joystick or GUI,
and generating the corresponding control signals to actuate the various motors. The
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microcontroller programming allows the user to choose between two different oper-
ating modes namely, Manual Mode and Automatic Mode. The flow charts for GUI
programming (Fig. 4) and microcontroller programming (Fig. 5) provide a basic
depiction of the flow of information and its processing. However, detailed description
of the programming is discussed in the next section.

Fig. 4 Flowchart for GUI programming
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Fig. 5 Flowchart for microcontroller programming

3 Implementation

3.1 Mechanical

The mechanical structure consists of the main base (Base I) upon which the rest of
the components are mounted. Primary stepper motor along with lead screw vertical
brackets is mounted upon this base, supporting the lead screw arrangement for the
x-axis movement. Over this arrangement, a second base (Base II) is supported which
mounts a similar arrangement for another stepper motor for movement in y-axis. On
the lead screw for Base II, the pen mechanism is mounted and it is operated by a
servomotor. Both the bases (Base I and II) and the penmechanism structure aremade
of acrylic sheet boards. As described earlier, mechanical subsection is divided into
two mechanisms. First mechanism is used for controlling the motion of the stepper
motors to provide linear motion in x- and y-axes. It utilizes two stepper motors
controlled by the microcontroller which provides rotational motion. This rotational
motion is further converted into linear motion by coupling stepper motor shaft to
a lead screw shaft using 5–8 mm coupler. The lead screw converts the rotational
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Fig. 6 Mechanical assembly

motion to translational motion using copper nut, which moves the Base II (based
upon which pen mechanism is mounted), thus providing the x-axis movement. A
similar arrangement is used with a stepper motor mounted on the Base II which
provides the linear motion in y-axis. This is depicted in Fig. 6. The copper nut on the
lead screw of this axis provides support for mounting the pen mechanism.

The pen mechanism is used for controlling the motion of the servo motor to
provide linear vertical motion to pen in the z-axis. A modified form of double slider
mechanism has been implemented to achieve linear motion of the servo motor. This
mechanism is illustrated in Fig. 7a whereas Fig. 7b provides CAD representation of
the mechanism.

3.2 Electronics

The electronic section can be divided into two circuits. The first circuit is the power
circuit to power the various electronic components of the CNC plotter. The power
circuit takes 220 V from ACmains as input which is converted to 27 V using SMPS.
This 27 V supply is used in three voltage forms. The first form uses the 27 V directly
to operate the stepper motor drivers which further drive the stepper motors. The
second form converts the 27 V to 5 V using a Buck converter (LM 2576). This
5 V is further converted to 3.3 V by the in-built buck converter of the STM32F103
microcontroller. This 3.3 V powers the microcontroller.

The third form converts the 27 V to 12 V using a Linear Voltage Regulator IC
(LM7812) to power the Status LEDs. The voltage distribution is depicted in the form
of chart in Fig. 2.
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Fig. 7 a Pen mechanism, b Pen mechanism CAD model

The second circuit is the computational circuit responsible for the actual oper-
ation of the CNC plotter. The microcontroller decodes the received input from the
user, which acts as an actuating signal for both the stepper motors and servo motor.
The microcontroller provides three signals, namely STEP, DIR, ENABLE, for oper-
ating the two stepper motors individually. The logic level of these signals is 3.3 V but
that of stepper motor driver is 5 V. Thus the Darlington Transistor Array IC (ULN
2803) is used to raise the logic level of these signals to 5 V. This signal is further sent
to stepper motor drivers which drive the stepper motors accordingly. The microcon-
troller also issues signal for the actuation of the servo motor used to operate the pen
mechanism. A feedback is provided from the servo motor’s in-built potentiometer to
the microcontroller. The Joystick Module is to provide the functionality to the user
to operate the CNC plotter in manual mode. However, the program also provides the
functionality to operate the CNC plotter machine in automatic mode by the user. The
development of a PCB uponwhich the power and computational circuits aremounted
was also undertaken. The actual circuit is shown in Fig. 8 while the schematic of
various circuits is shown in Fig. 9.

3.3 Programming

A modular programming approach has been utilized in the paper. The programming
has been divided into individual Application Program Interface (APIs). The APIs
are software intermediaries constituting set of instructions, which are called in the
main function to perform specific operations. So, rather than building one program
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Fig. 8 Electronic assembly

having all the functions, multiple programs are written. This provides flexibility to
easily change blocks of program. Use of APIs enables speeding up of the program
development process, and provides a feature to add extra functionality to the program.
The APIs used in the programming are listed below along with their functions:

i. In the System API, implementation of the programming and calling of all the
APIs for the successful operation of the CNC plotter machine are done.

ii. In RCC API, an external clock source is selected as a clock source for PLL.
PLL is set in such a way that it outputs a frequency of 72 MHz. It sets the
frequency of all individual peripherals using its pre-scaler/clock divider. Two
different functions are defined, namely delay milliseconds and microseconds,
which provide the operation of delay in the program.

iii. In the Analog API, the initialization of ADC is done. In this API, a function
analog Read is defined. It is linked to the following three ADC channels:
x-axis, y-axis, and servo pot, one of which is passed as parameters. It returns
the value at various channels into the function.

iv. In the Serial API, UART is initialized. Interrupt setting is done for receiving
data. In this API, three functions are defined – char sending function, string
sending function, data read function. The char sending function is used to
transmit character type of data. The string sending function is used to transmit
string type of data. The data read function is to read the data from the computer.

v. In the Button API, it scans whether a button is pressed or not. The buttons
could be either on theGUI or the pushbuttons present physically on the PCBof
the CNCmachine. In theLEDAPI, the status of themachine is judged and the
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Fig. 9 Schematic of controller and x- and y-axes motors
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corresponding LED is enabled or disabled. The LEDs used for illumination
of the workspace are also enabled or disabled in this API.

vi. In theMillis API, the delay microseconds andmilliseconds function are used.
This API has a specific task of calling handlers which need to be called,
repetitively, in the program. It also performs the function of holding the
task that needs to be delayed while keeping the rest of the program running
continuously.

vii. In the Stepper API, timers and I/O pins to operate stepper motor are initial-
ized. The function stepper write is defined which requires four parameters
to be passed. The parameters passed are the number of steps in the x-axis,
the number of steps in y-axis, speed in x-axis, and speed in the y-axis. In the
Servo API, proportional control on the servo motor is implemented so that it
operates between two angles corresponding to the positions of pen, i.e., pen
up and pen down.

viii. In the Coordinate API, the number of steps taken by the stepper motor is
recorded, converted into coordinate and returned to the microcontroller. The
pen vectoral velocity is fixed to get the respective stepper motor x- and y-axes
velocity using Jacobian matrix [17].

Further, the development of GUI has been undertaken. GUI is built in Microsoft
Visual Studio using C# (C sharp). It acts as the display panel for the operator (Fig. 11)
and has buttons built on it to send corresponding signal via the computer to the
controller, which decodes the commands and acts accordingly. In the programming,
a set of new list of commands has been defined. These commands are written in
the text box and the ‘SEND’ button is pressed to send the commands via the FTDI
cable to the microcontroller. The microcontroller program is written to intercept the
commands and convert them into a control signal for the actuation of the drive system.
The actual model is depicted in Fig. 10 and the Graphical User Interface (GUI) for
control of machine is shown in Fig. 11.

4 Applications

The primary field of application of the plotter is in engineering drawing or blueprint
drawing. Themachine can also perform scaled plotting operations. It can also be used
in PCB prototyping where it poses a distinct advantage over traditional printers by
providing high-resolution prints irrespective of the plotting area. With slight modifi-
cations, this machine can be used in many other applications. It can be used for laser
engraving and cutting operations if pen is replaced by laser engraver. On replacing
the pen with a laser welding torch, it can be used for welding operations. Also, it
can be used as coordinate measuring machine, if the pen is replaced by a stylus and
thus, can be used to measure distance.

Although plotters provide numerous applications, yet there may be a few
constraints. They may be slower in plotting as compared to traditional printers, since
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Fig. 10 Actual model

Fig. 11 GUI front panel

they plot each line separately. In terms of housing space, plotters require more space
to accommodate as compared to printers. Moreover, in case of mass printing, plotters
may be more expensive compared to printers, since printers can directly scan images
for printing whereas the use of plotters requires conversion of the material into vector
format before printing.



Design of a Low-Cost ARM Based CNC Plotter Machine 825

5 Outcome

In this paper, a new and innovative way to develop a CNC plotter machine has
been put forward. The structure of the CNC plotter machine is made of Polymethyl
Methacrylate (PMMA) which not only provides an aesthetically pleasing look but
is rigid at the same time. The ability of a CNC plotter to operate in both manual
and automatic mode is quite unique. The G-codes are sent through GUI built using
C# programming. No readymade modules have been used. The programming of
GUI in C# and modular programming of microcontroller are done through register
level programming. This provides accuracy to the motion of motors and flexibility in
operation and, thus, enables building a robust custom-built system for the application.
The machine uses limit switches for origin setting. The ARM microcontroller (as
opposed to other alternatives [5], thus reducing cost further) has been used due to a
number of advantages like faster computation speed, sophisticated functionality, a
greater number of peripherals, higher resolution of timers, etc. A proportional control
has been implemented to achieve a precise vertical control over the motion of pen
in z-axis as opposed to using a stepper motor [12] which saves cost. The technique
involved in the development of this machine has several advantages over the existing
machines like low cost, ease of use, and operable by anyone with knowledge of the
few control commands of the machine.

The CNC plotter was successfully able to draw alphabets and simple designs.
Also it was able to draw moderate designs if the G-code of the design are inputted
by the operator as in a conventional CNC machine. It can also be used for layout
plotting.

One of the focus areas of the project was to achieve the above outcomes at lowest
possible cost. The microcontroller used (STM32F103) is lower in cost compared to
Raspberry Pi [5] and other AMR used by other researchers [15], yet provides quite
remarkable functionality. The model uses two stepper motors instead of three [7, 11,
12], and a servo motor in pen mechanism. Here a P-control has been implemented on
the servo motor, thus making it more precise and cost friendly. The choice of Acrylic
instead ofmetal advances twomain advantages. On one hand, the easy workability of
acrylic reduces the cost of manufacturing parts relative to the expensive processes of
metals like metal cutting. On the other hand, acrylic being lighter than metal, reduces
the cost for various other components like lower power stepper motor and its driver,
SMPS, other active and passive components, etc. Small machining operations like
drilling and the whole PCB designing process have been carried out in house, thus
no cost has been incurred on these processes. Linear shafts and bearings have been
used instead of linear rails, which are comparatively inexpensive.
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6 Conclusion

The authors have undertaken a detailed review of the literature on the design and
development of CNC plotter. This paper attempts to design, fabricate and develop a
cost-effective ARM-based CNC plotter which can be operated in both manual and
automatic mode. The mechanical and electronic principles behind the design have
been explained along with the programming. The various Application Programming
Interfaces developed by the authors have been discussed in the paper.On implementa-
tion of these principles, theCNCPlotter thus developedwas successfully able to draw
sample alphabets and simple designs. It can be extended to draw moderate designs
as per user input. The applications of this plotter are widespread ranging from engi-
neering drawing to welding operations. The future extensions of this project would
be to implement the principles of digital image processing for the conversion of the
image into G-code to make the CNC plotter machine fully sophisticated. This does
not involve any further cost to be incurred.
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Failure Analysis of Alloy Steel
Connecting Rod

Abhinav Gautam, K. Priya Ajit, Pramod Kumar Sharma , Atul Gautam ,
Vilas Warudkar , and J. L. Bhagoria

1 Introduction

Connecting rod acts as a device to change the reciprocating motion of the piston to
the rotary motion of the crankshaft converting gas thrust at combustion to desired
turning moment at the shaft. It undergoes high cyclic load, level ranging from high
compressive load during power stroke to high tensile load arising from inertia [1,
2]. Design of the rod is primarily based on the maximum compressive load of the
power stroke. The small end connects the piston through gudgeon pin, working
under hydrodynamic lubrication. With the seizure of lubrication, the pin will rub
the bearing lining material at a fluctuating load rate. Also, there is impulsive force
imparting dynamic load. All these make the actual force and stress pattern quiet
complex at the bearing lining–pin interface of the rod [1].

Ilia et al. [2] in their study talk about two methods or two different technologies,
those are used in manufacturing of connecting rod. These methods are fracture-
split drop forging and fracture-split powder forging; both these methods are used at
present. Two interesting but contradictory results were reported by Afzal and Fatemi
[3] andby Ilia et al. [2] regarding the twomethods ofmanufacturingof connecting rod.
The study of Afzal and Fatemi [3] states that the fatigue strength of connecting rod
manufactured through drop-forged is higher than that of a powder forged connecting
rod. While Ilia et al. [2] claim that the reverse is correct, they claim that “the higher
performance, superior raw material utilization and lower total cost of the finished
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machine and assembled product are the main reasons why the use of powder forged
connecting rods has significantly increased in the last two decades, taking away the
market share of drop forged connecting rods.”

Failure of connecting rod is catastrophic in nature. Reported literatures indicate
events of total destruction of the engine arising from connecting rod failure and they
predict the cause in a diverseway. Fracture of rod is analyzed byBai-yan et al. [4]with
the help of experimental observations from fractography, metallography also testing
hardness and stress-strain behavior. For crack growth analysis, they used ABAQUS
software. A failure investigation is reported by Xiao and Zhi [5] of a diesel engine
connecting rod, used in a truck, fractured in service (only 1200 km), and destroyed
the entire engine. The fracture occurred at the small end of the connecting rod. Their
visual and scanning electron microscopy observations show a lot of axial grooves
on the internal surface close to the fracture and fatigue cracks initiated from such
axial grooves. Fractography observations indicate multiple-origin fatigue fracture as
the dominant failure mechanism. The machining or assembling process as suggested
by the authors is responsible for the formation of the axial grooves. Nonlinear finite
element analysis conducted byKhare et al. [6] observes failure to occur bywear at pin
and bearing interface of the rod. Son et al. [7] use FEM to predict fretting damage at
the upper split of the marine-head type diesel engine’s connecting rod treating it as a
multi-body flexible dynamic system. Many researchers [8–12] reported failure anal-
ysis of different mechanical components following almost a common route of tests,
viz., visual inspection, fractography,metallography,mechanical property testing, and
testing of chemical composition.

In view of the procedures in literature present investigation is carried out in the
following steps: (1) SEM to reveal the crack initiation, their propagation, and type of
failure, (2) Optical emission spectroscopy (OES) to identify the chemical composi-
tion of rod material, (3) Hardness test to obtain a qualitative estimate of the material,
(4) Tensile test to understand its ductility response in addition to its characteristic
value of yield strength (σy), tensile strength(σu), and elasticity modulus (E) to cate-
gorize the material property in AISI scale. (5) To identify the location of maximum
stress, a finite element analysis is performed. The maximum stress is found to arise
around the oil hole region.

The fractured connecting rod is shown in Fig. 1a. Figure 1b focuses on two
different areas, marked as 1 and 2, used for SEM test samples preparation.

Fig. 1 a and b Photograph of fractured connecting rod as received
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2 Materials and Methods

To identify the cause of failure samples for the first four steps, stated above, are
prepared by wire EDM cutting to minimize any damage during machining and are
chosen from its relevant portions only. Samples for SEM, OES observations, and
hardness testing are taken from the marked portion, 1 and 2, in Fig. 1b. The test
samples are shown in Fig. 2. For FEA, the input data are considered from Table 1,
stating the engine specifications, and measured tensile test properties, Table 3.

2.1 Visual Inspection

A connecting rod, fractured from small end, is received from a local workshop of
Ashok Leyland. Its chemical composition and working history were unknown. The
broken in two parts of the rod, as received, is shown in Fig. 1a. The bearing lining
surface has many scratching marks and shining smooth bearing surface near the oil

Fig. 2 Sample used for
microscopic analysis

Table 1 Engine specification (Ashok Leyland ALM–402 marine diesel engine)

Crank shaft radius (mm) 60.32

Connecting rod length (mm) 285

Piston diameter (mm) 107.18

Mass of connecting rod (kg) 2.56

Maximum gas pressure (MPa) 3.5

Power rating 66.2 kW @ 1500 rpm, 80.9 kW @ 1800 rpm, 86.8 kW @
2000 rpm
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hole symbolizing seizure of lubrication, rubbing of pin on lining that in presence of
fluctuating load may lead to fretting fatigue rupture. Shear lip formation is visible on
either side of the oil hole at the small end suggests severe erosion of lining material.
Final separation occurred by splitting of the rod. Crack initiation location could not
be resolved with naked eye, but fracture pattern directs it to be initiated from around
the oil hole region.Accordingly,micro-observations are carried out selecting samples
from the indicated fractured region to identify the exact location of crack initiation
and propagation mechanism involved.

2.2 Microscopic Examination

SEM investigation reveals the fracturemechanism and surfacemorphology of sample
shown in Fig. 2. After appropriate surface preparation, different images at reforming
resolution and magnification are captured. Sample areas prepared from fracture
region are marked as I and II in Fig. 2. The images from SEM are given in Fig. 3.
Crack is observable to initiate from multiple sources around the oil hole giving trace
of slant fracture and shear lips on its either side. Thinning of the bearing lining by high
frequency impact and rubbing of the pin gave way for fretting fatigue crack initiation
as in Fig. 3a. Cyclic high thrust resulted in high-stress intensities at crack tip that has
grown during each cycle leaving striation marks of wavy appearance presented in
Fig. 3b–d. This stage of crack propagation was stable growth. Subsequently, dimple
morphology and nodal formations in the sample region with disappearing striations
are observable [13, 14] in Fig. 3e, f, large enough crack propagation and sequence
of impacts can decrease stress intensities and ductile crack extension takes on the
course. Unstable crack propagation occurred as soon as the shear lips could meet the
edge of the bearing surface ending the small end boundary. This resulted in split of
the rod in two parts.

2.3 Chemical Composition

Analysis for chemical composition is carried out by optical emission spectroscopy
(OES), a method to identify the constituents of the sample. The weight % of different
elements present in the sample are given in Table 2. The chemical composition
matches very closely with those of AISI 4140 Steel.

2.4 Hardness Test

Hardness test is carried out at 750 Kgf load with 10 mm steel ball on a Brinell
Hardness Testing machine. Four test points are chosen on the surface of the sample.
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Fig. 3 SEM observation, a crack initiation, b, c, and d striation marks, e dimple morphology, and
f nodal formation

Table 2 Chemical composition (weight %) of fractured connecting rod sample

Elements C Si Mn P S Cr Ni Ti Cu W

Concentration (wt%) 0.47 0.26 2.05 0.007 0.35 1.05 1.33 0.01 0.06 0.29
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Table 3 Mechanical property of connecting rod material results

Tensile property

Material Ultimate (σU)
strength (MPa)

Yield strength
(σY) (MPa)

Young’s
modulus (E)
(GPa)

Elongation
(%)

Reduction of
area (%)

Connecting
rod

856.06 733.25 208.75 13.98 39.83

Hardness property (BHN)

Test points 1 2 3 4 Mean

Connecting
rod

262 270 269 267 267

Hardness results are presented in Table 3. The average value obtained is BHN 267
that closely matches with the values of AISI 4140 series steel (BHN279). Very
little variation in hardness value is observed for different positions of the sample
representing consistency of its property.

2.5 Tensile Test

Tensile tests are performed at room temperature using five standard samples taken
from beam area of the connecting rod. Tests are carried out obeying ASTME8/E8M-
2015 standard standards [14]. Specimenwas obtained from connecting rod beam area
using wire electrode discharged machining. Drawing of specimen and machined
sample are shown in Fig. 4. Thickness of a specimen is 2 mm. An average of five
sample tests is shown in Table 3. A typical experimental stress–strain curve is shown
in Fig. 5. Elongation of gauge length and contraction of cross-section indicate good
ductility and toughness of the parent material.

3 Finite Element Analysis of Connecting Rod

A3Dnonlinear finite element analysis is employed to estimate the stress field solution
for the complex force distribution prevalent at the small end of the rod. In line with
the method indicated in [15, 16] boundary conditions, material property and loading
conditions as available in manufacturer’s catalogue and current test results of the
material are implemented in the FEA. Location of extreme stress magnitude is found
on the small end around the oil hole, shown in Fig. 9. The maximum stress locations
match with the crack initiation sites.
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Fig. 4 Specimen drawing and machined sample

Fig. 5 Engineering stress–strain plot of connecting rod specimen

3.1 Modeling and Preprocessing

For estimation of stress distribution in the connecting rod, ANSYS 14.0 WORK-
BENCH platform is used. Static stress analysis of connecting rod is considered
keeping big end section restrainedwhileHartzian contact force and thrust load caused
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by fuel combustion are applied at the small end. Implementation of boundary condi-
tions and load application is shown in Fig. 6a. Material property data obtained from
tensile test (Table 3) are used in the analysis. Maximum gas pressure of 3.5 MPa
is considered from Table 1. The arrangement of analysis is shown in Fig. 6a, and
its mesh model in Fig. 6b. 3D tetrahedral element is used. Refine meshing closer to
lubricating oil hole is used for better accuracy in result. 114,624 numbers of elements
comprising 171,079 nodes with 3 mm element size are used.

Corresponding deformation and equivalent von-Mises stress distribution are
shown in Figs. 7 and 8. Both the deformation and stress near small end section
are relatively high. A magnified image of maximum stress region is shown in Fig. 9.

Fig. 6 a stress analysis arrangement, static Hartzian contact, and bearing load distribution over
180° at small end and crank end fully restrained over 120°, b meshed image of connecting rod

Fig. 7 Deformation plot
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Fig. 8 Stress plot

Fig. 9 Magnified image of maximum stress region
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Maximum deformation is observed to be about 0.079 mm, while maximum stress
reaches near to 375 MPa. Both occur in the vicinity of the lubricating oil hole.

4 Result and Discussion

Since the composition and other material property features of the considered fracture
sample were not available, OES, hardness, and tensile tests are performed to verify
composition and mechanical properties of the material. Results are stated in Tables 1
and 2. They closely conform to AISI 4140 steel [14] giving an average hardness
value of BHN 267, an average of Young’s modulus of 209 GPa, with percentage
elongation of about 14%.

Visual inspection shows frictional polishing of lining surface with shear lips on
either side of the oil hole and slant fracture an indication of fretting fatigue. Fretting is
a form ofwear, which occurs in the contact area between twometals under fluctuating
load with small relative displacement in the range of 5–50 µm [7, 17]. A magnified
image (Fig. 10) of the bearing surface shows scoring and scratching marks. These
marks indicate development of contact stress between the gudgeon pin and bearing
lining of small end and their relative rubbing due to depletion of lubricating oil film.
This formed wear debris trapped in contact area, which further reduced the lining

Fig. 10 Points (1 and 2) give signature of shear lip formation while areas 3 and 4 indicate scoring
and wear marks
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thickness by successive fluctuating loading cycles. These favored crack initiation
condition.

SEMobservations show crack to initiate frommultiple sources of scratched region
on lining surface in oil hole vicinity. Just below the shear lips, thewavy striationmarks
are indicationof fatigue crackgrowth, aheadofwhichdimple andnodalmorphologies
indicate ductile crack extension. These support the fretting fatigue crack initiation
and propagation mechanism to be active in the sample case of study.

FEM analysis helped to estimate the stress distribution in the rod and to locate the
points of maximum stress and deformation magnitudes. These arise around the oil
hole at two diametrically opposite points on its periphery. The peak stress magnitude
is about 375 MPa with extreme deformation of 7.9 × 10−5 m. Crack initiation from
its vicinity is reasonable.

5 Conclusion

The cause of failure of a marine type diesel engine connecting rod is analyzed.
Material characterization indicates that the properties of the connecting rod are very
near toAISI 4140 steel.Multiple cracks are found to originate by fretting fatigue from
the vicinity of the lubricating oil hole in small end under SEM. FEM-based analysis
indicates extrememagnitude of stress and deformation to situate on two diametrically
opposite sites on the hole periphery. This is due to stress concentration factor at these
points. Due to the combined effect of lubricating oil seizure and stress concentration
factor, micro-crack initiation takes place at the vicinity of lubrication oil hole. The
crack surface morphology shows slant fracture surface with wavy striation marks.
This infers steady fatigue growth mechanism was active during propagation of the
cracks. Then, it has dimpled and nodal microstructures signifying ductile fracture to
follow steady fatigue crack growth.
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Thermal and Fluid Flow Modelling
of a Heating Bed for Application in Metal
AM Process

Gourav K. Sharma , Piyush Pant , Prashant K. Jain ,
Pavan Kumar Kankar , and Puneet Tandon

1 Introduction

Heating bed has variety of applications in manufacturing space. The purpose of
providing a heating bed is to uniformly and evenly control the heating of the surface
and at the same time removes the excess of heat. In the presented heating bed, the
substrate is heated using conduction heating from heating bed. The substrate is kept
in close contact with top surface of the bed. The heating bed consists of resistance
coils in a serpentine pattern and cooling unit. A zigzag pattern duct with coolant flow
takes away the excess heat from the bed [1]. The cooling unit provided in heating
bed prevents the heat to be transported to the part of the axis, which would suffer
distortion otherwise.

A crucial application of heating bed is seen in additive manufacturing for keeping
the substrate at high temperature, which allows smaller thermal gradients during the
deposition. In additive manufacturing, layer-by-layer stacking of material is done in
a defined fashion to produce a part [2–4]. The temperature and temperature gradients
involved during the deposition decides the final behaviour of the fabricated compo-
nent. Fang et al. [5] performed the heat transfer analysis on fused coated additive
manufacturing of tin alloy, they demonstrated the key role of substrate heating on
printing uniformity and surface morphology of metal lines. The stable heating of
heat bed could be an alternate to the warping problem commonly encountered in 3D
printing [6]. In additive manufacturing technologies which utilise a focused energy
source like laser and electron beam, excessive local heat input causes thermal stresses
and distortion of the part [7, 8]. A preheated substrate significantly reduces the part
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distortion and eliminates crack formation across deposited material [9, 10]. Residual
stresses control duringweld deposition was demonstrated by controlling temperature
by implementing a heat sink [11]. Bulk substrate heating to reduce the part distortion
was suggested in research [12, 13].

From the above-reviewed literatures, heating of substrate is an important factor for
sound deposition. Consequently, it has received a lot of attention over the years. To
mitigate the above issues of heating the substrate, a heating bed design is simulated
for heat analysis to uniformly heat the substrate in contact with the heating bed. The
presented study performs a heat and fluid transport analysis of heating bed with one
inlet and one outlet cooling domain.

2 Numerical Model

2.1 Heating Bed Description

The heat bed platform’s dimensions are 200 mm × 200 mm × 12 mm. The heat bed
surface plate is of cast iron of dimensions 200mm× 200mm. The three-dimensional
geometry model in Fig. 1 consists of subdomains: a heating bed, a heating coil, a
base plate, fluid region, and an interface between the fluid and the heating coil. The
heating bed surface is of cast iron material, interface plate and base plate are of
aluminiummaterial (Al 6061), and the fluid region is a serpentine water flowing slot,
while the heating coil is a type of tubular heater stainless steel shielded and 8 mm
diameter. For bed base, aluminium material was selected specifically for its inherent
thermal properties and lightweight. The material properties input to the simulation
are shown in Table 1. Since the purpose of a heated platform is to transfer energy to
the printed part to raise the parts’ temperature, efficient energy transfer is imperative
[14].

Fig. 1 CAD model of the heating bed for AM application
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Table 1 Thermo-physical
properties of materials used
for numerical simulation [15]

Property Material
(aluminum-Al
6061)

Material (cast
iron-ASTM 40)

Density (kg/m3) 2700 7100

Thermal conductivity
(W/m K)

167 46

Specific heat capacity
(kJ/kg K)

896 490

2.2 Model Analysis and Assumptions

Thermal and fluid flow analysis is performed using ANSYSWorkbench module and
the temperature distribution on the heating bed is obtained. The heating bed assembly
with cooling configuration having one inlet and one outlet is considered and shown
in Fig. 2. The configuration is solved for two parametric variations of inlet water
flow velocity based on the pump flow rate. The computational domain is discretized
into 895,145 tetrahedral cells, fair enough to grasp the grid independence solution.
A typical computational domain and model mesh is presented in Fig. 3. The study
considers following assumptions:

• The flow is steady and turbulent.
• The considered fluid is water and incompressible.
• Heating coils were given a constant temperature.
• Radiative heat transfer is considered from coil surface with a constant emissivity

of 0.6.

Fig. 2 Water domain with
one inlet one outlet
configuration of cooling
channels
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Fig. 3 3D computational domain along with mesh used for simulation

2.3 Governing Equations and Boundary Conditions

In the computational domain, the continuity, momentum and energy equations are
solved for calculation of pressure, velocity and temperature.Additionally, the popular
Reynolds Average Navier–Stokes (RANS)-based standard k–ε turbulence model is
implemented for fluidic transport, due to the high Reynold’s number (Re ~ 8500)
pertaining to the physical condition of problem. Notably, k and ε are the turbulent
kinetic energy and dissipation rate of kinetic energy respectively. The k and ε equa-
tions were solved to obtain turbulent viscosity. Details of the turbulence equations
are not discussed here for the purpose of brevity and can be referred from literature
[16, 17]. Surroundings of heating bed are exposed to convective ambience. The fluid
flow is given as velocity boundary condition at inlet and pressure outlet is consid-
ered at the flow outlet. Velocity inlet condition is decided based on the flow rate and
pumping capacity from water pump. The heating coils are subjected to a fixed bed
temperature based on the temperature required during deposition and is governed by
controlled electrical input power to coil. The generalised form of governing equation
is given in the below form [17, 18].

∂

∂t
(ρ∅) + div(ρU∅) = div(Γ∅grad∅) + S∅ (1)

where ∅ can take the form of u, v and w velocity, temperature field, T and turbulence
moderator’s k and ε. ρ is the density and Γ∅ is the diffusion coefficient. Since the
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Table 2 Imposed boundary
and initial conditions

Water inlet velocity, V 0.75 m/s, 1.5 m/s

Heater temperature 500 °C

Water inlet temperature 25 °C

Local heat convection coefficient 20 W/m2 K

problem is a time independent, the first term on left-hand side of Eq. 1 is negotiated.
The boundary conditions were imposed to the model and their numerical values are
represented in Table 2.

3 Results and Discussion

However, the proposed heating bed simultaneously serves the two purposes. Firstly,
heating the deposition substrate kept atop of heating bed apex surface and secondly,
cooling the heating bed base which resists the heat transfer to the bed movement
unit. So, a particular interest of this study is to observe the temperature distribution
at the apex, bottom and at the sidewalls of the heating bed assembly.

3.1 Temperature Distribution at Apex

The thermal field lines are visualised after solving the necessary transport equa-
tions to study the heat distribution in the heating bed. The heat distribution provides
the insight for uniformity of temperature in heated surface. Figure 4a, c shows the
temperature at the plane located at the apex of the heating bed. In Fig. 4a, which
represents the temperature distribution for water flow velocity 1.5 m/s, the tempera-
ture of apex surface varies from 120 to 476 °C. With the flow velocity of 0.75 m/s,
the temperature variation is between 162 and 481 °C. To observe a region of heating
uniformity, both the above conditions identify a printing region of almost equal
area, having isothermal temperature, hence suitable for deposition. This tempera-
ture uniformity sustains metal printing and can induce smaller thermal gradients
resulting in smoother clad deposition without warp in single track clad. Also, this
will prohibit the introduction of residual stresses, imparted majorly due the larger
temperature difference between the molten metal and substrate.

3.2 Temperature Distribution at Bottom

Figure 4 also shows the temperature at the plane located at the bottom of the heating
bed. InFig. 4b,which represents the temperature distribution forwater inflowvelocity
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(a) V= 1.5 m/s (b) V= 1.5 m/s

(c) V= 0.75 m/s (d) V= 0.75 m/s

Fig. 4 Temperature distribution (°C) in heating bed; for water inlet velocity, V = 1.5 m/s a Top
surface, b bottom surface, for water inlet velocity, V = 0.75 m/s, c top surface, d bottom surface

of 1.5 m/s, the thermal distribution is not uniform with the temperature ranging from
67 to 182 °C and the average surface temperature of 94 °C. With the water inlet
velocity of 0.75 m/s, the maximum temperature reaches to 235 °C, while the average
surface temperature is 154 °C (refer Fig. 4d). With the lower average temperature
of the bed bottom, condition following water inlet velocity of 1.5 m/s is found to be
more suitable for the presented design of heating bed. High temperature at the bottom
of the heating bed is likely to transfer the heat to the positioning and traversing unit
via conduction mode, thus causing deformation to the machine parts.

3.3 Temperature Distribution at Sidewalls and Water Domain

The heat dissipation of the heated bed should be constrained to the heating bed apex
surface. So, it is necessary to know the heat conducted to the sidewalls. Figure 5
shows the temperature at the two side’s namely left and right walls of the heating
bed. Figure 5a represents the temperature distribution for water inlet velocity, V
= 1.5 m/s, the temperature varies from 91.7 to 150.4 °C and 148.3 to 186 °C for
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(a) V= 1.5 m/s (b) V= 0.75 m/s

Fig. 5 Temperature distribution on sidewalls of heating bed for a V = 1.5 m/s, b V = 0.75 m/s

left and right walls, respectively. With the second input condition (refer Fig. 5b),
the temperature variation is between 135.7 and 194.3 °C and 208.4 to 243.1 °C for
left and right walls, respectively. The significant difference of temperature in the
two walls is due to the water inflowing near the left wall and carrying the heat of the
systemwhen exiting the near right wall. From Fig. 6a, b shows the heat carried by the
water for the two inflow conditions, from which it can be deduced that the turbulent
flow resulting from high velocity of water helps in maintaining low temperature of
the heating bed base. Thus from numerical observations, high inlet velocity condition
for one inlet one outlet heating bed could be a promising design parameter of heating
bed.

Based on the above simulation study, a heating bed is fabricated for applica-
tion in additive manufacturing process as shown in Fig. 7. The heating bed can be
uniformly heated to amanifested temperature as required, depending on the selection
of depositingmaterial. The temperature of the bed can be controlled by a Proportional
Integral Derivative (PID) controller.

Fig. 6 Distribution of temperature (°C) in water domain of the heating bed for a V = 1.5 m/s, b V
= 0.75 m/s
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Fig. 7 Fabricated heating
bed based for application in
AM process

4 Conclusion

In this study, a novel heating bed design is presented based on the thermal process
simulations. The simulation model solves the heat transfer and fluid flow equa-
tions using Ansys Fluent platform. The heat dissipation of bed and the effect on
the substrate were analysed by a CFD simulation, and the simulation results were
compared for two water inflow conditions. The conclusions of this article can be
directly applied under the same working conditions, and for different conditions, it
can be used as a reference. The following conclusions can be drawn from the results
of this study:

• Water inflow velocity of 1.5 m/s results in ideal heating of bed apex surface and
significantly cooling the bed bottom surface.

• The presented work could find its probabilistic application in the additive manu-
facturing, wherein substrate heating is required for isothermal deposition of every
layer, so as to ensure less residual stresses and reduced distortions in the final part.
Such, a heating bed is fabricated and demonstrated.

• Since the outlet temperature of water reaches around 90 °C, the provision of a
radiator would ensure the cooling of water and recirculate in the cooling unit of
heating bed.
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Numerical Analysis of Inclined Jet
Micro-channel Heat Sink Using
Nanofluids

Mohammad Zunaid , Prakash Singh , and Afzal Husain

1 Introduction

Due to decrease in the size of the electronics, the power density has increased dras-
tically. This led to increase in heat fluxes and thus needed better heat dissipation
system. The high heat flux in the microelectronic devices makes it difficult to cool.
It is one of the major challenges regarding the dense packaging of the microelec-
tronics devices. This problem has to be fixed in order to further decrease the size
of microchips. Hence, new tools should be developed for better thermal manage-
ment. The micro-channels have become quite important in scientific community and
industry and have received a lot of attention from them. One of the creative works
of this field was completed by Tuckerman and Pease [1]. They showed that micro-
channels had very effective cooling potential. The microchips will work properly
only if there is proper heat dissipation and the surface temperature of the microchip
is within the permissible limits. The nanofluids can maintain the required tempera-
ture of such systems. The use of nanoparticles in the base fluid increases the effective
thermal conductivity of the resulting nanofluid. The nanofluid removes more heat as
compared to single-phase base liquid used as a coolant.

It also helps to overcome space constraints and provides great design flexibility.
Tuckerman and Pease [1] investigated as mass flow rate decreases maximum thermal
resistance of downstream fluid increases. Yeh [2] said hydraulic diameter and the
aspect ratio of micro-channel have serious effects not only on Reynolds number but
also on the friction factor and coefficient of heat transfer. Garimella and Rice [3]
found out that as Reynolds number and nozzle diameter of micro-channel increase,
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the rate of heat transfer also increases. Peng and Peterson [4] analyzed the micro-
channels and investigated the convection heat transfer dependence on the aspect ratio.
Mala, Li and Dale [5] numerically analyzed the micro-channel and detected that as
complicacy of micro-channel increases, it is tougher to find out correct value of heat
transfer. Wu et al. [6] found that a micro-impinging jet can provide effective cooling,
greater driving pressure gives improved cooling, but lesser efficiency. Lee and Vafai
[7] presented comparative study of jet impingement and micro-channel cooling.
He investigated jet impingement analysis and gave better results in comparison to
micro-channel cooling for a large plate. Fedorov and Viskanta [8] concluded that the
thermo-properties are temperature dependent. Ambatipudi and Rahman [9] and Liu
and Garimella [10] showed that as channel length increases, the local temperature of
fluid also increases. Qu and Mudawar [11] and [12] concluded that reduction of the
pressure in micro-channel increases with an increase in Reynolds number. Khanafer
et al. [13] explained the formulae to find out thermal expansion and coefficient of
nanofluids. Wen and Ding [14] found out that it was beneficial to use nanofluid
as it improved the convective heat transfer rate of fluid by improving its thermal
conductivity. Yang et al. [15] and [16] performed an experiment using graphite as
nanoparticle, and thermal conductivity of the fluid increased significantly by adding
graphite as a nanoparticles. Foli et al. [17] found out that the heat transfer of a micro-
channel depends on its dimensional factors. Husain and Kim [18] investigated that
overall thermal resistance of micro-channel decreases with increase the fluid mass
flow rate. Samad et al. [19] concluded as rate of heat transfer increases, drop in
pressure also increases. Michna et al. [20] said average heater surface temperature
drops with rise in resistance of the heater. Chein and Chen [21] proposed a numerical
study on micro-channel heat sink. They concluded that highest temperature occurs
at the edge of the micro-channel and lowest at the entry side of the plate. Husain and
Kim [22] found that thermal resistance decreaseswith increase in the pumping power.
De Paz and Jubran [23] and Husain et al. [24] said that overall average heat transfer
decreases with increase in the height to jet diameter of nozzle. Brinkman [25] and
Hamilton [26] explained relation to find out thermal conductivity and viscosity of
mixture of two phases. Husain et al. [27] say difference between inlet and outlet fluid
temperature decreases with increase in the number of jets. Ali and Arshad [28] and
[29] reported as Reynolds number increases, micro-channel outlet water temperature
decreases in both staggered and inline geometry. Husain et al. [24] proposed a novel
hybrid design of micro-channel having jets and pillars. They investigated rate of
heat transfer in channel increases with increase in number of pillars. Arshad and
Ali [29] and [30] found that Nusselt number increases with increase in velocity
of water. Wei Wang et al. [31] investigated the relationship between the enhanced
thermal conductivity and nanoparticle size, volume fraction and temperature. Zunaid
et al. [32] and [33] found pressure drop in micro-channel heat sink increases with
increase in Reynolds number. Hou et al. [34] investigated as the volume fraction of
nanoparticles increased in base fluid, the heat transfer performance of micro-channel
heat sink improved.

As these case studies show, there are a lot of diverse mathematical solutions to
the Navier–Stokes equation; they have been applied magnificently on the simple
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micro-channels as well as in jet impingement models with different thermo-physical
properties and designing parameters like Reynolds number, jet diameter, mass flow
rate, number of jets and type of cooling fluid. The recent challenges are caused due to
decrease in the size of electronic device demands’ improvement in heat dissipation.
Hence, this paper is directed toward addressing improvement in heat transfer by
performing a thermal and fluid flow analysis in an inclined jet impingement model
with different nanofluids.

2 Description of Problem

A schematic diagram of copper based micro-jets impingement heat sink model is
shown in Fig. 1. The analysis was performed on the fluid flow domain and solid
domain. Inclined inlet jets are provided at top of fluid channel. The fluid domain was
created to allow water and nanofluids to pass through micro-channel. The constant
heat flux (50,000 W/m2) was taken through the bottom of the solid substrate. In
order to provide a cooling effect, the micro-jet impingement was used. The base
fluid (water) is mixed with nanoparticles of aluminium oxide (Al2O3) and titanium
oxide (TiO2) in solid volume fraction of 0.1, 0.5 and 1%. The mass flow rate of pure
water and nanofluidswere taken as 0.000062, 0.000122 and 0.000182 kg/s. The study
is simulated for 6, 10, 14, 18 jets with diameters, i.e., 0.1 mm. Figure 2a–d shows
micro-channels having 6, 10, 14 and 18 jets, respectively. Figure 2 also shows that
half of the jets are placed at an inclination of 45° and remaining half are inclined at
135° from upper surface of the micro-channel. Copper is used as the solid material.
The depth of the fluid domain which interacts with solid material is 0.3 mm. The
geometric parameters, e.g., cross-sectional area, thickness of the solid substrate base,
height of the fluid domain, length of nozzle, are constant throughout the analysis.

lx
Heat flux

ly

Hc

ts

Outlet

Sndn

Inlets

Fluid channel
Solid substrate

Plane of symmetry

Fig. 1 Schematic diagram of multiple micro-jet impingements heat sink
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Fig. 2 Geometry of inclined jets micro-channel heat sinks a 6 jets, b 10 jets, c 14 jets and d 18 jets

3 Validation

In this mathematical analysis, authentication is done for 45° inclined four micro-jets
impingement heat sink and the outcomes are plotted for maximum temperature rise
of cooling fluid. Four different values of heat flux are supplied at the bottom surface
of the heat sink for a particular mass flow rate. The validation of the present scheme
was carried out for a laminar flow of fluid in micro-channel. The validation results
were compared with the benchmark solutions reported in Husain et al. [27]. The
maximum percentage errors �T are 4%, 2.91%, 1.86% and 1.32% for 5, 10, 15 and
20 W/cm2 heat flux, respectively (Table 1).

Table 1 Dimensions of the inclined micro-jets heat sink

S. No. No. of jets Acs (mm2) Hc(mm) ts (mm) dn(mm) ln(mm) Sn(mm)

1. 6 12 × 12 0.3 0.8 0.1 0.5 3

2. 10 12 × 12 0.3 0.1 0.1 0.5 2

3. 14 12 × 12 0.3 0.1 0.1 0.5 2

4. 18 12 × 12 0.3 0.1 0.1 0.5 2
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4 Simulation Results

In this study, parameters such as mass flow rate, number of jets and fraction of
nanoparticles, affect heat transfer and outlet bulk mean temperature. The CFD anal-
ysis is used to simulate 6, 10, 14 and 18 jets; these jets are inclined at 45° and 135°
from upper surface of the micro-channel. The temperature contour for 1% TiO2 and
0.000062 kg/s mass flow rate for 6, 10, 14 and 18 jets is shown in Fig. 3. The variation
of outlet bulk mean temperature of pure water and nanofluids with number of jets
(6–18) for constant mass flow rate of 0.000062, 0.000122, 0.000182 kg/s are shown
in Fig. 4a–c. It was observed that outlet bulk mean temperature of pure water and
nanofluids increased with increase in number of jets (Table 2).

In Fig. 4a, it is clear that nanofluid having solid volume fraction of 0.1%, 0.5% and
1% Al2O3 obtains maximum temperature 328.011, 328.371 and 328.822 K, respec-
tively, and nanofluid having 0.1%, 0.5%, 1% TiO2 obtained maximum temperature
328.017, 328.401, 328.881K, respectively for 18-jetmicrochannel and 0.000062kg/s
mass flow rate.

Fig. 3 Temperature contour for 1% TiO2 and 0.000062 kg/s mass flow rate for a 6 jets, b 10 jets,
c 14 jets and d 18 jets
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Fig. 4 Variation of bulkmean temperature with number of jets at mass flow rate of a 0.000062 kg/s,
b 0.000122 kg/s, c 0.000182 kg/s

Table 2 Values of maximum
temperature rise of cooling
fluid

Heat flux
(W/cm2)

�T (K), Husain
et al. [27]

�T (K), Present % Error

5 5 5.2 4.00

10 10.3 10.6 2.91

15 21.5 21.9 1.86

20 38 38.5 1.32
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The exit temperature obtained by Al2O3 and TiO2 nanofluids is increased by
increasing the volume fraction of nanoparticles because heat transfer coefficient of
nanofluid increaseswith increase in the volume fraction of nanoparticles in base fluid.
In Fig. 4a, nanofluid containing 1% TiO2 gives the highest bulk mean temperature.
Bulk mean temperature 328.423, 328.531, 328.643 and 328.881 K is observed at exit
of micro-channel for constant mass flow rate of 0.000062 kg/s and 6, 10, 14 and 18
jets, respectively.

In Fig. 4b, 18-jet micro-channel containing 0.1%, 0.5% and 1% solid volume frac-
tion of Al2O3 achieves maximum temperature of 314.285, 314.469 and 314.678 K,
respectively, and 0.1%, 0.5%, 1% solid volume fraction of TiO2 achieve maximum
temperature of 314.288, 314.484 and 314.73 K, respectively, for a fixed mass flow
rate of 0.000122 kg/s. Figure 4b also indicates that nanofluid containing 1% TiO2

gives highest bulk mean temperature of 314.73 K at outlet for 6, 10, 14 and 18 jets,
respectively, for mass flow rate of 0.000122 kg/s.

In Fig. 4c, it is clear that for 18-jet micro-channel containing 0.1%, 0.5% and 1%
Al2O3 obtains maximum temperature of 309.566, 309.691, and 309.848 K, respec-
tively, and having 0.1%, 0.5%, 1% TiO2 obtains maximum temperature of 309.568,
309.701, 309.867 K, respectively, for constant mass flow rate of 0.000182 kg/s.
Figure 4c also displays that nanofluid having 1% TiO2 has highest bulk mean
temperature at outlet.

Figure 4a–c dictates that maximum outlet bulk mean temperature for pure water
and nanofluids at constant mass flow rate of 0.000062, 0.000122, 0.000182 kg/s is for
18-jet micro-channel. These figures also reveal that outlet bulk mean temperature of
nanofluid ismore than that ofwater. Figure 4a–c also indicate that as the concentration
of nanoparticles in the base fluid is increased, the bulk mean temperature of fluid at
the outlet also increases while keeping mass flow rate constant. As mass flow rate
increases, the bulk mean temperature at the outlet decreases. The simulation carried
out on nanofluid gave better heat transfer than pure water.

5 Conclusions

This numerical simulation can be used to analyze the behavior of Al2O3/water and
TiO2/water nanofluids. The study has been conducted under steady laminar flow
for micro-channel geometry. The nanofluid is considered homogenous throughout
with modified thermo-physical properties. These modified properties are taken into
accountwhile performing simulation.Nanofluids showan increase in the heat transfer
with respect to the base fluid. Results showed that as mass flow rate of nanofluid
was increased, the bulk mean temperature at outlet decreased. It was observed that
bulk mean temperature of both nanofluids at the outlet increased with increase in
percentage concentration of the nanoparticles in base fluid. The results for both
nanofluids indicate that the heat transfer of nanofluids improves with increase in
number of jets. It was observed that for all the concentration of nanoparticle, the
outlet bulk mean temperature of nanofluid containing TiO2 is more than Al2O3.



858 M. Zunaid et al.

When mass flow rate was increased keeping number of jets constant, then bulk mean
temperature at outlet decreased thus decreasing the heat transfer rate. The 18-jet
arrangement used during simulation dictated maximum bulk mean temperature at
outlet while keeping mass flow rate constant.
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Study of Effects of Part Commonality
on Stochastically Variable Product
Demand

Shubha , Shivam Singh , Shubham Sharma , and M. S. Niranjan

1 Introduction

Part commonality refers to the condition of product families which have similar bill
of materials [1]. The list of parts a product is composed of is bill of materials. Bi
and Zhang [2] define modularity as higher instances of independence and usability
among components that configure the products. Higher levels of commonality lead
to utilization of economy of scale as a tool for business advantage through improve-
ment in manufacturing, design and inventory performance. The modular products
are devised through a product architecture that helps to achieve products as a combi-
nation of part subassemblies. Commonality helps in conceiving multiple product
configurations by way of various possible combinations of some unique parts over
common subassembly in a way maximizing the product variety with limited number
of part assortments.

In terms of statistical theory, higher level of part commonality helps to optimize
inventory cost for a required level of demand fulfilment. Another managerial advan-
tage associated with common parts is the reduction in the inventory profile of the
warehouse, which in effect reduces the capital bind-up within the inventory system.
It also helps to simplify the planning and scheduling systems in the production
units. Collier [3] emphasizes positive influence of commonality on manufacturing
system performance. Higher level of part demand from the supplier as a result of
part commonality across multiple products helps in reduction in order variability.
The final cascading effect goes into reduction in uncertainty. Furthermore, Vishkaei
et al. [4] developed a bi-objective inventory model which minimized the total stock-
out costs by considering stock-out time as a separate objective. This reduces the
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safety stocks and improves productivity [5]. Some studies [6] indicate drawbacks
associated with too much commonality.

In terms of enterprise supply chain performance, demand variability induces
supply chain uncertainly which introduces the Bullwhip effect in inventory stocks
at its upstream tiers. Statistically, common parts across multiple products help to
suppress demand variance [5]. Gerchak and Henig [7] validate this for a three-level
supply chain with distribution center serving product demands which have varying
levels of part commonality. Similarly, Catena [8] provided models for safety stock
for common components for assemble/manufacture to order systems. Persona [9]
applied this in industries and show reduction in safety stock. The method for calcu-
lating safety stocks for components that are used in modular products in continuous
review inventory policy is proposed by Chopra and Meindl [5], while Hernández
[10] uses a method to calculate safety inventory considering commonality and the
replacement of components under a Make to Order strategy.

1.1 Part Commonality

With regard to product design andmanufacturing, component commonality is defined
as the instance in which two or more products possess common components in
their product structures. In manufacturing industries, the management of inventory
is carried out to segregate different class of inventory (viz. A, B and C) on the basis of
their cost. Appropriate inventory control strategies are applied to these items for both
cost consideration and process simplification. For a type inventory items, the cost of
carrying inventory is appreciably higher than the other two and for these items, strict
inventory management policies are necessary to control manufacturing cost [11].
Commonality helps in utilizing principles of statistics in optimizing inventory levels
of common components. It is possible as common parts reduce inventory types so this
improves planning and scheduling systems. Increase in volume of component items
due to commonality helps in economy of scale and reduction in order variability,
which helps in continuous replenishment.

In continuous review inventory management systems, the decision variables are
the cycle inventory and safety inventory. While safety inventory level guarantees a
minimum level of confidence against stock-out during the period between initiation
of procurement orders and delivery of items in the store. A higher safety inventory
provides higher level of confidence against stock-out, but it also increases holding
inventory. The opportunity of cost savings thus will accrue due to the management
of these common part inventories.
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2 Literature Review

2.1 Research Gap

Based on the above, this research undertakes demand variability during lead time as
the basis to evaluate the impact of part commonality to control shortages through
development of a simulation test bed for experimentation.

Analyticalmodels that help in the study of effect of part commonality onmanufac-
turing performance are not found in literature in vogue. It is because the treatment of
such models for industrial scenario becomes mathematically unwieldy and so simu-
lation modelling offer opportunity in these cases to elucidate research underlining
under different scenario. Simulationmodels that depict productmanufacturing during
lead times thus become the framework for evaluating benefits of part commonality
on stock-out performance.

2.2 Research Objective

This paper uses discrete event simulation to underline:

• The benefit of part commonality on manufacturing performance by way of
optimization of inventory of common components.

• For evaluating benefits of part commonality on stock-out performance—Demand
variability and lead time uncertainty are responsible for stock-out during the lead
time of inventory procurement. As such studies of inventory performance against
shortages are monitored during the lead time period.

2.3 Research Connotations of Part Commonality

The aspect of component commonality that relates it with inventory management
is the fact that demand variability across product family induces magnification in
supply chain uncertainly for parts at upstream tiers. Common parts across multiple
products help in the reduction of order variability; as statistical data streams that are
composed of multiple datasets suppress variance as compared with the summation
of individual variances [5]. Brennan and Gupta [12] examined the performance of
manufacturing environment under demand and lead-time uncertainties. Similarly,
effect of late delivery of raw materials has been examined by Kanet and Sridharan
[13], while Matsuura [14] used this to model demand. Liao and Shyu [15] studied
inventory systems with probabilistic variables to identify lead time demand param-
eters. Ben-Daya and Raouf [16] extended Liao and Shyu [15] model with lead time
and ordering quantity as decision variables. This work was extended by Ouyang [17]
while considering backorders during shortages. Moon and Choi [18] and further
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Hariga and Ben-Daya [19] improved this to evaluate reorder point. Keller and Noori
[20] worked with probabilistic lead time demand with stock-out. Sinha et al. [21]
performed sensitivity analysis by changing various process variables and analysed
its impact on total supply chain cost. The modularity of a product allows for the
typological changes through interchangeable modules which can vary the function-
ality of such configured products according to the number of modules in them. Bi
and Zhang [2] define modularity as higher instances of independence and usability
among components that configure the products.

Collier [3] has pointed that increase in the extent of commonality positively
influence system performance. This idea is further reinforced in research as it is
observed that stock levels decrease with increase in part commonality [1]. Gerchak
and Henig [7] validates this for a three-level supply chain with distribution center
serving product demands which have varying levels of part commonality. Simi-
larly, Catena [8] provided models for safety stock for common components for
assemble/manufacture to order systems. Persona [9] applied this in industries and
show reduction in safety stock. The method for calculating safety stock for compo-
nents that are used in modular products in continuous review inventory policy is
proposed by Chopra and Meindl [5], while Hernández [10] proposes a method
to calculate safety inventory considering commonality and the replacement of
components under a Make to Order strategy.

3 Continuous Review Inventory Model

Safety inventory is carried to satisfy demand that exceeds the amount forecasted
during the lead-time period of inventory procurement (Fig. 1). Raising the level of
safety inventory increases product availability, and thus, it has the potential to improve
the margin captured from customer purchases.While it ensures higher service levels,
the flip side is that it increases inventory holding costs. Thus, a trade-off issue is to
be addressed as to what should be the appropriate level of product availability?
Conversely, if desired level of product availability is to be ensured, what should be
the safety inventory?

Fig. 1 Continuous review
inventory model [5]
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In addition, the knowledge of the relationship among the decision parameters that
helps to achieve reduction in safety inventorywhile improving the product availability
can create a competitive advantage. Singha et al. [22] determined an optimal cycle
service level for continuously stocked items under a continuous review policy. For a
continuous review inventory system, the formulations for the inventory models are
given below [5]. The same will be used in the development of simulation model later.

3.1 Characteristics of Demand During Lead Time

For a normally varying demand per period,

Di Average demand for period i
σ 2
i Demand variance for period i

L Lead time
ROP Reorder point
ρ ij Correlation coefficient.

Average demand during lead time = DL and variance = σ 2
L are as

DL =
L∑

i=1

Di (1)

σL =
√√√√

L∑

i=1

σ 2
i + 2

∑

i> j

ρi jσiσ j (2)

Di and σ i are all identical for each period:

DL = DL (3)

σL = σD

√
L (4)

Lead Time Demand(DL) + Safety Stock(SS) = Reorder Point(ROP) (5)

Cycle Service Level (CSL) given a Replenishment Policy

CSL = Prob(ddlt of L weeks ≤ ROP) (6)

CSL = F(ROP, DL, σL) = NORMDIST(ROP, DL, σL, 1) (7)

According to the continuous review policy, as commonality increases the mean
demand for common component also increases. The demand for common component
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is the sum of demand across all the products. The standard deviation for the common
component follows Eq. (4), thus is more than the standard deviation of any other
component which is not common. Thus, the overall safety stock for a given value of
CSL increases. The relation between CSL and safety stock is given below:

ss = F−1
s (CSL) ∗ σL (8)

ss = safety stock.

4 Component Commonality Model

4.1 Case Background

Here, to investigate the effect of part commonality, two different products are consid-
ered each of which is assembled by three parts. We are taking two cases with part
commonality = 0 and 1, i.e., in 1st case with (defined as commonality = 0) no
common components i.e. all the components for both the products are different
(indicated in Fig. 2a, b), whereas in the 2nd case (defined as commonality = 1) 1
component (C1) in both the products is taken common (indicated in Fig. 3 a, b). The
product configuration is as given below. When none of the parts are common, P1 is
assembled with components C1, C2 and C3, while P2 is assembled with C4, C5 and
C6.

The simulation modeling for the above product configurations has been under-
taken on a simulation platform Arena® [23]. This is discussed below.

Fig. 2 a Product 1,
b Product 2 P1

C1 C2 C3

P2

C4 C5 C6

a b

No component is common

Fig. 3 a Product 1,
b Product 2

Component C1 is common

P1

C1 C2 C3

P2

C1 C5 C6

a b
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5 Development of Simulation Model

5.1 Explanation of the Model Created

In arena modeling platform entities depict modeling elements which flows through
different modules. While these move through the modules, the system parameters
and changes in the system variables are assigned as per the actual system parameters.
The data stream is thus generatedwhich depict the behaviors of the simulated system.
Entities in the simulation model may depict some entity of actual system or these
are used to undertake parametric changes as per the model devised.

This is illustrated with the help of modules given in arena [23]. Demand for
Product P2 is generated with the help of CREATE module as indicated in Fig. 4a.
This module creates product P2 depicted as entity type distridemandP2 daily with
further details as illustrated in the module description. Some attributes and variable
value are assigned to entity through assign module as given in Fig. 4b. In this case,
attributes like demand quantity and picture are assigned. As detailed in Fig. 4b, the
demand is assigned a normal variate with parameters DmeanP2 and DstdP2. Arena
[23] allows for many types of distribution function in assignment.

The entity then flows through the decidemodule where the part inventories for C4,
C5 and C6 are compared with the demand. This is depicted in the following figure.
In case part inventories are available, product P2 is configured and inventories of
the related parts are decremented by the amount equal to the demand. In case the
part inventories are not sufficient for any part shortage is evaluated as count in the
instances of stock-out is assigned. Similarly, at review periods each part inventory
is reassigned a value equal to the respective ROP and the process is repeated till the
simulation period is over. Multiple experiments for cycle service level at different
safety inventory is undertaken to profile the CSL against safety inventory. After
which data is tabulated as saved. The snapshot of the detailed model is given in
Fig. 7. Figure 6 depicts the animation of some of the model variables (Figs. 5, 6 and
7).

Fig. 4 a Create module used in arena [23], b assign module used in arena [23]
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Fig. 5 Decision module used in arena [23]

Fig. 6 Animation of the model variables

5.2 Determining Outputs

Demands for products P1 and P2 are considered normal variates. These demands
generate normal variate demands for individual components. The aggregate demands
of each component thus can be calculated as the demand streams from the individual
product streams.

In case the demand data streams are not normal variates as well as when periodic
demand and lead times belong to different distribution function, the models given
above cannot be used without introducing error in the estimation of safety inven-
tory for required service level. Under such conditions, simulation modeling can be
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Fig. 7 Simulation model (arena)

applied to estimate safety inventory. Appropriate experimental design for simula-
tion can provide acceptable estimate of safety inventory before the same scheme is
implemented in industrial scenario.

According to Eq. (7) ROP, DL, σL are needed to equate CSL, and thus the outputs
from the simulation model are aimed to extract the above-mentioned variables. [5]
Based on estimates of demand distribution for the future, instances of demands for
different components are generated. Instance of demand mentioned above refers to
random demand obtained from a demand distribution. These variables are then used
to compute the CSL using the NORMDIST function in Excel.

This simulation experiment is carried out for sufficient length of time and repeated
multiple times such that the dataset for performance is sufficient enough for statistical
validation. In the present case, the simulation run length was 3865 days which was
found sufficient.

6 Analysis of Simulation Results

The simulation results for different simulation runs are compiled in the following two
tables. Table 1 depicts the cycle service level at different safety inventories for each
component when there are no common components, i.e., when P1 and P2 separately
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Table 1 Dataset for no
component common

Safety inv. Cycle serv. level

0.00 53.54

5.00 60.25

10.00 66.61

15.00 70.60

20.00 78.77

25.00 83.85

30.00 87.11

35.00 92.01

40.00 94.74

45.00 96.73

50.00 98.37

55.00 98.55

60.00 99.09

65.00 99.64

70.00 99.82

75.00 100.00

80.00 100.00

require unique components. Table 2 represents the CSL at different safety inventories
of C1 when it is common to both P1 and P2. The result is depicted in Fig. 8.

It is observed from the result as given in Fig. 8 that when the component common-
ality is increased from 0 to 1, then cycle service level for components improves at the
same safety stock level. Conversely, for a required cycle service level, the equivalent
safety stock level for common components decreases. This validates the results of
analytical model (given in Sect. 3.1).

7 Conclusion

It is now important to mention that simulation modeling for evaluating safety inven-
tory under common components can examine different types of product configura-
tions as well as different types of data stream representing the periodic demand and
lead time.

By introduction of component commonality, the simulation results showed that
cycle service level increased considerably. Existing literatures indicate that the
increase in CSL is characterized by increase in the performance of supply chain,
i.e., parameters like delivery dependability, supply chain profitability show positive
changes. This also helps in optimizing inventory levels and thus issues such as order
variability, inventory holding cost, delays in providing services reduce.
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Table 2 Dataset for 1 component common

Safety inv. Cycle serv. level Safety inv. Cycle serv. level

2.5 58.08 45 99.09

5 63.88 47.5 99.64

7.5 69.87 50 99.82

10 73.87 52.5 100.00

12.5 78.58 55 100.00

15 82.58 57.5 100.00

17.5 86.03 60 100.00

20 88.75 80 100.00

22.5 89.66 100 100.00

25 91.83 120 100.00

27.5 94.37

30 95.46

32.5 96.73

35 97.64

37.5 98.00

40 98.00

42.5 98.55

0.00

20.00

40.00

60.00

80.00

100.00

0.00 20.00 40.00 60.00 80.00 100.00 120.00 140.00

Equivalent Safety Inventory per component

Dataset for no
component common
Dataset for one
component common

120.00

Fig. 8 Safety inventory versus cycle service level for different datasets

This simulation platform can further be extended to accommodate stochastic
nature of part substitution as an extension of present research. The capability to
accommodate different types of discrete variables and their interaction is one of the
novelties of the present research framework.
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Application of Goal Programming
to Optimize the Schedule and Frequency
of Product Advertisement in Telemedia

Oikantik Sinha, Parth Dharmarha, and Pravin Kumar

1 Introduction and Background

The period of 2013–2015 witnessed the growth story of television as an advertising
medium. By 2013, India became the third-largest TV market with 161 million tele-
vision households, a 15.7-billion-dollar revenue industry. The TV advertisement
market in India increased by 2.84 billion dollars between 2015 and 2018; this is the
fifth-largest advertisement expenditure growth in the world during this time period.
In 2019, the Indian television industry grew at 13.8% to a size of 20 billion dollars.
Compared to all the other categories, the highest spender on TV advertisements was
the FMCG sector. The Indian advertising industry is projected to grow at close to
13% in the coming years. The growth of Indian tele-advertising industry in India is
shown in Fig. 1.

TheUnited States has the highest advertising revenue all over theworld. Presently,
71 billionU.S. dollars TV advertising revenue is generated in theUnited States alone,
and it is estimated to grow to 72 billion in 2023. The TV advertisement in the world
has been projected to increase from $173 billion to $192 billion between 2018 and
2022 [2]. This shows that television media is one of the important mediums to
share the product knowledge with the target customer. Now, the main problem is
to determine the frequency of a product advertisement and finding the slots, so that
advertisement cost can be minimized with increased effectiveness and viewership of
the target customer.
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Fig. 1 Annual growth of Indian television industry (bn |) [1]

Deciding the slots and the frequency of the advertisement on television is very
difficult. The complexity arises from sophisticated show structure, limited number of
advertising slots, audience demographics, and show preferences. To find the solution
of this problem, many researchers have used the different optimization tools and
techniques. Rubinson [3] conducted a survey to checkwhether the effectiveness of the
television advertising has declined over the time. But just opposite to this hypothesis,
he observed that TV advertising is more effective. Barajas et al. [4] projected the
impact of telemarketing on daily sales using time series-based approached. They
presented the relationship between ad impressions and commercial actions on log-
scale and observed it as the effective way to describe the scenario. Results indicated
that television marketing continues to be the most effective among other options.

Barajas et al. [5] used linear programming for the media section and allocation of
the advertisement. They provided the different weights to the viewership data to be
used in linear programs and observed their impact. Charnes et al. [6] proposed the use
of goal programming for the media planning. They presented the goal programming
model for media selection by changing the objectives and extending the previous
media allocation models by accounting for cumulative duplicating audiences over
a variety of time periods. Cornelis and Kluyver [7] examined the formulation of
goal programming for media selection. To assess the impact of goal programming
formulation on the resulting solutions, the different scheduling with actual data has
been used repeatedly. Kwak et al. [8] used a mixed integer goal programming model
for finding the right advertisement media. Jha and Aggarwal [9] used a fuzzy goal
programming approach to achieve a compromised solution for advertisement media
allocation. They identified the satisfactory solution and analyzed by performing
the sensitivity analysis. The sensitivity analysis was used for model flexibility by
providing different weights combinations of different products in each segment, so
as to meet the aspiration levels of management for each advertisement.

Fleming and Pashkevich [10] formulated a model from the advertising agency’s
perspective, to optimize the reach of each brand for multiple clients, using amodified
multi-objective genetic algorithm (MOGA). Regis and Evangelista [11] presented a
modified format of the Fleming and Pashkevich model, wherein it reformulates the
objective functions and constraints into amulti-objective binary integer programming
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format. Mihiotis and Tsakiris [12] presented an integer programming model with the
goal of maximizing gross rating points (GRP), under a cost constraint, from the
perspective of an advertising agency. It considers a television program as a straight
line, with each point on it has two characteristics, namely viewership and unit cost of
commercial time.TVnetworks also need tooptimally schedule their commercials and
allocate advertising time to meet their clients’ demands and maximize their profits.
Ghassemi and Alaei [13] presented a winner determination problem in a multi-unit
combinatorial auction mechanism for allocation of advertising time to advertisers,
with a goal of maximizing the revenue generated. Bollapragada and Garbiras [14]
presented amodel from a TV network’s perspective for the scheduling of commercial
ads and have used heuristics modeling to solve effectively the formulated integer
programming problem.

The researches have also been performed from the perspectives of different
companies. Brown andWarshaw [15] presented a linear programming model formu-
lated with the objective function incorporating several parameters to reflect the effec-
tiveness of the advertisement. Linear and nonlinear models for response to promo-
tional inputs have also been presented and incorporated into the objective function.
Bhattacharya [16] presented a model from the perspective of a company, in which
he formulated a chance constraints goal programming model with the goal of maxi-
mizing the desired reach under a cost constraint with a limit on the maximum and
minimum number of advertisements for different time slots and channels. The goal
programming is one of the uniquemethods formulti-objective linear programming. It
allows to incorporate the multiple conflicting objectives in finding the solution in the
range of the already decided/fixed goals. More accurately, it can be said that the goal
programming is designed to minimize the deviation between the achievement level
and the goals set. Based on the evidence of its effectiveness, goal programming has
been used to solve the formulated multi-objective problem. In this paper, we have
formulated a goal programming optimization model for achieving target effective
impressions generated under a budget with maximum and minimum advertisement
frequency as constraints from the perspective of the company.

2 Problem Description and Model Formulation

One of the primary goals of any television advertisement campaign of a company
is to achieve its target of effective exposure or impressions. Effective impressions
are those impressions which are generated by the company’s target audience. The
company intends to expose the ad to as many new people as possible, while exposing
each ad enough number of times to the people to increase their chances of recognition
of the brand during purchasing decisions. The companies are also restricted under a
budget and have a goal to restrict the cost of advertising to its budget limit.

In this paper, the optimum number of the advertisement on different televi-
sion channel has been decided considering the budget constraint. The main aim
is to achieve the target number of effective impressions generated by the possible
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customers. The cost of advertisement varies from one time slot to another. The cost
aspects for the different time slots in a day of the television channels have been given
due attention. The goal programming is used to formulate the problem providing the
weights to the certain demographic, so as to advertise the product maximum to the
potential target customer base. Constraints on the maximum and minimum number
of advertisements that can be allocated per time slot in different time slots in each
channel have also been considered. Some of the basic terminology used in the paper
is discussed below:

Spot: A spot is defined as one broadcast of an advertisement.
Reach: It is defined as the number of unique people who will be exposed to one
spot.
Impressions: Impressions are the total number of exposures to an advertisement.
Impressions generated in each time slot are calculated by multiplying the number
of spots by the number of viewers in that time slot.

2.1 Model Formulation

A multiple-objective linear programming model has been formulated to determine
the optimal frequency of advertisements. A multi-objective linear programming can
be solved by the formulation of goal programming, which enables us to efficiently
solve many real-world decision problems. This approach also allows the decision
maker to consider the individual importance of various conflicting objectives. To
formulate this problem, we have used lexicographic goal programming for finding
the solution. In lexicographic goal programming, the minimization of a deviation
in a higher priority goal is infinitely more important than any other deviations in
lower priority goals. Some of the important parameters considered in this model
formulation are summarized in Table 1.

Table 1 Parameters used in goal programming

Code Descriptions

xi j Frequency of advertisement in the ith time slot in the jth channel

Ci j Cost of one 10 s advertisement in the ith time slot in the jth channel

Vi j Viewership in the ith time slot in the jth channel

Pj Target audience percentage in the jth channel

Ui j Total ad slots available in the ith time slot in the jth channel

Rn Percentage of the total viewers in the nth category

Wn Weightage assigned to the nth category

i Time slots

j Channels
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To determine the target audience percentage in the ith time slot in jth channel, the
weighted mean approach has been used as illustrated in Brown andWarshaw (1965).
At first, the characteristics of the target audience are decided, and the percentage
of the total viewers that fall within that category (R_n) are determined. The suitable
weights (W_n) to the different categories of viewers are assigned. Now, the weighted
mean of is calculated to determine the target audience percentage (P_j).

Let us consider the percentage of the total viewers in each category are as gender
=R_1; age group=R_2; income level=R_3; andweights assigned to each category
are gender = W_1; age group = W_2; and income level = W_3. Now, the target
audience percentage can be determined by:

Pj = R1 × W1 + R2 × W2 + R3 × W3

W1 + W2 + W3
(1)

There are two goals in the tele-advertising process: one is to achieve the total
impression target, and other is to minimize the total cost of the advertisement as
discussed below:

Minimizing the total cost of the advertisement. The cost of the advertisement
depends on the frequency and the time slots chosen for the advertisement. Here,
the product of frequency xij and the cost of that time slot Cij indicates the cost of
advertisement as shown in Eq. (2). Its target is fixed as T 1.

5∑

j=1

5∑

i=1

xi j × Ci j ≤ T1 (2)

Achieving the total impressions target. In this model, total impressions gener-
ated by the ad within the target audience are considered as the objective function
which is to be maximized. The product of Vij 〖 and P〗ij and xij shows the total
impressions. Our goal is to achieve the total effective impressions greater than the
specified target value T 2 as shown in Eq. (3).

5∑

j=1

5∑

i=1

xi j × Vi j × Pj ≥ T2 (3)

Now, there are two constraints as discussed below:
Ad slot constraint. In this model, we have considered a limit of ad slots that

are available per time slot per channel, to imitate the real-world scenario. The
frequency of advertisement per time slot per channel cannot exceed this value. This
is represented by Eq. (4).

xi j ≤ Ui j (4)
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Minimum advertisements constraint. We have considered the minimum value
of frequency of advertisement per time slot per channel xij as 1, to maximize the
number of unique people who will watch the advertisement, which hence increases
reach. This is given by Eq. (5).

xi j ≥ 1∀ (5)

Now, lexicographic goal programming is applied to solve this model. The lexico-
graphic goal programming provides infinitelymore importance to the highest priority
goal than the goals of subsequent priority levels. Here, the objective function is to
minimize the underachievement〖(d〗−

2 ) and overachievement (d+1).
The model after simplifying can now be represented as:

Lex min
(
d−
2 , d

+
1

)
(6)

Subject to

5∑

j=1

5∑

i=1

xi j × Ci j + d−
1 − d+

1 = T1 (7)

5∑

j=1

5∑

i=1

xi j × Vi j × Pj + d−
2 − d+

2 = T2 (8)

xi j ≤ Ui j (9)

xi j ≥ 1∀I (10)

d+
1 and d+

2 are the over achievements and d−
1 and d−

2 are the under achievements
of the target level of the two objectives, respectively. This model can be solved
using linear programming model in which Eq. (6) shows the objective function and
Eqs. (7)–(10) show the constraints.

3 Case Study

A company (XYZ) desires to advertise its newly launched cologne brand for men,
in five prominent television channels of India. The name of the company and the
channels are not disclosed in this study to maintain the privacy of the company. Its
goal is to maximize the exposure of this brand in its target audience. The target
audience for this company are the men aged between 18 and 60 years, and having
an annual income of more than | 5,00,000. It has a goal of achieving 4,50,00,000
effective impressions from the advertising campaign and has a budget of | 5,50,000.
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Table 2 Cost and viewership for each time slot and channel

Time slot Cost of 10 s ad (in 1000 |) (Ci j ) Number of viewership (per week)
(in millions) (Vi j )

Ch1 Ch2 Ch3 Ch4 Ch5 Ch1 Ch2 Ch3 Ch4 Ch5

8:00AM–11:00AM 6 5 4 2 3 0.6 1 0.9 0.1 0.2

11:00PM–2:00PM 7 6 2 2 6 0.8 1.3 0.4 0.15 1.2

2:00PM–5:00PM 8.5 6 2.5 3 12 0.7 0.9 0.5 0.2 1.5

5:00PM–8:00PM 10 8 4.5 3.5 18 1.2 1.3 0.8 0.3 1.9

8:00PM–11:00PM 12 17 10 7 34 1.9 1.6 1 0.45 2.5

It has been assumed that the company wants to advertise in five prominent tele-
vision channels of India corresponding to j = 1, 2, …, 5. Television channels’
airtimes have been split into five time slots corresponding to i = 1, 2, …, 5. These
time slots are 8:00AM–11:00AM, 11:00PM–2:00PM, 2:00PM–5:00PM, 5:00PM–
8:00PM, and 8:00PM–11:00PM, respectively. The cost (| 1000) and the viewership
(million) in different time slots for all the five different channels are summarized in
Table 2.

Some assumptions made in the model are discussed below as:

• The demographic across different time slots of the same channel is the same.
• The duration of all ads is considered as 10 s.
• The values of total ad slots available per time slot per channel are assumed as any

suitable value in relation to that slot’s cost and viewership.
• Due to unavailability of current data, the parameter for percentage of total viewers

in each category has been suitably assumed.
• Theweights assigned to each characteristic category, and target values of effective

impressions, and budget have also been suitably assumed.

To find the target audience percentage, we use the weighted mean approach as
mentioned in Eq. (1). The data for the percentage of total viewers of each channel
falling in the required categories has been suitably assumed and represented in
Table 3.

Table 3 Categories of the viewers on the different television channels

Channels Gender (male)(R1 j ) (%) Age group (18–60) (R2 j )

(%)
Income level (| 5,00,000+)
(R3 j ) (%)

Channel 1 50 60 70

Channel 2 52 65 72

Channel 3 60 65 76

Channel 4 65 70 72

Channel 5 58 60 75
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The weights for the characteristic categories were assigned, after consulting with
experts in the field of television advertising. For a cologne brand for men, the target
audience is predominant and almost exclusively male. So, a higher weight of 0.5 was
assigned to this category. Next, the target audience’s age group was identified to be
between 18 and 50 years. This is also an important factor as the brand does not appeal
to audiences not in this age group. Hence, it was assigned a weight of 0.4. Finally,
income level of the audience was also taken into account. Though, it was assigned
a weight of only 0.1, as income level does not influence the sale of this product to
a large extent, due to its easy affordability. Weights assumed for each category is as
W1 (GENDER) = 0.5; W2 (AGE GROUP) = 0.4; W3 (INCOME LEVEL) = 0.1.

Now, Using Eq. (1), we get P1 = 56%, P2 = 59.2%, P3 = 63.6%, P4 = 67.7%,
and P5 = 60.5%.

The target audience percentage and the total ad slots available in different channel
for different time slots are summarized in Table 4.

Solving the linear programmingmodel fromEqs. (6)–(10) usingLINGOsoftware,
we get the optimal values for the different variables as shownbelow.Thus, the optimal
distribution of the frequencies in different time slots on different channels is obtained
and summarized in Table 5. Total cost incurred in the advertisement is | 5,50,000,
and the effective impression generated is 4,51,90,950.

x11 = 1; x12 = 1; x13 = 1; x14 = 1; x15 = 1;
x21 = 1; x22 = 4; x23 = 6; x24 = 1; x25 = 6;

Table 4 Data of target audience % and total ad slots available for each time slot and channel

Time slot Target audience % (Pi j ) Total ad slots available (Ui j )

Ch1 Ch2 Ch3 Ch4 Ch5 Ch1 Ch2 Ch3 Ch4 Ch5

8:00AM–11:00AM 56 59.2 63.6 67.7 60.5 4 6 3 8 7

11:00PM–2:00PM 56 59.2 63.6 67.7 60.5 5 4 6 6 6

2:00PM–5:00PM 56 59.2 63.6 67.7 60.5 6 7 8 5 5

5:00PM–8:00PM 56 59.2 63.6 67.7 60.5 4 5 4 5 5

8:00PM–11:00PM 56 59.2 63.6 67.7 60.5 3 3 4 4 2

Table 5 Frequency distribution of ad in different time slots on different channel

Time slot Frequency of advertisements (xi j )

Ch1 Ch2 Ch3 Ch4 Ch5

8:00AM–11:00AM 1 1 1 1 1

11:00PM–2:00PM 1 4 6 1 6

2:00PM–5:00PM 1 7 8 1 5

5:00PM–8:00PM 1 5 4 1 4

8:00PM–11:00PM 2 3 1 4 1
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x31 = 1; x32 = 7; x33 = 8; x34 = 1; x35 = 5;
x41 = 1; x42 = 5; x43 = 4; x44 = 1; x45 = 4;
x51 = 2; x52 = 3; x53 = 1; x54 = 4; x55 = 1;
d−
2 = 0; d+

2 = 0; d−
1 = 0; d+

1 = 0 = 0.19095.

4 Conclusions

This study is based on the optimization of the impressions generated for the specific
brand of a product and the cost of the advertisement. A multi-objective linear
programming model was developed for finding the optimum number of ad frequen-
cies in different slots in different television media for the minimum cost. This was
solved with the help of lexicographic goal programming. This case study has been
performed replicating real-world scenarios to test for the effectiveness of the formu-
lated model. This study has also some limitations, which may be incorporated in the
future research. One of the main limitations is the fatigue of the viewers and decrease
in effectiveness of an advertisement, as the audience is exposed to the same adver-
tisement again and again. It may irritate the viewers. However, since the numbers of
advertisement slots available are limited in most television channels, this problem
can be ignored easily. Another limitation is that the study is based on only five chan-
nels. For the broad study, some more channels may be included. These limitations
may be addressed in future research.
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Impact of Wall Angle, Step Size
and Spindle Speed on Forming Force
in Single Point Incremental Forming

Ajay Kumar , Parveen Kumar, Deepak Kumar, and Ravi Kant Mittal

1 Introduction

Manufacturing sectors seek the upgrade of their business by producing customized
and low-cost objects to satisfy the cutting edge needs of customers. To satisfy these
requirements, the best suitable approach of production is batch-type that has potential
to manufacture the complex shapes of sheet metals with lower cycle-time and cost
of setup. Sheet material forming methods produce components for various sectors
with lowest wastages. Although, traditional methods of sheet forming seek the use
of specific tools and dies for a particular shape to be produced that becomes a barrier
for satisfying the need of customized production. In addition, the force required to
manufacture components is quite large during these methods which demand the use
of heavy machinery and hardware [1]. The use of forming hardware of high capacity
leads to the increase in cost of process that makes the process uneconomical if
components are not produced up to the quantity that reaches at least breakeven point
of the process [2].
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Therefore, the necessity of evolving a creative and adjustable forming technique
becomes stronger and compelling that enables the customized production and rapid
prototyping of sheet material components economically [3]. In addition, the agile
and flexible sheet forming techniques have potential to bridge the demand of require-
ments of rapid prototyping and customized production by producing the complex
sheet material parts to fulfill the need of various frontier sectors. Incremental sheet
forming (ISF) is a flexible and agile technique of forming the customized parts of
sheet material economically and efficiently. This method of forming excludes the use
of forming dies and puncheswhichmakes it economically suitable for batch-type and
customized production [4]. In ISF, a single forming tool, normally hemispherical-
ended, is capable of producing variety of complex shapes by deforming the sheet
material locally, layer by layer, using the predetermined numerical instructions on
forming machinery, normally CNC milling machine or industrial robot. The CAD
model of desired shape is normally used for generating the numerical instructions
using suitable CAM package [5, 6]. This concept of forming the sheet material was
envisaged by two patents [7, 8], both issued in 1967. By back-tracking the publica-
tions on ISF,Mason’s [9] work can be considered as the origin of the true ISF process.
The applications of ISF include, but not limited to, automobile components, aerofoil
and fuselage parts, ankle and knee implants, cranial plate, customized channels, etc.
[10].

Single point incremental forming (SPIF) is a subclass of ISF process which is
also known as “negative incremental forming” or “die-less forming”. SPIF tech-
nique eliminates the use of any kind of dies for producing components of sheet
material. Since the deformation is accomplished locally during SPIF method, the
forces required to produce deformation are quite small as compared to traditional
sheet forming techniques [11, 12]. In addition, the viability of this die-less technique
of forming is enhanced by the absence of devoted punches and dies making this novel
technique flexible, agile and versatile for rapid prototyping [13]. Figure 1 shows the
schematic of SPIF technique.

The nature of deformation during SPIF, which is absolutely local, allows
deforming the material at quiet reduced forces as compared to traditional sheet
forming techniques. Moreover, SPIF is a green process as it directly saves energy

Fig. 1 Single point incremental forming [1]
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Fig. 2 Schematic of measurement of forming force during SPIF

up to large extent by producing parts with forming machinery of small size and
capacity. Moreover, the particular combination of parameters delineates the capacity
of forming machinery required for executing SPIF process by determining the
maximal forces for specificmaterial.Hence, investigation anddelineation ofmaximal
forces can ensure the effective utilization of forming setup [14].

The procedure of measurement of forming force has been a matter of choice for
researchers during SPIF. A majority of researchers [13–22] has employed table type
force dynamometer or load cell due to its simplicity and effectiveness taking setup
conditions of SPIF into account. This kind of dynamometer can be simply placed
between clamping device and machine table (Fig. 2).

Kumar et al. [13] studied impact of various process variables on axial forming
forces on AA2024 sheets using forming tool of hemispherical shape. Conical frus-
tums of various wall angles (52°, 56°, 60°, 64°) were formed using helical tool path.
Forming forces were raised by 20.03% when tool radius was raised from 3.76 to
7.83 mm for a wall angle of 64°. Kumar et al. [14] focused on the influence of inter-
actions of tool radius–tool shape and wall angle–tool shape on forming forces on
AA2024 sheets. The increase in tool radius (from 3.76 to 7.83 mm) resulted in the
decrement of forces by 35.49%. Use of flat-end tool with higher wall angle led to
increase in axial forces and sheet failure. Uheida et al. [15] studied the impact of
feed rate and spindle speed on vertical forming forces on titanium grade 2 sheets of
0.8mm thickness using hemispherical-end forming tool of 10mm to produce varying
wall angle conical frustum (VWACF). Results showed that, although, forming force
decreased with the increase in spindle speed but sheet fracture was noticed after
spindle speed of 4000 rpm. Ali et al. [16] optimized the SPIF process for forming
forces taking step size, feed rate, sheet thickness and tool radius into account on
AA1050-H14 sheets. Furthermore, a model was established to estimate the forces
by artificial intelligence techniques. Sakhtemanian et al. [17] developed a theoretical
model for predicting the energy that can be transferred to heat from the ultrasonic
vibrations used in the study. The forming forces were decreased significantly when
ultrasonic vibrations were used.
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Long et al. [18] studied the influence of feed rate, material of sheet (AA1050-
H14, AA5052-H34), vibration amplitude (0, 6, 9, 12, 15, 18 µm), ultrasonic power
and tool radius on forming force and temperature induced during ultrasonic-assisted
SPIF process. The reduction in forming forces was lower when higher feed rate
was used because less ultrasonic energy could be transmitted into work material per
unit time. Honarpisheh et al. [19] investigated the forming force of bimetal sheets
of AA1050 and copper (C-10100). The results showed that the axial forming forces
increased from 1464 and 1357 N to 1636 and 1730 N for numerical and experimental
tests, respectively, when tool diameter was raised form 10 mm to 16 mm. Zhai
et al. [20] investigated the effects of spindle speed, sheet thickness and step size on
forming forces during ultrasonic-assisted ISF (U-ISF) and ISF on AA1050-O sheets
to produce pyramidal frustums. Forming forceswere found to reduce up to 40%when
ultrasonic amplitude was increased from 0 to 10 µm. Moreover, the forming forces
increased gradually in the initial stages because of work hardening effects and then
became stable, and this is in accordance with [21]. Kumar et al. [21] studied impact
of various process variables for axial forming forces and optimized the SPIF process
using Taguchi method for AA6063 and AA2024 sheets. Results showed that forming
forces were found to be reduced by 14.20% when hemispherical tool of 11.60 mm
was used in place of flat-end tool of same diameter keeping other factors constant. A
statistical model was also developed for estimating the axial forming forces which
was validated with further experimentation work. Authors also explored the gradient
of force curve that could be employed as a spy variable for safe implementation of
SPIF operation. Kumar and Gulati [22] studied impact of various process variables
for axial forming forces and thickness reduction and optimized the SPIF process
using Taguchi method on AA2014 sheets. Conical frustums were formed using two
different tool path approaches viz. profile and helical, and these are well described by
[1, 12, 21]. Forming forces were observed to be raised when tool radius, step size and
sheet thickness were increased. A statistical model was proposed for predicting the
forming which was further validated experimentally. Chang et al. [23] developed an
analytical model for predicting forming forces in single pass SPIF, multi-pass SPIF
and incremental hole flanging processes and validated the same with experimental
results by varying impact factors like sheet thickness, wall angle, step size and tool
diameter for AA5052 and AA3003 alloys sheets to produce VWACF and VWAPF.

Literature [12, 24], and [25] also reports that vertical downward forces (Fz, in
Fig. 2) are of greater intensity as compared to horizontal forces (Fx and Fy, in
Fig. 2). Hence, delineation and calculation of Fz would secure the safe employment
of forming tools and machine for SPIF process. Moreover, the failure of material
and forming machine can be well estimated by determining the influence of input
variables on forming force during this die-less process. Hence, the estimation of Fz

can also ensure the energy required by forming machine so that the process can be
controlled online.

In the current work, an attempt has been made to investigate the impacts of wall
angle, step size and spindle speed on maximal downward forces. In addition, the
impacts of interactions of these factors have also been studied. These input variables
and their interactions have not been explored on AA2024 alloy sheets to the best of
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Table 1 Chemical compositions of AA2024 sheet

Element Al Cr Cu Fe Mg Mn Si Ti Zn

Weight % 91.50 0.10 4.60 0.30 1.70 0.80 0.50 0.10 0.20

Table 2 Levels of input variables under investigation

Variable Level 1 Level 2 Level 3 Level 4

Wall angle (°) 60 64 68 –

Step size (mm) 0.2 0.5 0.8 1.2

Spindle speed (rpm) Free 500 1000 1500

authors’ knowledge so far. AA2024 is a popular aluminum alloy which is known for
its favorable characteristics in sheetmetal applications like lightweight, high strength,
corrosion resistance, etc. The chemical compositions of this alloy are represented in
Table 1. The procedure and instrument used for measuring these compositions are
well explained in previous studies [2, 14, 21]. Table 2 depicts the varied impact
factors and their levels. While varying the set of input factors, other parameters were
kept constant according to previous work [14].

2 Materials and Methods

Figure 3 depicts the experimental setup installed on CNC milling machine. Forming
tool was firmly mounted on spindle to provide rotation to it. In addition, SPIF fixture
(which is hollow) was mounted on the machine table to clamp the sheet firmly and to
provide relative motion between tool and sheet. A load cell was also placed between
the machine table and SPIF fixture to measure vertical downward force. Data logger
system, installed to support the load cell, was assisted by MicroSCADAa software
to store the real-time values of force. The working area of fixture was 200 mm ×
200 mm. To produce conical frustums of 120 mmmajor diameter and 70 mm height,
CAD model was designed in SolidWorks® software, and the same was imported to
DelcamTM software for generating numerical instructions for CNC milling machine
taking helical tool path into consideration. Castrol Alpha SP 320 oil has been used
as lubricant during forming operation.

3 Results and Discussion

The recorded values of themaximal vertical downward forces (Fz_max.) are depicted
in Table 3. The influence of interaction of wall angle and step size is depicted by
Fig. 4. The maximal axial force was increased dramatically when the amount of wall
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Fig. 3 Experimental setup and measurement of forming force

Table 3 Experimental results of maximum axial force for the experimented conditions

(a) Effects of step size and wall angle (b) Effects of spindle speed and wall angle

Run Step size Wall angle Fz_max. (N) Run Spindle speed Wall angle Fz_max. (N)

1 0.2 60 863 1 Free 60 1032

2 0.2 64 910 2 Free 64 1152

3 0.2 68 988 3 Free 68 1314

4 0.5 60 907 4 500 60 971

5 0.5 64 1001 5 500 64 1076

6 0.5 68 1121 6 500 68 1221

7 0.8 60 988 7 1000 60 901

8 0.8 64 1122 8 1000 64 992

9 0.8 68 1274 9 1000 68 1123

10 1.2 60 1126 10 1500 60 843

11 1.2 64 1276 11 1500 64 914

12 1.2 68 1458 12 1500 68 1018
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Fig. 4 Influence of wall angle and step size on maximal axial forces

angle and step size was raised because the larger step size and wall angle result in
deforming the material in large amount at an instant. When combination of higher
levels of these two factors is employed, the forming force increases very rapidly
and hence becomes the limiting factor of forming tool and machinery that should
obviously be avoided. On the other hand, employment of higher wall angle resulted
in the fracture of sheet material well before achieving the designed height of conical
frustums. Sheet material was fractured at a height of 53.3 mm when combination
of moderate step size (0.5 mm, in this case) and wall angle (68°, in this case) was
employed. When same wall angle (68°) was employed with higher level of step size
(1.2 mm, in this case), sheet fractured at a relatively lower height (35.7 mm). This is
because excessive thinning of sheet is occurred whenwall angle increases (according
to sine law [26]). This effect of thinning the sheet becomes severe when large step
size is combined with higher wall angle. On the other hand, the implementation of
higher step size leads to reduction in forming time since larger step size can finish
the required depth in lesser contours.

The influence of interaction of wall angle and spindle speed is depicted in Fig. 5.
The maximal axial force was found to reduce dramatically when the spindle speed
was raised because the high spindle speed led to increment in friction at tool–sheet
interface. Hence, ductility of material is raised due to increase in temperature caused
by increased friction. This trend of reducing forces continuedwith all levels of spindle
speed. Itwas also be noticed that higher spindle speed (1500 rpm, in this case) resulted
in producing chips during forming operation which led to the deterioration of surface
quality of formed components. It can be observed that the axial peak force obtained
at “68° wall angle and 1500 rpm” is much lower (1018 N, in this case) than that
observed at “60° wall angle and free to rotate condition of spindle” which is 1032 N.
This depicts that components having higher wall angles can be formed at reduced
forming forces by employing higher spindle speed at the expense of surface quality.
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Fig. 5 Influence of wall angle and spindle speed on maximal axial forces

4 Conclusion

The objective of current work was to explore the impacts of interactions of step size
and tool rotation with wall angle on AA2024 sheets during SPIF technique. Conical
frustums were formed as a benchmark shape using helical tool path. It was observed
that the investigated factors were of great significance that can affect and control
the process. When combination of higher levels of these two factors is employed,
the forming force increases very rapidly and hence becomes the limiting factor of
forming tool and machinery that should obviously be avoided. On the other hand, the
implementation of higher step size leads to reduction in forming time since larger step
size can finish the required depth in lesser contours. This depicts that components
having higher wall angles can be formed at reduced forming forces by employing
higher spindle speed at the expense of surface quality. Future work would target the
investigation of effects of interactions of input variables on formability and surface
roughness of formed components.
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Location and Capacity Allocation
Decisions to Mitigate the Impacts
of Unexpected Man-Made Disasters
in Delhi: A Goal Programming Approach

Sahil Shah, Abhishek Bhardwaj, Kartik Dahiya, and Pravin Kumar

1 Introduction

The World Health Organization defined the term disaster as “any occurrence that
causes damage, ecological disruption, loss of human life, deterioration of health
and health services on a scale sufficient to warrant an extraordinary response from
outside the affected community or area” [1]. An effective humanitarian supply chain
may reduce the after effects of the disaster up to some extent. The researchers have
already proposed and developed many mathematical models to tackle such type
of uncertainties and minimize the losses. According to Sheu [2], the humanitarian
logistics can be defined asmanaging the flows of relief, information and services from
the points of origin to the disaster location to fulfill the requirements of the affected
people under the emergency situations. There is difference between the performance
measurement of commercial and humanitarian logistics systems. In the commercial
logistics systems, the main focus is given to minimizing the cost and reducing the
lead time of supply. But, in the humanitarian logistics systems, effectiveness of flow
of relief with high efficiency is given more priority [3–5]. Some of the major terrorist
attacks in India are shown in Fig. 1.

The disaster may be classified as natural disaster, technological and man-made
disaster. All the terrorist attacks, burning the public and private properties, communal
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Fig. 1 Few major terrorist attacks in India in the last one decade [6]

riots, bioterrorism, political and social disturbances due to some issues are more
prone in India. Recently, it is not clear that Covid-19 pandemic is man-made disaster
or natural disaster. Each year, millions of people are affected by man-made/natural
disasters in the world. The man-made disasters are increasing day by day due to the
complexity of geopolitics between two countries and domestic or local issues in a
country. Some of the major terrorist attacks in India have been summarized as shown
in Table 1.

Domestic or local issues are also responsible for the man-made disasters and
violence. In the recent years, we have seen many disturbances in terms of burning
the public and private properties and killing the innocent people due to domestic
issues, such as social disturbances, demand for reservation in jobs and professional
education, arrest of religious gurus, issues of temple/mosque, resistance to bills like
Citizenship Amendment Act, etc. In addition, many cities of India such as Delhi,
Mumbai, Varanasi, Ahmadabad, Chennai and Hyderabad have been on the terrorists
target (Table 1). The uncertainty associated with the prediction of the attacks makes
it very difficult to deploy the human forces to control the situation exactly at the same
time. In this situation, we have to optimize the use of the existing number of human
forces to control the situation and simultaneously make the relief operations.

Considering the number of attacks in the major Indian cities, it becomes very
necessary to consider the preparedness and response to the man-made disaster in
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Table 1 Some major terrorist attacks in India [7–9]

S. No Attacks and
description

Location Number of
persons
Killed

Number of
persons
Injured

Date

1 13 blasts across the
city

Mumbai 257 713 March 12,
1993

2 Mulund Railway
Station

Mumbai 11 80 March 13,
2003

3 Gateway of India and
Zaveri Bazaar

Mumbai 52 160 August 25,
2003

4 Seven blasts at seven
locations in local
trains across the city

Mumbai 181 890 July 11, 2006

5 Multiple terrorist
attacks across the city

Mumbai 175 300 November 26,
2008

6 Serial blasts in
Mumbai

Mumbai 26 131 July 13, 2011

7 Nine bomb blasts
along six areas in
Jaipur

Jaipur 71 200 May 13, 2008

8 17 serial bomb blasts
in Ahmedabad

Ahmedabad 56 200 July 26, 2008

9 Lajpat Nagar blast Delhi 13 39 May 21, 1996

10 Indian Parliament
attack in New Delhi

Delhi 7 18 December 13,
2001

11 Serial blasts in New
Delhi

Delhi 70 250 October 29,
2005

12 Three synchronized
terrorist attacks in
Varanasi

Varanasi 28 101 March 7, 2006

13 Two blasts in
Hyderabad’s Lumbini
park and Gokul Ghat

Hyderabad 42 54 August 25,
2007

14 Five bomb blasts in
Delhi markets

Delhi 33 130 September 13,
2008

15 Delhi bombing Delhi 15 79 September 7,
2011

16 Uri attack Uri, J&K 23 8 September 18,
2016

(continued)
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Table 1 (continued)

S. No Attacks and
description

Location Number of
persons
Killed

Number of
persons
Injured

Date

17 Pulwama attack J & K 46 - February 14,
2019

an effective manner. McLoughlin [10] divided the literature related to humanitarian
logistics into four categories. First two categories are related to preparedness and
mitigation of disaster, i.e., pre-disaster phase. Rest two categorizes are related to
response and recovery after the disaster, i.e., post-disaster phase. In post-disaster
relief operations, lack of integration in humanitarian logistics was the main observa-
tion of Vitoriano et al. [11]. Matisziw et al. [12] examined the restoration problem
of a telecommunication network during the recovery phase using decision variables
related to disrupted nodes and arcs in a multi-period environment.

The authors have focused this study on the preparedness and response to the man-
made disaster in Delhi considering few sensitive locations and a rough estimate of
the resources such as availability of police force, firemen and doctors in the different
locations.

2 Literature Review

Huang et al. [13] observed that humanitarian relief is not only concerned with mini-
mization of cost, it has multiple objectives such as save the life of people, send
the relief within the limited time, selection of alternate route to avoid the delay and
disruption of supply network. Holguín-Veras et al. [14] observed that in a commercial
supply chain minimization of the cost is the primary objective, but in humanitarian
aid, the main motivation is to reduce the human suffering and minimize the impact
[15]. Humanitarian aid is an assistance provided for humanitarian purposes during
the crisis, especially natural and man-made disasters. Rekik et al. [16] presented four
models of humanitarian network design and distribution problems: number of facil-
ities to be opened, the location of the facilities, allocation of the resources among
the different facilities and the distribution of humanitarian aid. Finally, describe
a network design and humanitarian aid distribution problem in the aftermath of a
disaster. They focused on two objectives: One is tomaximize the coverage of affected
people, and other is to minimize the total transportation time. Kanoun et al. [17] also
emphasized the objectives, as maximization of coverage of the affected people and
minimization of the travel time for the best location of the police stations, firefighters
and ambulance services. They also highlighted the importance of fire and emergency
services which are crucial in saving lives and reducing the injuries.
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Ransikarbum andMason [18] presented a goal programmingmodel incorporating
multiple objective of integrated response and recovery model in network restora-
tion decisions. The model gives the compromise solutions for user-desired goals,
under limited capacity, budget and available resources. Barzinpour and Esmaeili
[19] developed amulti-objectivemixed-integer linear programmingmodel for prepa-
ration planning phase of disaster management. In urban areas, local organizations
such as municipal authorities are responsible for disaster-related relief operations.
They have to provide emergency shelters, food, clothes and medicine to the affected
people to reduce the human sufferings. Ortuño et al. [20] used a lexicographical
goal programming model for relief operations in the disaster affected areas. The
main objective was to deliver the planned quantity of goods with the constraints of
minimum operation cost and time of response. Noham and Tzur [21] used a heuristic
algorithm based on the Tabu-search method for post-disaster decisions considering
a set of humanitarian constraints. They tested the both randomly generated data and
real data obtained from the Geophysical Institute of Israel.

Gralla et al. [22] proposed the three criteria for the performance measurement:
maximization of the ratio of units distributed to their delivery time, efficiency (cost)
and equity. Yu et al. [23] proposed an approach for effective and equitable resource
allocation in humanitarian logistics considering human suffering. They used dynamic
programming for multi-period resource allocation dispatch problem to represent the
disaster response phase considering the human suffering due to the delayed delivery.
Thomas [24] emphasized to develop the infrastructure to reduce the impact and cost
of the disaster. The minimizing loss of life and alleviating the human suffering have
been considered as the main goal of humanitarian aid [25]. Holguín-Veraset al. [14]
andSheu [26] also considered thehuman suffering as themain criteria of effectiveness
of the emergency logistics. Paul andMacDonald [27] developed a stochasticmodel to
determine the location of point of distributions and capacities of distribution centers
for emergency stockpiles to enhance the preparedness in the event of a disaster. They
applied the proposed model to a region prone to earthquake incorporating the various
sources of uncertainties.

Chong et al. [28] focused their study on the optimal asset distribution, reduced
human suffering, optimal warehouse locations, distribution points, inventory levels
and cost considering a wide range of uncertainties. They implemented the model in a
landslide and flood area in Peruvian city.Many researchers have already proposed the
goal programming in humanitarian logistics as discussed in this section, and many
developments in this area are going on. We have observed that only few researches
are focused on distributing manpower, most of the studies on humanitarian supply
chain deal with distribution of logistics and setting up distribution centers. In this
study, the authors have proposed a model, which considers the deployment of the
human resources during the emergency situation. The main objective of this study is
to propose the goal programming model to optimize the resource allocation in terms
of human resources and quick response to the man-made disasters in Delhi.
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3 Model Formulation and Case Discussion

The latest terrorist attack took place on Wednesday, September 7, 2011, at 10:14
local time outside Gate No. 5 of the Delhi High Court, which is also known as Delhi
Bombing of 2011. A briefcase bomb was planted which resulted in death of 15
people and 79 people were injured. Before this incident, a low-intensity bomb blast
also occurred at the High Court outside Gate No. 7 on May 25 without any casualty
[29]. The attack took place, while Indian Prime Minister Manmohan Singh was on
a historic two-day visit to Bangladesh, to discuss Bangladesh–India relations.

In this study, a hypothetical situation has been created incorporating the vulner-
able areas of Delhi and one location as the disaster point. Akshardham Temple is
considered as the disaster point and other five locations, such as NewDelhi, Red Fort,
Nizamuddin and Inter State Bus Terminal, Kashmiri Gate as the vulnerable location
in Delhi. Some human forces are also reserved for sealing of the other areas and
containment of the terrorists. The attack locations are required to be supplied with
the sufficient number of policemen, firemen and medical staff to control and contain
the terrorist by sealing the areas, minimize the human suffering and provide medical
aid to the sufferers and reduce the losses due to burning of public and private proper-
ties. While the potential attack locations need policemen and fire staff in addition to
the police force reserved for barricading and other operations. Some medical staffs
are required to attend to the victims of attack in addition to the regular patients in the
hospitals. The number of firemen is required according to the number of firefighting
trucks required for the particular location. The constraints include the availability of
the firemen, policemen and doctors in the different location in Delhi.

Model Description
Following parameters are used in the model development:

i → 1, 2, . . . , 5indicate the attack locations

1 − Akshardham (the location of Disaster/attack);
2 − NewDelhi (Vulnerable area)

3 − Nizamuddin (Vulnerable area);

4 − Red Fort (Vulnerable area);

5 − I.S.B.T. Kashmiri Gate (Vulnerable area)

6 − Other high alert area/regular requirement

(Area to be sealed for containment of terrorists)

Pi → Polishmen required ini th location

Fi → Firemen required ini th location

Hi → Health/Medical staff ini th location

The goal programming model is formulated as
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where j represents the specific number of deviations in goals for Eqs. (12–15) from
D12 to D26.

Equation (1) represents the objective functions which lead to minimization of the
deviations, i.e., overachievement and under achievements. Equations (2–6) represent
the total number of human forces required in the different affected and vulnerable
areas. Equations (7–9) represent the number of human resources required for regular
need and other high alert areas. Equations (10–12) represent the constraints related to
availability of the total police force, medical staff and firemen in Delhi, respectively.
Equations (13–15) represents the total number of police force, medical staff and
fireman required individually in the attack areas. A minimum requirement of the
human resources as police force, firemen, medical staff in the different locations in
Delhi during crisis is given below:

K1 = 600; K2 = 140; K3 = 140; K4 = 180; K5 = 120;
KP = 1, 00, 000; KH = 10, 000; KF = 3280

KP1 = 400; KP2 = 115; KP3 = 115; KP4 = 150; KP5 = 95

KP6 = 80000

KH1 = 100; KH2 = 5; KH3 = 5; KH4 = 5; KH5 = 5; KH6 = 11.000

KF1 = 80; KF2 = 32; KF3 = 32; KF4 = 32; KF5 = 32; KF6 = 2960

The proposed model is solved using linear programming software (QM) for
Windows V5. The model results are shown in Table 2 gives the optimum number
of policemen, firemen and doctors in location “i” (where i = 1, 2, 3, 4, 5) in man-
made disaster. After optimization, we get the optimal number of the various human
resources that can be employed in the different areas during the crisis.

The above proposed model is devoted to minimize the response time for better
control and containment of the disaster factor such as terrorists. The main purpose is
to reduce the loss of lives and damage to the property. India has been suffering from
the terrorist attacks from the decade of the 90s, and Delhi and Mumbai are prone

Table 2 Optimal values of the human resources in the different effected areas

Type of
human
resources

Effected areas

Akshardham New
Delhi

Nizamuddin Red
Fort

ISBT Kashmiri
Gate

Other
high
alert
zone

Police force 420 115 115 150 95 80,000

Medical
Staff

100 0 0 0 0 9900

Firemen 80 25 25 30 25 2960
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to the terrorist attack. The making of dedicated anti-terror organization in a large
country like India and to deploy them on time on the site of disaster is a very difficult
task. The effective utilization of the existing resources may be one of the most viable
and relatively faster approaches.

4 Conclusion

In this study, five sensitive locations of Delhi have been considered for the fast
response, relief operations including the other high alert zone. It has been observed
that when theman-made disaster occurs in some specific locations inDelhi, sufficient
number of security forces could not be deputed on time. Due to shortage of security
forces, medical facilities, firefighting devices, the loss of human lives and properties
could not be avoided. This study is based on the available resources that how it can
be utilized optimally to minimize the various losses. This concept may be utilized
during the earthquake, flooding the lower part of Delhi and terrorist attack including
the communal rights.

In this study, goal programming is used for optimum utilization of the resources,
especially police force, medical staff and fireman. An approx estimation of avail-
ability of these resources in Delhi has been used, and model is proposed to solve the
problem. It may help inminimizing the casualties during the crisis.We have observed
the huge loss of lives of people in different terrorist attacks in Delhi such as parlia-
ment attack, serial bombing in Sarojini Nagar market, Lajpat Nagar, and in DTC
buses, communal riot in northeast Delhi, etc. This paper may help the administration
to control the situation and make the relief during the disaster.

Limitations: The main focus of the study is deployment of human resources. The
relief materials, shelters, food, clothes, etc., may be incorporated in the future
research. Also, the availability of human resources is based on an approximate esti-
mation. Some variation in availability of the human forces may be considered using
fuzzy sets.
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Comparative Studies on Microstructure
and Hardness of Plasma-Sprayed
Al2TiO5, ZrO2 and Cr2O3 Ceramic
Coatings on Al-Silicon (LM13)

Adil Wazeer, Vishal Mondal, and Sarangapani Kennedy

1 Introduction

LM13 alloy retains higher mechanical properties such as high strength and high
hardness even at the higher operating temperatures. This makes LM13 as a suitable
material for IC engine components and aerospacematerials because of its lowweight
and high specific strength. Present emerging technologies contain most protruding
constant developments, advances, and modernizations in different engineering and
scientific areas to improve the surface characteristics by the utilization of modern
techniques. There are a variety of characteristics that are improved by implementing
surface alteration methodologies such as mechanical, thermo-mechanical, tribolog-
ical, electrical, and optical properties. Aluminium alloys have attractive physical and
mechanical properties. They are lightweight, low costs production (with sand casting
technology), easy to machine, and have good recycling possibilities (up to 95%) [1].
Due to these facts, their application in automotive and other industries is increasing.
One of the applications in automotive industry is replacing of material for engine
blocks, which has been traditionally made entirely of grey cast iron. Today, more
than 60% of the engines for passenger cars are produced in cast aluminium alloys
[2] with some concrete examples [3]. Over the last 10 years, there has been intensive
development in methods to coat the cylinder bore of aluminium cast engine blocks
for the automotive industry [4–9]. Several thermal spray processes were developed
for the cylinder bore application during the last 15 years [4–9]. The typical bond
strength according to ASTMC 633–79 is 40 to 50 MPa for aluminium cast alloy and
50–70 MPa on grey cast iron substrate. The typical as sprayed thickness is between
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160 and 240µmand 80 and 150µmafter finishing. For coating performance, a thick-
ness of 80 µm is enough [10–12]. The high thermal energy density available within
a plasma for melting powders coupled with the ability to manufacture powders and
design plasma guns with short spray distances for specific applications has rapidly
promoted the use of plasma spraying [13–17].

2 Experimental

Commercially available metal Aluminium alloy LM13 is chosen as a substrate mate-
rial. LM13 is chosen for its well-known characteristics of wear resistance and corro-
sion resistance under atmospheric conditions and is amajormaterial for the construc-
tion of cylinders and pistons in IC Engine. EDX graph of substrate material evidently
demonstrates that the material is only Al-Silicon (LM13) and no other grade of
aluminium. The substrate material is in the form of small cylindrical rods having
the dimensions of 10 mm diameter and 40 mm length. Stand-off distance was taken
between 4 and 5 inches for purpose of blasting. The specimen surface which was grit
blasted is prepared using acetone in an ultrasonic environment. Plasma spraying was
proximately carried out after cleaning. The plasma spray deposition was performed
atAshok Plasma Sprayers, Surat, Gujarat, India, 50 kWDCnon-transferred arcmode
plasma spraying was used, and the powders were also supplied by the same. In the
plasma torch, the input power limits were ranged from 11 to 21 kW, by monitoring
the voltage, gas flow rate, and also arc current. The powder injection stood exterior to
nozzle and concentrating in the direction of plasma. Carrier gas used was a mixture
of hydrogen and argon gas. Scanning electron microscope studies were done at Jeol
India Pvt. Ltd, New Delhi, India, by Jeol JSM-IT200LV scanning electron micro-
scope. The microstructure of the uncoated and coated specimens was examined.
The surface morphology, along with the coating-substrate interface morphology of
coating, was studied under the microscope. The hardness test of the coated spec-
imen was carried out at Narang Metallurgical and Spectro Services, New Delhi,
India. More than two readings were recorded on each specimen, and mean value is
described as the data point. The sprayed coatings are more brittle in comparison with
corresponding compact materials and powders of hard materials (Fig. 1).

3 Results and Discussions

Thermal plasma coatings of three different ceramics are deposited on the substrate
sample of Aluminium alloy LM13. Characterization of the coatings is carried out
along with the hardness test of coated ceramics. SEM images of the top surface were
recorded.
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Fig. 1 Actual arrangement of the plasma spray set-up installed at Ashok Plasma Sprayers, Surat,
Gujarat, India

3.1 Surface Morphology of Uncoated Specimen

The uncoated sample of LM13 Aluminium alloy was studied via SEM images
obtained. The images showed a higher rate of machining surface irregularities of
the order of 1–2 µm raised during the turning, milling, and surface finishing opera-
tions performed during the conversion of the LM13 Aluminium alloy bar into small
cylindrical billets of the required dimensions. SEM micrographs were captured at
20 kV, at a high vacuum, and different magnifications. The formation of oxides on
the surface of the alloy is visible and is characterized by white regions on the SEM
images. The oxides formed on the surface range in the order of 0.1–1 microns. The
SEM micrographs showing the surface morphology of the uncoated specimen at
different micron levels and magnifications are shown in Fig. 2.

Fig. 2 SEM micrographs of LM13 Aluminium alloy specimen prior to coatings
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Fig. 3 SEM micrographs of specimen with Al2TiO5 coating

3.2 Surface Morphology of Al2TiO5-coated Specimen

The Al2TiO5 coating is deposited at 20 kV and a high vacuum on alloy specimens.
Porosity on the coated surface is observed which is found in the order of 1–6 microns
(Fig. 3a). The size of the powder particle ranges between 23.20 and 53 µm. Coating
thickness ranges between 200 and 250 µm which is analysed through SEM micro-
graphs. When the image is slightly enlarged, then cracks are also visible (Fig. 3b)
which might be formed due to sudden cooling of the specimen after the plasma spray
was done because the temperature of the plasma spray is around 2000 °C which
alters the surface characteristics of the coated specimen. Some oxide formation is
also visible on the surface of the Al2TiO5-coated alloy (Fig. 3c) which is character-
ized by large white spots or regions scattered on the surface and visible in the SEM
micrograph. During the coating process, the temperature of the coating is very high
which in turn raises the temperature of the specimen also. The occurrence of the
cracks on the coated surface is the evidence that the material after the coating has
turned brittle and can lead to fracture if load above its plastic limit is applied which
is assumed to be low.

3.3 Surface Morphology of ZrO2-coated Specimen

The zirconium oxide coating is deposited at 20 kV and a high vacuum on LM13 alloy.
The size of the powder particle ranges between 23.20 and 53 µm. Under the SEM
examination, it is found that a lot of cracks are formed on the surface (Fig. 4a) which
might be formed due to sudden cooling of the specimen after the plasma spray was
done because the temperature of the plasma spray is around 2000 °C which alters the
surface characteristics of the coated specimen. The porosity is also observed on the
surface in the order of 2–4 microns (Fig. 4b) which is very small. Also, less amount
of oxide formation is observed on the zirconium oxide-coated surface (Fig. 4c).
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Fig. 4 SEM micrographs of specimen with ZrO2 coating

Fig. 5 SEM micrographs of specimen with Cr2O3 coating

3.4 Surface Morphology of Cr2O3-coated Specimen

The chromium oxide coating is deposited at 20 kV and a high vacuum onLM13 alloy.
The size of the powder particle ranges between 23.20 and 53 µm. Under the SEM
examination, it is observed that the coated surface has a uniform pore size (Fig. 5a).
Fine grains of coating are seen which look like dimple structure (Fig. 5b). The
minimum amount of cracks is visible on the surface which directs that the strength
of the coating is better in comparison with aluminium–titanium oxide coating and
zirconium coating. Oxide formation results in the range of 1–2 microns (Fig. 5c).

3.5 EDX Analysis of Uncoated Specimen

The elemental composition of the substrate material is carried out by the technique
of energy dispersive X-ray or EDX analysis. The data produced by EDX analysis
consist of spectra showing peaks equivalent to the elements making up the exact
composition of the sample under consideration (Fig. 6).

Highest peak of EDXgraph visibly states the dominating percentage of aluminium
in the substrate material. The percentage of carbon is also appreciable in the
aluminium alloy seen as the first peak of the graph. The quantity of silicon present is
one of the differentiating factors among the grades of aluminium alloys. In the case
of LM13, it is found to be 5.59 wt. % .
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Fig. 6 EDX analysis graph of the uncoated specimen

Fig. 7 EDX analysis graph of the Al2TiO5-coated specimen

3.6 EDX Analysis of Al2TiO5 Specimen

The highest peak corresponds to the aluminium and points to 16.97 atomic %. The
presence of oxygen appears more important corresponding to 71.14 atomic %. Tita-
nium peaks are also scattered and can be seen varying from short to middle range
peaks. The weight % of titanium in the inspected sample is found to be around 26.28
weight % (Fig. 7).

3.7 EDX Analysis of ZrO2 Specimen

The highest signals from Zr were detected in this sample, but the smallest peaks
also correspond to Zr depending upon the concentration of Zr on the testing surface.
Oxygen composition matches to about 40.67 weight % in the entire composition
of the coated ceramic. Although some impurities were also found that they are
unaccountable in comparison with the major elemental compositions of the ceramic
coating (Fig. 8).
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Fig. 8 EDX analysis graph of the ZrO2-coated specimen

Fig. 9 EDX analysis graph of the Cr2O3-coated specimen

3.8 EDX Analysis of Cr2O3 Specimen

The analysed specimen is rich in chromium accounting to about 71.20 weight % in
the composition of the coated ceramic. Cr peaks were also the smallest ones but clear.
Another major constituent of the coating, i.e. oxygen also appears with long-range
peaks in the analysis contributing to about 56.80 atomic % in the composition of the
ceramic. Small peaks of impurities were neglected (Fig. 9).

3.9 Hardness Studies

The hardness test of the coated and uncoated specimens was carried out at Narang
Metallurgical & Spectro Services, NewDelhi, India. About two ormore observations
were considered on the respective sample, and themean value is stated as a data point.

The hardness of the uncoated sample was found to be 73 Hardness Rockwell
B (HRB) during the hardness test on the surface of the LM13 Aluminium alloy.
This test was carried out without any surface modification and coating. The surface
morphology is not changed at this point. Al2TiO5 when tested for hardness gives the



914 A. Wazeer et al.

Fig. 10 Encircled areas showing the indented regions on the coated specimens used for hardness
test

value of 43–44HRB. The coated surface showed cracks and porosity, therebymaking
the material brittle which in turn decreases the hardness of the sample coated with
aluminium–titanium oxide. From the hardness test, it is evident that if the material
is coated with aluminium–titanium oxide coating, then it will result in fracture soon
under a small amount of load when working in aggressive conditions like a cylinder
of internal combustion engines. The value 43–44HRB is not by the uncoated sample,
and thus, it decreases its hardness (Fig. 10).

The hardness value of samples coated with zirconium oxide falls in the range of
uncoated sample, i.e. 73–74 HRB, thus not proving to be efficient for the surface
modification of the LM13 alloy. A lot of cracks and small size of pores make the
material a little brittle and thus not suitable to be coated for surface modification of
the aluminium alloy. The hardness test shows that if the load unbearable to its limit
will be applied, then it will fail very soon, and the purpose of coating will also fail.
The hardness value of the sample coated with chromium oxide fits with the hard-
ness analysis when compared between the three samples. The hardness value of the
chromium oxide-coated sample is found to be in the range of 79–80 HRB. This value
of hardness shows that the hardness of the Aluminium alloy LM13 is increased when
it is coated with chromium oxide coating by plasma spray technique. In this inves-
tigation, it is found that the surface modification of Aluminium alloy LM13 shows
variations as per the different coatings sprayed onto it. In the surface morphology,
examination of the sample coated with aluminium–titanium oxide porosity on the
coated surface is observed which is found in the order of 1–6 microns. Cracks are
also visible which might be formed due to sudden cooling of the specimen after the
plasma spray. The occurrence of the cracks on the coated surface is the evidence that
the material after the coating has turned brittle and can lead to fracture, and thereby,
its hardness decreases to a non-considerable value of 43–44 HRB and making the
coated material unfit for further usage in the coating. In specimen coated with zirco-
nium oxide, it is found that a lot of cracks are formed on the surface. The porosity is
also observed on the surface in the order of 2–4 microns which is very small. Also,
less amount of oxide formation is observed on the zirconium oxide-coated surface.
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The zirconium oxide coating does not affect the hardness of the LM13 alloy appre-
ciably and also did not find its application as a coating material to be used on LM13
alloy. Chromium oxide-coated material shows that the coated surface has a uniform
pore size. Fine grains of coating are seen which look like dimple structure. Oxide
formation results in the range of 1–2 microns. This results in the increased hardness
of the material which is in the range of 79–80 HRB and found to be suitable as a
coating material for Aluminium alloy LM13.

4 Conclusions

Following conclusions are drawn from present study:

1. Al2TiO5, ZrO2, and Cr2O3 coatings can be coated for the surface modification
purpose, but the substrate material should be suitable for the coating.

2. Such coatings certainly have budding coating characteristics namely good
adhesion strength, porosity, hardness, etc.

3. Coatings microstructure moreover depends upon the physical properties such
as hardness and phase transformations during spraying at altered power levels.

4. SEM images reveal the thickness of the coated ceramic ranging between 200
and 250 microns and the particle size to be in range of 23–55 microns.

5. Coatings developed are much harder and also weaker than substrate metals on
which they are deposited. Hence, only chromium oxide-coated material can be
recommended for tribological applications.

6. Sudden cooling of the coated specimen after plasma spraying results in the
formation of cracks on the surface of the coated specimen, and also, it is
irrespective of the coating material.

7. Chromium oxide coating hardness increases when it is sprayed via a plasma
spray technique and is suitable for coating applications.

8. Some amount of oxide formation is also observed on the surface of all the coated
specimens which is expected to be unavoidable.

References

1. https://www.eaa.net/downloads/auto.pdf—Aluminium in Automotive Industry, European
Aluminium Association, Brochure.

2. Barbezat, G.: Advanced thermal spray technology and coating for lightweight engine blocks
for the automotive industry. Surf. Coat. Technol. 200(5–6), 1990–1993 (2005)

3. http//www.autoaluminum.org/engines.htm
4. Barbezat, G., Keller, S., Wegner, K.H.: Rotaplasma application in the automotive industry.

ITSC 95, Kobe, 1995 Proceeding, pp. 9–13
5. Mc. Cune, Weld. J. (August 1, 1995) 41.
6. Rao, V.D.N., Kabat, D.M., Rose, R., Leong, D.Y.: Proceeding SAEConference, Detroit, March

(1997)

https://www.eaa.net/downloads/auto.pdf
http://www.autoaluminum.org/engines.htm


916 A. Wazeer et al.

7. Byrnes, M.: Kramer, p. 39. Proceeding NTSC, Boston (1994)
8. G. Barbezat, G. Wuest, Surf. Eng., Lond. 14(2) (1998) 113.
9. Rao, D.M., V.D.N., Cikaneth, H.A., Wuest, G.: Proceeding SAE Conference, Detroit, (March

1997)
10. Barbezat, G., Schmid, J.: Plasma spray coating and subsequent honing of cylinder bores. MTZ,

Mot.tech. Z. 62(4), 314 (2001)
11. Barbezat, G.: Int. J. Automot. Technol. 2, 47 (2001)
12. Barbezat, G.: Proceeding, ITSC (2003) 139 Orlando
13. Byrnes, L., Kramer, M.: Proceeding 6th Natl Thermal Spray Conference, Boston, MA, USA,

June 1994, ASM International.
14. Barbezat, G., Keller, S., Wegner, K.H.: Proceeding ITSC ‘95, Kobe, J pan, May 1995, ASM

International Thermal Spray Society, 9–13
15. Barbezat, G.: Schweissen Schneiden 48, 127–131 (1996)
16. Barbezat, G., Keller, S. Wegner, K.H.: Proceeding ‘96, Essen, Germany, March 1996, DVS,

German Welding Society, pp. 114–117
17. Wuest, G., Barbezat, G., Keller, S.: Proceeding SAE International Congress, Detroit, MI, USA,

February 1997, SAE International, 97–0016



Lean Implementation Barriers in Indian
MSMEs: An Interpretive Structural
Modeling

Waseem Akhtar , Bhim Singh, and Vineet Kumar

1 Introduction

Lean manufacturing (LM) is a creative style of manufacturing that always concern
about improvingmanufacturing efficiency by eliminating the muda from entire value
stream. The idea of LM was supervised by a Japanese organization “Toyota” during
Second World War, which was famous as lean manufacturing. But lean manufac-
turing is not restricted to the automobile industries; as a substitute of that other
sectors such as process, service, building, medical science, have also implemented
LM and benefited from that philosophy [2]. It focuses on working with lower inven-
tory, eliminating defects, and make products only when the customer needs it. LM
philosophy highlighted the value-added and non-value-added activities in that orga-
nization. On the other hand, LM emphasizes on the removal of non-value-added
activities [3, 4]. The key principle of lean manufacturing is to assist the organization
to provide cheapest and high-quality products to the end customer [5]. The main
principle of LM is to support the organization to provide low-cost and high-quality
products to the end customer [5].

MSMEs are considered as the backbone of emerging economies, and these indus-
tries are significantly contributed to developing employment [6, 7]. According to
[8] the implementation of Lean–Kaizen, it eliminates the waste, variation inside
the procedure, achieves customer pleasure and zero defects products, and reduces
production time, and Lean–Kaizen tool reduces the rejection price of 1250/rupees
per day.

Nowadays, the Indian MSMEs are facing various challenges associated with
productivity, quality, customer need fulfillment, inventory, waste, and delivery. Aswe
know, the large industries successfully implemented LM, by the motivation of that,
MSMEs also started adopting leanmanufacturing. Evenwith the inspiring situations,
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MSMEs endure to meeting barriers that hinder from the executing LM. According to
[9], only 10% of the organization has successfully implemented lean manufacturing.

In the present study, an effort has been examined on the LM implementation
barriers for the Indian MSMEs and to structure a hierarchical model that displays
the interrelationship between the LM barriers. The on-hand study has the objective
as follows:

1. To identify the barriers/challenges associatedwith LM implementation in Indian
MSMEs.

2. To find the relationship between the identified barriers/challenges.
3. To develop the ISM model on the basis of their relationship.

2 Literature Review

However, the organization realized that the LM is a suitable system in getting
improvement in productivity, improvement in quality, minimization in inventory
ration, it is also capable of decreasing the lead time, and it eliminates the waste from
the entire value stream [10]. Absence of implementation strategy and absence of
knowledge about the lean philosophy may also restrict the implementation of LM
[11]. According to [12], there are various noticeable and untouchable benefits of LM
implementation. Only a few parts of work focused on other imperative variable such
as barriers of LM implementation in the Indian MSMEs, performance improvement
initiatives [13].

A few authors have studied on examination of LM implementation barriers in
the Indian MSMEs. Hu et al. [14] argued that lean implementation barriers for the
large-scale industries differ from the lean implementation barriers from the SMEs.
In a study, there are 20 barriers are identified in the Indian industries context, namely
absence of knowledge, and absence of top management commitment has identified
main barriers [15]. According to [16], absence of commitment from top manage-
ment is the main barrier of LM implementation. The features of MSMEs are unlike
from large industries; so it is probable that the LM implementation barriers are also
different [17]. Furthermore, SMEs typically hire the staff with imperfect skills and
frequently regard training as a blessing [18], but LM needs a great level of skill and
exercise. Commitment and authorization of employees are also a key point in the
lean driving [19]. According to [20], there is a lack of financial support to SMEs,
which is shown as a biggest restriction in the implementation of lean philosophy.
LM also requires an effective and transparent communication at all levels in the
organization [19, 21]. Value stream mapping (VSM) is the most prominent gears in
LM, and by the help of VSM, the lead time, processing time andWIP inventory have
been significantly reduced in an Indian industry [22]. After reviewing the literature,
a set of lean implementation barriers has been identified as shown in Table 4.
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2.1 Micro, Small, and Medium Enterprises

MSMEsplay crucial character in the advancement of the economics in the developing
and developed countries across the world. MSMEs serve as the basic training for
entrepreneurship and innovation in India. Nowadays, MSMEs have become the heart
of the industrial revolution in India. During deep study about MSMEs, it examined
that 55% of the employees are found in the urban cities and 45% of the employees are
found in the rural areas [24]. MSMEs are governed under the MSMEs Act 2006, and
the key role of this act is to promote and advance the competitiveness of MSMEs and
facilitate the overall development of theMSMEs sector in the country and identify all
related issue to MSMEs sectors. The Ministry of MSMEs has classified the MSMEs
on the basis of three categories (Tables 1, 2, 3 and 4).

Table 1 Based on
manufacturing sector
classification

Enterprises Investment in manufacturing sector

Micro enterprises Funding is fewer more than 25 lakhs
INR

Small enterprises Funding is above 25 lakh and fewer than
5 crore INR

Medium enterprises Funding is above 5 crore but fewer than
10 crore INR

Table 2 Based on service
sector classification

Enterprises Investment in services sector

Micro enterprises Funding is fewer than 10 lakhs INR

Small enterprises Funding is above 10 lakhs but fewer than
2 crore INR

Medium enterprises Funding is above 2 crore and below5
crore INR

Table 3 Based on turnover of the organization

Enterprises Turnover from the industries

Micro enterprises If the turnover of the industries is up to 5 crore INR

Small enterprises If the turnover of the industries is more than 5 crore but less than 75
crore INR

Medium enterprises If the turnover of the industries is more than 75 core but less than 150
crore INR
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Table 4 Lean manufacturing implementation barriers

Barriers References/sources

Scarcity of financial resources [25, 18, 10, 6]

Poor pledge and support from top administration [14, 10, 19]

Deficiency of technical knowledge [8]

Workers resistance to change [8, 26, 13]

Absence of planning [2]

Absence of training and skills [6, 12, 14, 18, 13]

Organizational culture [9, 10, 14, 13]

Deficiency of effective and transparent communication [19, 10, 14]

Absence of employees involvement [10, 19, 16, 8]

Lack of supplier involvement [10]

Difference of opinion about lean manufacturing [8, 13]

Absence of resources to implement lean manufacturing [24, 22]

Absence of implementation know-how [16, 10]

3 Research Methodology

The goal of on-study is to examine the lean implementation barriers in relation to
the Indian MSMEs and to explain the relationship among the identify barriers and
to structure a hierarchical model among them. These barriers are examined for the
interrelationship with other barriers of LM implementation in the Indian MSMEs.
Informative structural modeling (ISM) is used in the study. Thirteen barriers are
considered for this study.

In the second stage, the available works of literature are arranged in useful refer-
ences, the concept of LM, barriers, MSMEs, and ISM methodology were reviewed
from the materials. The background of LM with its mechanism, principle, and its
implementation barriers was studied (Fig. 1).

4 Interpretive Structural Modeling (ISM)

ISM method is used for recognizing and analyzing interrelationship between one
variable to another which affects the system under study [27]. This methodology was
developed by [27]. ISM methodology provides the hierarchal level of the variable
in order of their driving and dependent power. The most important benefit of ISM is
to decide if variables are interrelated or not, and if yes, then how they are related it
identifies. There are following steps that are involved in this methodology:

1. Barriers of LM implementation in the Indian MSMEs are examined.
2. Evaluate the couple of relationship among the barriers.
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Fig. 1 Research methodology

3. Evaluate structural self-interaction matrix for the barriers.
4. Develop initial reachability matrix by the entry of P, Q, R, and S, then checked

for the transitivity, and final matrix is derived. “Here V is replaced by P, A is
replaced by Q, X is replaced by R, ad O is replaced by S”.

5. Separating the final reachability matrix into different level.
6. Drawing a directed diagram on the basis of final reachability and eliminating

the transitivity link in the diagram.
7. Translate the resulted diagram into ISM model.
8. Check the developed ISM diagram for conceptual inconsistency and applying

essential change (Table 5).
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Table 5 Structural self-interaction matrix (SSIM)

13 12 11 10 9 8 7 6 5 4 3 2

1 P P Q P P P Q P P P Q Q

2 P P P P P P P P P P P –

3 R P Q P S P Q P P P –

4 R V Q P S P Q P P –

5 P V R P P P R P –

6 P V S P P P R –

7 Q Q Q Q Q Q –

8 Q P Q Q Q –

9 Q P Q Q –

10 P Q R –

11 Q P –

12 S

4.1 Initial Reachability Matrix

Binarymatrix is the formulation basis of self-interactionmatrix (SSIM), by replacing
P, Q, R, S with 1 and 0 with respect to ISM rules.

1. Reachability matrix of the (j, i) entrance becomes 0, when the (i, j) entrance in
SSIM is P and the (i, j) entrance in reachability matrix is 1.

2. Reachability matrix of the (j, i) entrance becomes 1, when the (i, j) entrance in
SSIM is Q and (i, j) entrance in reachability matrix is 0.

3. Reachability matrix of the (j, i) becomes 1, when the (i, j) entrance in SSIM is
R and (i, j) entrance in reachability is 1.

4. Reachability matrix of the (j, i) becomes 0, when the (i, j) entrance in SSIM is
S and (i, j) entrance in reachability is 0.

From Table 6, it is clear that there is no issue of transitivity found in the initial
reachability matrix. So, the initial reachability matrix could be accepted as the final
reachability matrix (FRM). Value of each row is known as driving power, and value
of each column is known as dependent power.

4.2 Level Partitioning

On the basis of FRM, the reachability and antecedent set for each variable are created.
The reachability sets (all one in row of Table 6) and antecedent set (all one in columns
of Table 6) were found for each variable. The variable of which reachability and
interaction set are matched is given the highest-level variable in the ISM structure.
When the highest-level barrier is assigned, it will be removed from the remaining
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Table 6 Initial reachability matrix (IRM) (it is accepted as final reachability matrix)

Barriers 13 12 11 10 9 8 7 6 5 4 3 2 1 Driving power

1 1 1 0 1 1 1 0 1 1 1 0 0 1 9

2 1 1 1 1 1 1 1 1 1 1 1 1 1 13

3 1 1 0 1 0 1 0 1 1 1 0 0 1 8

4 1 1 0 1 0 1 1 1 1 1 0 0 1 9

5 1 1 1 1 1 1 1 1 1 1 0 1 1 12

6 1 1 0 1 1 1 1 1 1 1 1 0 1 11

7 0 0 0 0 0 0 0 0 0 1 0 0 0 1

8 0 1 0 0 0 0 0 0 1 1 0 0 0 3

9 0 1 0 0 0 1 0 1 0 1 0 0 0 4

10 1 1 1 1 1 1 1 1 1 1 1 1 1 13

11 0 1 0 0 0 1 0 1 0 1 0 1 0 5

12 0 1 0 1 1 0 0 1 1 1 0 0 0 6

13 0 1 0 1 0 1 0 1 1 1 0 0 0 6

Dependence power 7 12 3 9 6 10 5 11 10 13 3 4 7 100/100

challenges. Reachability sets, antecedent sets, and interaction sets and the final level
partition for each barrier are shown in Tables 6, 7 and 8.

4.3 MICMAC Analysis

For analyzing the driving and dependent power of each barrier, MICMAC analysis is
used. In MICMAC analysis, the barriers are divided into four sections based on their
driving and dependent power shown in Fig. 2. The first section is called autonomous
section, and it consists of the barriers having the lowest driving and lowest dependent
power. The second section is called dependent section, and it consists of the barriers
having the lowest driving power and having the highest dependent power. The third
section is called linkage section, and it consists of the barriers having strong driving
and dependent power, and the last cluster is called independent section, it consists of
the barrier having strong driving power but the lowest dependent power. In this study,
it finds that the first, second, and third barriers are the key barriers as shown in Fig. 3.
In Fig. 3, lean barriers were classified into four sections as follows: First section,
independent barriers which carry: 1, 2, and 3. Second section, linkage barriers: 4, 5, 6,
and 10. Third section: dependent barriers: 8, 12, and 13. Fourth section: autonomous
section: 7, 9, and 11.
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Table 7 Iteration 1

Barriers Reachability set Antecedent set Interaction set Level

1 1, 4, 5, 6, 8, 9, 10, 12,
13

1, 2, 3, 4, 5, 6, 10 1, 4, 5, 6, 10

2 1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 3

2, 5, 10 2, 5, 10

3 1, 4, 5, 6, 8, 10, 12, 13 2, 6, 10 6, 10

4 1, 4, 5, 6, 8, 10, 12, 13 1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 13

1, 4, 5, 6, 8, 10, 12, 13 I

5 1, 2, 4, 5, 6, 7, 8, 9, 10,
11, 12, 13

1, 2, 3, 4, 5, 6, 10, 12,
13

1, 2, 4, 5, 6, 10, 12, 13

6 1, 3, 4, 5, 6, 7, 8, 9, 10,
12, 13

1, 2, 3, 4, 5, 6, 9, 10,
11, 12, 13

1, 3, 4, 5, 6, 9, 10, 12, 13

7 4 2, 4, 5, 6, 10 4 I

8 4, 5, 12 1, 2, 3, 4, 5, 6, 9, 10,
11, 13

4, 5,

9 4, 6, 8, 12 1, 2, 5, 6, 10, 12 6, 12

10 1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 13

1, 2, 3, 4, 5, 6, 10, 12,
13

1, 2, 3, 4, 5, 6, 10, 12, 13

11 2, 4, 6, 8, 12 2, 5, 10 2

12 4, 5, 6, 7, 9, 10, 12 1, 2, 3, 4, 5, 6, 8, 9, 10,
11, 12, 13

4, 5, 6, 9, 10, 12

13 4, 5, 6, 8, 10, 12 1, 2, 3, 4, 5, 6, 10 4, 5, 6, 10

Table 8 Final level partitioning

Barriers Reachability set Antecedent set Interaction set Level

1 1, 5, 10 1, 2, 3, 5, 10 1, 5, 10 V

2 2, 3, 5, 10 2, 5, 10 2, 5, 10 VII

3 5, 10 2, 10 10 VI

4 1, 4, 5, 6, 8, 10, 12, 13 1, 2, 3, 4, 5, 6, 7, 8, 9, 10,
11, 12, 13

1, 4, 5, 6, 8, 10, 12, 13 I

5 2, 5, 10 2, 3, 5, 10 2, 5, 10 VI

6 1, 3, 5, 7, 10, 13 1, 2, 3, 5, 10, 11 1, 3, 5, 6,9, 10, 13 IV

7 4 2, 4, , 5, 6, 10 4 I

8 5 1, 2, 3, 5, 6, 9, 10, 11, 13 5 III

9 6 1, 2, 5, 6, 10 6 IV

10 2, 3, 5, 10 2, 3, 5, 10 2, 3, 5, 10 VI

11 2 2, 5, 10 2 V

12 5, 6, 9, 10 1, 2, 3, 5, 6, 9, 10, 11, 13 5, 6, 9, 10 II

13 5, 6, 10 1, 2, 3, 5, 6, 10 5, 6, 10 IV
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Poor pledge and support from
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Worker’s resistance
to change 

Organizational culture 

Fig. 2 ISM model

5 Discussion

After having gone through rigorous literature review, thirteen barriers of lean imple-
mentation in the IndianMSMEs are identified. The structural graph obtainedwith the
application of ISM methodology gives a platform to explore the interactions among
the barriers. ISM graph explains that the lean barriers in the Indian MSMEs can be
prioritized into four main groups as follows:

First, independent barriers include poor commitment and support from top
management, deficiency of technical knowledge, and scarcity of financial resources.
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Fig. 3 MICMAC diagram

These proved to be the strongest barriers of lean implementation, and these need
maximum attention concerning other barriers. The second, linkage barriers which
carry employee’s resistance to change, absence of planning, absence of training and
skills, and absence of supplier involvement, followed by the third, dependent barriers
consist lack of effective and transparent communication, absence of resources to
implement lean, and absence of employee’s know-how need moderate attention.
Dependent barriers are driven by the remaining three groups. Fourth, autonomous
barriers which are organizational culture, absence of worker involvement, and differ-
ences of opinion about LM are shown to be in the middle of the model. Poor pledges
from top administration, lack of knowledge, and deficiency of effective and trans-
parent communication have been proved to be the key obstacles in the implementation
of LM in the Indian MSMEs.

6 Conclusion

It has been found thatMSMEs are still not able to enjoy the full benefits of LM due to
many impediments that need immediate attention of practitioners and professionals
working there. This paper is a piece of research, which will guide them to identify,
prioritize, and eliminate the lean implementation barriers. An effort has been made
to identify these impediments from the extant literature. ISM andMICMAC analyses
are used for emphasizing and prioritizing the lean barriers in the IndianMSMEs. The
most critical barriers of lean implementation in the Indian MSMEs are poor pledge
and lack of support from top administration, deficiency of technical knowledge, and
scarcity of financial resources which are the main hindrance in the process of lean
implementation. If practitioners, researchers, and professionals put their effort to
mitigate the effect of LM barriers, then the Indian MSMEs will have much more to
contribute to the Indian economy. This paper provides an initial finding, and more
research needs to be in context to the Indian MSMEs.
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Evolution and Future of Sustainable
Project Management

Chakshu Malik , Shahnil Samantara , and Ashok Kumar Madan

1 Introduction

Sustainability is a property thatwill define the development in all fields of engineering
and management in the upcoming years. Contrary to popular belief, sustainability
does not mean that only the future should be taken into consideration while making
decisions regarding any project. It implies that the current needs of the human popu-
lation are met in a satisfactory manner without having an impact on the future gener-
ations and their ability to be able to fulfill their demands. Therefore, sustainability
allows to meet the persisting objective of environmental, communal and commercial
success of any project and warrants a good quality of life in the future as well [1].

Project management skills of a project manager and the implementation of
sustainable resources and the laws of sustainability implemented in the ongoing
and upcoming projects define the success rate of the organization pursuing the
project. These resources can vary from equipment to monetary resources and assist
in completing a predefined objective within a limited period of time [2]. A popular
topic is among the government and private organizations, and there is a rising demand
to undertake initiative that would help in the amalgamation of sustainability with
management of projects in all fields [3].

Present-day project managers play an important role in the implementation of
sustainable project management. They need to possess general management skills
along with technical skills that extend past just the realm of their work. A project
manager attains his capabilities by acquiring knowledge, developing skills and
applying the said knowledge and skills in the real-world situation. Project managers
possess two types of skills. First type is a set of specific skills which are applicable
directly to the project they are working on, and the second is a set of general skills
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which are skills that can be used on almost any project that the project manager may
work on [4].

The triple bottom line approach (TBLA) comprises, as the name suggests, three
factors when evaluating the success of a project. It focusses on the environmental,
economic and the social aspects of any project. Although this approach was initially
used just to help organizations achieve their corporate social responsibility, it has
quickly become a way to measure the attainment of sustainable project management.
To succeed in this, efforts to practice sustainability during the project need to bemade
from the very beginning. From the planning of the project to the acquisition of raw
material to the final delivery, all need to be done keeping in mind the sustainability
factor [5]. The financial, social and environmental aspects, all need to be taken into
consideration while coming up with solutions and evaluation criteria that will help
in achieving the long-term goal of sustainability [6].

The United Nations is consistently working on the science behind sustainable
development. In this paper, we hope to be able to provide information that can help
national and local level governments to be able to make significant changes in their
governance and implementation of laws so that they are in compliance with the aim
of sustainable development as the United Nations proposes. This will ensure even
development of countries across the globe by the target year of 2030.

2 Motivation for Research

The main aim of this paper is to recognize the gaps in sustainability in projects
undertaken by theGovernment of India and suggest changes that can bemade in order
to fill those gaps. This has been done by first reviewing literature to understand what
sustainability, project management and the different criteria affecting sustainable
project management are. The literature review is followed by a study that compares
the different levels of sustainable development goals (SDGs) that have been attained
by the Indian Government by an indexing method that is defined later in the paper.
Comparison between India and Denmark is done to better understand the exact
points where India is lacking in achieving SDGs. Ultimately, suggestions to attain
sustainable development goals by 2030 are made, and the importance of integration
of sustainability in government projects is defined.
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3 Sustainability, Project Management and Sustainability
Criteria

3.1 Sustainability

Gro Harlem Brundtland, in 1987, first put forward the concept of sustainability at
the World Commission on Environment and Development. She said sustainability
or sustainable development can be defined as “development that meets the needs
of the present without compromising the ability of the future generations to meet
their own needs” [5]. Sustainability can be measured based on various factors such
as quality of the product, social factors, financial factors and use of non-renewable
resources efficientlywhich in turn effects the environment [7]. TheBrundtlandmodel
states that the collaboration of environmental, social and economic factors results in
sustainability. A representation of the Brundtland model can be seen in Fig. 1.

In 2002, Giddings put forward another model which is portrayed in Fig. 2.
According to him, economic, social and environmental impacts are not unique enti-
ties that intersect each other. In fact, they are all interdependent and not one can be
removed if sustainability is to persist. Economic factors are usually given the highest
priority when defining policies for any project followed by social and environmental
factors. Economic factors are usually considered to affect humans the most, and the
environmental factors are considered apart from humans. The social factors bridge
the gap and interconnect the two. The economy is dependent on the society and the
environment, whereas humans and the society are dependent on the environment.
When all these factors are considered together, they help in maintaining diversity
and sustaining communities [7].

Fig. 1 Visual representation
of the Brundtland model

Social

Environmental
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Fig. 2 Visual representation
of the Giddings model

Economical

Social

Environmental

3.2 Application of Sustainability in Project Management

Project management involvesmeeting predefined goals in a specific period of time by
applying skills and knowledge applicable to the project. With the growing demand
for renewable resources and renewability in all aspects of industries, it becomes
increasingly important for project managers to come up with solutions that will
drive their projects toward sustainability. This is applicable to all bits of work, from
materials to machinery. Many applications of sustainability in various fields of work
can be seen in our daily lives. Table 1 shows a fewexamples of sustainabilitymeasures
taken in different projects.

Table 1 Sustainability measures taken by certain organizations

S.
No.

Project/organization Sustainability Measure

1 Delhi Metro (DMRC) [8] • Optimized energy consumption
• Managing greenhouse gas emissions
• Sustainable water consumption
• Assessment of biodiversity loss and compensatory
afforestation

• Inventorization and management of waste

2 Hero Motocorp Ltd. [9] • Lean manufacturing
• Replaced oil lamps with 7 W LEDs saving over 30 million
units of electricity per annum

• Put solar street lights in over 250 villages
• Does not use single use plastic in any of its locations

3 Kirloskar [10] • Pumping energy audit
• Environmental compliance while procurement of material

4 Samsung [11] • Nordic Swan Ecolabel
• TCO certification
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3.3 Sustainability Criteria

Below are a few factors and their effects on projects and sustainability that can be
taken into consideration for project management:

Scheduling

Scheduling is the part of project management where all activities and goals that need
to be completed in a project are put together in an orderly manner and planned from
the start date to the finish date of the project with duration for each activity clearly
assigned. The project scheduling technique is crucial to attain the best performance
of each process [12].

Quality

To attain a high-quality product and sustainability simultaneously, an organization
needs to keep in mind that any unnecessary processes and excess waste including
energy, water, greenhouse gases, machinery and material used are removed from the
process altogether. In case there are any fallbacks on the organizations part in terms
of quality, they must be willing to come up with feasible solutions to overcome the
problem. And lastly, there must be quality checks at each step of the production
to make sure there are minimum faults which in turn will ensure that unnecessary
production does not need to be done [13].

Cost and Economic Assets

Cost is one of the most important factors that affects any business or manufacturing
process. Without economic support, any project would not be possible. Sustainable
materials, machines and processes are usually more expensive and require a high
capital investment initially. Therefore, the cost of the final product is also high.
Despite being so expensive, demand for sustainably produced products is growing
fast. The external environment must always be observed in order to allow changes
that may affect the cost, trends and risks that come with a project [13]. Sustainable
alternatives, especially ones that are around the environmental laws, usually result
in a higher capital cost due to the limited availability of the raw material and the
complex designs used in implementation of the project [4]. Although high in cost,
these designs usually do not need to be replaced or refurbished for long periods and
thus result in great return on the investment and have an extremely positive impact
on the environment.

Stakeholder Satisfaction

A project manager’s biggest task is probably to communicate and keep in touch with
the stakeholders. The biggest problem is that there are many stakeholders and all of
themhavedifferent demands that according to themmust be fulfilled. Thus,managing
stakeholders is a crucial skill that every project manager must possess since only the
demands that are beneficial and feasible during the project can and must be fulfilled
[14]. The feasibility, acquisition and review of the project must be performed by both
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the manager and the stakeholders together in order to be able to get an innovative
solution to the problems that might come up [15]. The stakeholders and the project
manager must agree upon a means to assess the sustainability, performance and the
feasibility of the project [3].

Performance of Business

The performance of a business can be measured easily by setting goals and defining
key performance indicators (KPIs). The goals and the indicators may vary drasti-
cally depending upon the project and the field of work. There are two broad ways to
measure success: one that checks if the original idea of the project is met and another
that checks if the KPIs and the various goals within the project are met successfully
[16]. Business models of these projects need to be such that they take into consid-
eration the environmental impact the project might have, the economic funds that
the project might need and the social contribution it will make through the profits
generated by it or with its final product. The projects must be finished all while taking
ethical norms and social values into consideration [6].

Environmental Policies and Resources

An important part of sustainability environment and the policies made to sustain it
needs to be implemented in every upcoming project. The products manufactured or
the services offered by the business/project need to enhance the environment and be
within the defined criteria of environmental protection [17]. The work methods used
in the project must be such that the environment does not get affected.

4 Implementation of Sustainability by the Government
of India

Implementation of sustainability in projectmanagement is the future of every country
and organization. Therefore, the government needs to implement laws that make it
easier for all government and non-government organizations to integrate sustain-
ability in any project that they take up. To do so, analysis of all the data available
through the government needs to be done and segregated based on economic, social
and environmental problems. Then, the problems in each individual region need to
be recognized and more projects and initiatives related to the respective problems
need to be taken up. The projects in must be overseen by respected and accomplished
project managers.
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4.1 Sustainable Development Goals of India

The data used is from SDG India Index & Dashboard 2019–2020. The graph repre-
sents 15 sustainable development goals (SDG) for 2030 proposed by the United
Nations on the horizontal axis and the number of states and union territories in India
that have achieved the said goals up to various indexing levels. The total number of
states/union territories is 36, and the maximum index that a goal can be achieved up
to is 100. The index was defined using a five-step method [18].

Method to Calculate the Index

• The process starts with the collection of raw data and forecasting of the missing
data based on the already available data.

• The Government of India then sets a judicious target value to achieve by 2030 for
each indicator.

• The raw values are then scaled to a score between 0 and 100. The normalization
of data is done using the following formulae:

Equation (1) represents indicators that imply higher value means higher perfor-
mance.

y′ = y − min(y)

T (y) − min(y)
× 100 (1)

where

y raw data value
min(y) minimum observed value of the indicator in the dataset
T (y) national target value for indicator
y ′normalized value after rescaling.

Equation (2) represents indicators which imply higher value means lower
performance.

y′ =
[
1 − y − min(y)

max(y) − T (y)

]
× 100 (2)

where max(y) = maximum observed value of the indicator in the dataset.
Equation (3) represents indicators where increasing value means higher perfor-

mance.

y′ = y − min(y)

max(y) − min(y)
× 100 (3)

Equation (4) represents indicators where increasing value means lower perfor-
mance.
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y =
[
1 − y − min(y)

max(y) − min(y)

]
× 100 (4)

• After scaling, arithmetic mean of the normalized score is calculated to set a goal
score for each SDG using the following formula:

Ii j
(
Ni j , Ii j

) =
Ni j∑
k=1

1

Ni j
Ii jk (5)

where

I ij goal score for state/UT i under SDG j.
Nij number of non-null indicators for state/UT i under SDG j.
I ijk normalized value for state/UT i of indicator k under SDG j.

• This is followed by averaging all goal scores to get a composite SDG index for
India using the following formula:

Ii
(
Ni , Ni j , Ii jk

) = 1

Ni

Ni j∑
j=1

Ii j (Ni j , Ii jk) (6)

where

I i composite SDG index score of state/UT i
Ni no. of goal scores for which a state/UT has non-null data
I ij goal score of state/UT I under SDG j.

Analysis of SDGs of India

From Fig. 3, we can conclude that the government needs to focus the most on
projects that benefit social factors such as gender equality and eradication of poverty
since most gap in achievement can be seen there. These projects can be focused
on providing equal opportunities to both genders in school and workplace. Trends
related to pay difference between the gender can be studied by collecting data, and
after the analysis of the data, pay grades for both the genders can be normalized. The
government is already taking steps to have equality in opportunities to study.

Economic goals such as decent work and economic growth and industry innova-
tion and infrastructure are beingworked upon already but can have certain sustainable
measures taken to improve them. A suggestion to improve economic factors is to
promote sustainable ways to produce all goods within India. Certain sustainable
actions that can be taken are to manufacture machinery that will use energy opti-
mally and produce minimal waste. These machines can then be used in production
lines.
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Fig. 3 Graphical representation of various sustainable development goals index met by no. of
states/UT’s out of the total of 36

The environmental aspect of the SDG’s is well in reach of the government. There
is considerable work being done on climate action already, and clean water is being
provided almost all over India except in Delhi. To maximize the effect of the envi-
ronmental factors and to achieve the goals surrounding the environment before 2030,
campaigns to educate everyone in urban as well as rural areas, about the importance
of clean water and energy must be undertaken by the governments at central and
state level so that measures to attain these SDGs can be taken up on a personal as
well as a community level.
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Fig. 4 Graphical comparison of SDG indices achieved by India and Denmark

4.2 Comparison of Sustainable Development Goals

The SDGs of Denmark and India are compared in Fig. 4. The blue line represents
the SDGs achieved by India, and the orange line represents the SDGs achieved by
Denmark. Denmark was chosen as a means of comparison because according to the
United Nations’ Sustainable Development Report, Denmark is currently the most
sustainable country overall. India ranks at 115 out of the 162 countries for which the
data was available [19]. This itself tells us that the Government of India needs to take
up more projects that will drive India toward sustainability in all three spheres. From
the graph in Fig. 4, we can see that Denmark has a higher index of achievement in
all SDGs except sustainable consumption and production and climate actions. We
can also conclude from the graph that the educational system, allowance of growth
of economy, availability of clean water and energy and equality of all individuals
contribute a lot to the sustainability achieved by Denmark. The Government of India
can implement policies similar to the ones applied inDenmark to allowa fast, efficient
and sustainable growth of the nation. The Government of India must continuously
assess how implementing projects in various parts of the country is profitable for the
people and the country and makes the required changes based on the feedback. The
government should also proactively seek partnerships with private organizations so
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that the responsibilities of the government can be divided and thus the work done is
of high quality. These steps can help India become a sustainable nation faster and
achieve most of its SDGs by 2030.

5 Conclusion and Suggestions

Project management is a part of every industry and requires expertise of project
managers who are fluent in technical as well as soft skills. The field of project
management requires work to be done in an efficient and effective manner while
meeting predefined goals within a set time limit. In this paper, a literature review on
how sustainability can be incorporated in various aspects of project management is
put together in a concise manner. The literature used to analyze the different parts of
project management ranges from 2010 to 2020. It can be seen that the steps taken to
implement sustainable project management have been quite similar throughout the
decade.

The suggestions given below clearly state that integration of various parts of
sustainability is extremely important in order for a country to grow in social,
economic and environmental aspects.

• The Government of India must collaborate with private organizations that have
expertise in the required fields to make significant changes in a short span of time.
By joining forces with multiple private organizations, the government can imple-
ment more projects in a shorter span of time. This will also ensure better imple-
mentation of the project since these organizations are well equipped to handle any
difficulties that might come up during any stage of the project.

• The local governments, while implementing sustainability projects, must involve
the people of the community so that they are better aware of the positive
consequences that sustainable development can result in.

• Education up till secondary school must be provided free of cost so that it is easily
accessible for everyone and people have a better understanding of the importance
of pursuing higher education. This will not only result in higher literacy rates, but
will also add to the economic growth of the country and reduce gender inequality
and poverty.

Sustainability and its implementation in projects that affect India and the world
are yet to be exploited to its fullest. The suggestions given above are in alignment
with the data represented in Figs. 3 and 4. With new research being done constantly,
new ideas and technology can be used to implement sustainability faster than before
all the while maintaining the quality of the product and satisfying customers and
stakeholders alike.
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Implementation of Blockchain
Technology in Supply Chain
Management

N. Yuvraj , Bharat Bhutani , Krishna Lohiya , and Shikhar Mittal

1 Introduction

Blockchain technology is the oneof themost innovative technologies developed in the
recent years. It has been accepted widely. While the current data follows the CRUD
(Create-Read-Update-Delete) methodology, in blockchain, data is instead decentral-
ized, i.e., rather than storing the data centrally, it stores data across its peer-to-peer
network thereby eliminating the risk which comes along with storing data centrally,
instead of being manipulated the data it appended (joined at the end). Supply chain
management on the other hand includes all the activities involved from the time of
procuring the raw material to the time the finished goods are produced, along with
that it also includes the flow of these finished products from the point of manufacture
to the end customer. Integration of blockchain technology and supply chain manage-
ment is a topic gaining increasedmomentum in the recent years. Various applications
of the combination of blockchain technology with supply chain management have
been addressed in different industries, such as in the food, the shipping industry, the
healthcare industry (e.g., [1, 4, 7]) and many more have attracted attention; hence, it
is prominent that blockchain has various applications in supply chain management.
Thus, the primary purpose of this research is to focus on blockchain and supply chain
management integration and to study how blockchain technology can improve the
efficiency of supply chain management.

The rest of this research paper is organized as, we will start by introducing some
basic concepts of supply chain management and blockchain technology in Sect. 2.
Section 3 describes the research methodology. Section 4 analyzes the case of OPaL
plant in Dahej, Gujarat. Section 5 includes the conclusion, limitations and findings
followed by references.
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2 Supply Chain Management and Blockchains: Basic
Concepts

2.1 Supply Chain Management

According to CSCMP, supply chain management can be defined as the process that
takes place between two points, the procurement of raw materials and the delivery
of the finished product to the customer. All the procedures that take place in between
these two points, like collaboration between the supplier and distributors, the involve-
ment of contracts including any third party, related to logistics, inventory, etc., as well
as the customers, also form a part of the supply chain. Hence, supply chain manage-
ment is the sum total of these starting and ending points as well as all the processes
that lie in between [3].

In a basic supply chain, there are three components, namely the supplier of raw
materials, the producer and the consumer. The supplier supplies the raw materials to
the producer which in turn produces the finished goods, from there the finished good
reaches to the consumer. Let us take a simple example of the newspaper industry
to understand supply chain management. The newspaper industry first acquires the
paper and ink required to publish newspapers from a source. Then they also need a
factory where they can print the papers. Also, they will need an inventory to store
extra paper and ink. Finally, when the papers for the day have been printed, they
will need a logistics department to transport these papers from their factory to the
distributors, i.e., newspaper stands. Furthermore, these newspaper stands will also
require a logistics teamof bike riders to deliver papers to the customers.Now, all these
procedures starting from acquiring the rawmaterials for the production of newspaper
to the delivery to customers come under the supply chain of the newspaper industry.
And the efficient management of these to gain a competitive edge over others in the
industry to maximize profits as well as to achieve and increase customer satisfaction
is called supply chain management.

2.2 Blockchain Technology

Blockchain technology is essentially seen as a very important tool to provide acces-
sibility, verification as well as security to the information provided by supply chains
at different levels [2]. A widely accept accepted definition of blockchain was given
by Treiblmaier, i.e., “a ledger which is digital, distributed and decentralized in which
various transactions can be lodged and added in a chronological order with the ulti-
mate goal of creating tamperproof and permanent records” [8, p. 547]. Blockchain
technology is widely used to store data in an decentralized manner, i.e., it converts
data into hash pointers and stores it in multiple computers rather than storing every-
thing on the same computer, thereby reducing the possibility of failure at a single
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point as data is stored onmultiple nodes rather than on a single node. Blockchain tech-
nology is gaining increased popularity in various industries, such as in the healthcare
industry, medical records of different patients are widely scattered, and this forces
the medical staff to work with incomplete records of the patients and can sometimes
lead to various problems. In order to tackle this challenge, various projects have
been launched with the primary aim of using blockchain technology as a means of
providing data sharing with proper authentication and at the same time maintaining
confidentiality. Blockchain is also being used by the LGBT community in order to
ϕht for their rights, as this technology is in building the “pink economy,” enabling
them to fight for their rights without revealing their identities. This also helps them
by protecting them against the hate crimes especially in countries where abusing
of the human rights is a common issue or where homosexuality is outlawed. There
are many other different applications of blockchain technology but only a few are
discussed above. Blockchain is also used in SCM because it has a unique ability to
eliminate the use to middlemen, hence enabling the work to be completed faster and
in a more efficient manner.

A blockchain, as the name suggests, is a chain of various blocks which are inter-
connected to one and other. Once data is stored in a block, it is next to impossible
to change the data without hampering the entire chain of blocks. A single block in a
blockchain contains three values, i.e., the data, hash and hash of the previous block.
Hash of the block is unique for different blocks, and used to identify the block as
well as its content. Changing something inside the block also changes the hash of
the block, in other words in order to find data of which block has been changed one
can always look at the hash if it is changed or not. If the hash of the block changes,
then it no longer is the same block. Different blocks can only be appended in a
blockchain, i.e., added to the end of the last block. Initially, the use of blockchain
was only limited to cryptocurrencies but now people have started experimenting its
use outside of finance, such as its use in supply chain management.

2.3 Smart Contracts

Smart contract was an idea proposed by Szabo [6]. They, in many ways, can be
compared to the legal contracts. Theyhave the capability to function on their own.The
idea behind the application of smart contracts was that the blockchain network would
automatically be terminated if any violation of the smart contracts was revealed. This
also helps in the reduction of any further damage or loss in the network.

A smart contract is basically a self-operating contract in which the terms and
conditions of a contract between two different parties (i.e., buyer and seller) are typed
down directly into lines of code on a digital platform in a blockchain. Basically, they
are a form of automatic generated agreements in which electronic algorithms are
used to implement the process of carrying out various transactions that are processed
by the two parties. Smart contract not only enforces the contract but also eliminates
the requirement of a third-party involvement.
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For example, in the real estate sector when a seller wants to sell a particular
house and a buyer wants to buy that house, if a smart contract is used the terms and
conditions decided by the two parties cannot be changed by either of them. If a fixed
price is mentioned in the smart contract by the seller, then the buyer will be able
to purchase the house only after paying that respective amount. It also eliminates
the need of the middleman as the terms and conditions are set by the two involved
parties. This helps to ensure proper transparency while carrying out the deal. Hence,
in smart contracts, if any of the parties try to manipulate the code, then it will not
be masked, but instead fully visible to all the parties involved. Therefore, it offers
transparency.

2.4 Blockchain Technology in Supply Chain Management

Earlier the use of blockchain was only limited to finance until recently when
people have started experimenting the use of blockchain outside finance. Different
promising applications of blockchain outside finance include those in SCM, health
care, power, food and agriculture. For example, as reported by Lehmacher in 2017,
using blockchain technology in supply chain could potentially eliminate 25 cm high
paperwork originating from just dispatching roses from Holland to Kenya [5]. These
are some of the areas where it is expected that using blockchain will deliver return on
investment in the early stages. For example, in most simple businesses, the process
includes manufacturing and then delivering finished goods to the consumer. The
supply chain of this process will include procurement of resources for manufac-
turing, followed by delivery, retail and warehousing. The supply chain will have
problems like tracking the materials, procurement costs as well as distrust between
the two parties as well as the party and middleman. To tackle this, blockchain can be
used as it can help create a permanent record of every transaction that happens, from
manufacture to sale. This not only reduces time delays and man-made errors, but
also eliminates unnecessary audits and paperwork. It can be used to link various
physical items to serial numbers, bar codes and tags like RFID, etc. Since every-
thing is permanently documented in blockchain, it creates trust between both parties
and also eliminates the need of a middleman because all the data is visible for
everyone to see. Also, geographical location does not create any limitation on the
blockchain network as anyone can access it from anywhere. Also, the immutability
that blockchain offers makes sure that the transactions are corruption free and free
from any cyber threat.

Other examples where blockchain technology can be used in various supply chain
management scenarios are as follows:

Coffee

In coffee supply chain management, the product is grown in remote areas and not
in mainlands. Also, there is abuse of laborers and lack of fair price for farmers.
Blockchain technology offers transparency as well as traceability which ensure that
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the customer can track where the coffee is coming from and also the farmer does not
have to depend on an intermediary for a fair price.

Counterfeit Drugs

In the current pharmaceutical scenario, there is an increase in counterfeit drugs in
which area risk to human life. Using blockchain technology, each drug packet can be
given a unique code which is stored on the platform and cannot be corrupted. Hence,
the retailer as well as the customer can track the shipment and make sure that only
verified drugs are being sold.

Automotive Industry

The problem of spare parts lies in the automotive industry as well. This causes
accidents which leads to distrust toward the manufacturer. The parts can be given
a unique incorruptible code and can be tracked in real time, ensuring delivery and
shelving of only real spare parts.

There are various benefits to using blockchain technology in supply chainmanage-
ment. It ensures transparency because the data cannot be changed in a blockchain.
And any changes made to a smart contract will be visible to all parties involved.
Furthermore, blockchain can be used in collaboration with other technologies, like
IoT, which allows for real-time tracking of not only location, but also temperature
pressure and other physical and chemical factors in case of sensitive shipments. Also,
due to the transparency blockchain offers, there is elimination of intermediaries as
well as a paper trail which increases the trust between the parties involved.

The challenges blockchain technology faces in the current scenario are mostly
the acceptability of this technology. Not many industries are ready to shift from their
current enterprise resource platform systems (ERP) to blockchain technology yet.
Also, management software developers have not yet given the blockchain technology
the preference it needs to be developed as an ERP yet. Once blockchain technology is
accepted in various industries, it will pave way for a better supply chain management
system.

3 Research Methodology

The main goal of this paper is to systematically identify the restraints in the
current scenario of supply chain management and then tackle them using blockchain
technology. First a review of current papers in the field of blockchain tech-
nology application in supply chain management was done to help us identify the
aforementioned.

A case study was conducted in ONGC Petro Additives Limited (OPaL) where the
flow of material from its production in the factory to its delivery to the customer was
studied and divided in steps, and finally a blockchain platform was used to tackle
the bottlenecks found in the entire supply chain. Finally, the results from the above
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studies conducted are cumulated and condensed to clearly show how blockchain
technology brought about a change in the current supply chain scenario.

4 Case Study

This case study is about the dispatch system and vehicle turnaround time in ONGC
Petro Additives Limited (OPaL). It was carried out during the summer of 2018. The
following are the inferences from what was observed.

4.1 About OPaL

ONGC Petro Additives Limited (OPaL) is a joint venture company which comes
under the partnership of ONGC, GAIL and GSPC. The company was incorporated
under the Companies Act’ 1956 in November 15, 2006, as Public Limited Company.
The mega petro chemical complex was built with a total investment of about Rs.
30,000 Cr. and was inaugurated by PM Shri. Narendra Modi on March 07, 2017.

The OPaL plant is located at Dahej Special Economic Zone (SEZ 1), Gulf of
Khambhat, and has a total area of 508 Ha. The industrial complex is surrounded by
Arabian Sea at South, SEZ internal road at North, Gujarat Fluorochemical Limited
(GFL) and Deepak Phenolics Ltd. at West and Suva village at East. OPaL has
the single largest Dual Feed Cracker unit in India and has an annual production
capacity of 1.4 million tonnes of polymers and 0.5 million tonnes of chemicals. The
complex has been designed by Linde (Germany), Lurgi (Germany), Ineos (USA),
Ineos (Europe), Mitsui chemicals (Japan) and Axens (France). It is expected that
OPaL will acquire about 13% of the total polymer share in the country.

The flow of finished product was tracked in the compound for 6 weeks. It is
explained in the following:

Checking at Gate

There are two types of transporting vehicles that arrive at OPaL, trucks for solid
finished products and tankers for chemicals, licensed by the authorized transporter.
The entry and also the exit of these vehicles happen at gate number 4. Before the
vehicle is allowed to enter, the security check post outside gate number 4 checks the
vehicle for the authorization letter issued to the driver by the transporter. Then the
driver is given a checklist by the security at this check post, a tanker checklist for
the tanker and a truck checklist for the trucks. In case of discrepancy in any of the
checks, the vehicle is rejected.

Main Gate Entry (MGN)

Once cleared, the driver then takes this checklist to the main gate, where he provides
certain details, like his license number, etc., to the security officer at themain gate.His



Implementation of Blockchain Technology … 947

details are then entered in the SAP. If the driver has, in the past, delivered goods for
OPaL, his information is already stored in the SAP system. In case of any discrepancy
like an expired license, or if the driver has been blacklisted due to criminal record,
the SAP notifies the security officer, and they reject the driver. Once the driver is
cleared by the security officials, he is then allowed to take his vehicle in the plant
premises for further activity. This is called main gate entry (MGN).

Weight Bridge Entry (WBN): Capturing of Tare Weight

The vehicle then proceeds to the weigh bridge, where the tare weight is taken (weight
of the vehicle without anymaterial). This is taken so that when the vehicle is weighed
againwith the finished goods, permissibleweight can be determined, and it is decided
whether the vehicle is carrying the right amount of finished goods. Weigh bridges 4
and 5 are for trucks, and weigh bridges 6 and 7 are for tankers. Once the tare weight
has been captured, SAP entry is done, and the vehicles then proceed to the product
warehouse for issuing of loading slip.

Issuing of Loading Slip

The driver reports at the office window or he reports to the authorized transporter
representative about his arrival. The operations team then issues a loading slip on the
basis of the order that has been placed. SAP entry is done. Then the truck proceeds
to the loading bay in the product warehouse itself while the tankers proceed to the
gantry.

Loading of Finished Material

The product warehouse at OPaL has 60 loading bays. The truck comes to the product
warehouse and is parked until the loading slip is issued to it. Once the loading slip is
issued, the truck is sent to the designated loading bay. The loading of the truck is done
by a gang of three workers. Once loaded, the truck is then covered with tarpaulin. The
truck then goes to the weigh bridge for gross weight. If the gross weight is according
to the specified need, then the truck moves back to the warehouse to collect the
invoice and then to the main gate for exit and finally dispatch to customer. Once
loading has been done, the driver notifies the logistics team and SAP entry is done
again.

Weight Bridge Exit (WBX): Capturing of Gross Weight

Once the trucks and tankers have been loaded, they are sent to the weigh bridge
again for calculating net weight. The tare weight is subtracted from the net weight
to calculate the gross weight. If the gross weight is within limits of the specified
allowance for tankers and trucks, respectively, entry is done in the SAP system, and
they are then sent back to the warehouse to collect the invoice (Fig. 1).
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Fig. 1 Flowchart representing the work flow of material from the plant to the truck which then
transports the plastic to the customer

4.2 Time Recorded and Analysis

On analysis of cycle time of 1039 vehicles (June 1, 2018–June 7, 2018), the following
graph shows the distribution of time taken percentage wise (Fig. 2).

Fig. 2 Distribution of time taken by each truck percentage wise
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Ideally, cycle time should not be more than 10 h. But from the above graph, it
is clear that around 54% of vehicles have a cycle time between 15 and 24 h. The
area of improvement has been marked by the red box in the graph below. In order
to optimize the cycle time, OPaL should focus on ways to reduce the vehicles in
between the time bracket of 10–48 h (Fig. 3).

The following time is recorded in the SAP system:

1. MGN-WBT (main gate entry to tare weight).
2. WBT-DOC (tare weight to issuing of loading slip).
3. DOC-LDG (issuing and handing of loading to driver).
4. LDG-WBG (loading of vehicle to gross weight measurement).
5. WBG-INV (gross weight measurement to issuing of invoice).
6. INV-MGX (handing of invoice to driver to exit from main gate).

Further analysis of the time taken is as follows (Table 1; Fig. 4).
The bottlenecks identified in vehicle turnaround time are as follows.

Fig. 3 Distribution of time taken by each truck percentage wise

Table 1 Time taken by different activities in the OPAL plant

Sr. No. From-To Time taken (h)

1 MGN-WBT 0.5

2 WBT-DOC 1.3

3 DOC-LDG 10.3

4 LDG-WBG 2.3

5 WBG-INV 3.5

6 INV-MGX 4.3

7 Time taken 16
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Fig. 4 Pie chart representing percentage of time taken by different activities

High Reliance on Paper as a Medium of Communication and Proof

From the pie chart, it is clear that most of the time (47%) is consumed in issuing and
delivery of loading slip and invoice to the driver (DOC-MGX). Hence, this is the
area which should be given prime importance for improvement. On observing the
processes in the product warehouse, it was noticed that once the driver has reported
to the logistics team, instead of being handed the loading slip on the spot, he has
to wait. This happens because there is no seamless method of issuing and handing
of loading slip. A bunch of 15–20 loading slips and invoices is created first in the
invoice room which is then sent to the person responsible for circulating it further.
This entire procedure takes a minimum of 30 min usually for the first few vehicles.
Due to the vehicles being made to wait, the ones that follow them have to wait more
and thus create a lag. Sometimes, they may have to stay in the industry premise for
a whole evening and loading starts next morning.

No Transparency Between Stakeholders

Since data about sales, purchases and other transactions is stored in a centralized
platform completely under the control of OPaL, they are prone to manipulation from
anyone in OPaL. This creates a distrust between the two parties.

Vulnerable to Cyber Threats

Storage of all data in one centralized platform means all of it is susceptible to cyber
threats. The data can be changed, deleted or manipulated in any other way.
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4.3 Implementation of Blockchain in Current Scenario

After condensing the problems in the current supply chain procedure, a theoretical
implementation of blockchain technology was done. The various ways in which the
bottlenecks are tackled are as follows:

Elimination of Paper Trail

A private or open blockchain can store shipment data, i.e., its order, delivery trans-
actions as well as tender data in the form of a serial number which can then be
converted into a QR code. This QR code is scanned at the weighing bridge as well
as the loading bay to verify the shipment instead of generating two documents. This
saves a lot of time as compared to the previous process, hence creating a seamless
and efficient system of delivery.

Create an Immutable Ledger of All Shipments of the Plant

In a centralized data system, data can be manipulated and even destroyed. But in
blockchain technology, for every data element, for example, a transaction, a cryp-
tographic hash is created which cannot be used to recreate the original transac-
tion. Hence, it protects the integrity of the consensus between the consumer and
service/goods provider.

Data Visibility to Stakeholders for Effective Auditing

Since blockchain uses smart contracts, which ensure that any change made to the
program in the blockchain is visible to all the nodes, it ensures for the stakeholder
that nomanipulation is being done. Hence, this creates trust between both the parties.

Possibility of Geo Locating and Tracking of Shipment Using Internet of Things
(IoT)

The blockchain platform can be integrated with Internet of things (IoT) to track
where the shipment has reached and also keep a track of the conditions under which
the chemical is stored, like temperature and pressure. This is very useful when trans-
porting hazardous material, especially in bulk. The following flowchart depicts the
workflow in the same scenario if blockchain is integrated in supply chainmanagement
at OPaL (Fig. 5).

5 Conclusion, Limitations and Findings

The purpose of this study was to find out how BCT can transform the way we look
at SCM. BCT is relatively new and a novel technology. From the face value, it is
evident that it can remove various bottlenecks in supply chain, thereby increasing
the efficiency of the supply chain management.
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Fig. 5 Workflow at OPAL plant based on blockchain technology

Many companies are investing millions of dollars in the research and develop-
ment as to determine how this technology can benefit their respective businesses.
IBM unveiled its “Blockchain as a Service” in March 2017 (Tech Crunch 2017),
which is based on the open-source Hyperledger Fabric, version 1.0 from The Linux
Foundation. IBM blockchain is a public cloud service that customers can use to
build secure blockchain networks.

Also, supply chain needs to be revised not as an independent theory, but as a
culmination of blockchain technology and existing theories for proper and problem
less implementation in the industry.

Now, from a social change perspective, block chains are already remodeling the
relationship between customers and organizations, as well as business to business
without intermediary to validate the transaction.

Not only can blockchain be just integrated with supply chain, it also opens up
new avenues for implementation of other technologies with BCT as their carrier. For
example, Internet of things (IoT) can be integrated on a blockchain platform with
supply chain to geo locate shipments and track temperatures for sensitive products.

Thus, we would finally like to conclude by saying that blockchain technology,
although relatively new and unexplored to its fullest potential, is the next industry
disrupter andwill bring about a change in howwe visualize and practice supply chain
management today.
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Vendor Managed Inventory: Issues
and Challenges in a Single Vendor
Multiple Retailer Supply Chain

Aditya Anand , Arnuv Mishra , S. K. Garg, and Reeta Wattal

1 Introduction

The supply chain entities are increasingly adopting vendormanaged inventory (VMI)
framework to augment operations efficiency. This transition was catalysed with the
advent of the phenomenon of information sharing. In a single vendormultiple retailer
supply chain, under VMI, the retailer at the lower echelon of the supply chain
provides demand information of the consumer to the upper echelon vendor. The
vendor assumes accountability of the retailer’s inventory considerations rather than
simply replenishing material [1, 2]. The vendor inspects the retailer’s stock (phys-
ically or via electronic messaging) periodically and take replenishment decisions
accordingly. These decisions concern factors such as order quantities, transporta-
tion and service levels. Hence, the purchasing agreements conventionally initiated
by the retailers are now initiated by the vendor. After the vendor approval of the
purchase order, an advance shipping notice (ASN) apprises the retailers of the goods
in transit [3]. Vendor managed inventory (VMI) also known as consignment inven-
tory has been increasingly used in a plethora of applications. Material management
in the healthcare industry has shown a rising trend towards the adoption of VMI. The
conspicuousness of VMI is more than just-in-time and stockless frameworks in such
a case [4]. A prediction has been done by a survey regarding the multiplying effect of
VMI in the retail industry in the coming years [5]. Main retail players likeWal-Mart,
Kmart, Dillard Department Stores and JCPenney were among the first to the transi-
tion to VMI. The contemporary interest towards VMI has led to the claim that VMI
as a concept would prove indispensable in recasting the efficiency of the distribution
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channel [6, 7]. Vendor managed inventory (VMI) can augment customer service effi-
ciency by mitigating stock levels and increasing fill rates [8]. VMI is imperative in
providing new business opportunities to both tiers in the supply chain by optimizing
costs and increasing service levels [9]. In spite of having ample amount of benefits,
VMI also comes with its own set of limitations especially in a single vendor multiple
retailers’ framework [10–13]. The unequal benefit distribution between the vendor
and retailers remains the primary impediment. In many instances, the retailer tends
to avail higher profits in such an arrangement [14–16]. The vendor will reap benefits
from the VMI collaboration when the stock levels maintained by the retailers are
less than the inventory in VMI [17]. Responding to Mishra et al. [14] work, Kim HS
[18] disputed the claim that the retailer increases its profits under the guise of brand
competition in the VMI system. Kim HS [18] suggests that the retailer instead might
have to let go of the profits when adopting VMI if it deals with less holding cost and
small profit margins [13]. In such a case, it becomes imperative to understand the
trade-offs between the benefits and limitations from both the stakeholder’s paradigm
before making an informed decision as shown in Table 1.

Table 1 Benefits and limitations of implementing vendor managed inventory model in a single
vendor multiple retailer supply chain

Benefits Limitations

For retailer Vendor managed inventory Inequitable profit sharing [2,
12]

Effective inventory management
[1, 5, 10, 17]

Unreliable information
sharing [5, 16]

Less uncertainty regarding
inventory turnover [1, 15]

Information sharing delay
[9, 11]

Better forecasting practices [6, 11] Uncertain demand of the
customers [8, 13]

Improved customer service levels
[3, 4, 6]

High Administrative costs
[11]

For vendor Supply chain of perishable
products [7, 16]

Increased availability of brand in
retail stores [14, 18]

Ineffective storage [13, 17]

Effective control of retailer’s
inflated orders [5, 7, 10]

Imperfect production
process [15, 17]

Better production planning [9, 12] Pricing and promotion
conflict [3, 12, 18]



Vendor Managed Inventory: Issues and Challenges in a Single … 957

2 Analysis of Issues and Challenges in a Single Vendor
and Multiple Retailer Supply Chain

A single vendor multiple retailer supply chain incorporates a lone upstream vendor
who supplies the goods to the downstream retailers depending on the demand patterns
decided by the consumer. The stock keeping units are managed by the vendor in
the retailer’s warehouses. The SKUs may be common goods or customized to the
consumer’s requirements. The goods can also be perishable in nature which again
raises the concern of effective storage and warehousing. For effective integration and
efficiency of the supply chain, the timing of production should be in synchronization
with the demand of the customers. Hence, production is also an integral part of this
system. Proper information sharing becomes imperative in such a scenario. All these
factors must be considered to evaluate the feasibility of implementation of vendor
managed inventorymodel in such a system. To understand the intricacies of the issues
and the challenges involved within, we divide the single vendor multiple retailers
supply chain in individual blocks and analyse these issues thoroughly. These issues
considered are depicted in Table 2.

2.1 Uncertain Demand of Consumer

Conventionally, in the production and delivery problem, the market demand and
transit time were assumed to be invariable. Pragmatically, this is not possible in the
contemporary single vendor multiple retailer supply chains. The fluctuation in the
variables of the system like time is a critical factor in commercial applications. It not
only causes transportation lag but also compromises the reliability of the complete
supply chain. Hence, lead time is an unavoidable issue in the stochastic demand
situations [19, 23].

2.1.1 Stochastic Lead Time Demand

In this specific case of uncertain consumer demand, the inventory model for a
commodity is evolved from a stochastic environment involving a price-dependent
demand over a finite time limit. The shortages are allowed (if they occur), and prob-
abilistic lead time is taken into account [48]. Preparing the order, transportation,
supplier lag time and setup time combines to form the lead time of the system
[49]. Lead time may be shortened by using additional expenses in many situations.
Hence, the practitioners can vary the customer service level, safety stock and the
loss of stock-out by controlling the lead time [19]. Lead time is normally distributed
in a stochastic lead time model, and hence, this factor comes to play while taking
decisions. A multi-SKU multi-chance constrained joint single vendor multi-buyer
inventory situation was considered by [23]. In this problem, the demand follows a
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Table 2 Issues in a single vendor multiple retailer supply chain from literature

Issues References Remarks

Uncertain demand of consumer [19–24] The reasons behind the ambiguities due
to this demand are addressed by
analysing various types of uncertain
demand like stochastic and
stock-dependent demands.

Product type [25–27] The difference in the management of
perishable (consumable) items from
the non-perishable items is discussed in
a supply chain.

Environmental issues [28–30] The issues affecting sustainability of a
supply chain are discussed,
incorporating factors like pollution,
raw materials wastage, packaging etc.

Production [19, 20, 22, 31–36] The problems in the production process
are discussed which prevents
optimizing the inventory costs and
compromises the quality of goods
produced.

Storage [37, 38] Constraints in storage of goods are
discussed with the aim of minimizing
holding costs and optimizing lead
times.

Transportation [22, 36, 37, 39, 40] The bottlenecks in transportation
procedure including scheduling
deliveries and ineffective stock
transportation are studied.

Quality control [41–44] The mitigation of quality due to
increasing production rate and
ineffective inspection is reviewed.

Information sharing [45] The time lag in shipments is mentioned
which compromises timely information
sharing.

Pricing and promotion [25, 46, 47] The discounts and pricing strategies are
discussed which compromises the
optimization of the complete supply
chain by catering to the profit margins
of individual players.

uniform distribution, the lead time is considered linear with respect to the lot size,
and shortages are considered in the form of lost sales and backorder.
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2.1.2 Stock-Dependent Demand

It is commonly experienced in the market that the stock exhibited in the shops allures
more consumers. Hence, the inventory affects the demand generated. Various studies
have investigated and analysed inventory models considering some functional inter-
relationship between on-hand stock level and demand rate [20]. There is a positive
dependency of the number of items displayed on the demand rate. Spices, cloths,
cards and sugar are some real-life examples of items displaying stock-dependent
demand [21, 50].

2.2 Product Type

The type of product or stock keeping unit directly influences the production planning
and control in a supply chain. It also influences the inventory management of the
product and transportation mechanisms.

2.2.1 Perishable Products

Deterioration refers to the phenomenon in which certain consumable or volatile
products like dairy, fruits, vegetables and chemicals are decayed, damaged or spoilt
as time progresses. Mitigation of the usable volume and shrinkage of the effective
value of goods are some of the consequences of deterioration [25]. Deterioration
cannot be overlooked in inventory modelling; in fact, it is an integral part of it. Items
such as electronics, edibles and clothing lose their quality, value and utility with time
[26].

2.3 Production

The production process is responsible for producing goods at a rate which can
be consumed for maximum service level, catering to the needs of the consumers.
The issues of scheduling and capacity optimization are indispensable for proper
functioning of the production machinery.

2.3.1 Imperfect Production Process

Many works of the production inventory literature suppose that the production
process always generates goods of satisfactory quality. Pragmatic truth is far from
this assumption. The stock delivered to the retailer almost always comprises some
proportion of non-conforming items. This lack of compliance to quality standards is
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a consequence of lack of facilitymaintenance, locomotive damage, transportation lag
and other defects of the process. These defectives adversely impact customer satis-
faction, profit margins and the goodwill of the supply chain stakeholders. Hence, it
becomes imperative to analyse the effect of such products on inventory decisions.
The retailers may also rely on a complete screening of products received from the
vendor before taking it out to the market [20, 32].

2.3.2 Stochastic Machine Unavailability Time

The facilities used in production processmay also experience a stochastic break down
due to which the production may get affected. Theoretically, the machine initiates
production after the stock level drops down to nil. The production runs may also
get postponed due to machine unavailability, insufficient stock and equipment. The
fluctuating production due to the underlying inefficiencies makes the vendor unable
to meet the predetermined orders causing lost sales [34, 35].

2.4 Storage

Storage of the inventory is an integral part for matching the supply and demand
of the goods. It is imperative to minimize the holding costs of the inventory while
maintaining quality in order to provide the right goods to the consumers at the right
time and right costs.

2.4.1 Warehouse Capacity Constraint

An increased attention in a supply chain is directed towards storage and warehousing
capacity. This factor is indispensable for optimum decision-making and cost reduc-
tion policies. Altering the capacity of a warehouse is a long-term decision having
wide ramifications on the supply chain. This strategic decision should be backed up
by a prediction of substantial demand increase. A peak of demand may also arise in a
supply chain due to short-term measures like discounts, seasonality, promotions and
emergencies. The supplier may enter into contractual agreements with third parties
for strengthening their inventory management policies [37]. It is redundant for prac-
titioners to expend in increased warehousing which cannot be made use of in the
long run. Additionally, renting the warehouses for a short time, such as one month,
is also not economically viable in many cases [38].
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2.5 Environmental Issues

For a long-term smooth functioning of a supply chain, it is imperative that all the
stakeholders involved are concerned about the environmental effects of the processes
involved. It not only induces sustainability within the supply chain but also puts the
stakeholders on a good side of customer goodwill and government policies.

2.5.1 Raw Material Wastage and Air Pollution

Rising environmental consciousness among the masses has instilled in businesses
a need of inducing sustainability in their working. [30]. The novel initiatives and
practices consider the complete life cycle of a product from design to end of life [51,
52]. The taxingmeasures and cost mechanisms have also been introduced to limit the
ecological impact of human activities (i.e. greenhouse gas—GHG emissions) [28].

2.5.2 Unsustainable Packaging

The packaging of the products may pollute the environment and prove to be a
limitation in efficient transportation and consumption by the end-user. The pack-
aging of products should be efficient and resource optimal. These are a variety of
secondary packagingmaterial and can be reused in the same form. Some examples of
returnable containers are crates, bins, pallets or boxes [53]. These assist in inducing
longevity in the supply chain by enhancing green variables of the system. They have
a distinguishable benefit of reducing carbon dioxide emissions as well [29, 54].

2.6 Transportation

The timely delivery of goods from one supply chain entity to another for value addi-
tion happens by using modes of transportation in between. Transportation problem
involves optimizing the transit time for maximum profit generation in the supply
chain.

2.6.1 Ineffective Stock Transportation Between Retailers

Non-optimal frequency and sizes of shipment to retailers and trans-shipments
between retailers result in high system-wide cost in a supply chain. Ineffective stock
transportation of shipments leads to stock shortages and stock-outs at various retailers
in a supply chain [37].
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2.6.2 Scheduling Deliveries to Retailers

A single vendor often implements independent optimization strategy with multiple
retailers to deliver products to them rather than having an integrated delivery strategy.
Consequently, having independent delivery schedule (number of deliveries and their
timings) and optimal lot size sent to different retailers raises the joint ordering and
inventory holding costs [22].

2.7 Quality Control

The primary aim of any supply chain is to provide quality products to the end-user.
The product should be reliable, aesthetic, durable and safe to use or consume.

2.7.1 Degrading Quality with Increasing Production Rate

The increase in rate of production gradually increases the probability of process
failure, consequently, causing deterioration in the quality of product at a certain
percentage [42].

2.7.2 Quality and Inspection Errors

Defectives produced during a cycle are inevitable. Defectives occur due to out of
control process, inconsistent inspection procedure, etc. Defectives can be scraped or
reworked, thus increasing the cost.

2.8 Pricing and Promotion

The issue of pricing is primarily responsible for providing the valuable cash flows
which the product generates. It is dependent on all other issues of the supply chain.
The issues of promotions, quantity discounts and seasonal demand have a huge say
on what the pricing of the product would be.

2.8.1 Low Channel Profit

High competition among retailers in amarket leads to low-driven profitmargins.Non-
optimal sales quantity, sales price and contract price between vendor and multiple
retailers often result in low profit for a retailer [46].
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2.8.2 High Joint Total Cost of a Supply Chain

As far as conventional approach of inventory control is concerned, both vendors
and retailers employ their own inventory control strategies to deal with instability
in domestic demand or supply chain uncertainties, such that to ensure occurrence of
repeated inventory in a supply chain. This independent inventory control policies of
vendors and buyers significantly increase the joint total cost of the supply chain [47].

2.9 Information Sharing

It is essential that all entities of a supply chain be it the vendor, manufacturer, trans-
porter or the retailers are well connected throughout the process with seamless infor-
mation sharing between them. This would lead to lesser lead time and less wastage
of resources in the supply chain.

2.9.1 Time Lag in Communication and Shipment

Time lag in communication of information and movement of materials contributes
to the need for inventory in order to prevent stock shortages and stock-outs. As a
result, incurring high system-wide costs in a supply chain [45] (Table 3).

Table 3 Issues and challenges in a single vendor multiple retailer supply chain

Issues Challenges

Uncertain demand of consumer Stochastic lead time demand
Stock-dependent demand

Product type Perishable products

Production Imperfect production process
Stochastic machine unavailability time

Storage Warehouse capacity constraint

Environmental issues Raw material wastage and air pollution
Unsustainable packaging

Transportation Ineffective stock transportation between retailers, scheduling
deliveries to retailers

Quality control Degrading quality with increasing production rate, quality
and inspection errors

Pricing and promotion Low channel profit
High joint total cost of a supply chain

Information sharing Time lag in communication and shipment
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3 Successfully Implemented VMI Models

3.1 Consignment Stock Policy VMI Model

Tarhini et al. [37] developed a consignment stock (CS) agreement for a vendor
and multiple retailers allowing trans-shipments among the retailers. Limited storage
capacity of retailers and restricted shipment size between two locations is taken
into consideration. CS policy accounts for the vendor’s assurance to replenish the
inventory at the retailer’s location. When a vendor replenishes the stock at retailer’s
location, no amount is levied on the retailer upon replenishment rather it only has to
pay for the depleted items from its inventory. As a result, this policy of storing items
at a cheaper location proves beneficial for the vendor. Furthermore, this framework
determines the optimal strategy that results in a minimum system-wide cost per unit
time.

3.2 Ordering Cost Reduction and Shipment VMI Model

Tu et al. [47] proposed that an integrated approach for simultaneous replenishment
of the retailers’ inventory with goods in one cycle in a single vendor and multiple
retailer supply chain is formulated. The proposed framework incorporates VMI,
ordering cost reduction strategy and optimal shipment policy in an integrated model.
Substantial savings in the system-wide costs per unit time of the supply chain can
be achieved by integrating the policies rather than employing them individually.

3.3 Just-in-Time Shipment Policy VMI Model

A new decision model with a novel approach of conceptualizing a demand function
is employed by [25]. This involved the proposition of a brand competition ratio
and dual promotion cost strategies, i.e. the promotion cost distributed between the
vendor and retailers and the other which was incurred by the retailers only. The
increase in the wholesale price and sharing of the promotion cost directly influences
the decision-making in such a scenario.

3.4 Integrated Quality Inspection VMI Model

AVMI integratedmodel of the quality inspection approach and production inventory
control in a single vendor multiple retailer supply chain was ideated by [43]. The
vendor coordinates with multiple retailers in a combined vendor managed inventory
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and consignment stock (VMI–CS) agreement. Thequality aspect of thismodel consti-
tuted two types of inspection inaccuracies, i.e. either accepting a non-conforming
unit or rejecting a conforming unit. The mathematical model proposed amply put
forth that the inspection errors cause both the vendor and retailers cost to rise, with
vendor’s cost taking a more substantial hit.

4 Managerial Implications

The paper has attempted to provide the practitioners, a tool to get a holistic purview
of the concept of vendor managed inventory and enable them to take a right decision
based on various issues and challenges faced in implementing it in a single vendor
multiple retailers setting. It has also crunched the previous information in the liter-
ature of VMI into a potent gist which could be a readily available one-point source
for decision-making. A trade-off between the benefits and initial investment towards
transition to a vendor managed inventory framework has to be made (e.g. labour and
technology costs have to be made) to determine the feasibility and sustainability of
the new system.

5 Conclusions

The coordination of the vendor and retailer through information sharing, in which the
vendor assumes control of the retailer’s inventory, leads to the arrangement of vendor
managed inventory. This paper analyses the intricacies of such an arrangement in
a single vendor multiple retailer supply chain to its core by elaborating upon the
bottlenecks and issues which the stakeholders may need to face in transitioning to
or upkeeping such a system. The trade-offs between the benefits and limitations of
VMI are discussed in the early part of the paper, both from the perspective of vendor
and retailers. A comprehensive analysis has been done on the issues and challenges
of implementing VMI system from the paradigm of a single vendor multiple retailers
system. Finally, successful models of the VMI arrangement have been put forth to the
readers from the past literature. These models were developed to counteract specific
challenges the stakeholders faced before implementing the VMI model.
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Modelling of Shoe Polishing Machine
Through Adaptive Neuro-Fuzzy
Inference System

Fuzail Ahmad and Vikrant Mishra

1 Introduction

Industrial revolution has given birth to automation. The revolution of automation is
evolving rapidly to replace simple processes such as dish washer to highly complex
integrated mechanisms including automatic assembly line in the huge automobile
industries. This resulted in creating an ease for the human efforts which in turn
brought uniformity and standardization of products as well as provided an oppor-
tunity of exploring new regimes of science and technology to bring comfort for
human beings on earth. Previous decades have experienced automation of various
mechanisms and processes across simple household mechanisms to huge industrial
processes.

The extent of automationwhichmust be induced in simplemachinery and industry
has been rigorously reported in the scientific literature available. A commonly
accepted framework to decide the extent and what system functions to be auto-
mated consists of four basic levels. Appropriate choice is always important in the
selection of the extent of automation, Parasuraman and Sheridan [1] proposed that
automation can be applied to four broad classes of functions: (i) information acqui-
sition, (ii) information analysis, (iii) decision and action selection and (iv) action
implementation. There is full propelled scope of automation in each of these four
classes. Systems can vary from fully manual to fully automatic in each domain. One
commonmisconception about automation is that the human interaction is diminished
by it, and automation just changes the way human interacts in case of easily compre-
hensible work [2]. Also, the change sometimes is in areas unintended and unexpected
to the designers. As a result, this is bound to open more areas of expertise required
for the human operators [3].

F. Ahmad (B) · V. Mishra
Rajkiya Engineering College Mainpuri, Dr. A. P. J. Abdul Kalam Technical University, Lucknow,
India
e-mail: ahmadfuz007@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Kumar et al. (eds.), Recent Advances in Mechanical Engineering, Lecture Notes
in Mechanical Engineering, https://doi.org/10.1007/978-981-15-9678-0_81

969

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-9678-0_81&domain=pdf
https://orcid.org/0000-0002-2939-7932
https://orcid.org/0000-0003-0868-0920
mailto:ahmadfuz007@gmail.com
https://doi.org/10.1007/978-981-15-9678-0_81


970 F. Ahmad and V. Mishra

Automation in the recent oxfords dictionary refers to as “the use of machines
and computers to do the work that was previously done by people” [4]. This implies
directly that automation is a direct attempt to replace the physical work performed by
humans, but there is more to it, humans merely do not work with just physical efforts,
and there is a lot more than the physical effort in the process of mental cognition
going on. Simply automation can never get the jobs done which work beyond just
an ON and OFF commands. For example, an automated blower can be just switched
ON when required but it always reaches a fixed rpm. The dryness fraction may be
required on a lesser rpm, to which manual handling is to be done. Here is where
the artificial intelligence comes to play. The application of fuzzy inference systems
solves many such problems by providing the intermediates stages between a classic
ON and OFF or between 0 and 1.

In this project, we take up on another very common and simple process and
develop a working model to ease the jobs. Automated shoe polishing program, if
applied to any basic simplemachine, has the potential to be a revolutionary household
simple machine. This can be further applied into the mass production. The data set is
made using the common human cognition and observations of various shoe polishing
operations and surveying different cobblers. The observations simplified in the form
of matrix table for both the parameters emphasized are shown.

The first thing to consider is the brush force required to apply on the shoe to clean
the dirt. This is varied from gentle to harsh with medium being the middle ground.
This model will be very useful while we are working on designing a completely
automated shoe polishingmachine to practically implement thismodel.Modelling of
an automated shoe polishing programme using the inputs of quality of shoe material
is based on hardness and the brightness of shine required, which in turn gives the
force to be applied by the brush on the shoe and amount of liquid polish to be applied
to get the required amount of shine.

The literature provides a good insight into how various researchers have
contributed towards the idea of developing an automated shoe polishing machine.
Considerable amount of work is available on the hardware design of the machine.
Amogh et al. designed and fabricated a shoe polishing device which was mechanized
through a motor driver circuit and a programmable Arduino microcontroller. In this
device, various sizes of shoes can be placed at carriage and then input signal is sent
to microcontroller after gripping the shoe on the carriage. Lead screw mechanism
is actuated by microcontroller. The motion of the carriage can be controlled in both
forward and reverse direction with lead screw. The shoe is polishedwhen the carriage
comes closer to the polishing brush during its forward motion. At the extreme point
of the forward motion of carriage, the push button switch is actuated which alters the
direction of lead screw, and the rest shining process is performed due to fast rotating
brush [5]. D. Srihari et al. designed a portable coin operated machine applying the
Raspberry Pi and open-source computer vision library (Open CV). This work aimed
at bringing practicality in shoe polishingmachines to be self-operated at public places
[6]. Gouda et al. demonstrated a shoe sole cleaning and buffing machine using the
gear trainmechanism [7]. Liu et al. presented a control system for automated ceramic
polishing machine [8].
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Adaptive neuro-fuzzy inference system (ANFIS) builds a fuzzy inference system
(FIS) by means of the toolbox function or the input/output data set. Its membership
function parameters are estimated with a back-propagation algorithm alone or with a
combination of back-propagation and least squares method. ANFIS is jointly based
on the principles of fuzzy logic and neural networks both [9]. Shibendu Shekhar
Roy estimated surface roughness in turning operation by designing an adaptive
neuro-fuzzy interface system. In this work, two shapes (bell-shaped and triangle)
of membership functions were considered for estimating roughness using ANFIS.
The results depicted that both membership function attained suitable accuracy, still
the accuracy of bell-shaped membership function is somewhat higher [10].

2 Methodology

Modelling of an automated shoe polishing programme is based on inputs of quality
of the shoematerial and the brightness of shine required over the shoes. This provides
force to be applied by the brush on the shoe and amount of liquid polish to be applied
to get the required amount of shine.

This above situation can be generally described as shown in Fig. 1. On the one
hand, the shine on the shoe can be varied from dull to bright in the given condition.
On the other hand, shoe surface can be varied from soft to rough depending upon the
material quality of the shoe. The matrix in Fig. 1 provides intensity of the brush force
required based on the two parameters by, namely material quality of the surface and
shine of the shoes. From the real-life observations and expert opinions obtained from
boot polishers, the amount of polishing required for glittering shine of the surface
is an important factor which must be considered while designing such device. In
general cases, the shoes are monochromatic and get the shine by the continuous and
careful rubbing of the surface along with small amount of lubrication to soften the
surface (Fig. 2).

In the matrix shown in above figures, the shine of the shoe (SH) is in increasing
order from dull to bright. Also, the vertical direction is the material quality (MQ) in
increasing order from top to bottom that includes soft, med and rough categories. The

Fig. 1 Brush force variation
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Fig. 2 Volume of polish
variation

matrix provides the volume of polish or rubbing required to be applied varying from
very low (VL) to very high (VH). The point selection plays a very important role
as it reflects the accuracy of data set points and formation of membership functions
which will be used further.

2.1 Modelling Methods

Recent advances in soft computing techniques have given rise to various application-
based modelling tools. Neural networks and fuzzy-based modelling tools are very
effective modelling methods for automating mechanisms based on artificial intelli-
gence. Data-based statistics are applied to form the rule bases from the models to
predict the precise outcomes based on the input conditions.

2.2 Fuzzy Modelling

A very convenient method to map input spaces to the output spaces is using the fuzzy
logic. The method to formulate the mapping or a given input to an output applying
the fuzzy logic is known as fuzzy inference. This involves the membership functions,
fuzzy logic operators and if–then rules set. A curve that designates how each point
in input space is related to a degree of membership (also known as membership
value) between 0 and 1 is known as membership function. Fuzzy inference systems
are divided into two ways generally, the Mamdani-type and Sugeno-type. These two
types of inference systems vary somewhat in the way outputs are determined [11].

Themost common fuzzy inferencemethodology is theMamdani’s fuzzy inference
system. Mamdani’s method was the very initial control systems developed using
fuzzy set theory,whichwas proposed in 1975 byEbrahimMamdani [12] in an attempt
to develop a control system for a steam engine coupled with boiler by synthesizing a
set of linguistic rules obtained by experienced human operators. EbrahimMamdani’s
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Fig. 3 Input 1 (Shine)

workwasbasedonLotfiZadeh’s 1973paper on fuzzy algorithms for complex systems
and decision processes [13].

The Mamdani-type inference is used to predict the output membership functions
to be fuzzy sets. After the aggregation of the process, the outcome in the form of
fuzzy set for each variable is to be passed through defuzzification. It is possible to
have either a singleton output membership function as output or multiple sets of
membership functions.

To completely specify the working of fuzzy inference system, we divide the
working into three main parts.

• Input: The input includes the operators such as AND operator and OR operator
to combine the multiple input membership functions.

• Process: The processing part where the calculations takes place using the
membership functions.

• Output: The output is given out in membership functions, and the defuzzified
form of it gives the exact values of output.

2.3 Modelling Steps

The steps involved to develop the final model are as follows:

Inputs. There are dual inputs. The first input is the shine of shoes which is present on
the shoes. It varies from dull to bright. Here we have used the triangular membership
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Fig. 4 Input 2 (material quality)

function (Fig. 3). The second one is the material quality of the shoes. This varies
from soft to rough. The triangular membership is applied here too (Fig. 4).

The triangular membership functions defining the first input shine. Three trian-
gular membership functions are used to complete the set: the dull set, moderate set
and the bright set.

Outputs. The outputs are also dual. The first output is the brush force required for
polishing. It varies from gentle to harsh (Fig. 5). The second output which we get
will be the amount of polish required to apply. It varies from very low to very high
(Fig. 6).

Rule base. The formation of rule base is using the operators. Here the basic equation
is applied using the AND operator. The general equation being of the form. If p is
A and q is B, then r is C and s is D, where ‘A’ and ‘B’ are the fuzzy sets in the
antecedent (here the shine and material quality) and C and D are the fuzzy sets in
the subsequent (here brush force and amount of liquid).

The rule base is defined as follows:

• If shine is dull and material quality is soft, then brush force is mild, and amount
of polish is medium.

• If shine is dull and material quality is medium, then brush force is harsh, and
amount of polish is high.

• If shine is dull and material quality is rough, then brush force is harsh, and amount
of polish is very high.

• If shine is moderate and material quality is soft, then brush force is mild, and
amount of polish is low.
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Fig. 5 Output 1 (brush force required for polishing in Newton)

Fig. 6 Amount of polishing liquid required (in ml)
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• If shine is moderate and material quality is medium, then brush force is mild, and
amount of polish is medium.

• If shine is moderate and material quality is rough, then brush force is mild, and
amount of polish is high.

• If shine is bright andmaterial quality is soft, then brush force is gentle, and amount
of polish is very low.

• If shine is bright and material quality is medium, then brush force is gentle, and
amount of polish is low.

• If shine is bright and material quality is rough, then brush force is mild, and
amount of polish is medium.

The rule base table used in the M-ANFIS model used here is shown in Fig. 7.

Fig. 7 Rule base used in the model
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3 Result

The results obtained using this model were very effective closely compatible with
the data set. The model gives results closely linked with practical observations, and
outputs obtained are very close to the general human cognition process. The results
are depicted in Fig. 5 for the brush force required and in Fig. 6 for the amount of
polishing liquid required. The rule base shown in Fig. 7 also depicts the application
of ANFIS for different input condition. For example, if material of the shoe is soft,
the required brush force will be of gentle grade and lesser amount of polishing liquid
will be required.

4 Conclusion

In this paper, adaptive neuro-fuzzy inference system (ANFIS) was used to demon-
strate an automatic shoe polishing machine. This ANFIS helped in regulating the
required force of the polishing brush and the amount of polishing liquid. The current
available machines have brush designed to rotate at fixed rpm, whereas applying this
model it can be varied as per the requirement. Here, we get the brush force which
can also be compatible for reciprocating brush mechanisms. The rpm can easily be
calculated using the power and torque equation by defining the radius. The novelty
of this model is that it is very close to a common human cognition based on expe-
rience that makes the machines working on this model optimum in use and close to
the actual output which is best polishing of the shoes. Future researches should be
concentrated on the automation of similar kinds of domestic and industrial process.
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Development and Properties
of Aluminium-Based Metal Matrix
Composite: A Review

Sourav Kumar Gupta , Siddharth Chauhan, Shivam, and Ravi Butola

1 Introduction

Friction stir processing (FSP) uses the equivalent principles as friction stir welding
(FSW) [1]. The difference is, instead of mixing the samples, this methodmodifies the
local microstructure of monolithic samples to absorb specific and desired properties
by altering the surface of the microstructure. As in FSW, the tool induces plastic flow
during the method. The choice of process parameters, such as applied force, travel
speed and rotational speed, gives the fabric flow a modified microstructure that is
beneficial to the fabric’s functionality. Introduced by Mishra in 2000, this innovative
process can be relatively new for microstructural development and modification.

In FSP process, the pin is submerged in the processed material towards the
rotating tool that rotates the final metals. The tool (Fig. 1a) crosses the revised
direction, rotating the shoulder under the applied load effect and heating the metal
around the revised area and flowing and forming the metal from each section with
the rotating action of the pin, to cause localized microstructural modification for
improved specific and required enhancement of properties [2]. For example, a fine-
grained microstructure for increased strain rate super plasticity was fabricated in
the commercial 7075Al alloy through FSP [3, 4]. Also, for surface composite on
aluminium substrate fabrication, FSP technology is widely used [5]. The first impor-
tant area of FSW is the turbulent region, and they are often identified as first in the
differences between FSP and FSW processes. The second main differentiation is that
the main area of the FSP is the zone directly under the pin, and the FSW does not
matter because the welding technique with material thickness is common [6].
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Fig. 1 a Schematic of friction stir processing b Schematic of stir casting [2, 7]

2 Literature Survey on Experimental Details

Ramezani et al. (2019) cited the dimensions of base plate of Al 7075 as 100 mm x
200mm× 10mm.A groovewasmade of the dimension of 100mm× 2mm× 4mm.
SiC nano powder was used as reinforcement having an average size of 45–65 nm and
with a purity approaching to 100% [8]. Input parameters were selected according to
screening tests, literature reviews and previous studies [9–12]. Azimi et al. (2017)
used 5-mm-thick rolled 1050 aluminium alloy as base material and filled with milled
powder mixture of Fe2O3-Al. The groove was having dimension of 1.4 mm width
and 3.5 mm depth. The ratio of Fe2O3 to Al powder was 2.2 wt% [13]. Jafari et al.
(2014) [12] used carbon nanotubes (CNT) of mean size of 20–30 nm and purity of
more than 95% as reinforcement and cold rolled copper of dimensions 70 mm ×
100mm× 6mm as basematerial, and the effect of inclusion of CNT into pure copper
was studied via friction stir processing. In this, using different shoulders, a change
in temperature peak of one-pass FSP was recorded. The processing tool had a tilt of
an angle of 2.5° [14]. Khademi et al. (2016) used TiB2 particles with 99.9% purity
and size of about 200 nm as the reinforcement and rolled carbon steel plates having
dimensions of 200 mm× 75 mm× 5.6 mm to fabricate surface MMC of low carbon
steel and mechanical and microstructural properties were compared. The groove had
dimensions of a 1 mm width and depth of 2 mm. The rotational speed of 1000 rpm
and two traversing speeds (4 and 8 mm/s) were selected. The angle of separation
was chosen 3° [15]. Yoshihiko et al. (2011) fabricated A1050-A6061 aluminium
alloy and formed A1050-A6061 aluminium foam using FSP, the rotation speed was
set at 1000 rpm, and the speed of welding speed was set at 100 mm/min with an
angle of tilt angle of 3°, was used in accordance with a previous study on fabricating
aluminium foam [16] and A6061 aluminium foam [17]. Naik et al. (2019) used 4-
mm-thick plates of Cuwith 0.18 wt%Zr alloy as the base metal. FSPwas done on the
surfaces of the plates, with the help of a pin tool having cylindrical shape of diameter
3 mm and length of 6 mm. Tool shoulder was having diameter 18 mm. The tool‘s
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rotational speed was fixed as 600 rpm, and the traversing speed ranged between 50
and 200 mm/min with gaps of 50 mm/min. A solution was prepared that contained
5 ml of FeCl3, 2 ml HNO3, and 93 ml distilled water so as to observe the specimen‘s
microstructure with the help of electronmicroscope [18]. Rana et al. used the Al7075
plates as base metals of dimensions 100 × 100 × 6.5 mm. Dimensions of 1.2 mm
× 2.5 mm × 100 mm were used to make a groove on the base plate. B4C having
size 12–15 µm was used. The groove cavity was closed using a pin less tool, and
pin possessing a taper cylindrical profile was used for stirring passes. The traverse
speed of tool was varied, and the rotational speed of the tool was kept constant at
545 rpm [19]. Ramesh et al. calculated the mean hardness of the surface composite
fabricated after FSP, and it was concluded that it was 61–62% higher compared to the
base metal of Al7075-T651. Al7075-T651 was used as base metal (matrix), and B4C
particles were used as reinforcement. The increased hardness was found due to the
uniform distribution of B4C particles. A groove of dimension 0.5 mm × 2.5 mm ×
100 mm was produced on the base plate. The tool used was made up of high carbon
chromium steel having the cylindrical profile surface [20]. Akash et al. analysed
the defects due to two different feed rates, i.e. 40 and 50 mm/min and studied the
effect of tool profiles like cylindrical and truncated probe tool. It was found that the
defects produced by the cylindrical tool are greater than those produced by truncated
tool profiles. AZ31 magnesium alloy having a very good strength to weight ratio was
chosen for FSP. H13 having shoulder diameter 18mm, pin diameter 6 mm and length
of pin 5.36 mm was chosen as tool material. For stirring action, a tilt angle of 1.80°
was kept constant, and rubbing action of leading edge of shoulder was avoided [21].
Mahmud et al. found that there was uniform distribution of reinforcement particles
in the matrix and did not have any defects except for the small voids present about
the Al2O3 particles [22]. Chen et al. fabricated rods of length 85 mm and diameter
of 45 mm as ingots and then thixoforming was done. Finally, a plate of dimensions
100 mm × 40 mm × 15 mm was produced. For comparison purpose, plates of
dimension 200 mm × 200 mm × 15 mm were also produced [23]. The dimensions
of the tool pin were 7 mm diameter and height of 5 mm. The diameter of the shoulder
was 20 mm, and a constant tilt angle of 3° was employed. The rotational speed of
tool was kept constant at 450 rpm, and traverse speed was set at 60 mm/min [24].
Butola et al. use pure Al6061 as the matrix in the process of fabrication of composite.
Banana ash, coconut ash and sugarcane ash with SiC were used as reinforcement for
three different samples and their hardness, and yield strength was calculated.
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Fig. 2 Scanning electronmicroscope image of a SiC at 50microns, bRice Husk Ash at 50 microns
and c B4C at 30 microns [2]

3 Review and Discussion

3.1 Microstructural Characteristics

Chen et al. The grain refinement was seen ue to plastic deformation [23–27].
Four different zones were found, namely nugget zone, heat-affected zone, thermo-
mechanically affected zone and parent material [12, 24]. It was reported that there
was improvement in material microstructure, and homogeneity was observed due to
severe plastic deformation [28, 29]. It was found that due to the huge role of dynamic
recrystallization, the grain size became very fine as compared to base material [29–
31]. Naik et al. [18] found that the grain size got reduced when the travel speed was
increased. The least was found to be 4.6 microns [31]. Vipin et al. [32] fabricated a
composite having aluminium as basemetal and graphite as reinforcement using three
different concentrations of graphite particles, viz. 2%, 4% and 6%. The composite
was fabricated using the stir casting method. The stir casting set-up in shown in
Fig. 1b [7]. Ravi et al. performed tensile testing on four different composites of
Al6061. Figure 2 shows the SEM image of SiC at 50 microns, RHA particles at 50
microns and B4C at 30 microns [2].

3.2 Microhardness

Mahmud et al. came out with the conclusion that base metal‘s average hardness is
directly proportional to amount of SiC added and inversely to the Al2O3 particles
[22]. Ramezani et al. [8] found that at best, the microhardness increased to 156%
of the base metal. The best microhardness level was found to be 127.24 when the
rotational speed was 900 rpm, traverse speed was 50 mm/min, and three passes
were performed [9, 33]. Ghasem et al. concluded that there was little increase in
hardness of base material [13, 33]. UTS of FSPed Al 1050 aluminium came out
97 MPa. Percentage elongation was found to be 64%. Chen T et al. [34, 35] also
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reported the same result on the FSP of Al 1060 alloy. Rana et al. used Vickers
hardness tester working at a load of 300 gm for a still time of 10 s, reported that
there was an increment in hardness for about 40-70% as compared to the base metal.
It was also found that increment in traverse speed and decrement in stirring speed
have resulted in the reduction of hardness [19]. [Ravi et al.] Two results of hardness
number and yield strength of each composite were obtained, and it was concluded
that the sequence of hardness number and the yield strength in decreasing order were
aluminiumwith banana ash, aluminiumwith coconut ash, aluminiumwith sugarcane
ash and aluminium. Bar graph displaying mean hardness number and mean yield
strength is shown in Fig. 3a, b, respectively. Graph showing comparison between the
variance of hardness number and yield strength of all specimen is shown in Fig. 3c.
It was deduced that due to role of different components and uncontrollable factors
like temperature caused the variations in different composites [36]. Abhishek et al.
prepared a nanocomposite of Al6061-SiC-graphite using friction stir processing and
reported hardness and Young‘s modulus of the nanocomposite at 2200 rpm. Figure 4
shows the comparison of hardness, Young modulus and a curve between load and
displacement [37]. Ravi et al. prepared five samples with a range of concentration of
reinforcements. Coconut ash, sugarcane ash, groundnut shell ash and rice husk ash
were used as reinforcements. It was found that the composite is with composition
as rice husk ash 4% and aluminium 96%. Maximum hardness and maximum yield
strength were found in composite with composition as coconut shell ash 4% and
aluminium 96% [38].

Fig. 3 Comparison of a mean hardness number and b mean yield strength of c comparison of
variance for hardness number and yield number for four specimens [36]
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Fig. 4 Graphs of a hardness b Young‘s modulus and c load vs displacement curve [37]

3.3 Composite and Wear Resistance

It was found that the wear resistance of the FSPed alloy was far better than that
fabricated through casting [24] and the friction coefficient decreased [12, 34]. It
was observed that the wear resistance of thrice passed FSPed composite comes out
to be three times that of pure copper. This is due to the formation of the graphite
layer that acted as lubricant due to application of shear stress and hence reducing
wear resistance and coefficient of friction [18, 39–41]. It was found that there was
sudden increase in wear resistance after the FSP of the processed alloys because
of the increment in the hardness of the alloy [32, 42–44]. Wear sensor was used to
record the wear in micrometre units as a function of the length of the pin and plotted
for sliding distance and is shown in Fig. 5a. Figure 5b shows the specific wear rate
of the three samples. Initially, negative wear was indicated by the sensor, and then
because of the breakdown of the wear particles, abrupt wear was recorded, as far as
the coefficient of friction is concerned. It is shown in Fig. 6. After 200 m of starting
running distance, this was because initially smeared layer was thin and resulting
in metallic contact and hence friction coefficient increased. But when inclusion of
graphite increased, that caused smeared layer to grow thick resulting in decrease in
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Fig. 5 Variation of a wear for Al-Gr of all 3, b specific wear rate for Al-Gr of all 3 samples [32]

Fig. 6 Curve of coefficient
of friction vs distance [32]

friction coefficient. Thus, it was seen that the higher the concentration of graphite
leads to lesser the coefficient of friction. Ranganath et al. observed that the wear
resistance increases and reached the maximum after second pass and then decreased
for Al–Si hypoeutectic A356 alloy. Increase in ductility started after the third pass
for same [45].
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4 Conclusion

In this review paper, the mechanical, microstructural and wear properties of
aluminium-based composites were discussed. It was found that the composites fabri-
cated were showing improved properties than aluminium. After a review of the
properties of composites, it can be concluded that

1. An increase in reinforcement particles increases the hardness number, yield
strength and ultimate tensile strength of the aluminium-based metal matrix
composites but it was seen that the variations in values were due to uncon-
trollable factors like temperature.

2. Microstructural properties improved because of dynamic recrystallization and
homogeneity because of vigorous plastic deformation.

3. An increase in reinforcement leads to a decrease in wear and specific wear rates
of the AMMCs as the wear and specific wear rates are inversely proportional to
the amount of reinforcement added.

4. It was found that the coefficient of friction decreased on increasing the rein-
forcement after a running distance of 200 m in Al–Gr composite because of
variation in thickness of smeared layer.

5 Future Scope

1. Discontinuous reinforcement can be used and compared with continuous ones.
2. Other mechanical test should be performed for more generalized results.
3. Reinforcement particles shapes and size could be an area of research.
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Analysis and Modeling of Value Stream
Mapping Success Factors

Lakhan Patidar , Vimlesh Kumar Soni, and Pradeep Kumar Soni

1 Introduction

During the First World War, Henry Ford [1] given an evolutionary concept of ‘mass
production’ to industries. After that, ‘lean manufacturing’ has become more popular
than ‘mass production’. It is an innovative and effective approach to performance
evaluation, documentation, and analysis that is very accepted worldwide [2]. Rother
and Shook [3] were the first two researchers to transform the working style of the
Toyota Production System (TPS) with value stream mapping into a practical guide
called ‘Learning to See.’ VSM can become an innovative and valuable lean concept
in revealing improvement potential for Indian Industries [4]. Developed countries
have successfully increased performance of its industries by using VSM practices,
while Indian economies still unaware about drastic benefits of effective VSM imple-
mentation. One reason behind this fact is that Indian company are so busy with their
day-to-day management activity that they do not have the time and resources to
devote their strategic understanding of the need for value stream mapping. After the
effective implementation of the VSM lean tool, most Indian industries can increase
their productivity and remain in a competitive world market for a long time. The role
of value stream mapping and its practices needs to be identified and recognized as
an important research area. However, some of the important observation found for
lacking performance of Indian industries and its growth. They could be summed up
as

• Still little study of VSM transformation in Indian industries;
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• The status of basic VSM success factors in Indian industries yet to be explored.

Thus, above gaps can be addressed in the following way:

• The success factors of VSM specific to Indian industries still need to be defined.

The overall research objective will be achieved through breaking down the
research into four sections:

1. Identifying the VSM success factors with the help of domain experts and
conducting a systematic review;

2. To establish levels of relationship for identified VSM success factors;
3. To establish contextual relationship for identified VSM success factors;
4. Development of a model andMICMAC analysis for highlighting importance of

VSM success factor.

After a brief introduction, the next section reviews the literature on VSM and
identifies key success factors. In ‘Methodology’ section, subsections, ‘An ISM based
approach to model factors’ is presented. A ‘MICMAC analysis’ of the final ISM
model is carried out later to understand the driving power and dependence power
of the factors. Finally, the conclusions and contribution of the research have been
presented.

2 Literature Review

Value stream mapping differs from traditional recording techniques, as it holds the
essential information at manufacturing line about the set-up time, cycle time, WIP
inventory, shop-floor space utilization, man power demand, and information flow [5,
6]. VSM incorporates both value-added and non-value-added, but addendum activi-
ties [7, 8]. The VSM focuses primarily on the section, sub-section of the production
line and, setting targets for areas that actually require improvement [6, 9].

VSM is an effective integration of manpower, materials and machinery, and
methods [10]. Khadse et al. [11] identifies key factors responsible for lean tool imple-
mentation in Indian enterprises and then incorporates these factors into a framework
that can exactly illustrate the current as-in-situation of lean practices in Indian indus-
tries. VSM is a well-known visual lean tool that helps a manager to produce more
with less resource [4, 12]. In view of the previous year’s studies, Indian industries
could not perform with its full capacity due to ineffective implementation of lean
practices. Hence, a need is felt by industries to re-investigate into the success factors.

In current literature review,many authors are identified the critical factors of VSM
in Indian context as presented in Table 1. From Table 1, fourteen factors identified
and labeled from F1 to F14 in four review categories.

Success factors are topmanagement commitment (F1), time and training provided
by lean expert (F2), clarity ofmethod (F3), organizational culture (F4), all employees’
involvement (F5), material and information flow (F6), integration between processes
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(F7), process transparency and stability (F8), resource utilisation (F9), skilled people
and work (F10), standardization of best practices (F11), supplier feedback (F12),
customer orientation (F13), implementation with small VSM-related projects (F14).
Review categories are conceptual study (C1), case study (C2), empirical study (C3),
and survey-based study (C4).

3 Methodology

After identified fourteen value stream mapping success factors (14-VSMSFs), a
questionnaire designed and conducted pilot test with two domain experts with an
aim to maintain the quality of the survey instrument. The number of meetings have
been arranged with fifteen domain experts including industry and academia to gather
information about the VSM success factors. The primary aim of the study is to
explore the interactions between all selected VSMSFs and to analyze the driving
power and dependence power for effective execution of VSM practices in Indian
small–medium-scale industries. In this study, no invalid responses were founded
due to one-to-one interaction. Finally, Table 2 is prepared from an average mean

Table 2 Structural self-interaction matrix (SSIM)

SFs Name of VSMSFs 14 13 12 11 10 9 8 7 6 5 4 3 2 1

1 Top management commitment V A V O O V O X O O X O X –

2 Time and training provided by
lean expert

V O V O O O O V O O A O –

3 Clarity of method/procedure O O O O O O O A V O V –

4 Organizational culture V V V O A V O V V O –

5 All employees’ involvement O O O A A O V O X –

6 Smooth material and
information flow

O O O A A O V O –

7 Integration between processes O X V O O O O –

8 Process transparency and
stability

O O O O A O –

9 Resource utilisation V O V O O –

10 Skill people O O O V –

11 Standardization of best
practices

O O O –

12 Supplier feedback O A

13 Customer orientation V –

14 Implementation of small VSM
related project

–

Rule: V: i → j, A: i ← j, X: i ↔ j, O: i � j
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of reactions of the domain experts. In the approach of ISM-MICMAC analysis, the
results of the current study are broken down into two sections:

• Developing a structural model through ISM for VSM success factors;
• Conducting a cluster analysis through MICMAC approach.

3.1 ISM Analysis for VSM Success Factors

For analyzing the various success factors to develop relation matrix (Table 2), the
following sign [23] has been applied in the Structural self-interaction matrix (SSIM)
to represent the inter-relationships among the VSMSFs (from ‘SFi’ source to ‘SFj’
destination):

• V: forward link fromSFi to SFj, i.e. Success factor SFiwill support/help to achieve
factor SFj;

• A: inverse relationship with destination ‘SFj’ to source ‘SFi’, that meaning is
Success factor ‘SFj’ will contribute for achieving factor ‘SFi’;

• X: relationship in both sides, and
• O: both success factor having no relation to each other. Here, ith row= jth column

= 1, 2, 3, …, 14.

According to the binary matrix conversion rule, structural self-interaction matrix
(SSIM) relationships have been transformed into Initial Reachability binary format
[4]. Table 3 shows the pair-wise binary relationship of 1 and 0. The transitivity is
checked in Table 3 by using transitivity assumption [24]. If ‘a’ is related to ‘b’ and
‘b’ is related to ‘c’, then according to transitive assumption both ‘a’ and ‘c’ will have
interrelationship with each other. Then, a final reachability matrix (Table 4) has been
evolved by applying transitivity notation of ‘1*’.

There are numbers of transitive relationship found in final reachability matrix.
Reachability sets and antecedent sets have been developed and are shown in Table
5. Reachability sets are the sets of those factors that have allotted the cells ‘1’ for
various ith rows (row 1 to row 14) in Table 4. The antecedent set is laid down for
each factor containing VSMSFs that cells in column associated with each factor are
assigned ‘1’ in Table 4.

Further, Table 5 has been developed different levels and each level has a similar set
of VSM factors. These levels are separated from Table 4 of final reachability matrix.
However, a number of iterations are conducted for the purpose of levels partitions and
are developed in Table 5 [25]. Initial iteration level is developed through comparing
the reachability set and intersection sets value. If both sets are found same VSM
factors, then assigned those factors as the level-I on the top of the framework.

Further, second level is developed by eliminating the row and column of those
factors that were already occupied in level-I. In addition, the next iteration table is
generated by removing the same factors from the antecedent set, reachability set,
and intersection sets.
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Table 3 Initial reachability matrix (IRM)

SFs Name of VSMSFs 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 Top management commitment 1 1 0 1 0 0 1 0 1 0 0 1 0 1

2 Time and training provided by lean
expert

1 1 0 0 0 0 1 0 0 0 0 1 0 1

3 Clarity of method/procedure 0 0 1 1 0 1 0 0 0 0 0 0 0 0

4 Organizational culture 1 1 0 1 0 1 1 0 1 0 0 1 1 1

5 All employees’ involvement 0 0 0 0 1 1 0 1 0 0 0 0 0 0

6 Smooth material and information flow 0 0 0 0 1 1 0 1 0 0 0 0 0 0

7 Integration between processes 1 0 1 0 0 0 1 0 0 0 0 1 1 0

8 Process transparency and stability 0 0 0 0 0 0 0 1 0 0 0 0 0 0

9 Resource utilisation 0 0 0 0 0 0 0 0 1 0 0 1 0 1

10 Skill people 0 0 0 1 1 1 0 1 0 1 1 0 0 0

11 Standardization of best practices 0 0 0 0 1 1 0 0 0 0 1 0 0 0

12 Supplier feedback 0 0 0 0 0 0 0 0 0 0 0 1 0 0

13 Customer orientation 1 0 0 0 0 0 1 0 0 0 0 1 1 1

14 Implementation of small VSM related
project

0 0 0 0 0 0 0 0 0 0 0 0 0 1

Binary matrix conversion rule: ‘V’ = ‘1’, ‘A’ = ‘0’, ‘X’ = ‘1’, ‘O’ = ‘0’
Source Researcher’s self calculation

Similarly, the third level is obtained by removing VSMSFs from second level.
Thus, several iterations are developed until the final level is reached. The final itera-
tion is developed and level-IV showed that all three sets of VSMSFs (antecedent set,
reachability set, and intersection sets) are the same.

Further, Table 6 is presented the conical matrix that has been obtained by grouping
the same levels of VSMSFs. For this, an iterative action is needed across the rows
and columns of the final reachability matrix of VSM success factors. Also, levels
are clubbed and modified by driving and dependent power. According to Table 6,
the level-1 set includes four factors that tend to have lower driving power and higher
dependence power. In addition, level-II contains two factors with moderate driving
and dependent power. Similarly, level-III includes seven factors with moderately
high driving and moderately low dependent power. Levels-IV includes single factor
as ‘skill people’ that has high driving but very low dependence power.

Similarly, the third level is obtained by removing VSMSFs from second level.
Thus, several iterations are developed until the final level is reached. The final itera-
tion is developed and level-IV showed that all three sets of VSMSFs (antecedent set,
reachability set, and intersection sets) are the same.

Further, Table 6 is presented the conical matrix that has been obtained by grouping
the same levels of VSMSFs. For this, an iterative action is needed across the rows
and columns of the final reachability matrix of VSM success factors. Also, levels
are clubbed and modified by driving and dependent power. According to Table 6,
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Fig. 1 ISM based framework represents the levels of VSM success factor

the level-1 set includes four factors that tend to have lower driving power and higher
dependence power. In addition, level-II contains two factors with moderate driving
and dependent power. Similarly, level-III includes seven factors with moderately
high driving and moderately low dependent power. Level-IV includes single factor
as ‘skill people’ that has high driving but very low dependence power.

Further, a directional graph is drawn by considering the interrelationship between
VSM success factors from the final reachability matrix (Table 4). In addition, the
transitivity of success factors is removed from the directional graph by changing
the nodes with relationship statements. The relationship statements are examined by
verifying the conceptual inconsistencies (if any) and the necessary modifications are
made accordingly. However, the process is repeated till the inconsistency is removed
from the final reachability matrix.

Finally, the ISM-based model (Fig. 1) is developed to set out the relationship
statement into a framework for the VSM success factors.

4 Results and Discussions

4.1 Effectiveness and Rank of VSM Success Factors

The effectiveness of VSM success factors is the subtraction value of dependence
power on the driver power in canonicalmatrix (Table 6). It is presented in Fig. 2. VSM
success factors are set out on top of the frameworkwhile having loweffectiveness. It is
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Fig. 2 Effectiveness of VSM success factors in Indian industries

represented that such type of factors is highly dependent on other factors and theymay
be affected by other factors. Similarly, factors having high effectiveness are put on the
bottom of the framework. It indicates that such types of factors are independent from
other factors and they cannot be influenced by other factors. A skill person (SF10)
has high effectiveness hence given the rank one and put in foundation level in the
models. Further, clarity of method (SF3), organizational culture (SF4), integration
between processes (SF7), and customer orientation (SF13) have the effectiveness
value five and given the rank two. Top management commitment (SF1), time and
training provided by lean expert (SF2) have the effectiveness value three and given the
rank three. Standardization of best practices (SF11) has the effectiveness value two
and given the rank four. All employees’ involvement (SF5) and resource utilisation
(SF9) have the effectiveness value negatively five and given the rank five. Smooth
material and information flow (SF6) have the effectiveness value negatively seven
and given the rank six. Finally, process transparency and stability (SF8), supplier
feedback (SF12), implementation of small VSM-related project (SF14) have the
effectiveness value negatively eight and given the rank seven.

4.2 Cross-Impact Matrix Multiplication Applied
to Classification (MICMAC) Analysis

In MICMAC analysis, success factors of VSM are classified into four groups named
autonomous, dependent, linkage, and driver or independent [25], based on their
driving power and dependency power as shown in Fig. 3. The results from the model
help us in concluding that all the chosen factors are shown the significance of value
stream mapping, and no factors is an autonomous factors except standardization of
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best practices (F11) lies in cluster I. Autonomous group indicated only one dominant
factor of VSM that has both low dependency as well as low independency. It reveals
that the success factors have been chosen after keen review and due care. Six VSM
success factors like all employees’ involvement (F5); smooth material and infor-
mation flow (F6); process transparency and stability (F8); resource utilisation (F9);
supplier feedback (F12); and implementation of small VSM-related project (F14)
are in the second quadrant as dependent factors. Process transparency and stability
(F8), supplier feedback (F12), and implementation of small VSM-related project
(F14) are not driving any other factors but driven by other factors. However, smooth
material and information flow (F6) was identified as the most dependent factor while
all employees’ involvement (F5) and resource utilisation (F9) had moderate driving
but high dependence power.

On the other hand, top management commitment (F1), time and training provided
by lean expert (F2), clarity of method (F3), organizational culture (F4), integration
between processes (F7), skill people (F10), and customer orientation (F13) are cate-
gorized in fourth group. Industry people can achieve their goals by focusing on these
independent factors. Skill people (F10) is not driven by any other factors and has
high driving power among other factors. Top management commitment (F1), time
and training provided by lean expert (F2), clarity of method (F3), organizational
culture (F4), integration between processes (F7), and customer orientation (F13)
have high driving power but moderator dependency. Cluster 4 factors are highly
independent and play an important role for industries. Therefore, action on these
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factors may impact on others. Thus, the industry people/manager should pay more
attention to these factors in the context of effective VSM implementation.

5 Conclusions

This study has provided a detailed description of the analysis, results, discussions, and
the way in which the relationship models were developed. It gave specific purge and
relevance of the results used for the various analysis. Various results have been anal-
ysed and verified by domain experts. An ISM-MICMAC analysis was conducted for
justify the effectiveness of success factor for efficient implementation of VSM. Rela-
tion between fourteen factors was examined by ISM-MICMAC approach. Further,
fourteen factors rank and levels identified. The VSM factors are structured into
four levels. The result of the research reveals that skill people was the first need of
Indian industries for better implementation of VSM. Finally, a relationship model
was developed for Indian industries to identify which factor becomes more suitable
for effective VSM implementation. Cluster analysis is revealing a lot of informatics
insights and interrelationship between the success factors of VSM with the help of
Cross-Impact Matrix Multiplication Applied to Classification.

This study could help higher authority of government as well as private
organization in decision making.

Acknowledgements Authors would like to thank domain experts from industry and academia for
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Reliability and Availability Analysis
of Degrading Systems Under Imperfect
Repair Scenario

Varun Kumar , Girish Kumar , and Umang Soni

1 Introduction

In global competitive era, the industrialists are striving hard to run the industries
round the clock for meeting the customer’s requirements. The ultimate objective
of producing quality products and in time delivery has forced the modernization
of industrial systems. Although the modernization of these systems makes them
more sophisticated and helps in increasing the productivity, but simultaneously the
complexity of the system gets increased and hence the risk of failure. The ultimate
goal of failure-free operation becomes unachievable because failure is an unavoidable
phenomenon associated with these technological systems. The failure of complex
automated production systems might result in disastrous consequences. Therefore,
the reliability and availability of complex systems have emerged as a thrust area
in system planning, design, development and operational phase. Reliability engi-
neering has become one of the essential tools which can benefit industries in terms
of higher productivity at lower maintenance costs. Thus, higher system availability
and reliability are desirable in many industries where downtime adversely affects the
production cost [1].

Modern mechanical systems are the integral part of various industries such as
refineries, power plant andmanufacturing systems. These are intended to perform the
specific function for the time; the plant is being operatedwhich is not possiblewithout
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having propermaintenance policies. If not followedwith given safety requirements, it
can cause risk to the personnel, public or the environment. However, it is unfortunate
that a threat of deteriorating process involved in components or machine parts is
always present, therefore, maintenance measures are to be followed to control the
deterioration of the machine components and also to increase the performance of
the system during its life time. The incidence of failures in any component not
only causes loss of system output but also adversely effects the consistency and
smooth operations of the system [2]. When maintenance options other than system
replacement are available, these systems shall be referred to as a repairable system
[3]. When a failure occurs, any repair process may restore the repairable system
to the operating state, therefore, it is not appropriate to replace the whole system
[4]. A mechanical system is not a single unit system, but consists of units which
work together to perform desired task. While working together, it results in wear
out of the mating components which cause system failure. Failure is due to wear,
fracture or fatigue or sometimes due to manufacturing errors and occurs randomly.
The restoration method will take into consideration both the normal ageing of the
system and the efficiency of the repair operation. These two elements provide a
better view of the actions on the system behaviour and the maintenance strategy can
be modified accordingly [5].

Maintenance activities improve the productivity and profitability of a company
through improving availability of production systems, maintaining the quality of
products and keeping the safety of working environments [6]. It is important to make
the system work at least for the time and it is intended to work. These days proper
maintenance actions are necessary for the industries to make the system work in a
prescribed manner. Maintenance eventually increases system reliability and avail-
ability. The traditional maintenance approaches include corrective and preventive
repair of subsystems. Corrective repair is effectively illustrated by the theory “if it is
not broken, do not fix it” while preventive maintenance consists of certain scheduled
procedures that are carried out while the system is already in service. These main-
tenance strategies do not work in the current industrial scenario. As a result, even
more effective maintenance strategies, such as opportunistic maintenance is applied
in the modelling and analysis of degrading system to enhance system performance.
Opportunistic maintenance is sometimes referred to as taking a maintenance action
at or during an opportunity. These opportunity types can be classified as internal
opportunities in the sense that opportunity originates within the system itself. In
contrast, external opportunities are external factors that can yield considerable cost
saving such as stops due to weather conditions, production outage, etc. It allows
full use of time required to do corrective maintenance on subsystem, using that
period to conduct proactive maintenance on subsystems which have deteriorated [7].
Opportunistic maintenance can also be defined as combined or group of maintenance
activities of some components of the system that reduce the maintenance cost and
time [8]. There are two main benefits of opportunistic maintenance over traditional
maintenance approaches: (1) The savings of setup cost when initiating a mainte-
nance action and (2) reduced downtime cost which is caused by frequent preventive
maintenance activities if applied [9]. The most challenging aspect of opportunistic
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maintenance is the nature of uncertainty of opportunity occurrence. The subsystem
selection/choice for the opportunistic maintenance should be done based on the
condition of subsystem and by satisfying the time constraint [10].

Traditionally, the maintenance used in power plants was breakdown maintenance
that is also called fire-fightingmaintenance or failuremaintenance or correctivemain-
tenance. Breakdownmaintenance can only be carried out until a failure of component
or machine occurs. Breakdown maintenance is widely accepted by default in power
plants and therefore becomes costly. It is important for a power system to work as
per the requirements, but due to the unpredictable nature of failure of components,
it is not possible to give a continuous supply to the consumers. However, in this
paper, corrective maintenance is coupled with opportunistic maintenance whenever
the system enters the repair phase and the benefit of opportunistic maintenance is
quantified in terms of increased system availability.

Maintenance engineers should have knowledge of efficiency indicators on the
basis of reliability–availability characterization for the effective running of such
systems [11]. Traditionally, reliability block diagram, fault tree analysis and relia-
bility graph were used for reliability and availability analysis [12]. These techniques
are simple and exact, but because of their static nature complex systemswhich include
repairs sequences cannot be solved with these techniques. Therefore, the advance-
ment to suchmethods is aMarkov approach. In this work, the degraded systemmodel
is developed and analysis is carried out to determine reliability and availability of a
series system using Markov approach.

The remaining paper is structured as follows. Section 2 describes the Markov
approach in brief. Section 3 defines system modelling to integrate multi-level degra-
dation. The solutions of the Markov-based models are discussed in Sect. 4. Finally,
Sect. 5 concludes the work.

2 Markov Approach

The Markov model proves to be a powerful modelling and analysis technique with
strong application in reliability–availability analysis of various industrial systems.
The reliability–availability behaviour of the system has been represented using a state
transition diagram, which consists of a set of discrete states that a system can have,
and also defines the speed with which the transition between these states takes place.
It is a stochastic process in which at any given time, the subsequent course of process
is affected only by the state at the given time and does not depend on the behaviour
of the process at any preceding time. Markov model is the function of two random
variables, the state of the system and the time of observation. A Markov model
needs identification of possible states of the system, their transition paths and the
rate parameters of the transitions [13]. Each state represents the different condition
of the system. A Markov graph consists of nodes and branches, the nodes represent
the states of a system and the branches depict the respective transition probabilities
[14]. In order to find the reliability–availability of the system, one has to form a set of
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Fig. 1 Two states, i.e., healthy and failed

linear differential equations. The formulation of the model starts with the definition
of the states of the system, as the state is an exact description of the circumstances
existing in the system at a particular time. The proposed approach is much better in
representing the deterioration process of physical systems in terms of mathematical
simplification and extension ability. Figure 1 represents a two-state Markov model.

The symbol λ denotes the transition rate from State 1 to State 2. In addition, Pi(t),
denotes the probability of the system being in ith state at time t. Refer Fig. 1 for a
two-state Markov model. The equations for a two-state Markov model are expressed
below [7]:

dP1/dt = −λP1 (1)

dP2/dt = λP2 (2)

Also,

P1 + P2 = 1 (3)

For a complex system with large number of constituent components and units,
the number of states and the number of rate equations increases exponentially. For
such a systemmodel, manual solution of set of large number differential equations is
cumbersome. Therefore, these differential equations can be solved using MATLAB
software and the availability of the system is obtained by adding the operating states
probabilities.

3 System Modelling

3.1 System Description

A system is characterized as a set of subsystems/components working together
towards achieving some logical end. The two-stage reciprocating air compressor
system with serially configured components is selected for this paper as shown in
Fig. 2. Being a series system, it should be highly available when called to function
so that the power plant operations do not suffer.
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Fig. 2 Multi-stage reciprocating air compressor system

Degradation modelling and simulation are a crucial and difficult aspect of the
execution of an effectivemaintenance plan. The failure process for the systemmust be
interpreted in such a manner that an effective failure model is built and implemented
in operation.Degradation is not sudden but gradual.Whenever a system is inworking,
it is always degrading with time. Firstly, the system is in new state then with time it
starts degrading. The system with gradual degradation is considered for this work.
In addition, random failure is also considered which will stop the working of the
system and hence can cause a major break down. The repair rates are defined as per
the condition of the system and amount of resource employed.

In the system model development, state O is considered as the original operating
state, i.e. “as good as new” state, D as degraded state and F as the failed state at
the subsystem level as shown in Fig. 3. A maintenance action, i.e. imperfect repair
is considered, which restores the subsystem from its failed state F to the degraded
state D and from degraded state D to operating state O, respectively. The states of
the subsystem represented by O and D are considered as working states, while F is
the repair state due to performance below the unacceptable level.

The following assumptions are made for developing system model:

• Simultaneous failure of two or more subsystems is not considered.
• Subsystems are expected to undergo gradual degradation.
• Failure or maintenance of any subsystem disables the system.
• Imperfect repair restores the subsystem to the state just before the failed state, i.e.

degraded state.

O D F 

Imperfect Repair

Fig. 3 Degradation stages of subsystem and corrective imperfect repair
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3.2 Models with Imperfect Repair

In this section, systemmodels are developed considering imperfect repair. Modelling
imperfect repair of amulti-component device is away that captures a repair effect that
lies somewhere between as good as new (perfect repair) and as bad as old (minimum
repair) [15]. In all, two models for the system have been developed as discussed in
the following subsections.

3.2.1 System Model Based on Imperfect Repair Without Opportunistic
Maintenance

Modelling and analysis of degrading systems may prove beneficial in evaluating
system performance and the degree of interaction between the constituent subsys-
tems. To express the system performance in quantitative terms, it is necessary to
develop amathematical model of real existing systems and analyse their performance
under actual operating conditions. Thework presented here is mainly concerned with
the imperfect repair actions carried out whenever the system enters the repair phase.
The system comprises of three subsystems each with the potential to be in one of
the three states at a given moment of time. Their series combination gives a total of
twenty feasible states that the entire system can maintain during its lifetime. Twelve
states are the “under repair” system states, while the remaining eight states are the
“working states” as shown in Table 1. A system model is developed taking into
account subsystem degradation represented by black line; imperfect repair without
opportunistic maintenance represented by continuous dotted black line and is shown
in Fig. 4.

Markov’s approach solves the system model developed as shown in Fig. 4
following the discussion is in Sect. 2. The transition graph represents the change
in state for a system. A system crosses from one state to the next with a certain
transition probability.

Following symbols are used for developing the mathematical model:

Pi(t)—Probability of system being in ith state at time t.
dPi/dt—Rate of change of ith state at time t.
λij—Degradation transition rate from state i to j.
μij—Repair transition rate from state i to j.

The twenty equations are developed correspond to the number of states as shown
in Table 1 and for the system model as shown in Fig. 4. A change in state probability
can be calculated by the addition of all transition probabilities. These transition
probabilities can be obtained from the multiplication of the state probabilities with
the corresponding transition rates. All arrows pointing away from a state are negative
and all arrows pointing to a state are positive. This results in the following twenty
differential equations for the developed system model.



Reliability and Availability Analysis of Degrading Systems … 1009

Table 1 System states and their corresponding transitions

System state State of
subsystem
1

State of
subsystem
2

State of
subsystem
3

Transition
to

Maintenance
possibility

S. No. Status C.M.* O.M.*

1 Working O O O 2 4 9 – –

2 Working O O D 3 5 10 – –

3 UR O O F 2 Yes (S3) No

4 Working O D O 5 7 12 – –

5 Working O D D 6 8 13 – –

6 UR O D F 5 Yes (S3) Yes
(S2)

7 UR O F O 4 Yes (S2) No

8 UR O F D 5 Yes (S2) Yes
(S3)

9 Working D O O 17 12 10 – –

10 Working D O D 18 13 11 – –

11 UR D O F 10 Yes (S3) Yes
(S1)

12 Working D D O 19 15 13 – –

13 Working D D D 20 16 14 – –

14 UR D D F 13 Yes (S3) Yes
(S1, 2)

15 UR D F O 12 Yes (S2) Yes
(S1)

16 UR D F D 13 Yes (S2) Yes
(S1,3)

17 UR F O O 9 Yes (S1) No

18 UR F O D 10 Yes (S1) Yes
(S3)

19 UR F D O 12 Yes (S1) Yes
(S2)

20 UR F D D 13 Yes (S1) Yes
(S2,3)

*C.M.—Corrective maintenance, O.M.—opportunistic maintenance, UR—under repair

dP1/dt = −(λ12 + λ14 + λ19)P1(t)

dP2/dt = −(λ25 + λ23 + λ210)P2(t) + λ12 P1(t) + μ32 P3(t)

dP3/dt = λ23 P2(t) − μ32 P3(t)

dP4/dt = −(λ45 + λ47 + λ412)P4(t) + λ14 P1(t) + μ74 P7(t)

dP5/dt = −(λ56 + λ58 + λ513)P5(t) + λ25 P2(t) + λ45 P4(t)

+ μ65 P6(t) + μ85 P8(t)
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Fig. 4 Markov model for the system undergoing imperfect repair only

dP6/dt = λ56 P5(t) − μ65 P6(t)

dP7/dt = λ47 P4(t) − μ74 P7(t)

dP8/dt = λ58 P5(t) − μ85 P8(t)

dP9/dt = −(λ910 + λ912 + λ917)P9(t) + λ19 P1(t) + μ179 P17(t)

dP10/dt = −(λ1011 + λ1013 + λ1018)P10(t) + λ210 P2(t) + λ910 P9(t)

+ μ1110 P11(t) + μ1810 P18(t)

dP11/dt = λ1011 P10(t) − μ1110 P11(t)

dP12/dt = −(λ1213 + λ1215 + λ1219)P12(t) + λ412 P4(t)

+ λ912 P9(t) + μ1512 P15(t) + μ1912 P19(t)

dP13/dt = −(λ1314 + λ1316 + λ1320)P13(t) + λ513 P5(t) + λ1013 P10(t)

+ λ1213 P12(t) + μ1413 P14(t) + μ1613 P16(t) + μ2013 P20(t)

dP14/dt = λ1314 P13(t) − μ1413 P14(t)

dP15/dt = λ1215 P12(t) − μ1512 P15(t)

dP16/dt = λ1316 P13(t) − μ1613 P16(t)

dP17/dt = λ917 P9(t) − μ179 P17(t)

dP18/dt = λ1018 P10(t) − μ1810 P18(t)

dP19/dt = λ1219 P12(t) − μ1912 P19(t)

dP20/dt = λ1320 P13(t) − μ2013 P20(t)
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These set of equations are solved using MATLAB software and the solution is
discussed in Sect. 4.

3.2.2 System Model Based on Imperfect Repair with Opportunistic
Maintenance

The work presented in this section is related to the imperfect repair actions coupled
with opportunistic maintenance whenever the system enters the repair phase. System
model based on imperfect repair with opportunistic maintenance is developed as
shown in Fig. 5, with removal of the lines 6-5, 8-5, 11-10, 14-13, 15-12, 16-13,
18-10, 19-12, 20-13, from the model developed in the previous section as these nine
lines represent imperfect repair only and do not include opportunistic maintenance,
restoring the subsystem from state F to D. Also, new lines 6-2, 8-4, 11-2, 14-2, 15-4,
16-4, 18-9, 19-9 and 20-9 representing imperfect repair coupled with opportunistic
maintenance are included in the model.

The twenty equations are developed correspond to the number of states as shown
in Table 1 and for the system model as shown in Fig. 5.

dP1/dt = −(λ12 + λ14 + λ19)P1(t)

dP2/dt = −(λ25 + λ23 + λ210)P2(t) + λ12 P1(t) + μ32 P3(t)

+ μ62 P6(t) + μ112 P11(t) + μ142 P14(t)

dP3/dt = λ23 P2(t) − μ32 P3(t)

dP4/dt = −(λ45 + λ47 + λ412)P4(t) + λ14 P1(t) + μ74 P7(t)

Fig. 5 Markov model for the system undergoing imperfect repair coupled with opportunistic
maintenance
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+ μ84 P8(t) + μ154 P15(t) + μ164 P16(t)

dP5/dt = −(λ56 + λ58 + λ513)P5(t) + λ25 P2(t) + λ45 P4(t)

dP6/dt = λ56 P5(t) − μ62 P6(t)

dP7/dt = λ47 P4(t) − μ74 P7(t)

dP8/dt = λ58 P5(t) − μ84 P8(t)

dP9/dt = −(λ910 + λ912 + λ917)P9(t) + λ19 P1(t)

+ μ179 P17(t) + μ189 P18(t) + μ199 P19(t) + μ209 P20(t)

dP10/dt = −(λ1011 + λ1013 + λ1018)P10(t) + λ210 P2(t) + λ910 P9(t)

dP11/dt = λ1011 P10(t) − μ112 P11(t)

dP12/dt = −(λ1213 + λ1215 + λ1219)P12(t) + λ412 P4(t) + λ912 P9(t)

dP13/dt = −(λ1314 + λ1316 + λ1320) P13(t) + λ513 P5(t)

+ λ1013 P10(t) + λ1213 P12(t)

dP14/dt = λ1314 P13(t) − μ142 P14(t)

dP15/dt = λ1215 P12(t) − μ154 P15(t)

dP16/dt = λ1316 P13(t) − μ164 P16(t)

dP17/dt = λ917 P9(t) − μ179 P17(t)

dP18/dt = λ1018 P10(t) − μ189 P18(t)

dP19/dt = λ1219 P12(t) − μ199 P19(t)

dP20/dt = λ1320 P13(t) − μ209 P20(t)

These set of equations are solved using MATLAB software and the solution is
discussed in Sect. 4.

4 Solution of the System Model

The following steps have been taken to get the solution of system model using the
Markov approach:

• Develop a state transition diagram for the system that represents all feasible states
of the system.

• Model the differential equations for each feasible state of the system as discussed
in Sect. 2.

• The set of differential equations for each model are simultaneously solved using
MATLAB with initial conditions and for a required mission time.

The nature of repairable system can be described in terms of reliability, availability
andmaintainability whichmay be evaluated at different points of time in the working
life of a system to observe its evolution. In the absence of repair or replacement, reli-
ability and availability metrics are the same. These are different when maintenance
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Table 2 Distribution parameters of two-stage reciprocating compressor system

Parameter Value Parameter Value Parameter Value

λ12 0.000111 μ85 0.0022 μ1512 0.0022

λ14 0.000167 λ910 0.000111 μ1613 0.0022

λ19 0.0000667 λ912 0.000167 μ179 0.0022

λ23 0.000223 λ917 0.00019204 μ1810 0.0022

λ25 0.000167 λ1011 0.000223 μ1912 0.0022

λ210 0.0000667 λ1013 0.000167 μ2013 0.0022

μ32 0.0022 λ1018 0.00019204 μ62 0.0022

λ45 0.000111 μ1110 0.0022 μ84 0.0022

λ47 0.0002936 λ1213 0.000111 μ112 0.0022

λ412 0.0000667 λ1215 0.0002936 μ142 0.0022

λ56 0.000223 λ1219 0.00019204 μ154 0.0022

λ58 0.0002936 λ1314 0.000223 μ164 0.0022

λ513 0.0000667 λ1316 0.0002936 μ189 0.0022

μ65 0.0022 λ1320 0.00019204 μ199 0.0022

μ74 0.0022 μ1413 0.0022 μ209 0.0022

is considered for the system. Availability is often greater than reliability. Availability
of the system is obtained by summing up all working state probabilities. The overall
performance of the system depends on its various subsystems and on their malfunc-
tion and repair levels, which depend on the working conditions and the maintenance
activities of the industry [16]. The Markov model is adjusted for reliability evalua-
tion by removing the repair arcs from the model’s absorbing states [17]. The time
to failure and the time to repair of mechanical subsystems are assumed to follow
exponential distribution for assessment of system availability and their values are
listed down in Table 2 [18].

The system of equations for two models, i.e. system model based on imper-
fect repair without opportunistic (Sect. 3.2.1) and with opportunistic maintenance
(Sect. 3.2.2) is solved using MATLAB software for a mission time of 50,000 h.
For the solution, it is assumed that initially (at time t = 0) the system is in state
“1” with probability value 1 in both models and exponential distribution parameters
are applied as per Table 2. The results obtained are presented in Fig. 6 and these
results provide a definite indication of the trend in the system reliability and avail-
ability. These statistical results can be quantitatively analysed to assess the relative
change in the performance of the system in different scenarios. The availability shows
the increasing trend for the same mission time when opportunistic maintenance is
integrated with the corrective imperfect repair.

This explicitly supports the possibility of performingopportunisticmaintenance to
improve system availability. The impact of opportunistic maintenance on availability
is very small, as shown in Fig. 6, but it increases with time until the steady state is
reached. Analysing the availability under different conditions is therefore a critical
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Fig. 6 Reliability and availability analysis of the system

method for developing a policy to conduct opportunistic maintenance to optimize
system performance. Unlike the previous studies, this work involves degradation
modelling incorporating the real-life factors which affect a subsystem during its
working lifecycle to make it closer to reality. Thus, it makes the developed model
more practical, thereby ensuring the results obtained from analysis aremore accurate.

5 Conclusion

In this study, Markov approach has been proposed for reliability and availability
analysis of degrading systems. The approach suggested reflect dependencies that are
not feasible in traditional techniques such as RBD and FTA. The research involves
degradation-based modelling, the derivation of transitions of each feasible state
and the solution of system model for reliability and availability assessment. The
suggested method is demonstrated for a two-stage reciprocating air compressor
system with intercooler in between, system is series configuration. In this series
configured system, the gain in steady-state system availability is evaluated. The
findings indicate that when opportunistic maintenance is utilized, there is gain in
availability. For a 50,000 h mission period, there is a gain of 10.84% in system
availability when opportunistic maintenance is coupled with imperfect repair. The
research has its limitations since it is believed that repair and failure time obey expo-
nential distribution. Consequently, the present analysis may be expanded to involve
the non-exponential distribution in the simulation. This analysis is predicted to allow
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researchers, analysts, consultants and others to establish effectivemaintenance policy
considering the gain in system availability.

References

1. Kumar, G., Jain, V., Soni, U.: Modelling and simulation of repairable mechanical systems
reliability and availability. Int. J. Syst. Assur. Eng. Manage. 10(5), 1221–1233 (2019)

2. Jain, M., Meena, R.K.: Availability analysis and cost optimization of M/G/1 fault-tolerant
machining system with imperfect fault coverage. Arab. J. Sci. Eng. 45(3), 2281–2295 (2020)

3. Alaswad, S., Cassady, R., Pohl, E., Li, X.: A model of system limiting availability under
imperfect maintenance. J. Qual. Maintenance Eng. (2017, Oct 9)

4. Dietrich, S., Kahle, W.: Optimal imperfect maintenance in a multi-state system. In: Recent
Advances in Multi-state Systems Reliability, pp. 179–193. Springer, Cham (2018)

5. Nguyen, D.T., Dijoux, Y., Fouladirad, M.: Analytical properties of an imperfect repair model
and application in preventive maintenance scheduling. Eur. J. Oper. Res. 256(2), 439–453
(2017)

6. Alsyouf, I.: The role of maintenance in improving companies’ productivity and profitability.
Int. J. Prod. Econ. 105(1), 70–78 (2007)

7. Varghese, J.P., Kumar, G.: Availability analysis with opportunistic maintenance of a two
component deteriorating system. Int. J. Mater. Mech. Manuf. 2(2) (2014)

8. Pham, H., Wang, H.: Optimal (τ, T) opportunistic maintenance of a k-out-of-n: G system with
imperfect PM and partial failure. Naval Res. Logistics (NRL) 47(3), 223–239 (2000)

9. Ab-Samat, H., Kamaruddin, S.: Opportunistic maintenance (OM) as a new advancement in
maintenance approaches: a review. J. Qual. Maintenance Eng. 20(2), 98–121 (2014)

10. Kumar, G., Jain, V., Gandhi, O.P.: Steady-state availability analysis of repairable mechanical
systems with opportunistic maintenance by using semi-Markov process. Int. J. Syst. Assur.
Eng. Manage. 5(4), 664–678 (2014)

11. Jain, M.: Reliability prediction of repairable redundant system with imperfect switching and
repair. Arab. J. Sci. Eng. 41(9), 3717–3725 (2016)

12. Asjad, M., Kulkarni, M.S., Gandhi, O.P.: An insight to availability for O&M support of
mechanical systems. Int. J. Prod. Qual. Manage. 16(4), 462–472 (2015)

13. Yang, L., Yan, X.: Design for reliability of solid state lighting products. In: Solid State Lighting
Reliability, pp. 497–556. Springer, New York (2013)

14. Son, K.S., Kim, D.H., Kim, C.H., Kang, H.G.: Study on the systematic approach of Markov
modeling for dependability analysis of complex fault-tolerant features with voting logics.
Reliab. Eng. Syst. Saf. 1(150), 44–57 (2016)

15. Nafisah, I., Shrahili, M., Alotaibi, N., Scarf, P.: Virtual series-system models of imperfect
repair. Reliab. Eng. Syst. Saf. 1(188), 604–613 (2019)

16. Modgil, V., Sharma, S.K., Singh, J.: Performance modeling and availability analysis of shoe
upper manufacturing unit. Int. J. Qual. Reliab. Manage. (2013, Aug 30)

17. Kumar, G., Jain, V., Gandhi, O.P.: Reliability and availability analysis of mechanical systems
using stochastic petri net modeling based on decomposition approach. Int. J. Reliab. Qual. Saf.
Eng. 19(01), 1250005 (2012)

18. Barringer: Weibull Database (2018). https://www.barringer1.com/wdbase

https://www.barringer1.com/wdbase


Prioritization of Wheel Materials Using
MCDM Techniques (TOPSIS)
for Automobile Wheels

Aditya Bhatia , Sahil Kumar , Sarthak Bhatt ,
Mukesh Shamrao Dadge, and Mohd Shuaib

1 Introduction

Vehicles have a significant job in influence of our day-to-day life. Thismakes it impor-
tant to attempt to decrease their creation cost in accordance with the advancement
of creation apparatus. But today, we also have different materials like magnesium,
aluminium at our disposal. In-build applications, where weight assumes a signifi-
cant job, choosing magnesium is a decent decision. Its recyclable property likewise
gives an edge. The utilization of magnesium and its combinations in car parts was
restricted in the mid-sixties and seventies; however, today the mindfulness on fuel
reserve funds and natural insurance through diminished CO2 discharges makes this
material alluring [1].Automobilemanufacturers are additionally trying awide assort-
ment of cutting-edge materials in new vehicle models.[2]. The utilization of finite
element technique for better understanding pressure and displacement arrangement
in an Al alloy car rim-wheel combo subject to the combined impact of rising pres-
sure and spiral load has likewise been contemplated [3]. An analysis can also be
done to examine the change in shape of the automobile tyre rim when exposed to
varying static loading, giving us an insight into the performance of different mate-
rials in different conditions, along with their alloys [4]. The wheel rim is utilized
to give a stable foundation on which to position the tyre. Its specifications, contour
must be appropriate to sufficiently adjust the specified tyre suitable for the automo-
bile [5]. Such analysis helps to understand importance of material in absorbing the
load and performing effectively [6]. Relative investigation will support any creator
while choosing materials for wheels of a ground automobile [7]. Such studies across
various properties and domains, of different materials and their alloys, help us reach
the optimal material required for certain tasks in the industry, as done in this paper.
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MCDM is a procedure to settle on choices within the sight of numerous, typically
clashing rules or criteria. The issues of MCDM are grouped into two classifications:
MADM andMODM, contingent upon whether the issue being a determination issue
or an issue in design.MADMis amethodologyutilized to take care of issues including
choice from among a limited number of choices. An MADM strategy determines
how ascribe data is to be prepared so as to show up at a decision. MCDM is a famous
methodology which is efficiently useful in selection of one choice from a number
of muddled choices. MCDM methods are applicable in taking care of genuine and
day-to-day issues such as motorcycle, selection of cars with clashing alternatives and
because of their extraordinary highlights and objective connection which is shown by
the past investigations of different researches. For the best solution among different
situations, the criteria can be solved by applying more than one MCDM method.
There are a great number of MCDM techniques such as TOPSIS (The Technique
for Order of Preference by Similarity to Ideal Solution), AHP(Analytic Hierarchy
Process), and MOORA (Multi-Objective Optimization by Ratio Analysis) including
many others which are used at a great scale across the globe to solve various issues
over the last numerous years.

TOPSIS technique is selected in this problem in deciding the best alloy alterna-
tive among the given alloys of various metals such as aluminium, magnesium and
Titanium.

2 Literature Review

The choosing of a composite matter for the purpose of alloy wheel is as vital as
knowing the wheel geometry for its fabrication. Many benefits and drawbacks of
each material may be perceived in a trail of work composite structures for standard
antimonial structures [8]. Commonly, steel has been used for such purposes, due to
its desirable qualities. We can check the press-forming features of multiple grades
of HSLA (high-strength and low-alloy) steels [9]. Also, top standard steels have
been extensively used on automobile bodies to increase crashworthiness without
expanding the unit’s weight under a big load of the necessities for fuel utilization,
energy conservation, and withstanding of crashes [10]. However, these sometimes
come with some disadvantages. Periodic plasticity, pressure accumulation is exam-
ined in periodic pressuring of less alloyed and LC steels used in the automotive
industry [11]. The various properties of such new alloy combinations (Titanium-
Aluminium) have been studied extensively. Steel having rigidity of 600MPa at least,
joined with great formability, has been created. The steel, consequently created, has
been effectively applied tomanufacturing of carwheel discs [12]. The business enthu-
siasm for titanium and its compounds was incited by the moderately low density of
this metal. Consequently, titanium and its combinations are utilized fundamentally
in two territories of uses: erosion safe regions, for example, the chemical business,
and in regions where weight-saving and high quality are prevalent, for example, in
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airplane and aviation uses [13]. Apart from using materials like aluminium and tita-
nium,magnesium and its alloys have also been tried for automobile applications [14].
Apart from the individual analysis of each domain, they have also been coalesced
into a single study to examine their various properties parallely [15]. First, the prop-
erties of commonly used material have been assimilated to have a comprehensive
overview and collection of the desired properties and their values. [16]. A twofold
control shaping innovation of cruiser wheel was right off the bat created to frame the
non-simple parts with high mechanical features [17] (Tables 1, 2 and 3).

3 Methodology

The study conducted which is mentioned below points at introducing a procedure
in determining the selection criteria issues while selecting the optimum automobile
wheelmaterials amongvarious alloys,wheremanyconflictingdecisions are involved.
To achieve this, traditional TOPSIS (Technique-for-Order-Preference-by-Similarity-
to-Ideal-Solution) is utilized.

3.1 TOPSIS Method

The methodology TOPSIS is adopted from [22] the preliminary idea in which the
selection starts from identifying various properties of alloy materials such as density,
UTS, percentage elongation and hardness as the evaluation criteria with detailed
literature for search and gathering of the data. The different steps for TOPSIS are
shown mathematically as (Fig. 1):

Step-1: The first stage includes the establishment of decision matrix (DM).

DM =

L1 L2 . . . Ln

C1

C2

. . .

Cn

⎡
⎢⎢⎣

X11 X12 . . . X1n

X21 X22 . . . X2n

. . . .

Xm1 Xm2 . . . Xmn

⎤
⎥⎥⎦

(1)

Or

DM = [xii ]m×n

Here, ‘j’ ( j = 1, 2, 3, 4, 5, . . . ,m) is the criteria index; ‘m’ denotes the number
of potential sites available in the DM and ‘i’ refers to alternative index (i = 1, 2, 3, 4,
5, …, n). The elements (L1, L2, . . . , Ln) denotes different criteria and the elements
(C1,C2, . . . ,Cn) points to the alternative locations.
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Selec on of Wheels 

Al Alloys Mg Alloys Ti Alloys 

Density Mechanical 
Proper es

Thermal 
Proper es

Price 

Fig. 1 Flowchart for the properties and materials

Step-2: Calculation of N-D-M (Normalized-Decision-Matrix)
The NDM denotes the relative performance of design choices.

NDM = Ri = Xi j

2

√∑m
i=1 X

2
i j

(2)

Step-3: Calculation of WDM (Weighted Decision Matrix)
The WDM is a one which is constructed by multiplication of each and every

element of vertical column of N-D-M @@(1) by their respective assigned weights.

WDM = V = Vi j = w j × Ri j (3)

Step-4: Identifying P-I-S (Positive-Ideal-Solution) and N-I-S (Negative-Ideal-
Solution)

P-I-S and N-I-S are denoted by A+ and A−, respectively. Both positive (A+) and
−ve (A−) answers are evaluated using weighted decision matrix (WDM) defined in
Eq. (3) above via Eqs. (4) and (5) below.

PIS = A+ = {
V+
1 , V+

2 , V+
3 , . . . , V+

n

}

Here:

V+
j = {(

max i
(
Vi j

)
if j ∈ J

); (
min i(Vi j ) if j ∈ J ′)} (4)
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NIS = A− = {
V−
1 , V−

2 , V−
3 , . . . , V−

n

}

Here:

V+
j = {(

min i
(
Vi j

)
if j ∈ J

); (
max(Vi j ) if j ∈ J ′)} (5)

where J− in Eqs. (4) and (5) is characterized alongwith non-beneficial characteristics
and J+ represents beneficial characteristics.

Step-5: In this step, the separation distance of each choice is found from ideal and
non-ideal solutions.

S+ = 2

√√√√
n∑
j=1

(
V+
j − Vi j

)2
where i = 1, 2, . . . ,m (6)

S− = 2

√√√√
n∑
j=1

(
V−
j − Vi j

)2
where i = 1, 2, . . . ,m (7)

Here, i = criterion index and j = alternative index.

Step-6: The relative closeness of each location is calculated from the ideal solution.
The relative closeness of ith choice is given as:

R = S−
i /S+

i + S−
i (8)

Here, 0 ≤ R ≤ 1, i = 1, 2, 3, . . . ,m.

Step-7: The preferences order obtained is ranked or the highest alternative among
them is selected. A group of different alternatives can be arranged in decreasing order
by C values from Eq. 8.

4 Result and Discussion

The results of variousmetals are given belowone by one using the TOPSIS technique.
Also after identifying which alloy is best among various alloys taken, further results
are found out among the best ones which we have got and accordingly by taking
two of its applications which are heavy weight vehicles and expensive vehicles, one
alloy is chosen which can be feasibly used in both these applications.
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Table 4 Ranking table for
Mg

Ranking Alloy name

1 AZ31

2 AM50

3 AM60

4 ZE63

5 ZC63

6 AZ91

7 ZE41

8 EZ33

Table 5 Ranking table for Al Ranking Alloy name

1 TIMETAL 834

2 Ti-6-6-2

3 TIMETAL 685

4 TIMETAL 1100

5 Ti-6-4

6 Grade 4

7 Grade 1

8 Ti-6-2-4-6

9 Grade 6

10 Ti-17

11 Ti-6-2-4-2-S

4.1 Aluminium Alloys

After applying the steps involved in TOPSIS process, below is the ranking Tables 4
and 5, and for Magnesium alloys (Figs. 2 and 3).

4.2 Magnesium Alloys

See Figs. 4 and 5; Table 6.
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Fig. 2 Weighted value chart for Al Alloys
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0.7

Performance

Fig. 3 Relative closeness chart for Al alloys

4.3 Titanium Alloys

Using the TOPSIS technique, we find that AA6061-T6 is the best alternative to use
among aluminium alloys, AZ31 is the best alternative among magnesium alloys and
TIMETAL 834 is the best alternative among titanium alloys (Figs. 6 and 7).
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Fig. 4 Weighted value chart for Mg alloys
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Fig. 5 Relative closeness chart for Mg alloys

We now find out the best alternative among these three alloys for two applications:
heavy weight vehicles and expensive vehicles. For this, we have introduced a new
column in our table which is price of the metal per kg.
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Table 6 Ranking for Ti Ranking Alloy name

1 TIMETAL 834

2 Ti-6-6-2

3 TIMETAL 685

4 TIMETAL 1100

5 Ti-6-4

6 Grade 4

7 Grade 1

8 Ti-6-2-4-6

9 Grade 6

10 Ti-17

11 Ti-6-2-4-2-S

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Density Thermal conductivity

UTS YTS

Fatigue strength Hardness

% Elongation Specific heat

Coffeicent of thermal expansion

Fig. 6 Weighted value chart for Ti alloys



1032 A. Bhatia et al.
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Fig. 7 Relative closeness chart for Ti alloys

4.4 Heavy Weight Vehicles

To obtain weighed value decision matrix using Eq. 3, the properties are divided
into three categories and accordingly weights are assigned to them (Figs. 8 and 9;
Tables 7, 8 and 9).

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

AA6061-T6 AZ31 TIMETAL 834
Density Thermal Conductivity
UTS YTS
Fatigue Strength Hardness
% Elongation Specific Heat
Coefficient of Thermal Expansion Price

Fig. 8 Weighted value chart for heavy vehicles alloys
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0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

AA6061-T6 AZ31 TIMETAL 834

Performance

Fig. 9 Relative closeness chart for heavy vehicles alloys

4.5 Expensive Vehicles

See Figs. 10 and 11; Table 10.

5 Conclusion

Using TOPSIS technique, we are able to find an alternative from the given options
of alloys of a particular element as a wheel material. In the above study, AA6061-T6
is best among aluminium Alloys, AZ31 is the best among magnesium alloys, and
TIMETAL 834 is best among Titanium alloys.

Also, among the best alternatives of each element’s alloys, when the application
of heavy weight vehicles is taken into consideration, density is considered as a
beneficial attribute and hence the 1st best alternative among the three alloys comes
out as titanium alloy (TIMETAL 834) and the 2nd best comes out as aluminium
alloy (AA6061-T6). Also, when the application of expensive vehicles is considered,
the price is included as a beneficial attribute since this attribute has large value and
hence the 1st best alternative among the three alloys comes out to be titanium alloy
(TIMETAL 834) and the 2nd best comes out as magnesium alloy (AZ31).
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Table 8 Calculated weights

Properties Physical properties Mechanical properties Price Thermal properties

Weights 0.2 0.1 0.1 0.0666

Table 9 Ranking of heavy
vehicles

Ranking Alloy name

1. TIMETAL 834

2. AA6061-T6

3. AZ31

0
0.02
0.04
0.06
0.08
0.1

0.12
0.14
0.16
0.18

AA6061-T6 AZ31 TIMETAL 834
Density Thermal comductivity UTS
YTS Fatigue Strength Hardness
% Elongation Specific Heat Thermal Expansion
Price

Fig. 10 Weighted value chart for expensive vehicles alloys
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0.1
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0.3

0.4

0.5

0.6

0.7

AA6061-T6 AZ31 TIMETAL 834

Performance

Fig. 11 Relative closeness chart for expensive vehicles alloys
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Table 10 Ranking for
high-priced automobiles

Ranking Alloy name

1 TIMETAL 834

2 AZ31

3 AA6061-T6
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Nomenclature

Symbol Description
AC Acoustic comfort
BB Black or green board
CL Cleanliness
CR Colour of room
DO Doors
HV Heat ventilation
IQ Illumination quality
PT Projector technique
SA Seating arrangement
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1 Introduction

Globally, the highest heat load occurs in subtropical and arid places. High levels of
heat and humidity prevail round the year in equatorial regions. In tropical climates of
mountains (altitudes between 1600 and 1900 m above sea level), there is a minimal
stress because of either heat or cold. In these climates however, for a person in a street
at noon, discomfort increases drastically due to high levels of radiation [1].Wong and
Khoo [2] conducted a field study in classrooms ventilated by fans in Singapore during
the lesson hours. It was shown that the classroom occupants generally acknowledged
cool thermal sensations rather thanwarm thermal sensations. Their study showed that
the tolerable temperatures range was 27.1–29.3 °C which implied that the ASHRAE
standard 55–92 [3] was improbable to free running buildings in their respective local
climates.

Adult musculoskeletal disorders (MSDs) like pain in back and neck are a major
health concern in places where the working/sitting hours are longer. Khanam et al.
[4] presented a review under five categories: vision, posture, computer usage, pain
reporting, anthropometrics and furniture. They suggested that MSD among school
children could be reduced by incorporating integrated ergonomics approach such
as posture education, classroom furniture design, backpack weight as well as load
carrying capability. Low back pain has been of significant concern over health and
economy in advanced and industrialized countries [5, 6]. Yeats reported that the
classroom in schools is like a workplace and that its workers are its pupils and that
they are the adult workers of tomorrow [7]. According to Grimes and Legg [8], in
adult workplace, major focus should be laid upon ergonomically designed seating
and proper positioning in certain working environments.

Norbäck and Nordström [9] studied the effects of ventilation in computer class-
rooms on university students in a blinded study. It was observed that higher air
exchange resulted in a perception of low temperature, greater air movement and
improved air quality. Also, increasing ventilation from 7 l/s to 10–13 l/s per person
could provide better thermal comfort and good air quality. They demonstrated that
increasing air exchange in computer classrooms, from mean CO2 levels in the range
of 830–930 ppm to 1040–1200 ppm, provided better thermal comfort and indoor
air quality (IAQ). Another review impressed that better IAQ could be achieved by
plummeting CO2 levels to 800 ppm [10]. Still another study on health, productivity
and ventilation, EUROVENT, concluded that a low ventilation was related to ill
effects on health and degraded the performance in offices [11]. One study suggested
that increasing the personal outdoor airflow rate from 1.3 to 11.5 l/s lowered the
risk of symptoms of asthma in school children [12]. Dense indoor environments like
classrooms can provide both thermal discomfort and poor indoor air quality.

Frontczak andWargocki [13]made a literature survey inwhich they considered the
following comfort factors: thermal, visual, acoustic and air quality. They suggested
that in order to design systems for the control of indoor environment, the building
type and outdoor climate need to be considered. It was also reported that thermal
comfort is of greater importance than visual and acoustic comforts.
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About 5–12% of students suffer at least moderate signs of hypersensitivity to
brightness and high-contrast repetitive patterns. This condition leads to symptoms of
visual discomfort and visual perceptual distortionswhen reading [14, 15].Haverinen-
Shaughnessy et al. conducted a study inwhich itwas found that a considerable amount
of energy was used to provide thermal comfort in educational buildings. Significant
associationswere found between satisfactory scores inmathematics and reading tests
and indoor temperature, ventilation rate and hygiene of high contact surfaces [16].

This paper aims at studying the methods used in different studies for human
comfort in education. Various suggestions given by different authors in their reviews
have been discussed. There is a further scope of continuing this studyby incorporating
questioners from students studying in newly designed or renovated rooms and rating
their comfort. In future, this type of study can help to recommend prototypes for
modern and smart classrooms in the age of technology.

2 Methodology

This study mainly focusses on reviews from tropical and subtropical regions. A
literature search has been carried out for articles showing the results of studies on
how thermal comfort, IAQ, ergonomic furniture, thermal comfort between genders
and variation in climatic zones affect the perception of comfort and performance
of occupants in educational buildings. A survey incorporating 300 students using
questioners is also included in this study. Throughout this article, comfort deals with
satisfying aspects such as IAQ, acoustic and visual comfort, furniture design and
comfort between genders. The effect of each factor on comfort has been studied in
detail, and proper choice of these factors has been suggested to gain the optimal
condition of human comfort and efficiency. Relevant study articles were found in
electronic databases of Google Scholar, Science Direct, JohnWiley and Sons, Taylor
and Francis and Springer. Twenty-two articles in the period from 1987 to 2017 have
been included in the present survey. The results of some studies are shown in Table
1.

3 Result and Discussion

3.1 Thermal Comfort

Human body is like a thermodynamic machine. About 115 W of thermal energy is
emitted due tometabolismof body.Thehumanbodymust dissipate the heat generated
frommetabolism, and it is like a thermodynamicmachine whose efficiency η is given
by [21, 22]:
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Table 1 Overview of some studies showing factors effecting comfort of students

Study Nature of study Results

[17] Measurements and questioners held in 14
schools each with different ventilation and
heating

Application of Thermo Active Building
systems (TABS) could improve the
perceived thermal comfort for students in
winter.
TABS give better result than any other
traditional heating system.

[18] Review examining effect of different
gender on internal thermal comfort

Females experience more discomfort than
males while being in same thermal
environments. They have lower tolerances
to deviations from optimal thermal
environments.

[19] Review on building energy consumption
implications and thermal comfort

Reduction in cold stress and increasing
heat stress would lead to less space heating
requirement in cold seasons and risk the
increase of summer overheating,
respectively.
Proper analysis of combined cooling,
heating and power (CCHP) systems is
important for catering cooling and heating
requirements in different climatic zones.

[20] Review on thermal comfort in educational
buildings

Human adaptability is influenced both by
indoor and outdoor climates. Thermal
comfort evaluations for both climates lead
to better outcomes.
Students prefer cooler environments and
are more sensitive to warmer conditions.

η = 1− T1
T2

where T 1 is the ambient temperature (in °C) and T 2 is the body temperature (in °C).
The reference datum for the comfort sensation is skin temperature. Thus, the air
conditioning of classrooms should be done in accordance with the heat losses shown
in Fig. 1a and the comfort zone shown in Fig. 1b so that the pupils learn and work
with greater efficiency.

In conditions of higher ambient temperature than the body temperature, the body
heat is not dissipated properly, and thus, the thermal discomfort sets in leading to
sweating. Comfort can be provided by ensuring proper ventilation through fans and
blowers. However, in tropical and subtropical climates where the humidity is very
high, proper air-condoning systems should be installed to ensure comfort. Proper
clothing is important to achieve thermal comfort in different climatic conditions.
Therefore, the college dress code must be such that it recommends cotton clothing
in high temperature and humid conditions. On the other hand, woolen and insulated
clothes should be recommended in cold conditions.
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Fig. 1 a Heat interaction
between human body and
environment b comfort zone
[21]

(a) 

(b)

Both the indoor and outdoor climates influence human adaptability [20]. Studies
have shown that students prefer cooler environments [17, 18, 20]. As a result of
providing daylight in classrooms through large windows, excess heat load occurs
during noon. This leads to discomfort in students. To check discomfort due to high
incoming heat, proper insulating curtains should be installed in classrooms. In places
where temperatures are very high during the day, study light should be provided to
compensate for the natural light. However, cool daylightsmust be used in classrooms,
else, heat load might increase.

3.2 Furniture, Visual and Acoustic Comfort

The definition of visual comfort is, “a subjective condition of visual well-being
induced by the visual environment” [13]. Factors like luminance, illuminance, glare,
flicker rate, colour of light and amount of daylight effect the visual conditions and
hence the comfort. Thus, classrooms should be designed such that there is plenty of
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light available for students; moreover, the lights should be positioned in such a way
that glare is prevented.

Acoustic comfort is defined as “a state of contentment with acoustic conditions”
[13]. It is influenced by factors such as reverberation time, absorption and sound insu-
lation. Other factors influencing listening in an environment are classroom style and
seating arrangements. The use of classroom amplification systems will aid to better
understanding of teacher speech. Studies from some developed countries suggest
that providing a good classroom acoustic environment is a challenging task. A
good acoustic environment can be achieved by employing sound field amplification
and better sound absorbing materials in lecture rooms, noise issues when designing
schools should also be considered. The use of slotted timber panels can aid to acoustic
comfort considerably.

From these studies, it can be observed that visual and aural comfort is not as
critical for students as the thermal comfort. Further, less literature was available as
to how the thermal comfort is influenced by visual and aural factors. For example,
if a classroom is well air-conditioned, the students feel comfortable to compromise
with the noise coming from fans and air conditioners. These details are needed in
carrying out remedial and renovating actions in buildings. The design of school
furniture should be allowing comfortable body posture and preventing MSDs. The
clearance between desk and chair should be adequate to allow a student to move into
or out of it comfortably. A student sitting on low seat slouches and pushes the feet
forward and thus becomes a disturbance to others. Legs freely hanging of high seats
can too cause discomfort. The height of the back rest of chairs, angle of the back rest
and its dimensions should be such that it stabilizes the lumbar region. Cushioned seats
provide more human comfort. An optimum anthropometrical design of educational
furniture is that of chair with arm tablet and sled desk [8]. Hence, adopting these
designs can prevent pack pain and lethargy among the students.

3.3 Short Survey

The authors took a short survey in the classrooms of Zakir Hussain College of Engi-
neering and Technology (Aligarh). This included all the comfort factors that were
possibly present in classrooms. The surveywas conducted among 300 students to find
about relevant comfort factor and performance. In this survey, out of 300 students, 250
are boys, and 50 are girls, and every student has given opinion. Surveywas conducted
by distributing questionnaires among students. After arranging the selected comfort
factor, a rating was collected corresponding to each factor. The result of survey is
shown in Fig. 2.

The furniture and colour of room received average rating, while the projecting
technique and cleanliness received a good rating. However, the seating arrangement
and acoustic conditions were not up to the mark. Therefore, care should be taken
to place sled desks which are of utmost comfort for students [4]. The aural and
visual comfort should be addressed according to the study provided by Frontczak
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Fig. 2 Survey of comfort factor

and Wargocki [13]. It can be suggested that most of the students find it comfortable
to read if they are exposed to full spectrum fluorescent light. Thus, classroom must
be made well in terms of quantity (300 lx) as well as quality of the light for providing
the comfort to students and teachers. Some LED lights can now function as a warm
light, bright light and full spectrum light by varying the temperature of the filament
as 2700 K, 3500 K and 5600 K, respectively.

4 Conclusion

This paper shows how different comfort factors in classrooms are responsible for
increase in the students’ performances. The efficiency of students can be maximized
by providing them a perfect working environment. As the academic load is more
on the students of higher class (undergraduate to post-doctorate), their studying
and working conditions require more attention by the researchers. Providing class-
rooms with optimum air conditioning based on the local climate and proper spacing
between the furniture will provide a relaxed environment. To enhance the output of
the students, judicious choice of furniture, insulation, proper arrangement of lights
and application of TABS will be required in classrooms as the students of today
are the workers of tomorrow. To ensure the visual and aural comfort, rooms should
incorporate smart LED lights as well as sound insulators like acoustic timber panels.
Planners should keep it in mind that while designing the systems for controlling
the indoor environment, the possibility of customizing environmental conditions
according to the occupier’s need may be offered in order to reflect their preferences.

Acknowledgements Partial results of this study were presented at HWWE-2017 conference held
at AMU.
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Investigation on Prediction Capability
of Artificial Neural Network
on Responses of Wire Electro Discharge
Machining

Hargovind Soni and P. M. Mashinini

1 Introduction

The TiNi-based alloy is highly recommended for biomedical, robotics, aerospace
applications for their popular properties [1]. TiNi-based alloys itself unique class of
material; however, if third alloying element is added into TiNi, then the internal prop-
erties of these material can be increased as per the requirements [2]. For example,
addingCo in TiNi, transformation temperature and biocompatibility can be increased
of the TiNi alloy [3]. However, these materials are highly sensitive material and
very difficult to handle with the conventionally available manufacturing techniques.
It is mandatory to handle without losing the inherent properties of the material
during machining. Hence, demand has risen to develop unconventional manufac-
turing process with a suitable process condition [4]. Because there is no direct contact
between tool and work material during the non-conventional machining processes
result; there is very less chance to affect their internal properties of these materials.
WEDM is one of the appropriate processes to handle difficult-to-cut materials like Ti
alloy, TiNi alloy and combinations of TiNiCo alloys [5]. To obtain the best surface
roughness during this machining process, many researchers have been carried out
the parametric study of this machining process and they found that pulse on time and
servo voltagewere affect mostly the surface roughness [6–8]. The data achieved from
the experimental investigations are suggested to compare with the mathematically
simulated data, further the experimental results and simulated data are compared to
predict the error. Artificial neural network (ANN), response surface method (RSM)
and gray wolf prediction techniques, etc. [9–12] were adopted by researchers for the
comparative study. It has been noticed that neural-based networking model found
more suitable and accurate than the other common simulated techniques. Hence,
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machining of Ti50Ni49Co1 has been carried out with varying pulse one time and
servo voltage and measured the surface roughness in present study. Moreover, ANN
was used to predict outputs, and error analysis has been carried out in current research
work.

2 Materials and Methods

The vacuum arc melting process is used to develop the TiNiCo-based alloy. The
alloying element of the Ti50Ni49Co1 is confirmed through the spectra analysis using
energy-dispersive spectroscope, and the results achieved are given in Fig. 1. Experi-
ments are designedwith reference to the standard orthogonal array having twenty-five
set (combination) of experiments. The WEDM process has been performed with the
0.25-mm-diameter wire, and de-ionized water was used as a dielectric fluid. Surface
roughness was measured using surface roughness tester and presented in Table 1.

2.1 Artificial Neural Network (ANN)

AnANN is a biological networking model simulating the brain neuro (human neuro)
systems. It is an interpolation of set of input data driven from the experimental
results having an order of mathematical formulas for information processing. The
NN system is a clause of nonlinear data processing system simulating the neuro
systems. Each set holds a weightage for connections and processing of information

Fig. 1 EDX analysis of developed alloy
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Table 1 Experimental and predicted values of surface roughness

Trial No. Pulse on time (µs) Servo voltage (V) Experimental
surface roughness

Predicted surface
roughness

1 105 20 1.68 1.67

2 105 30 1.61 1.59

3 105 40 1.48 1.47

4 105 50 1.27 1.25

5 105 60 1.04 1.02

6 110 20 2.1 2.09

7 110 30 2.07 1.91

8 110 40 1.89 1.86

9 110 50 1.68 1.679

10 110 60 1.18 1.17

11 115 20 2.63 2.61

12 115 30 2.51 2.49

13 115 40 2.13 2.12

14 115 50 1.85 1.86

15 115 60 1.73 1.70

16 120 20 2.82 2.81

17 120 30 2.76 2.73

18 120 40 2.4 2.39

19 120 50 2.4 2.35

20 120 60 2.27 2.14

21 125 20 3.87 3.77

22 125 30 3.63 3.59

23 125 40 3.25 3.24

24 125 50 2.66 2.65

25 125 60 2.31 2.14

from one branch to others. The data processing is a feed-forward system operating
with back-propagation model. There may be a greater number of input data with a
combination of number of neurons to produced particular output. In this paper, two
highly influential input process parameters, namely pulse duration and voltage, are
used to simulate with NN to predict the minimum roughness of the machined surface
roughness. Experimentally calculated data is used to train in a NN tool package
available in MATLAB and the simulated to forecast the minimum surface roughness
of Ti50Ni49Co1 alloy machined usingWEDMprocess. The data processing is of two;
they are as training data and test data. The neuron layers in between the input and
output data is constructed with a set of 15 hidden layers as shown in Fig. 2. From the
experimentation, the 70% of the data reserved for training and the 30% of the data
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Fig. 2 Architect of the proposed neural network model

was used to compare in testing data [13]. The predicted information from the data
simulation is given in Fig. 3.

Fig. 3 Output data retrieved from the simulated data
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3 Results and Discussion

From the mathematical simulation, the difference in experimental results and
predicted results is calculated in the name of error analysis. The error predicted
from the neural network is identified for wire electro discharge machining (WEDM)
response such as the surface roughness (SR) during the machining of Ti50Ni49Co1.
Experimental and predicted surface roughness has been exhibited in Table 1. The
absolute error analysis for the proposed mathematical modeling is calculated with
the following equations:

Absolute error (% ) = Experimental Value− predicted values

Experimental value
× 100 (1)

3.1 Effects of Each Experimental Run on Surface Roughness

As discussed above, that artificial neural network prediction tool is appropriate
prediction tool for prediction the output responses. Similar behavior was observed
by Karthikeyan et al. [14] that artificial neural network is suitable tool for better
and have a higher predictive capability of surface roughness values. The values of
surface roughness are predicted by artificial neural network in the present study. The
response on each set of proposed design of experiment is validated, and the results
are plotted in Fig. 4. The experimental results and the biologically simulated results
in adjunct show very similar with negotiable differences. It is clear to infer that the
surface roughness found sinusoidal with an increasing trend from the initial trial.
The changes in the roughness value are due to the servo voltage and pulse duration.
At higher servo voltage, the roughness found increase and decreased with the lower
servo voltage. In connection with the spark duration, the effect of energy used to
melt the metal is varying. The effect of dielectric fluid is also contributing toward
the surface roughness. Research claims the same effect on machine difficult-to-cut
hard material [15].

The maximum variation in the error percentage (between the experiments and
simulated data) is found to be 8% (Table 2). At the same, the data predicted for the
ANN found closer (accurate) and best results. ANN is an effect tool to predict the
best result compared to other mathematical modeling concepts [16].
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Fig. 4 Experimental and predicted values of SR for Ti50Ni49Co1 alloy

Table 2 Maximum error Alloy Maximum error obtained through ANN

SR

Ti50Ni49Co1 8%

4 Conclusions

It has been confirmed that pulse duration and servo voltage are most influential
process parameters for the machining selected alloy for the study of surface rough-
ness. Minimum roughness of surface is found 1.04 µm at the 105 µs pulse on time
and 60 V servo voltage, while maximum value 3.87 µm of roughness is found at the
125 pulse on time and 20 V servo voltage. Moreover, ANN gave maximum 8% error
which means this prediction technique is most suitable technique for prediction of
responses.
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Integrated Approach of Green Lean
with Six Sigma for Improving Quality
Issues in Small-Scale Industries

Nivedika Saroha, Tanmay Agarwal, Girish Kumar , and Umang Soni

1 Introduction

The Micro, Small and Medium Enterprises (MSME) sector has transformed a lot
over the last fifty years. It has been playing a significant role in the economic and
social development of various developing countries by promoting entrepreneurship
and providing large employment opportunities. In Indian context, compliance with
the Micro, Small and Medium Enterprises Development (MSMED) Act, 2006 the
MSME for manufacturing sector can be classified based on investment in plant and
machinery. If the investment cost in an enterprise is in a range of 0 to 35,000 USD,
35,000USD to 700,000USD, and 700,000USD to 1,500,000USD, then it is amicro,
small andmediumenterprise, respectively. Further, according to 6th economic census
by National sample survey (NSS) conducted in India, there are about 633.88 lakh
MSME at present. Therefore, MSME sector plays a crucial role in an economy.

In most of the cases, these industries are unable to realize even half of their
production capabilities as some portion of the capital remains blocked and some
of the machinery remain idle most of the time. Such circumstances arise because
of poorly qualified entrepreneurs who lack in skill and experience. Resource opti-
mization is not profitably executable in most of the SMEs as they do not have that
kind of expertise nor they can afford such kind of expenditures. Moreover, they do
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not contemplate on various factors viz. location of the plant, financial availability,
product demand, production level and capacity of the plant, etc. MSME sector does
not receive enough funds from the government due to which they are incapable of
buying the much-needed resources in order to enhance their production. Since the
profit margins are bleak, MSMEs sometimes need funds or low interest loans from
govt controlled financial bodies in order to bear their operating costs, some new tech-
nology or for some other similar functionalities. Majority of the SME (Small and
Medium Enterprise) still use primitive technology which leads to poor quality and
low productivity of the product [1]. Lack of funds leaves them with no choice but to
continue with their traditional trends as neither are they able to research and develop
new technologies nor are they affluent enough to acquire it from other firms. This lack
of awareness throws such growing industries out of the competition. Additionally,
they lose value among the consumers due to their incapability in delivering quality
products in given time. Several studies have been conducted which aim at alleviating
problems related to quality and efficiency in the MSME sector. Researchers have
investigated this problem in different ways [2].

Six sigma is used heavily in various industrial sectors; however, it is also having
applications in healthcare logistics. Researchers worked on increasing factors to be
taken in project selection. Al-Qatawneh et al. [3] showed the importance of otherwise
considered less important parameters namely, performance and criticality of each
item in a logistics system. The paper discusses how these factors when added into
the define phase of a typical six sigma methodology makes it greatly beneficial for
healthcare logistics.

In industrial applications of six sigma, it has been used to optimize various
processes. Nabiyouni and Franchetti [4] conducted full process analysis of red bag
waste management including human, environmental and economic factors by imple-
menting lean six sigma. This way, they were able to optimize red bag waste manage-
ment programme, essentially increasing value by decreasing defects and managing
disposal frequency.

Industries today are extensively using the DMAIC approach to enhance the
product quality. Agriculturae et al. [5] used six sigma to control the product quality
and avoid increase in internal costs on ametallurgical operation. They concluded that
using pareto diagram, histogram, FMEA and, Ishikawa diagram the sigma level was
improved by 13%. Kubilius et al. [6] utilized change management tools in addition
to DMAIC methodology to reduce the rate of STFs (slips, trips and falls) for joint
commission field staff. The source of data included workmen’s compensation claims
data and an online survey administered to field staff who reported STFs. Setyawan
and Lugo-telles [7] applied DMAIC approach to minimize the defective products
in bridge and rib department. The sigma level average value is equal to 4125 and
the possibility of defects by 4639 units based on DPMO (Defect per million oppor-
tunities) value calculation. Hakim et al. [8] aimed to increase production flexibility
on highest unmatching ratio products in an Indonesian company using six sigma.
Q-model calculations were done on a weekly basis on the absorption scheme fluctu-
ations order. The results were a decrease in unmatching ratio from 4.9 to 1.2% and
profits of IDR 431,635,851. Kaid et al. [9] incorporated DMAIC methodology to
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find the solution to the problem of increased demand of flour in biscuit production
in a Y company. Authors defined root causes using Ishikawa diagram. In addition to
this, selection of major important causes was done using pareto chart. Lastly, brain-
storming was done with experts from various departments to formulate necessary
solutions. Gupta and Kumar [10] used DMAIC approach of six sigma to examine the
problem of damage of HDPE bags in carbon black industry which resulted in both
economic loss to the manufacturer and damage to the company’s brand image. AHP
(analytic hierarchy process) was applied to each root cause identified using ishikawa
diagram. Finally, a pareto chart helped focus attention on the prime root causes.
DMAIC was able to reduce the deviation rate of flour material usage from 27.55
to 10.45% on the production line. However, six sigma is not the only methodology
used by scholars to improve quality. Sundar et al. [11] attempted to create a lean
route map for an organization to implement lean manufacturing system. Most of the
study focuses on single aspect but for successful implementation in an organization
emphasis on all aspects should be done. An exploratory survey was conducted, and
its results were unified to create a theory to be implemented on lean elements.

Sagnak and Kazancoglu [12] integrated a GLEAN (green lean approach) with
conventional six sigma. The author proposed measurement system analysis and gage
control techniques as measurement systems and stressed the need for a GLEAN six
sigma-based approach. Further, limitations arising due to incorporation of green
and lean were overcome by adopting tools from the original six sigma approach.
Sulong et al. [13] introducedMaterial flowcost accounting (MFCA) tofiveMalaysian
companies. It was seen that these companies benefited both economically and envi-
ronmentally. The author discussed the case study of one of the companies and showed
that MFCA can be successfully applied in a SME. Therefore, overthrowing the tradi-
tional view that investment in eco-friendly benefits can reduce financial performance
in a SME. Dekamin and Barmaki [14] applied MFCA on soybean production to
assist farmers in understanding the various energy waste in different stages of crop
production.MFCAgreatly increased the energy use efficiency andmaterial efficiency
by balancing the environment and economy. Tsung et al. [15] applied the SPC in
multistage scenario in quality improvement in manufacturing and service sector by
comprehensively comparing the existing techniques and also provided with some
possible future scope for newer technique. Park et al. [16] combined a damping
process controller with SPC to reduce process variability. Further, this integration
was compared with routine APC and SPC integration and the former one resulted in
better variability control.

As seen from the literature review, limited work has been done so far on opti-
mization of manufacturing processes and production cost. Additionally, work on
MFCA and GLEAN has been done explicitly. Therefore, the current study proposes
a novel methodology which contributes mainly towards integration of lean six sigma
and MFCA. This methodology later has been illustrated by applying it on a small-
scale industry which achieved benefits in terms of economic gains and helped it in
sustaining the environment. Moreover, MFCA has been used here as a diagnostic
accountingmethod whereas lean with DMAIC approach of six sigma (LSS) has been
used for identification of losses. Root causes for major losses for the SME have been
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identified using fishbone diagram and thereafter, they have been prioritized using
AHP. The remaining organization of the paper is as follows: Sect. 2 explains the
proposed methodology. Thereafter, in Sect. 3 methodology is illustrated through an
industrial problem. Further, results are discussed in Sect. 4. Finally, Sect. 5 concludes
the work with its future scope, limitations and recommendations.

2 Methodology

2.1 Six Sigma: Overview

Six sigma towards process control was conceptualized by aMotorola engineer named
Bill Smith in 1986. Six sigma’s potential in improving quality, reducing costs and
defects, and expanding corporate business performance has helped it evolve beyond
Motorola. The main motivation of applying six sigma is variability reduction in key
product quality characteristics around target values which are specified beforehand.
This process is completed to a point where chances of a defect or failure are highly
improbable. A six sigma process produces up to 3.4 parts per million (ppm). It has
a five-step problem-solving approach namely—Define, Measure, Analyse, Improve
and Control (DMAIC). The DMAIC framework utilizes control charts, designed
experiments, process capability analysis, measurement systems capability studies,
and many other basic statistical tools [17].

2.2 Lean: Overview

An extension to six sigma concepts is lean methodology which is a technique that
deals with the elimination of inefficient steps in a process that do not add value to it.
This methodology guarantees high-quality products and consumer satisfaction. This
approach involves five steps viz. identify value (from the point of the customer),
measure the value stream, pull on customer demand, create flow and achieve perfec-
tion. Lean methodology aims at waste reduction, while six sigma aims at reduction
of process variation [18].

2.3 Lean Six Sigma: Overview

A combined version of the above two techniques is lean six sigma, capturing best of
both the methodologies. LSS values defect prevention over detection is fact-based
and essentially a data driven philosophy. It creates a competitive advantage to other
techniques by reducing variation, waste and cycle time. It promotes the use of work
standardization and flow, resulting in customer satisfaction and bottom-line results.
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Fig. 1 Lean six sigma

The main phases of the integrated LSS approach are shown in Fig. 1. It includes
ten stages, five of which are DMAIC and remaining are identification of value,
application of value stream mapping, redesign to remove waste and improve value
stream, redesign manufacturing system. This supports manufacturing functions and
achieves single unit flow and applications of total productive maintenance (TPM)
[19].

2.4 Glean with Six Sigma

LSS has been used for identification of incurred losses and their root causes. Prior to
application part of LSS, remedies are suggested.MFCAhas been used as a diagnostic
accounting technique. MFCA supports organizations in understanding the imminent
environment and financial consequences of energy and material and thus acts as a
management tool. It also helps the organization improve them by making changes
in those practices [20]. It can be applied in three steps, i.e., identification and visu-
alization of flow of physical material (in units), consideration of involved monetary
aspects. The execution starts with a structured model that provides with the limita-
tions of the involved quantity centres (QC). MFCA helps in differentiating between
desired (material flow that tend to become a part of finished goods) and undesired
material flow. Last step involves converting physical units into monetary equiva-
lents. Thus material, system and energy costs are assessed. This assessment enables
organizations to identify all the process inefficiencies and process wastes. Thereby
provides an opportunity to improve their environmental and financial performance.
It also provides them to learn more about their losses due to undesired material flow.

Here in this studyMFCA has been used for the identification and quantification of
losses at different QCs in the production of injector pins. Thus, a combined technique
consisting of LSS and MFCA has been used here under the umbrella name-Green
lean (GLEAN). It is an integration of MFCA with LSS to achieve higher process
efficiency. MFCA is a technique to differentiate undesirable wastes and negative
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outputs from desiredmaterial flow.Here, these negative outputs are lost opportunities
and the process efficiency can be improved if these are handled prudently but the
problem of residual losses cannot be resolved through this technique. However, it
is essential to identify and eliminate the causes for losses so that zero defect and
zero effect can be achieved. This problem is solved here with the implementation of
GLEAN that helps in identifying the underlying losses. The main concern here is
to incorporate environmental principles in LEAN methodology for minimization of
wastes, such that the current state ofmaterial and energyflow is analysed continuously
for improvement potential [21].

Steps involved in GLEAN are graphically represented in Fig. 2. It includes identi-
fication of QCs, identification and quantification of inputs and outputs, flow costing
which includes material costs, energy costs and system costs, analysis of material

Fig. 2 Flow chart for
GLEAN
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flow, prioritization of critical QCs, and finally analysis and improvement. Thus, all
the decisions regarding enhancements are well supported by LEAN framework such
that lesser environmental wastes are produced along with cost reduction.

The following section deals with the application of GLEAN in an SME.

3 Illustration

The proposedmethodology, as discussed in Sect. 3, has been illustrated here by using
an industrial problem provided by a small-scale enterprise-ABC. It manufactures
injector pins for automobiles, where most of the QCs are in house while the rest
are on a contract basis with some other SME. This enterprise provides its finished
products to different automobile manufacturers as a third party. Due to lack of time
management, machinery and skilled labour, it has been incurring tremendous amount
of total losses for some time, as a result of which its adoptedmanufacturing processes
have become inefficient and are delivering poor performance. All this is leading the
enterprise to lose its profits, orders and value among its customers. This work has
been done on the inputs provided by the enterprise. Firstly, different QCs identified
in the production of injector pins have been quantified and a process flow diagram
is schematized for the production steps, which were involved in the manufacturing
of injector pins. These were sawing, turning, heat treatment, grinding, lapping and
packing. A schematic diagram is shown in Fig. 3.

As soon as all the major manufacturing steps are identified, different processing
units are classified as different QCs. A QC is a processing unit, performing identical
manufacturing processes on different lots of a product. QCs. Here in this case, there
are eleven QCs in total. These processing units are raw material storage, inspection-
1, sawing, inspection-2, turning and facing, inspection-3, heat treatment, grinding
and finishing, packing, storage and dispatch. These QCs are shown in Table 1.

Here in the material flow model inputs and outputs have been first identified for
each QCs. Inputs are positive products as material and energy while outputs are
negative products as material, monetary and energy losses. After the identification
step, inputs and outputs are quantified in terms of physical units viz. mass, length,
volume or number of species.

Percentage material losses for every QC has been calculated using the outputs
from the same and are mentioned in Table 2.

A pareto analysis has been performed using material losses from different QCs,
to identify those 20% of the QCs that are causing 80% of the material losses. Pareto
chart for this problem is shown in Fig. 4.

QC-5, QC-7 and QC-3 contribute towards 80% (approx.) of the total material
losses, individual material loss being 29.54, 8.02 and 6.9%. Therefore, in order to
alleviate this problem of material losses, these three QCs viz. turning and facing,
heat treatment, and sawing have been selectively targeted so that major portion of
the problem can be solved. Ishikawa diagram has been used to identify root causes for
the material losses at each of these QCs. These root causes were identified through
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Fig. 3 Process flow chart

joint brainstorming sessionswith themanagement of the SME. Themajor root causes
were classified into tool, man, machine, environment, material finish, oil and furnace.
Among these classifications, root causes have been allocated for each of the three QC
considering the experience of the production and quality control workforce. Fishbone
diagram for the concerned QCs is shown in Figs. 5, 6 and 7.

Additionally, root causes along with potential solutions are shown in Table 3.
Further, the root causes for each QC are used to construct relative weight matrix.
Thereafter this relative weight matrix is used to obtain priority matrix by using AHP.
It is one of the multi-criteria decision-making methods which is used to derive ratio
scales from paired comparisons. Decision matrix and priority matrix for QC-5, QC-7
and QC-3 are shown in Table 4a–c, respectively. In case of QC-5 tool came out to be
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Table 1 Material flow sequence

Input Quality Centre Output Material loss

Steel rods QC-1
Raw material storage

– –

Stored rods QC-2
Inspection
Quality gate 1

Rejected material –

Rod, hack saw, white
marker, cutting oil

QC-3
Sawing using hack saw

Cutting oil, white marker,
end pieces, scrap

6.90%

Cut rod QC-4
Inspection
Quality gate 2

Rejected parts 3%

Lathe, cutting oil, Tool QC-5
Turning and facing using
lathe

Cutting oil, scrap metal
chips, facing tool

29.54%

Semi-finished injector
pin

QC-6
Inspection
Quality gate 3

Rejected parts 4%

Injector pin, quenching
oil

QC-7
Heat treatment

Quenching oil, heat losses,
deformed pins

8.02%

Hardened injector pin,
lubricant oil, grinder,
emery paper

QC-8
Grinding and lapping

Scrap metal, cutting oil 1.4%

Sub assembles, carton
box, bubble wrap

QC-9
Packing

Carton box, bubble wrap 0.06%

Finished goods QC-10
Storage

Boxes, thermocol 0.07%

Warehouse goods QC-11
Dispatch

Carton box 0.07%

Table 2 %Material losses in different quantity centres

Quality centre Material loss (in %)

QC-5 29.54

QC-7 8.02

QC- 3 6.9

QC- 6 4

QC-4 3

QC-8 1.4

QC-10 0.07

QC-11 0.07

QC-9 0.06
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Fig. 4 Pareto chart analysis

Fig. 5 Fishbone diagrams for turning and facing

the most significant factor in deterring the problem followed by machine, man and
environment. Similarly, for QC-7 the order came out to be man, furnace, material
finish, oil and environment. Finally, in case of QC-3 machine factor contributed the
most followed by man, tool and environment. Thereafter, the remedial steps should
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Fig. 6 Fishbone diagrams for heat treatment

Fig. 7 Fishbone diagrams for sawing

be executed in these orders only so that the ratio of process improvement to no. of
remedial actions taken can be maximized.

4 Result

Application of the proposed methodology helped in resolving the quality, losses and
defects related issues inABCenterprise.MFCAhelped in identifyingQCwhichwere
contributing about 80% towards total material losses. QC-5, QC-7 and QC-3 came
out to bemost inefficient QCs. TheseQCswere selectively targeted for improvement,
causes were identified via fishbone diagram as shown in Figs. 5, 6 and 7. Further,
AHP generated a priority matrix which resulted in different orders for each of the
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Table 3 Root cause solution table

Problem Solution

Tool • Proper tool should be used with proper geometry for turning and facing
operation

• Operations should be carried out at proper cutting speed

Machine • Maintenance tech like TPM (Total Productive maintenance) should be
incorporated

• It should be set properly before carrying out any operation to avoid vibrations,
poor alignment, etc.

Man • Good working environment should be provided
• Proper hygiene should be maintained
• Workload should be properly divided

Environment • Humidity can be controlled using moisture absorbent like silica gel
• Temperature can be controlled using water cooling

Oil • Oil should be purified before reusing it

Table 4 a Priority vector matrix for QCs turning and facing. b Priority vector matrix for sawing.
c Priority vector matrix for heat treatment

(a)

Turning and facing T Mc M E Priority

T 1 3 2 7 0.462

Mc 0.33 1 2 9 0.29

M 0.5 0.5 1 6 0.20

E 0.142 0.11 0.167 1 0.043

(b)

Sawing T Mc M E Priority

T 1 0.33 0.25 7 0.167

Mc 3 1 2 9 0.464

M 4 0.5 1 6 0.325

E 0.142 0.11 0.167 1 0.042

(c)

Heat treatment M F O Mat E Priority vector

M 1 1 4 3 6 0.36

F 1 1 3 2 6 0.32

O 0.25 0.33 1 0.5 1 0.084

Mat 0.33 0.5 2 1 4 0.168

E 0.167 0.167 1 0.25 1 0.06
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three QC. Further, as per these orders remedial actions should be taken. Thus, the
firm effectively utilized its capital by channelling it on priority basis.

5 Conclusion

This study was conducted to propose a methodology which is an integration of
GLEAN with six sigma. Green is implemented through MFCA. It is used to iden-
tify faulty QCs. Later, lean with six sigma is employed for providing remedies.
Further, the causes are identified using fishbone diagram. Thereafter, they are prior-
itized using AHP methodology. This resulted in the order in which remedial action
should be executed to maximize the ratio of process improvement to no. of reme-
dial actions taken. Additionally, this methodology has been illustrated by resolving a
quality-related problem faced by an SME (ABC enterprise) 2as here QC-5, QC-7 and
QC-3 came out to be the most inefficient QCs with 29.54%, 8.02% and 6.9% total
percentage loss, respectively. Here, improvement process was streamlined for these
three QCs only so as to minimize process improvement expenditure. However, this
study compares energy, material and monetary losses while such losses cannot be
directly associated without an equating factor. This arises future scope in this study.
Therefore, the methodology can be extended among all sectors of SMEs, namely
chemicals, sheet metal, forging, etc. Thus, their unique requirements and improve-
ment opportunities can be dealt efficiently. Sustainable product manufacturing can
be achieved using this novel integration of lean, six sigma and MFCA (GLEAN)
without harming the environment. Although this is an early attempt aiming at an
integration of GLEAN with six sigma, various practitioners and academician are
recommended to use this study for future study in other industries where quality,
defects and losses related problems are to be solved expeditiously.
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Role of Nanostructured Hardfacing Alloy
on Steel for Enhanced Wear Behavior

Kumari Archana, Pratibha Kumari, Dhananjay Pradhan,
Krishna Vijay Ojha, and Kuldeep Singh

1 Introduction

Hardfacing is largely used to enhance the life of the worn-out structural components
and gaining popularity these days for reducing the cost of replacement [1]. Wear is
one of the most important reason along with impact adhesion, oxidation and fatigue
for early failure of machine component. Various industries like agriculture, cement,
hammers, cutters, drills, etc. are facing failure of components mainly due to abrasion
wear [1, 2]. To improvewear resistance of thematerial twoapproaches are used, firstly
bymaking an alloy of existingmaterial with other and secondly by improving surface
property of material [1, 2]. Use of hardfacing improved the life span of the worn-out
components and thereby reduce the replacement cost and also reduces downtime by
extending the service life. A variety of coatings are nowadays available which are
in practice to enhance the resistance against corrosion and wear of materials [1, 3].
The improved resistance to wear of a hardfaced alloy depends on many aspects like
toughness and strain hardfacing behavior of the matrix. Other important factors in
the abrasion resistance are the carbides orientation and the size of particle [3, 4].
The AISI 316L coatings were thermally sprayed by WSF and HVOF processes. The
coating made of HVOF is more compact than that of WSF and the hardness was
improved by 40% in HVOF coating compared to WSF coating and that had great
influence on its wear properties along with WSF coating had outstanding corrosion
resistance compared with the HVOF deposited coating [5, 6]. Coating of chromium
nitride had been used on SS specimens for the wear resistance and also CrN coating
on stainless steel sample was mainly constituted of chromium on nitrogen, i.e., CrN
in the chromium matrix with little quantity of carbide and oxide of chromium [7,
8]. NiCrBSiC (Fe) is a potential alternative of hard Cr with improved hardness after
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cyclic heat treatment and as it shows excellent resistance to corrosion, erosion, friction
andgood adhesion to steel [4, 6, 8–14]. There is scopeof using statistical technique for
better prediction analysis and optimization of results. Thus, this investigation deals
with use of design of experiment (DOE) using a multi-technique with an objective
to optimize the various process parameters of wear.

2 Experimental Procedure

2.1 Base Material and Sample Preparation

In this work IS 2062 steel plate of 10 mm thickness was selected as base material
and over one side of this plate a single layer of chromium coated wire material was
deposited by the help of thermal spraying (HVOF). The typical standard chemical
composition of the base material (IS 2062) is as follows

0.23 C− 0.40 Si− 1.50 Mn− 0.012 N− 0.045 P− 0.045 S− 0.025 Cr− 0.01 M

2.2 Coating Material

For the purpose of coating 140MXCChromium nanostructured wire is selected. The
composition of different element present in this wire is

20.8 Cr−2.84 C−2.1 Mo−0.64 B−1.79 W−0.54 Si−0.8 Nb−Balance Fe

Hardfacing coating is performed on substrate by HVOF processes and hardness
was measured using Brinell Hardness tester, the hardness of the base plate was 80
HRB and after hardfacing it was increased by 7.5%. After the hardfacing, eight test
specimens of 10 mm× 10 mm cross section of each test level were sectioned by wire
EDM. The sectioned specimens were welded to cylindrical pin of diameter 8 mm on
the opposite face of hardfaced surface to camp on it on the pin of disk machine. The
coated and uncoated specimen are in Figs. 1 and 2.

2.3 Wear Testing

The pin on disk wear test was carried out on the specimen with the condition that
instruments have to obtain linear measures of wear that should have a sensitivity of
2.5 µm or better. The wear test specimens were sonicated using acetone and then
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Fig. 1 Uncoated specimen

Fig. 2 Uncoated specimen
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Table 1 23 factorial design
for non-hardfaced and
hardfaced wear test

Run order S.V. Load Temp.

1 1 50 50

2 1 50 100

3 2 50 50

4 2 15 50

5 1 15 100

6 2 15 100

7 2 50 100

8 1 15 50

dried before performing test, thereafter each specimens were weighed on microbal-
ance with sensitivity up to 5 decimal. The test specimens were clamped on the pin
tribometer for the selected process parameters. After the test, the specimens were
again sonicated and dried and weighed. The wear was evaluated using [12]

Wv = Wi−Wf

where
Wv =Weight of weared specimen.
W i = Initial weight.
W f = Final weight.

2.4 Response Surface Methodology (RSM)

A very cost-effective method of optimization, i.e., design of experiment, was
employed in the study. The DOE reduced the number of iterations to 8 by using
the processes parameter at two different parameters at two different levels as per 23

factorial design for non-hardfaced. Table 1, MINITAB software package, was used
to analyze the result.

3 Results and Discussion

3.1 Graphical Representation of Wear Without Hardfacing

3.1.1 Scatter Plot

The scatter plot as shown in Fig. 3 shows the variance in the value of wear obtained
by experiment and modeled wear obtained by response surface methodology (RSM)
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Fig. 3 Scatter plot of wear (in grams) versus modeled wear (in grams) before hardfacing

method before the application of the hardfacing. Closeness of the modeled value
shows the accuracy of the experiment.

Fig. 4 Plot of wear versus selected parameters before hardfacing
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3.1.2 Main Effect Plot

Figure 4 show effect of individual parameters on the wear of specimen. Hence,
contribution of each parameter toward wear can be seen separately from the plot
betweenwear and different selected parameters, before the application of hardfacing.

3.1.3 Interaction Between Different Variables

The effect of interaction between different parameters, e.g., load and sliding velocity,
load and temperature & temperature and sliding velocity on the sample of wear
specimen, is shown in Fig. 5. This graph was plotted before hardfacing process.

3.1.4 Contour Plot Between Different Variable

Figure 6 shows the variation of load and sliding velocity on wear before hardfacing.
For higher values of sliding velocity and load the value of wear obtained is higher
which can be seen from the change in color. Figure 7 shows the contour plot for the
effect of load and temperature on the process of wear before hardfacing. Figure 8
shows the contour plot for the effect of sliding velocity and temperature on wear
process before hardfacing.

3.1.5 Scatter Plot

The scatter plot as shown in Fig. 9 shows the variance in the value of wear obtained
by experiment and modeled wear obtained by response surface methodology (RSM)

Fig. 5 Plot for interaction between different parameters before hardfacing
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Fig. 6 Contour plot of wear (in grams) versus load (N), S.V (m/s) before hardfacing

Fig. 7 Contour plot for wear (in grams) versus load (N), temp. (°C) before hardfacing

method after the application of the hardfacing. Closeness of themodeled value shows
the accuracy of the experiment.

3.1.6 Main Effect Plot

Figure 10 shows effect of individual parameters on the wear of specimen. Hence
contribution of each parameter toward wear can be seen separately from the plot
betweenwear and different selected parameters, before the application of hardfacing.
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Fig. 8 Contour plot for wear (in grams) versus S.V (m/s), temp. (°C) before hardfacing

Fig. 9 Scatter plot of wear (in grams) versus modeled wear (in grams) after hardfacing

3.1.7 Interaction Plot

The effect of interaction between different parameters, e.g., load & sliding velocity,
load & temperature & sliding velocity, on the wear of the specimen is shown in
Fig. 11. This graph was plotted after hardfacing process.
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Fig. 10 Plot for means versus selected parameters after hardfacing

Fig. 11 Plot for wear versus interaction between selected parameters

3.1.8 Contour Plot Between Different Variables After Hardfacing

The effect of combined change in load and sliding velocity on the process of wear
is shown after hardfacing in Fig. 12. For higher values of sliding velocity and load
the value of wear obtained is higher which can be seen from the change in color.



1076 K. Archana et al.

Fig. 12 Contour plot of wear (in grams) versus load (N), S.V (m/s) after hardfacing

Fig. 13 Contour plot for wear (in grams) versus load (N), temp. (°C)

Figure 13 shows the contour plot for the effect of load and temperature on the
process of wear after hardfacing.

Figure 14 shows the contour plot for the effect of load and temperature on the
process of wear before hardfacing.

4 Conclusion

The conclusions drawn from this study on effect of hardfacing on IS 2062 steel plate
by nanostructured materials 140 MXC Chromium wire by thermal spraying are as
follows:
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Fig. 14 Contour plot for wear (in grams) versus (m/s), temp. (°C) after hardfacing

• Hardness of the base plate before and after hardfacing by thermal spraying was
increased by nearly 7.5%.

• The wear rate is dependent on sliding velocity, load, temperature and sliding
distance.

• Scatter diagram certifies precision of the model.
• The wear resistance of hardfacing layer enhanced by 50%.
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Challenges for Mass Customization
in Industry 4.0 Environment:
An Analysis Using Fuzzy TOPSIS
Approach

Praveen Kumar Dwivedi , Girish Kumar , and R. C. Singh

1 Introduction

In past, designers designed the product with minimal input from customers. There
were limited interactions among customers, designers and manufactures. However,
it is possible now to satisfy the demand of individual customer and designing it
right too. With the advent of 1990s, mass customization (MC) evolution started to
satisfy customer demand for the variety of products [1]. Information and automa-
tion technology became the main drivers of MC. Industrial robots, computer inte-
grated systems and flexible manufacturing systems which are basically numerically
controlledmachines, could be reprogrammed faster now. As a result, flexible produc-
tion systems were developed to ensure high productivity, large varieties at low
cost.

Effective implementation of MC is still a challenge, although it is in practice
for years. Flexible tooling and processes are required to switch efficiently between
product variants [2]. Industry 4.0, the fourth industrial revolution, encircles traditional
industrial platforms and manufacturing practices with the latest smart technology.
Mass customization with the help of Industry 4.0 technologies can manufacture
variety of products on sameproductionfloorwithflexible production processes. Inter-
changeable tooling sets anddynamically programmed robots facilitatemanufacturing
to be effective with minimum efficiency loss.

Machines equipped with sensors can communicate record and issue instructions
over the production line. Integration of supply chain and other business units can
make system even more efficient. Industry 4.0 enables manufacturing of individual
products at the cost of mass production. Now, it is possible to coordinate among
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product development, production and rest of the product life. In this way, value can
be added as per the requirements of customer.

Industry 4.0 integrates across three dimensions of high process digitization, smart
production and communication between companies. Analysis of high volume of
statistical and managerial data is the main driver of Industry 4.0. Big data anal-
ysis tools help in new product development and services aligned as per consumer
preference [3].

Mass customization (MC) can be defined as “a strategy that creates value by
some form of company–customer interaction at the fabrication/assembly stage of the
operations level to create customized products with production cost and monetary
price similar to those of mass produced-products”.

2 Identifying Mass Customization Barriers

Many researchers have investigated mass customization from different perspectives
and observed that MC concept has not gained much popularity among industries to
a satisfactory extent until now. Limited studies are available on factors that affect the
success of the adoption of MC. Therefore, it becomes necessary to discuss the diffi-
culties in implementing this strategy in Industry 4.0 scenario. Presently, research is
mainly focussed on technical aspects of technology. There is a missing link to high-
light the barriers at organization level. Limited research is available to mark prereq-
uisites and hindrance in the path to adopt mass customization strategy in Industry
4.0 environment. Following subsection discusses the main barriers in implementing
MC in Industry 4.0 environment.

2.1 Inaccuracy in Demand Forecast

Forecasting has never been easy task in manufacturing and it becomes more compli-
cated in mass customizedmanufacturing. Generally, suppliers systems are optimized
towards producing pre-arranged quantities of products. Mostly, companies forecast
each option individually. Planning bills instead of bill ofmaterial are used and quanti-
ties are expressed as a percentage rather than unit quantity. With the help of planning
bills, forecasting is simplified up to a certain level. With right coordination of oper-
ations with engineering, it is possible to overcome issues related to forecasting as
organization moves to MC. Cost of mass customization is a big problem organiza-
tions face and it increases exponentially in case of unplanned demand. For example,
in automobile industry, if a customer orders certain style of sunroof which need to
be installed during an upstreammanufacturing, the automaker would have to halt the
production flow which increase the price.

The current forecasting approach does not forecast for options which results in
high inventories and customer dissatisfaction. Right demand forecast helps in main-
taining the quality of sales and operation planning (S&OP) which enables better
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corporate management. Even employing all the available methods the forecast for
mass customization is still a challenge that need to be taken in future researches.

2.2 Internal Complexity

High product variety which is responsible for decreased efficiency and high cost
with slow supply chain is the main source of internal complexity. The difference
between internal and external variety are discussed in the literature [4]. External
variety is faced by end user, whereas internal variety is felt during manufacturing
and supply chain management. Therefore, any system should maintain sufficient
internal variety in terms of processes, tools, components to compliment the external
variety. This results in highvariety at shopfloor level.However, there aremany studies
to optimize variety and complexity; there is little insight into how to implement in
organization successfully.

2.3 External Complexity

Offering large variety increases customer base and let them select optimal product but
it also creates confusion among them to decide. This confusion is termed as external
complexity. There are many factors which are responsible for external complexity.
Comparing many options require processing capabilities which often customer does
not have and nothing can be done for this. Lack of knowledge about product is also
work like a barrier in selecting right configuration. In some cases, customers do not
know their real requirements or they are unable to express their needs and it makes
confusion in deciding. Amodel ofMC environment where orders do not compliment
customer’s needs was suggested. A good support system is always required during
customer interaction process.

2.4 Inventory Management

Many studies have identified inventory management as the most crucial issues in
MC [5] An inefficient inventory management will harm environment and society.
Higher returns due to poor quality and higher unsold products will hamper the orga-
nization profit and environment. Furthermore, these returns and unsold inventories
will hamper the brand image as today’s customer also cares for sustainability and
social responsibility. Inventory management is a tedious task for mass customization
implementation.
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2.5 Lack of Standardization

Use of common components and modules in production, purchasing, research and
development activities is called standardization [6]. It is necessary to apply stan-
dardization at every level in an organization to achieve MC efficiently. For example,
at network level, standard interface and protocol should be used across all type
of network technologies. Standardization is being practiced in most of the fields.
However, there are many violations in adopting standardization in true spirit.

2.6 Inadequate Broadband Infrastructure

A good broadband infrastructure has pivotal role with the success of Industry 4.0
technologies. Not only good speed with reliability is required but its cost also should
be affordable. As the use of Internet of things (IoT) is increasing, wireless connec-
tions will increase abruptly within organization. Attention should be given to wired
network where ever possible. Broadband infrastructure should be capable enough to
handle the internal data flow. Devices are integrated from suppliers to distributors
including manufacturing plant via wireless and Internet technologies [7]. Reliably
should be high of communication networks to fully unlash the benefits of Industry 4.0.
Also, the expansion of broadband infrastructure is necessary wherever required [8].
An efficient networking of interconnected devices forms the base of self-organized
decentralized operation of cyber physical system.

2.7 Cyber Security

Cyber attacks are common nowadays and a fully automated business can be hacked
for confidential data resulting huge financial losses. Growing cyber security sector
is a hint about this challenge which Industry 4.0-based organizations are facing.
According to Nasdaq (an US financial market index), USD 105.45 billion cyber
security market in 2015 is going to be USD 181.77 billion in 2021 with an increase
rate of 9.5 per cent [9].

In MC environment, intelligent manufacturing systems are used which work with
the help of cyber physical system. CPS are capable to record, interpret and communi-
cate data. Cyber physical production systems are enabler of interaction opportunities
between human and manufacturing system. Collaboration of human and robot on
factory floor will emerge as a new dimension in manufacturing. Establishing such
systems may seem insecure and vulnerable to cyber attacks.
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2.8 Uncertain Environment for Supply Chain Management

Supply chain management enables enterprises to source the raw materials necessary
to create a product or service and deliver that product or service to customers. Present
structure of supply chain in businessmodels is inclined towards push system,whereas
mass customization production system need pull system to compliment. Unforeseen
demands cannot be satisfied with this kind of supply chain structures. Latest supply
chain applications like automated planning and just in time are needed for high
flexibility and visibility in MC.

Partial customization can be implemented by manufacturing standard products
and configuring them when needed. Partial customization can cater advantages to
manufacturers. Even with partial customization, product scope increases and it helps
to target different segments of market.

Nowadays, practitioners and researcher are giving more attention towards supply
chain quality management. However, it is required to investigate the relation between
product design and production capabilities with supply chain quality management.
Integration of manufacturing processes with vendors and customers can make
positive impact on competitive performance [10].

2.9 Return of Customized Product

MC creates a lot of problems for the manufacturers when the products get returned.
Mostly this does not happen as the product is created according to the likes of the
customer but some products returns will always be there. In such cases, businesses
that do not have mechanisms to reverse the customization tend to face many issues.
In MC, the chances of another client wanting the same product as someone else are
too narrow, which can put the business in a tricky situation. Therefore, the majority
of such companies do not have any return policies or simply bear the loss of return
in case it allows it.

2.10 Maintaining Quality

Sustained high quality is one of the prerequisite for mass customization and main-
taining it when every product is of different configuration is difficult. It is not possible
for manufacturer to test every combination of modules or assembly sub-sets. That
is why, it is required to integrate quality practices with production planning. All
employees must be trained in a way so that top-notch quality can be ensured [11].
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2.11 Unavailability of Skilled Manpower

Skilled work force is of prime importance to guarantee the success of any business
model. In a technology intensive environment like Industry 4.0, creativity of human
can result in the form of better results. To make this fourth industrial revolution
sustainable and successful, it is required to train people. More skilled workforce
is required as these technologies are recently developed. Training should focus to
develop skills of decision making and ability to take on new responsibilities with a
vision of world class manufacturing. Organizations need to understand the role of
continuous training to cope up technology-related challenges.

3 Methodology

Themainpurpose of this study is to prioritize the challenges formass customization in
Industry 4.0 environment. There are many multi-criteria decision-making (MCDM)
methods like AHP, ELECTRE, PROMETHEE, etc. available for ranking of barriers.
Each technique has their own advantages and limitations. AHP is time consuming in
case of large criteria. ELECTRE method needs another MCDM technique to select
the best alternative after discarding some alternatives. Fuzzy TOPSIS technique is
used for this study. Linguistic variable is used for the rating of criteria. Expressing the
judgement with linguistic variable ismore convenient. Fuzzy TOPSISmethod is easy
to programme as it is rational. Fuzzy theory can precisely model difficult problems.
“Technique for order performance by similarity to ideal solution (TOPSIS)” was
proposed by Hwang and Yoon (1981). It is based upon the concept that positive
ideal solution should have shortest distance from selected alternative for maximizing
benefit criteria and minimizing cost criteria, whereas negative-ideal solution should
have maximum distance from selected alternative for minimizing benefit criteria and
maximizing cost criteria [12]. To deal ambiguity and vagueness of human judgement,
fuzzy TOPSIS was first introduced by Zadeh in 1965. Fuzzy systems have ability to
give better performance in case of approximate reasoning and decision making with
uncertain information [13]. Due to these characteristics, fuzzy logic is combined
with TOPSIS. This fuzzy TOPSIS methodology is used for the ranking of barriers
in implementing mass customization in Industry 4.0 environment [14].

During this study, a brief explanation was given to expert’s panel. There are three
members in expert’s panel. Out of three, one is from automation and manufacturing
industry having more than 12 years of experience. The second member is from a
technology company which provide services in e-commerce and software technolo-
gies and has an experience more than 12 years. Third member is from a leading home
appliance company having more than 10 years of experience. The barriers identified
through literature review was discussed and validated with expert’s opinion. Experts
have given their response in linguistic term provided to them.

The steps of methodology are briefly described here:
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Step 1:Collect the required data fromexperts in linguistics terms based on a proper
scale to represent data precisely. A five-point scale is selected having the linguistic
terms low, fairly low, medium, fairly high and high for the calculations. Triangular
fuzzy number (TFNs) value is determined of every linguistic term [14, 15].

Step 2: Evaluate the fuzzy decision matrix, D

D = [
pi j

]
n × m (1)

pij is the value assigned to ith barrier by the jth expert (R). i = 1, 2, 3, …, n are
the number of barriers and j = 1, 2, 3,…, m are the number of experts.

Step 3: Fuzzyunweightedmatrix,B is generated byneutralizingweight of decision
matrix. Equation (2) is applied as barriers are similar to cost criteria [16].

B = [
ri j

]
n × m, ri j =

(
a−
j

ci j
,
a−
j

bi j
,
a−
j

ai j

)

. (2)

where a−
j = min

{
aij

}
, j = 1, 2, …, m.

Step 4: Weighted normalized decision matrix, C is calculated as

C = [
qi j

]
n×m, i = 1, 2, . . . , n; j = 1, 2, . . . ,m (3)

where the weighted normalized value qij is obtained using Eq. (4)

qi j = ri j ∗ l j ; (4)

where lj = (1, 1, 1) ∀ j ∈ n, all ranking are considered of equal weight.
Step 5: Compute the ideal and negative-ideal solution for the barriers

E∗ = (
q∗
1,q

∗
2, . . . q

∗
m,

)
where q∗

m = max
{
qi j3

}
. (5)

E− = (
q−
1,q

−
2, . . . q

−
m,

)
where q−

m = min
{
qi j1

}
(6)

Step 6: Calculate the sum of distances of each barrier from fuzzy positive ideal
solution (FPIS) [16]

Z+
j =

√∑m
i=1 d

(
qi j − q∗

i

)

m
, j = 1, 2, 3, . . . ,m (7)

Similarly calculate the sum of distances of each barrier from fuzzy negative-ideal
solution (FNIS)

Z−
j =

√∑m
i=1 d

(
qi j − q−

i

)

m
, j = 1, 2, 3, . . . ,m (8)
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Step 7: Closeness coefficient to the ideal solution is calculated with respect to E*
[17]

CC j = Z−
j

/(
Z+

j + Z−
j

)
, j = 1, 2, 3, . . . ,m (9)

Step 8: Rank the barriers according to the closeness coefficient (CCj).
In next section, all the steps are applied andbarriers are ranked as permethodology.

4 Results and Discussion

To rank the barriers in implementing mass customization in Industry 4.0 era, eleven
barriers were identified on the basis of literature review and expert discussions. Three
expert ranked these barriers based on their importance using the linguistic terms low
(L), fairly low (FL), medium (M), fairly high (FH), and high (H). Expert’s responses
were used to prepare decision matrix.

Refer Sect. 3, triangular fuzzy numbers are used to convert linguistics variable in
fuzzy numbers. Fuzzy weighted normalized decision matrix, D is constructed with
fuzzy numbers (Refer Table 1).

In next step normalized (un-weighted) fuzzy decision matrix, B is obtained the
following procedure detailed in Sect. 3. The matrix, B is used to derive the weighted
normalized decision matrix, C using Eqs. (3) and (4). This matrix is further used to
find ideal (E*) and negative-ideal (E−) solutions using Eqs. (5) and (6). The distance
Z+ and Z− is calculated as per Eqs. (7) and (8). Closeness coefficient CCj is also
calculated for each barrier using Eq. (9). The final ranking of barriers has been done
based on fuzzy TOPSIS and is shown in Table 2. Results are also shown graphically
in Fig. 1.

Table 1 Fuzzy decision
matrix, D

MC barriers R1 R2 R3

MCB1 (1, 3, 5) (1, 3, 5) (3, 5, 7)

MCB 2 (1, 3, 5) (5, 7, 9) (1, 1, 3)

MCB 3 (5, 7, 9) (3, 5, 7) (7, 9, 9)

MCB 4 (1, 1, 3) (3, 5, 7) (3, 5, 7)

MCB 5 (1, 3, 5) (5, 7, 9) (3, 5, 7)

MCB 6 (7, 9, 9) (7, 9, 9) (3, 5, 7)

MCB 7 (5, 7, 9) (7, 9, 9) (3, 5, 7)

MCB 8 (3, 5, 7) (1, 1, 3) (1, 3, 5)

MCB 9 (1, 3, 5) (1, 3, 5) (7, 9, 9)

MCB 10 (5, 7, 9) (7, 9, 9) (1, 1, 3)

MCB 11 (1, 3, 5) (5, 7, 9) (3, 5, 7)
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Table 2 Closeness coefficient matrix

MC barriers Z+ Z− CCj Rank

MCB1 1.396253 1.150337 0.451717 4

MCB 2 1.081502 1.275928 0.541237 2

MCB 3 2.024572 0.160474 0.073442 9

MCB 4 1.222416 0.969851 0.442396 6

MCB 5 1.69271 0.674276 0.284867 8

MCB 6 2.059978 0.122733 0.05623 11

MCB 7 2.024572 0.160474 0.073442 9

MCB 8 1.003731 1.36092 0.575527 1

MCB 9 1.50943 1.027604 0.405041 7

MCB 10 1.260995 1.018726 0.446864 5

MCB 11 1.361621 1.167085 0.461534 3

Uncertain environment for supply chain…
Internal Complexity

Unavailability of skilled manpower
Inaccuracy in  demand forecast

Maintaining Quality
Inventory Management

Return of customized product
Lack of Standardization

External Complexity
Cyber Security

Inadequate Broadband Infrastructure

Fig. 1 MC barriers ranking in descending order (bottom to top)

According to analysis, MCB 8 (uncertain environment for supply chain manage-
ment) is found to be the most challenging barrier and MCB 6 (inadequate broadband
infrastructure) is the least challenging barrier in implementingmass customization in
the era of Industry 4.0. Top rank of uncertain environment for supply chain manage-
ment reflects that organizations are still not managing supply chain in a way so that
it can provide the required flexibility and responsiveness needed for MC. Traditional
supply chain is based on mass production which cannot be effective in customer-
driven environment. Industry 4.0 technologies can be beneficial in transforming
the present supply chains. Academia and industry can come together to develop
programmes for the learning of supply chain professionals.

Internal complexity is ranked as the second most influential barrier. In today’s
competitive environment, manufacturers are offering high product variety to target
more customer segments. However, this variety induced complexity is putting more
pressure on production floor.Organizations need to understand that offering toomuch
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variety can delay processes. Even quality will be compromised because it would not
be possible to check and verify every combination of components in the form of
product desired by the customer. Organizations need to identify that up to what
degree of customization is beneficial for them. Organization can start with partial
customization and later it can be expanded in a phased manner.

There are few recommendations in the literature about implementing MC in
Industry 4.0 environment. This study connects the gap by describing and ranking
the barriers which can guide higher management to develop a better approach for
the implementation of MC.

The results obtained contribute to the identification of barriers that guides in the
implementation ofMC for organizations those intend to plan or already implemented.

5 Conclusion

Most of the companies can benefit from mass customization. However, only few
companies are following MC strategies. Changing company’s strategy from mass
production to mass customization needs high capital as well as change in mindset of
all employees including top management. A failed mass customization strategy can
result huge financial losses as well as can damage the reputation of organization. In
Industry 4.0 environment, mass customization needs to be viewed from a different
angle both in terms of product and manufacturing flexibility. Ability to treat each
individual customer cost effectively is considered core competency. Companies are
considering mass customization to be more important in near future. The results of
the study give an insight about the barriers in implementing mass customization.
All the barriers are identified through literature review and analysed for the better
understanding. This paper ranks the barriers with the help of fuzzy TOPSIS method.
Uncertain environment of supply chain and internal complexity are identified as the
top barriers. All the barriers are discussed in the paper with an insight to overcome
them. This study can help managers to understand mass customization strategy and
how organizations can get benefit from it. Ranking of barriers will help organizations
to focus on them priority basis to get maximum benefit from mass customization.

As the ranking is done purely on the basis of input from the experts, therefore,
there may be some bias towards the industries they belong. It will be relevant to
incorporate experts from different domains of industries. As the experts belong to
India, there is a possibility of biasness of data towards developing countries. In future
study, a larger sample for data collection can be implemented by including experts
from different industries as well as nations so that chances of biasness of data can
be eliminated.
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Effect of Thickness Stretching
on Sandwich Plate with FGM Core
and Piezoelectric Face Sheets

S. J. Singh and S. P. Harsha

1 Introduction

The sandwichmaterials enrich the performance of structures by reducing theirweight
and improving the inherent elastic properties. The conventional sandwich plates
consist of soft core and very thin face sheets. But, with the advancement in materials
and fabrication processes, the soft core is replaced by functionally graded material
(FGM) where the materials are continuously graded in the thickness direction. This
will further assist the designers in improving the material properties based on the
requirement. Further, homogenous face sheets are replaced by piezoelectric material
(PZT) which will assist in actively controlling the vibrating structures and found
applications in aerospace, shipbuilding, automotive industries, etc.

The considerable research on the FG sandwich plate [1–4] has been reported in
the literature, but limited research has been done on the plate comprising FGM core
and PZT outer layers. In the context of the piezoelectric plate, Kulikov et al. [5]
implemented the 3D coupled steady-state analysis of functionally graded PZT lami-
nated plates. The free and forced analysis of the FG PZT plate is done by Zhong and
Yu [6]. The exponent-law dependent material properties were considered. Zenkour
and Hafed [7] performed the bending analysis of an FG PZT plate using a quasi-3D
theory. Arefi et al. [8] developed a concept of the neutral surface to analyze the FG
PZT plate for bending analysis.
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Thus, in the light of reported literature, it is conceivable that limited work was
done on the FGM core sandwich plates. Thus, therefore, the aforementioned plate is
analyzed to determine the effect of PZT and thickness stretching effect on the funda-
mental frequency. The Lagrangian approach is implemented to derive governing
equations and an exact solution is obtained using Navier’s approach. The plate is
assumed to be simply supported along all the edges. The present formulation is
validated from the available results and also found to be in good harmony.

2 Problem Formulation

The plate is analyzed using higher-order and normal shear deformation theory. So,
to incorporate the effect of piezoelectric on FGM plate, the constitutive relation has
been modified and results in the electromechanical coupling. The sandwich plate
under analysis is shown in Fig. 1.

2.1 Modeling of Sandwich FGM Plate

The core of the sandwich plate is made up of function graded material in which
material property varies according to some mathematical rule [9–11]. In the present
study, the material properties vary according to P-FGM. Besides, the face sheets are
homogenous and consider as a piezoelectric material in the present study. The plate
configuration used in the present formulation is given in Table 1. Thus, the volume

Fig. 1 Sandwich plate with
three layers

Table 1 Plate configurations Configuration �∗
1 �∗

2

1-1-1 6 6

1-8-1 5/2 5/2

* h1 = −h/�1, h2 = h/�2
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Fig. 2 Volume fraction
variation along the transverse
direction

fraction function for the sandwich plate is given by Eq. (1) and variation is shown in
Fig. 2.

(a) Bottom layer

PZT − 5A (1.a)

(b) P-FGM core:

Vc =
(

z − h1
h2 − h1

)p

for h1 ≤ z ≤ h2 (1.b)

(c) Top layer:

PZT − 4 (1.c)

Thus, the effective material property for the sandwich plate is obtained using the
following functional relationship:

P(z) = P2 + (P1 − P2)Vc (2)

where P1 and P2 are the material properties such as Young’s modulus, density, and
poison ratio for top and bottom material, respectively. V c is the volume fraction of
material at the top of FGM and given by Eq. (1).

2.2 Electromechanical Constitutive Relation

The relation of mechanical and piezoelectric stress and strain relation is given as:
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σi j = Ci jklεkl − eki j Ek

Di = eiklεkl + μik Ek (3)

σ, ε, E, and D represent stress, strain, electric field, and electric displacement,
respectively. C, e, and μ represent material constant, piezoelectric constant, and
dielectric constant, respectively.

The electric field (E) is defined in terms of electric potential difference (�) by
the following relationship:

E = −∇� (4)

2.3 Kinematic Relations

Thehigher-order andnormal shear deformation theory are selectedwhichwill capture
the realistic displacement field for the present problem. The mathematical relation
can be written as:

u(x, y, z, t) = ū(x, y, t) − z

(
∂w̄b(x, y, t)

∂x

)
+ f (z)

(
∂w̄s(x, y, t)

∂x

)

v(x, y, z, t) = v̄(x, y, t) − z

(
∂w̄b(x, y, t)

∂y

)
+ f (z)

(
∂w̄s(x, y, t)

∂y

)

w(x, y, z, t) = w̄b(x, y, t) + w̄s(x, y, t) + g(z)ϕz(x, y, t)

Φ(x, y, z, t) = 2z

h
Ve − g(z)φ (5)

where ū and v̄ are the in-plane displacement in x- and y-directions, respectively.
w̄b and w̄s are the out-of-plane displacement. V e and φ are the applied voltage and
electric potential distribution. f (z) and g(z) represent the shape functions and are
given as:

f (z) = z − h sinh
( z

h

)
+ z cosh

(
1

2

)
, g(z) = 1 − f (z) (6)

2.4 Energy Equations

The strain energy (Us) and kinetic energy (Ke) stored in the plate due to initial
excitations can be expressed as:
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Us = 1

2
σi jεkl − 1

2
Di Ek (7)

The above expression in terms of stress resultant can be expressed as:

Us = 1

2

(
NUεT0 + Mb

UεTb + Ms
UεTs + Q+T

z − D#T
)

(8)

where

NU = {
Nxx , Nyy, Nxy

}; ε0 = {
ū,x , v̄,y, ū,y + v̄,x

}
Mb

U = {
Mb

xx , M
b
yy, M

b
xy

}; εb = {−w̄s,xx ,−w̄b,yy ,−2w̄b,xy

}
Ms

U = {
Ms

xx , M
s
yy, M

s
xy

}; εs = {−w̄s,xx ,−w̄s,yy ,−2w̄s,xy

}
Q = {

Qxz, Qyz, Qzz
}; εz = {

w̄s,x + ϕz,x , w̄s,y + ϕz,y , ϕz
}

D = {
Dx , Dy, Dz

}; φ = {
φ,x , φ,y, φ,z

}

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

N
Mb

Ms

Qzz

Dz

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

=

A B As H Ae −He

B D Bs J Be −Je

As Bs Ds Js De −Jse

H J Js K Le −Ke

He Je Jse Ke −Lp Kp

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

ε0

εb

εs

ϕ z

I
φ

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

,

⎧⎪⎪⎨
⎪⎪⎩

Qxz

Qyz

Dx

Dy

⎫⎪⎪⎬
⎪⎪⎭

=

⎡
⎢⎢⎣
F55 0 −Fe

15 0
0 F44 0 −Fe

24

Fe
15 0 F p

11 0
0 Fe

24 0 F p
22

⎤
⎥⎥⎦

⎧⎪⎪⎨
⎪⎪⎩

w̄s,x + ϕz,x

w̄s,y + ϕz,y

φ,x

φ,y

⎫⎪⎪⎬
⎪⎪⎭

{
Ai j , Bi j , Di j , A

s
i j , B

s
i j , D

s
i j , Fi j , Hi j , Ji j , J

s
i j , Ki j

}

=
h/2∫

−h/2

Ci j (z)
{
1, z, z2, f (z), z f (z), f (z)2, g2, g′, zg′, f (z)g′, g′2}dz

{
Ae
i j , B

e
i j , D

e
i j , L

e
i j

} =
h/2∫

−h/2

2Veei j
h

{
1, z, f (z), g′}dz

{
He
i j , J

e
i j , J

se
i j Fe

i j , K
e
i j

} =
h/2∫

−h/2

ei j
{
g′, zg′, f (z)g′, g2, g′2}dz
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{
F p
i j , L

p
i j , K

p
i j P

p
i j

}
=

h/2∫

−h/2

μi j

{
g2,

2Ve

h
g′, g′2, 2

(
Ve

h

)2
}
dz

The kinetic energy (Ke) stored in the plate can be expressed as:

Ke = 1

2
ρ
(
u̇2 + v̇2 + ẇ2

)
(8)

The kinetic energy in terms of inertia can be written as,

Ke

= 1

2

⎡
⎢⎢⎢⎢⎣
I0

( ˙̄u2 + ˙̄v2 + ( ˙̄wb + ˙̄ws
)2) − 2I1

(
∂ ˙̄wb
∂x

˙̄u + ∂ ˙̄wb
∂y

˙̄v
)

+ I2

((
∂ ˙̄wb
∂x

)2 +
(

∂ ˙̄wb
∂y

)2
)

−2I s1
(

∂ ˙̄ws
∂x

˙̄u + ∂ ˙̄ws
∂y

˙̄v
)

+ I s2

((
∂ ˙̄ws
∂x

)2 +
(

∂ ˙̄ws
∂y

)2
)

+ 2I3
(

∂ ˙̄wb
∂x

∂ ˙̄ws
∂x + ∂ ˙̄wb

∂y
∂ ˙̄ws
∂y

)
2I4ϕ̇z

( ˙̄wb + ˙̄ws
) + I5ϕ̇2

z

⎤
⎥⎥⎥⎥⎦

(9)

where
{
I0, I1, I2, I s1 , I

s
2 , I3, I4, I5

} =
�/2∫

−�/2

ρ{1, z, z2, f (z), f (z)2, z f (z), g, g2}dz.

3 Lagrangian Formulation and Exact Solution

The plate is simply supported along all the edges.Mechanical and electrical variables
are defined in terms of an unknown

(
Umn, Vmn,Wmn

b ,Wmn
s , θmn

z , θmn
e

)
as:

ū(x, y) =
∞∑

m=1

∞∑
n=1

Umn cos(αx) sin(βy)

v̄(x, y) =
∞∑

m=1

∞∑
n=1

Vmn sin(αx) cos(βy)

{w̄b(x, y), w̄s(x, y), ϕz(x, y), φ(x, y)}

=
∞∑

m=1

∞∑
n=1

{
Wmn

b ,Wmn
s , θmn

z , θmn
e

}
sin(αx) sin(βy)

where α = mπ
a , β = nπ

b .
The Lagrangian equation for the present problem can be defined as,
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d

dt

(
∂Ke

∂ζ̇mn

)
− ∂Ke

∂ζmn
+ ∂Us

∂ζmn
= 0 (10)

where ζmn = {
Umn, Vmn,Wmn

b ,Wmn
s , θmn

z , θmn
e .

}
Thus, six equations are obtained based on the generalized coordinate (ζmn). Thus,

six coupled equations are obtained and converted to equivalent eigenvalue problem
as,

(
Ki j − ω2Mi j

)
ς j = 0 (i, j = 1, 2, 3, 4, 5, 6) (11)

4 Validation Study

The validation of the present formulation is done by considering the sandwich
plate (1-8-1) but with homogenous outer layers. The plate is assumed to be simply
supported and consists of aluminum (E1 = 70 GPa, ρ1 = 2707 kg/m3) on the top
layer and alumina (E2 = 380 GPa, ρ2 = 3800 kg/m3) at the bottom layer. The results
for different (a/h) and FGM exponent are obtained and compared with Hadji et al.
[12] and Li et al. [13]. The comparison is done by considering plate without thick-
ness stretching effect and results are found to be in good agreement as depicted from
Table 2.However, for the sake of completeness, the results for the thickness stretching
effect are also calculated. The fundamental frequency is non-dimensionalized using
the following relationship:

Table 2 Validation study

a/h Theory p = 0.5 p = 1 p = 2 p = 5 p = 10

5 [13](εzz = 0) 1.1958 1.25338 1.31569 1.39567 1.4454

[12](εzz = 0) 1.18682 1.24352 1.30576 1.38736 1.43837

Present(εzz = 0) 1.18978 1.2467 1.30854 1.389159 1.439557

Present(εzz �= 0) 1.21782 1.27493 1.33328 1.406959 1.453613

10 [13](εzz = 0) 1.29751 1.34847 1.40828 1.49309 1.5498

[12](εzz = 0) 1.29459 1.34533 1.40514 1.49044 1.54754

Present(εzz = 0) 1.295643 1.34642 1.40606 1.49102 1.5479

Present(εzz �= 0) 1.325108 1.3752 1.43012 1.5065 1.55872

100 [13] (εzz = 0) 1.33931 1.38669 1.44491 1.53143 1.59105

[12] (εzz = 0) 1.33927 1.38665 1.44487 1.53139 1.59103

Present(εzz = 0) 1.33929 1.38667 1.44489 1.53141 1.59104

Present(εzz �= 0) 1.36926 1.41558 1.46856 1.54579 1.60033
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ω̃ = ωa2

�

√
ρ0

E0
, ρ0 = 1 kg/m3, E0 = 1GPa (12)

5 Results and Discussion

The sandwich plate having a top face sheet of PZT 4 material and bottom face sheet
is of PZT-5A material. The mechanical and electrical properties are obtained from
Arefi et al. [8]. The core layer is the P-FGM material consisting of alumina (E1 =
380 GPa, ρ1 = 3800 kg/m3) and aluminum (E2 = 70 GPa, ρ2 = 2707 kg/m3).

Two different types of plate configurations (1-8-1 and 1-1-1) are considered in
the present study depending on the thickness of face sheets and the core layer. In
addition, the following parameters are chosen until they are not specified: p = 4, b/a
= 1, a/h = 10.

The effect of (a/h) on fundamental frequency is analyzed based on considering and
neglecting the thickness stretching effect. Figure 3 depicts the variation of frequency
with the change in (a/h) and it is found that the frequency increases with increase
in span to thickness ratio of the plate, whereas the fundamental frequency decreases
with increase in volume fraction exponent and aspect ratio as inferred from Figs. 4
and 5, respectively. This decrease in frequency occurs as a result due to overall reduc-
tion in stiffness which in turn occurs due to (a) an increase in constituent material
with lower Young’smodulus (Fig. 4) and (b) reduction in the overall dimension of the
plate (Fig. 5). On the contrary, the increase in frequency with an increase in span to
thickness ratio occurs due to non-dimensionalizing the frequency which is inversely
proportional to the thickness of the plate. Hence, with a reduction in thickness
(increase in span to thickness ratio), the non-dimensional frequency increases.

Fig. 3 Effect of span to
thickness ratio on
non-dimensional
fundamental frequency
(solid line-εzz �= 0, dash
line-εzz = 0)
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Fig. 4 Effect of volume
fraction exponent on
non-dimensional
fundamental frequency
(solid line-εzz �= 0, dash
ine-εzz = 0)

Fig. 5 Effect of aspect ratio
on non-dimensional
fundamental frequency
(solid line-εzz �= 0, dash
line-εzz = 0)

Nevertheless, as depicted in Figs. 3, 4 and 5, 1-8-1 plate configuration always
possesses maximum fundamental frequency in comparison with 1-1-1 plate config-
uration which occurs as a result of large core thickness in 1-8-1 plate in comparison
with 1-1-1 plate which in turn increases the overall stiffness of the plate. Also, the
thickness stretching effect reduces the fundamental frequency of the plate irrespec-
tive of the plate configuration and other geometrical parameters. However, it is also
observed that 1-1-1 plate configuration is largely affected by the thickness stretching
effect.
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6 Conclusions

The free vibration analysis is performed to study the dynamic behavior of the sand-
wich FGM plate with the PZT effect. The thickness stretching effect is introduced
in the formulation by considering the displacement field as higher-order and normal
deformation theory [4]. The equation of motion is derived using the Lagrangian
approach. The present formulation is validated from the available results and found
to be in good harmony. It is observed that

• The introduction of the thickness stretching effect results in the reduction of the
fundamental frequency of the plate when outer layers consist of PZT materials.

• 1-8-1 plate configuration always possesses maximum fundamental frequency in
comparison with 1-1-1 plate configuration.

• plate configuration is largely affected by the thickness stretching effect.
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Selection of a Vehicle Using
Multi-attribute Decision Making

Kiran Pal , Lal Bahadur Singh , and Sanjeev Kumar

1 Introduction

Most of the vehicle buyers in India are confused while selecting a vehicle of their
requirement and capability. Due to this, they take too much time in this process,
consult their friends or colleagues in an unscientific manner. A large section regrets
after buying about theirwrong selection. Even in somecases, they sell their vehicle for
unsatisfactory performance. It is therefore necessary to propose a scientific decision-
making framework to assist them in proper selection of the vehicle of their choice.
Every individual has a different mindset to purchase the products and obtain services,
and also it varies for different products. However, Mahatma Gandhi already talked
earlier about customer importance but with the emergence of the Internet, there are
more choices and the market can be dominated by smart customers. But the selection
of an ideal one out of the several available choices is not an easy task for the general
consumer. Consumer behavior is influenced with so many reasons, i.e., individual,
occasional, psychological, and somehow social. Today, there is an abundance of
advertisements appearing on TVs or Web pages, to influence consumers, but each
of them describes the merits and advantages while demerits are not shown. Further
marketing managers often play with the psychology of the customers and often try to
influence them with effects they can manage for example music, alignment and ease
of use of products, cost and publicity, etc. Walker et al. [1] concluded in their study
that income of family is the prime reason for the purchasing of the number, size and
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Fig. 1 Vehicle selection parameters

brand of cars; in addition, that family size is not so appropriate parameter because it
was observed inmany cases that larger vehicleswere preferred even by smaller family
and vice versa [1]. The study by Shehzad et al. [2] explained the important factors
playing a crucial role in choice of vehicle buyers, life stage of buyer (choice of young
generation is accordingly), impact of children andwomen in case of complete family.
Figure 1 shows the vehicle selection parameters commonly used [2]. However, it was
the matter of great confusion for a person with no technical background to select a
vehicle because somany parameters are there, some of them required inmore amount
like aesthetics, power, boot space, while some other should be in lesser, e.g., cost,
insurance amount. In this study, petrol cars of different brands were chosen for study
because from various surveys; it was found that petrol cars are being used more in
comparison of diesel. Monga [3] concluded about that there are various parameters
of vehicle selection, i.e., provision of service after sale, cost, maintenance cost and
availability and spare parts issues. Further, the image build-up of a brand into the
mind of customer is greatly dependant mostly on the parameters given earlier [3].
Shende [4] compiled various parameters in terms of economic and technological,
social and demographical, which affects the customer behaviour, while purchasing
a vehicle. But the customers of lower middle and middle class from Delhi like city
mainly emphasize on price-, technological- and performance-related parameters.
These mainly include price, exotic colours, boot space, music system, mileage, pick
up, maximum speed, torque, engine capacity [4]. There are some Web sites also
available to compare the features of the available cars of different brands. Similarly,
Web site of Zigwheel provides the comparison of various parameters among almost
brand of different segments [5]. For every added feature, one has to pay for that;
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hence, two categories of parameters are there, i.e., favorable and non-favorable—in
this study, price, fuel consumption, rating, engine capacity, power, boot space and
dimension of the vehicle. The parameters are shown in Fig. 1. SAW and TOPSIS
methods are applied to rank the alternative cars on the basis of their features.

2 Multiple Attribute Decision-Making Approach

MCDM is a scientific tool that motivates the decision maker to make a well-
calculated choice. Multiple Criterion Decision-Making tools are applied when there
are conflicting criterions, and this technique makes a choice or ranks the alterna-
tives on the basis of their preference level. MCDM can be subdivided into Multiple
Objective Decision Making and Multiple Attribute Decision Making [6].

MODM looks at the problem through a design approach, that is, there is some
objective behind the choice that needs to be chosen, whereas MADM is applied to
get the rankings of the alternatives present. The value of decision variables lies in the
integer or continuous range for MODM, and there are infinite or a large number of
choices, whereas for MADM, there are a specific number of choices and the values
of decision variables are discrete [7].

Due to this biasness in MODM technique, MADM is preferred for this work. The
decision-making process through the MADM method involves a number of choices
called alternatives and the criterions on which the choices are based called attributes.
These attributes may have different weights, that is, varying level of preference of a
criterion.

Mark andPatrick [8] observed that SAWhas the ability to balance among the avail-
able criteria. Its computation is easy, and there is no need for multifarious computer
programs as such [8]. Adriyendi [9] utilized SAW andWP to provide the selection of
best food choice from the available alternatives of rice, potato, sorghum, wheat and
some others. Swapna et al. [10] applied TOPSIS method with AHP to obtain best
aluminium alloy from various compositions for automobile panels and explained the
benefit of TOPSIS as its easiness in application,whether the size of problem is large or
small. Mark and Patrick [8] explained that TOPSIS has an uncomplicated procedure
and is programmable too. Dagdeviren et al. [11] applied TOPSIS weapon selection
in combination with AHP. AHP technique was utilized to explain and evaluate the
arrangement of the problem and to locate criteria of weights, while the final ranking
was provided by TOPSIS [11].Mohammadi (2018) applied SAW, TOPSIS and fuzzy
TOPSIS methods for cultivation priority planning of maize, rapeseed and soybean
crops in land units [12]. Hence, the combination of SAW and TOPSIS were applied
in this work. SAW method was applied to obtain preferences among the different
models of same brand, and TOPSISmethodwas applied to obtain preferences among
the best model of the cars of different brand.

The deployment of any MCDM tool for problem solving involves the following
basic steps- (a) identification and determination of the choices called alternatives
and the criterion known as the attributes for evaluation, (b) measurement of relative
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importance of the attributes and the alternatives, and (c) calculation of performance
measures of the alternatives for ranking. There are various tools for the decision
making in MADMs: SAW and TOPSIS have been discussed below and then applied
in Sect. 3 to get the preferred vehicle for the selected alternatives.

2.1 Simple Additive Weighing Method

The Simple Additive Weighing (SAW) method is an easy method to apply. In this,
initially, weights (Wj) are allotted to each one of the attributes such that

∑M
j=1 Wj =

1, where j is the number of attributes. The attributes are separated on the basis
of beneficial and non-beneficial attributes. Subsequently, a normalized matrix is
obtained in terms of ratio. For beneficial attributes, divide with highest value of the
attribute for the various alternatives from each one of them; however, for the non-
beneficial attributes, the lowest value is considered for division. Finally, SAW score
Qi can be obtained as per the following Eq. 1 (Adriyendi 2015) [8, 13].

For favorable attribute:

Ni j = Zi j

Zi jMax
(1)

For non-favorable attribute:

Ni j = Zi jMin

Zi j

Qi =
M∑

j=1

Ni jW j , (2)

where Zij is the normalized value for each attribute. The alternative with the highest
value of Qi is considered as the best solution.

2.2 TOPSIS Method

In the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)
method, the initial matrix design is such that the attribute values are in the rows
and alternatives in the columns. The normalization of the matrix is carried out by
Sayedmohammedi [12], Zavadskas et al. [14].

Ni j = Zi j/

[
M∑

i=1

(
Zi j

)2
]1/2

(3)
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Theweights for the attributes are same to the ones used in SAWmethod. However,
here we calculate the weighted normalized matrix Pij,

Pi j = Wj × Ri j . (4)

Then, the best, P+, and the worst, P−, value for an attribute with different alter-
natives. Therefore, if there are M attributes, M number of P+ and P− values are
obtained. Note that when considering beneficial traits, the P+

j indicates the highest
value of the attribute, whereas in non-beneficial trait, it indicates the lower value of
the trait. Similarly, for P−

j , the lowest value for beneficial trait and the highest value
for non-beneficial trait are to be considered.

After this, the separational measures are found by (Mohammedi, 2018; Zavadskas
et al. [14] [12].

Si+ =
⎧
⎨

⎩

M∑

j=1

(Pi j − Pj+)2

⎫
⎬

⎭

0.5

and Sj− =
⎧
⎨

⎩

M∑

j=1

(Pi j − Pj−)2

⎫
⎬

⎭

0.5

(5)

Finally, the TOPSIS score, Qi, can be calculated by Rao [7],

Qi = (Si−)/{(Si+)+ (Si−)} (6)

This score arranged in decreasing order which gives the ranking for the
alternatives.

3 Problem Formulation

In this paper, different MADM techniques were also used. Popular brands of petrol
cars were selected as per the trends because in India, the percentage of petrol cars is
very high in comparison of diesel cars. Values of parameterswere collected fromWeb
sites of various vehicle manufacturers and Zigwheels to obtain the characteristics of
the cars. SAWmethod was applied to obtain preferences among the different models
of same brand. Then TOPSIS method was applied to obtain preferences among the
best model of the cars of different brand.

Step 1: Five popular brands are available in India, and their six models of lower
segments were chosen keeping in view the lower-middle and middle-income group
people. Selected brands are Maruti, Tata, Hyundai, Renault and Honda, and six
models with the feature are presented in Tables 1, 2, 3, 4 and 5 [5].

Step 2: Normalized matrix was obtained by using Eq. (2) for all brands of
vehicle, and normalized matrix of Maruti for its every model is obtained using SAW
method and presented in Table 6. Similarly, normalized matrix for other brands was
calculated.
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Table 6 Normalized matrix (MARUTI) for different models

Manufacturer Ex-showroom
price

Length
width
height

Boot
space

Mileage
(ARAI)
kmpl

Engine
displacement

Power Safety
rating

*Weightage
of each
attributes
(Wi)

0.10 0.15 0.15 0.100.20 0.20 0.10

Maruti Vitara
Brezza LXI

0.4019 1 1 0.77231 0.9619 0.9750

Celerio LXI 0.6689 0.6496 0.6826 0.980950.8289 0.6891 0.9500

Wagon R
LXI

0.6614 0.6496 0.6826 0.98820.8457 1 09,500

Alto 800 SID 1 0.04583 0.5444 1 0.6456 0.5191 09,000

Celerio ZXI 0.5287 0.6496 0.6826 09,809 0.7864 0.6891 0.9750

Swift LXI 0.4990 0.7926 0.8187 09,619 0.8692 0.7859 1

For favorable attribute:

Ni j = Zi j

Zi jMax

For non-favorable attribute:

Ni j = Zi jMin

Zi j

where Zij is the element value of decision matrix and Nij is the values of different
properties for different technologies.

Step 3: The performance scores are calculated using Eq. (2), and the alternative
with the highest value of Qi is considered as the best solution (highest ranking). The
performance scores and ranking of each model are shown in Table 7.

Step 4: Normalized matrix of short-listed cars of different brands by Eq. (3) by
TOPSIS method and given in Table 8.

Step 5: Weighted normalized matrix is obtained by Eq. (4) by TOPSIS method
and shown in Table 9.

Step 6: The beneficial traits,P+
j indicate the highest value of the attribute, whereas

in non-beneficial trait, it indicates the lower value of the trait. Similarly, for P−
j , the

lowest value for beneficial trait and the highest value for non-beneficial trait are to
be considered. Benefit traits and non-benefit traits calculated are shown in Table 10.

Step 7: The best separation measures, S+, and the worst separation measures, S−,
value for an attribute with different alternatives are obtained by using Eq. (5); these
are shown in Table 11
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Table 8 Normalized matrix of short-listed cars of different brands

Manufacturer Ex-showroom
price

Length
width
height

Boot
space

Mileage
(ARAI)
kmpl

Engine
displacement

Power Safety
rating

Maruti Vitara
Brezza LXI

0.6417 1 0.78095 0.7401 1 1 0.8864

Honda
Amaze

0.7721 0.8649 1 0.8083 0.8201 0.8601 0.8864

Tata Tigor
XM

0.7721 0.8747 0.9976 0.8822 0.8201 0.8186 1

Hyundai
Venue E

0.70298 0.9677 0.8381 0.7614 0.8187 0.7932 0.9545

Renault Kwid
Climber

1 0.7404 0.6643 1 0.6833 0.6492 0.8636

Table 9 Weighted normalized matrix of short-listed cars

Manufacturer Ex-showroom
price

Length
width
height

Boot
space

Mileage
(ARAI)
kmpl

Engine
displacement

Power Safety
rating

Maruti Vitara
Brezza LXi

0.02773 0.064815 0.050625 0.03198 0.08642 0.08642 0.03830

Honda
Amaze

0.03381 0.05682 0.0657 0.03540 0.07184 0.07534 0.0382

Tata Tigor
XM

0.3299 0.056055 0.063915 0.03769 0.07008 0.06996 0.04273

Hyundai
Venue E

0.3168 0.065415 0.056655 0.03431 0.07378 0.07150 0.04302

Renault
Kwid
Climber

0.04651 0.05166 0.5844 0.04651 0.06356 0.06038 0.04017

Table 10 Benefit traits and non-benefit traits

P+ benefit trait 0.02773 0.6545 0.657 0.4651 0.4651 0.8642 0.4302

P− Non-benefit trait 0.04651 0.05166 0.050625 0.03198 0.6356 0.06038 0.0382

Table 11 Separation measures

S+i S+1 = 1.1462 S2 = 1.5148 S3 = 1.3971 S4 = 1.394 S5 = 1.4082

S−i S1 = 0.8434 S2 = 0.5643 S3 = 0.56598 S4 = 0.8864 S5 = 0.7825
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Table 12 Score value and ranking of different model vehicle

Score value Q1 = 0.4239 Q2 = 0.2714 Q3 = 0.28831 Q4 = 0.3887 Q5 = 0.35719

Ranking 1 5 4 2 3

0
0.05
0.1

0.15
0.2

0.25
0.3

0.35
0.4

0.45

Maruti Vitara
Brezza LXI

Honda Amaze Tata Tigor
XM

Hyndai Venue
E

Reynalt Kwid
Climber

Cc

Fig. 2 Graphical representation of ranking of the cars

4 Results and Discussion

The value of score is obtained by using Eq. (6). The ranking of alternatives with the
highest score valueQi is considered as the best solution. These are shown in Table 12.
Here for the values considered Maruti Vitara Brezza LXI comes as the best choice,
and others are ranked accordingly and shown in Fig. 2.

5 Conclusions

SAW and TOPSIS MADM techniques have been applied for the selection of vehicle
considering seven attributes of the available alternatives, i.e., different models of
various vehicle brands. SAWmethodwas applied to obtain the ranking of the different
vehicle models of same brand. One vehicle having maximum score value of top
ranked vehicle from every brand was selected. Selected best models of different
brands are Maruti Vitara Brezza LXI, Honda Amaze, Tata Tigor XM, Hyundai
VenueE and Renault Kwid Climber. TOPSIS method was applied to find the best
vehicle from these short-listed cars, and Maruti Vitara Brezza LXI is found the best
choice among the available alternatives. This algorithm can be utilized to obtain the
best selection as per the weight choices of any different vehicle buyer. Thus, this
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study may be useful for vehicle buyers and prove to be a more scientific way of
vehicle selection.
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Analyzing the Barriers of Green
Construction Using Interpretive
Structural Modeling

Niranjan Sahoo and Anil Kumar

1 Introduction

Green construction is the art of making building systems safer and more resource-
effective [1]. Sometimes, it is also referred to as green building or sustainable
building. This green construction process, therefore, supports the production of a
more favorable and eco-friendlier environment and this is achievablewith the collabo-
ration and coordination of various teammembers associatedwith a green construction
project. The green building also provides the same satisfaction, strength, and value
of design as traditionally constructed buildings. The green building movement also
provides numerous business chances to individuals associated with the construction
industry. Although there is an excellent advantage in green construction, its adaption
is not possible because of certain hindrances [2, 3]. One of the major obstacles is
that there are no proper guidelines for green construction.

Therefore, it is essential to analyze the critical barriers of green construction. It
is also essential to investigate the barriers while implementing the green building
concept. Based on a comprehensive literature review, the impediments to green
buildings can be classified into six categories. The barriers like financial, regula-
tory, management/leadership, technical, socio-cultural, and knowledge/awareness
are taken as key barriers for green construction. The above-mentioned six cate-
gories influence the operation and implementation of green construction. The top
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management of a construction project must be aware of the green construction
barriers.

The factors which characterize an issue can be best analyzedwith the help of inter-
pretive structural modeling (ISM) [4, 5]. It also indicates the nature of the complica-
tion of such barriers [6, 7]. This methodology also identifies the levels of the barriers
of green construction and ranking them according to their driving and dependence
power. From the literature survey and expert’s idea on green construction, six key
barriers have been selected. Further, a relationship matrix was developed, and finally,
an ISM model developed from the relationship matrix.

The objective of this paper is to investigate about the critical barriers of green
construction. The modeling technique is used to identify the rank as well as the
relationship status among the critical barriers of green construction. And finally, the
driver-dependence diagram is drawn with the help of MICMAC analysis.

2 Green Construction Barriers

The green construction practices have helped a lot in protecting the environment.
But there is a lot of barriers associated with green construction. To identify the
barriers and understand, the influence is a must for successful implementations of
green construction. For this, six key barriers have been identified, and it is shown
in Table 1. The financial barrier includes many factors like the fear of higher initial
investment costs, consumer worries about the benefit, no idea about the profit, and
the pay-back period. Many authors also proposed that the additional cost required for
implementing GC is a significant financial barrier. The regulatory barrier includes
insufficient government policies, green building codes, and government regulation.
It is also documented that the government must put some legislation and policies
for the successful implementation of the GC concept [8]. Excellent administration
and leadership have a crucial role in the success of GC. This barrier includes poor
leadership quality, no proper division of market according to customer potential,
lack of motivated managers, and lag in decision making. The higher authority of the
construction sector, likemanagers and leaders, has the leading role to play in attaining
the successful implementation of GC [9]. Without management support, it is very

Table 1 Identified key barriers of green construction

Key barrier Authors

FB Financial barriers [12, 13]

RB Regulatory barriers [8–10, 13, 14]

MB Management/leadership barriers [9, 10, 14]

TB Technical barriers [9, 10, 13, 14]

SB Socio-cultural barriers [9, 10, 13, 14]

KB Knowledge/awareness barriers [12, 11]
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tough to achieve the concept of GC. The role of a technical barrier for the success of
the GC project cannot be underestimated. This barrier includes the unavailability of
proper sustainable materials, sustainable measurement tools, lack of demonstrated
green projects, and lack of technical knowledge. The successes of any GC project
have a direct relationship with technical barriers. Rydin et al. [10] claimed that when
concerns arise regarding sustainable construction design, designers in the construc-
tion sector are not optimistic. Therefore, the designers must be thoroughly familiar
with the concepts of sustainable architecture to incorporate in their practice. It is also
documented that there is a lack of adequate guidance for the designers working in
sustainable construction projects [9]. The required technical knowledge for sustain-
able construction must be available in a proper format for easy understanding of
the design professionals and contractors. The conventional construction companies
have operated in a specific manner for an extended time period; therefore, it is chal-
lenging to change the pattern. Such change-resistance happens if the consumers and
stakeholders will not demand a green building. It is also documented that the loss
of demand for sustainable products is also a barrier for GC implementation [11].
A proper understanding and knowledge are required for the implementation of GC,
and it has been well documented [11, 12]. The knowledge/awareness barrier includes
inadequate expert’s knowledge, lack of information about the benefits of GC, confu-
sion about sustainability, inadequate knowledge as the foremost obstacles for the
implementation of GC [12].

3 ISMMethodology

ISM is a technique used to characterize among specific variables of a matter [4].
ISM methodology may be used as a tool for analyzing the nature of relationships
between system variables [15, 16]. It is documented that an ISM technique is used to
create a model for achieving India’s waste management target [17]. ISM enables the
establishment of relationships between different items/elements depending on their
power of driving and dependency [18, 19]. Currently, many researchers began the
use of the ISM method of their environmental associated decision making [20].

There are many obstacles to green building implementation. Therefore, exam-
ining the direct and indirect linkage among the constraints of green construction will
provide a better photograph of the situation than examining the constraints individu-
ally in isolation. The ISM approach is interpretive in nature and it interprets the fact
from the expert’s comments. It is also relational, as with the notion of courting, it
derives a basic structure from the selected variables. It is an approach that describes
the relationship among variables and creates a digraph for illustrating the structure
of the system. ISM is mainly meant as a group mastering system. Figure 1 represents
the steps required for creating an ISM model.
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Fig. 1 Structural outline to prepare an ISM model

3.1 Structural Self-Interaction Matrix (SSIM)

The current work identified significant barriers as variables to implement toward
green construction. Six variables were finalized from the literature survey to
implement green construction.

ISM technique uses the expert critiques in establishing the contextual relationship
between most of the variables under consideration [21, 22]. Due to this, a number
of elements need to be consulted with industry experts and academic professionals
to find out the nature of the contextual relationship. Those industry and academia
experts have to be well informed of the underlying issue. A contextual courting of the
type ‘leads to’ or ‘influences’ has to be selected for reading the factors. That means
one element is influencing every other element. To the premise of this, contextual
dating is advanced among the factors identified. The degree of association between
any factors (i and j) is decided by keeping the contextual relationship in mind. The
notations used for representing the degree of association between two factors are V,
A, X, and O.
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Table 2 SSIM of selected key barriers of green construction

Barriers KB SB TB MB RB FB

FB A V O A A

RB V V V V

MB X V A

TB V V

SB A

KB

where
V: Accomplishment of barrier i by j.
A: Accomplishment of barrier j by i.
X: Allow accomplishing each other.
O: The barriers unrelated to each other.
The SSIM is developed from the relevant linkage among the key barriers

(Table 2).

3.2 Reachability Matrix

The next step is to develop an initial reachability matrix (IRM) by replacing the
symbols V, A, X, or O to 1 and 0 in SSIM. The guidelines for creating IRM are:

Replace V by 1 for (i, j) and 0 for (j, i).
Replace A by 0 for (i, j) and 1 for (j, i).
Replace X by 1 for both (i, j) and (j, i).
Replace O by 0 for both (i, j) and (j, i).
The IRM is prepared in accordance with the rules. The final reachability matrix

is prepared after finding the transitive links with the help of experts (Tables 3 and 4).

Table 3 Initial reachability matrix

Barriers FB RB MB TB SB KB

FB 1 0 0 0 1 0

RB 1 1 1 1 1 1

MB 1 0 1 0 1 1

TB 0 0 1 1 1 1

SB 0 0 0 0 1 0

KB 1 0 1 0 1 1
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Table 4 Final reachability matrix

Barriers FB RB MB TB SB KB Driver power

FB 1 0 0 0 1 0 2

RB 1 1 1 1 1 1 6

MB 1 0 1 0 1 1 4

TB 1* 0 1 1 1 1 5

SB 0 0 0 0 1 0 1

KB 1 0 1 0 1 1 4

Dependence power 5 1 4 2 6 4

*Entries after incorporating the transitivities

3.3 Level Partitioning

In this step, the barriers are partitioned at different levels. The rules are as follows:
First rule: Find out the reachability and the antecedent set of each barrier.
Second rule: Find out the intersection set for each barriers.
Third rule: Find out the barriers whose reachability set and intersection set are

equal and leveled them as first.
Fourth rule: Remove the first level barriers from the matrix for further consider-

ation.
Fifth rule: Continues the process of iteration until figured out the levels for each

element.
Tables 5, 6, 7 and 8 represent the process of iteration.

Table 5 First iteration

Barriers Reachability set Antecedent set Intersection set Level

FB 1,5 1,2,3,4,6 1

RB 1,2,3,4,5,6 2 2

MB 1,3,5,6 2,3,4,6 3

TB 1,3,4,5,6 1,2,3,4,5,6 1,3,4,5,6 I

SB 5 1,2,3,4,5,6 5 I

KB 1,2,5,6 2,3,4,6 2,6

Table 6 Second iteration

Barriers Reachability set Antecedent set Intersection set Level

FB 1 1,2,3,6 1 II

RB 1,2,3,6 2 2

MB 1,3,6 2,3,6 3,6

KB 1,2,6 2,3,6 2,6
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Table 7 Third iteration

Barriers Reachability set Antecedent set Intersection set Level

RB 2, 3, 6 2 2

MB 3, 6 2, 3, 6 3, 6 III

KB 2, 6 2, 3, 6 2, 6 III

Table 8 Fourth iteration

Barriers Reachability set Antecedent set Intersection set Level

RB 2 2 2 IV

3.4 ISM Model

An ISM model is finally developed for the barriers of green construction, and it is
shown in Fig. 2.

Socio-cultural barrier 

Financial barrier 

Management/Leadership 
barrier 

Knowledge/Awarness bar-
rier 

Technical barrier 

Regulatory barrier 

Fig. 2 ISM-based model for the barriers of green construction



1126 N. Sahoo and A. Kumar

Fig. 3 Driving power and dependence power diagram

4 MICMAC Analysis

The primary purpose of this analysis is to find out the type of barriers depending
on driver power and the dependence power. According to this analysis, the barriers
are divided into four categories as independent, linkage, autonomous, and dependent
barriers, as presented in Fig. 3. The methodology for MICMAC analysis is given as:

Step-1: Determine the driving power and dependence power of each barrier.
Step-2: Classify the barriers into four categories.
Step-3: Determine the dominant barriers of green construction.

5 Results and Discussion

Figure 2 shows the relationships among the barriers of green construction. The
barriers are organized in four levels in a hierarchical structure. The regulatory barrier
(RB) is placed at the lowest level of the ISM model. It represents that the regu-
latory barrier (RB) having higher driving power though it is placed at the lowest
level. Therefore, the government should establish some policies/approach and pres-
surize the management of the construction companies to implement the use of green
practices. The driver-dependence diagram does not pose any autonomous barriers
(Fig. 3). It means that all the six barriers have some influences while implementing
the green construction project. It is also observed that the financial barrier (FB) and
socio-cultural barrier (SB) come under the dependent barriers. They are having weak
driving power but strong dependence power. Regulatory barrier (RB) and technical
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barrier (TB) are found as independent barriers. Hence, no barrier is unstable among
all the six green construction barriers picked.

6 Conclusion

Construction companies are facing a lot of problems implementing green practice.
The key barriers for the success of green construction practice have been identified.
Modeling has been done to form a model that shows the relationships among the
key barriers. The conclusions made from the study are discussed below. The lowest
level is occupied by the regulatory barrier (RB). The regulatory barrier (RB) also
drives the other barriers of green construction. The financial barrier (FB) and socio-
cultural barrier (SB) are depending on the other barriers. It is observed that all the
considered six barriers are having reliable driving power and can be responsible for
most of the other barriers. In the construction companies, the decision-maker should
theoretically address the barriers that hinder green building so that the desired targets
could be achieved.

The major drawback of ISM model is that it purely depends on the expert’s
comment and may fail due to the biasness of the experts. In the present work, the
model is not tested practically. The limitations may give a chance for the future work.
The validity and reliability of the ISM model may be checked through structural
equation modeling (SEM).

References

1. Council, U.G.B.: Building Design Leaders Collaborating on Carbon-Neutral Buildings by
2030. Press Release, May, 7 (2007)

2. Lam, P.T., Chan, E.H., Poon,C.S., Chau,C.K., Chun,K.P.: Factors affecting the implementation
of green specifications in construction. J. Environ. Manage. 91(3), 654–661 (2010)

3. Ofori, G., Kien, H.L.: Translating Singapore architects’ environmental awareness into decision
making. Build. Res. Inf. 32(1), 27–37 (2004)

4. Warfield, J.N.: Developing interconnection matrices in structural modeling. IEEE Trans. Syst.
Man Cybern. 1, 81–87 (1974)

5. Sage, A. P. Methodology for large-scale systems (1977).
6. Mandal, A., Deshmukh, S.G.: Vendor selection using interpretive structural modelling (ISM).

Int. J. Oper. Prod. Manage. 14 (6), 52–59 (1994)
7. Jharkharia, S., Shankar, R.: IT-enablement of supply chains: understanding the barriers. J.

Enterp. Inf. Manage. 18(1), 11–27 (2005)
8. Dzokoto, S.D., Dadzie, J.: Barriers to sustainable construction in the Ghanaian construction

industry: consultant’s perspectives In: Laryea. In: Agyepong, S.(eds) Procs 5th West Africa
Built Environment Research (WABER) Conference, pp. 12–14 (2013).

9. Osaily, N.Z.: The key Barriers to Implementing Sustainable Construction inWest Bank–Pales-
tine, p. 63. University of Wales, UK (2010)

10. Rydin, Y., Amjad, U., Nye, M., Moore, S., Whitaker, M.: Sustainable Construction and Plan-
ning: The Academic Report. Centre for Environmental Policy and Governance, The LSE
SusCon Project, CEPG, London School of Economics, London (2006)



1128 N. Sahoo and A. Kumar

11. Williams, K., Dair, C.: What is stopping sustainable building in England? Barriers experienced
by stakeholders in delivering sustainable developments. Sustain. Dev. 15(3), 135–147 (2007)

12. Häkkinen, T., Belloni, K.: Barriers and drivers for sustainable building. Build. Res. Inf. 39(3),
239–255 (2011)

13. Hydes, K.R., Creech, L.: Reducing mechanical equipment cost: the economics of green design.
Build. Res. Inf. 28(5–6), 403–407 (2000)

14. Nelms, C., Russell, A.D., Lence, B.J.: Assessing the performance of sustainable technologies
for building projects. Can. J. Civ. Eng. 32(1), 114–128 (2005)

15. Sage, A. P. Methodology for Large-scale System, pp. 91–164. McGraw-Hill, New York, NY
(1977).

16. Saxena, J.P., Vrat, P.: Scenario building: a critical study of energy conservation in the Indian
cement industry. Technol. Forecast. Soc. Chang. 41(2), 121–146 (1992)

17. Sharma, H.D., Gupta, A.D.: The objectives of waste management in India: a futures inquiry.
Technol. Forecast. Soc. Chang. 48(3), 285–309 (1995)

18. Mandal, A., Deshmukh, S.G.: Vendor selection using interpretive structural modelling (ISM).
Int. J. Oper. Prod. Manage. 14(6), 52–59 (1994)

19. Mangla, S., Madaan, J., Chan, F.T.: Analysis of flexible decision strategies for sustainability-
focused green product recovery system. Int. J. Prod. Res. 51(11), 3428–3442 (2013)

20. Jia, P., Diabat, A.,Mathiyazhagan,K.: Analyzing the SSCMpractices in themining andmineral
industry by ISM approach. Res. Policy 46, 76–85 (2015)

21. Ravi, V., Shankar, R., Tiwari, M.K.: Productivity improvement of a computer hardware supply
chain. Int. J. Prod. Perform. Manage. 54(4), 239–255 (2005)

22. Hasan, M.A., Shankar, R., Sarkis, J.: A study of barriers to agile manufacturing. Int. J. Agile
Syst. Manage. 2(1), 1–22 (2007)

23. Shankar, R., Narain, R., Agarwal, A.: An interpretive structural modeling of knowledge
management in engineering industries. J. Adv. Manage. Res. 1(1), 28–40 (2003)

24. Luthra, S., Kumar, V., Kumar, S., Haleem, A.: Barriers to implement green supply chain
management in automobile industry using interpretive structural modeling technique: an Indian
perspective. J. Ind. Eng. Manage. (JIEM) 4(2), 231–257 (2011)

25. Barve, A., Kanda, A., Shankar, R.: Analysis of interaction among the barriers of third party
logistics. Int. J. Agile Syst. Manage. 2(1), 109–129 (2007)



Challenges of Battery Production: A Case
Study of Electrical Vehicles in India

Sanjeev Kumar and Amit Pal

1 Introduction

Today, world is facing severe environmental problems of greenhouse gas emissions,
urban pollution, and fossil fuel exhaustion directing energy security issues, for which
electromobility possibly will be a preeminent option to counter these problems, as
a road transport system in which vehicles utilize electricity for propulsion. In this
transport system, power is obtained from a battery to drive the electric motor, which
finally propels the vehicle. Hence, high-performance batteries of reasonable cost are
the fundamental requirement for transferring the transport system from conventional
(vehicles using IC engines for power requirement) to newer, i.e., electric vehicles
(EVs). Amjad et al. [1]; Peng et al. [2]; Tie and Tan [3] andAndwari et al. [4] revealed
benefits of battery electric vehicles (BEVs), first as its principle is simple and secondly
removal of the internal combustion engine (ICE) and the fuel tank. Andwari et al. [4]
explained various advantages of BEVs as highly efficient, zero tailpipe emissions,
advantageous for local air quality, higher acceleration, charging during the night
(home stay) on low-cost electricity, which is produced by power station, situated
far from residential areas, using any type of fuel together with renewables. Today,
a wide range of successful models of BEVs runs on the road, ranging the low-cost
to the high-cost brands. Also, a huge investment is being made by the government
in infrastructure, due to which possibilities of adoption of BEVs have increased.
Conventional IC-engine-driven vehicle obtains power through burning of petroleum
fuel, unlike in BEVs power is supplied by a rechargeable aboard battery system.
Primary requirement of batteries in BEVs is to grasp high amount of energy from
single charge to facilitate longer range. To enable such property, specific materials
are used for constructing the batteries, consequential in elevated cost. Batteries used
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Table 1 Battery manufacturers in India

Name of industry Lead–acid Li-ion References

Exide Industries Ltd Yes No https://www.exideindustries.com/
about/about-exide.aspx [18]

Amara Raja Batteries Ltd Yes Yes https://www.amararajabatteries.com/
about/technology-focus [19]

HBL Power Systems Ltd Yes No https://www.hbl.in/product-1-batteries
[20]

Okaya Power Ltd Yes Yes https://www.okayapower.com/e-ric
kshaw-batteries.php [21]

Southern Batteries Pvt Ltd Yes No http://www.southernbatteries.com/
about_profile.htm [22]

Artheon Electronics Ltd Yes No http://www.artheonelec.com/aboutu
s.asp [23]

TATA Green Batteries Yes No https://www.tatagreenbattery.com/cms/
products [24]

for propulsion of BEVs are different from the batteries used for starting, lighting,
and ignition because they supply power above-sustained periods of time. These
batteries have comparativelymore power/weight (lightweight), specific energy (more
range) for improved performance. Specific energy of presently available battery
systems is nether in comparison with petroleum fuel, and its impacts reflect on
most of the electric range of the vehicles. Commonly, batteries used in electric
vehicles include lead–acid battery, nickel–cadmium (Ni-Cd), nickel–metal Hydride
(NiMH), lithium-ion (Li-ion), zinc–air, and sodium–nickel chloride (NaNiCl2). But
on searching Web sites of different brands of battery electrical vehicles manufac-
turers, such as Tesla, Hyundai, and Tata, it was found that most of the BEVs are
equipped with either lithium-ion or lithium polymer batteries, due to the property of
their high energy density in comparison with their weight. In Table 1, a list of some
of the important global manufacturers of BEVs is compiled, and it can be concluded
that most of the models of BEVs utilize lithium-ion batteries for the power require-
ment to propel the vehicle. However, in India, usually lead–acid batteries are being
utilized for propulsion in E-rickshaws (electrical-rickshaw).

2 Research Methodology

The researcher gave consideration for BEVs since at the end of the twentieth century
or start of twenty-first century, but battery productionwas being considered an impor-
tant subject due to the requirement of an energy storage device for various applica-
tions for long time. Hence, the researcher papers of previous decade were of prime
concerns, but earlier paperswere also studiedwith focused on the type of battery tech-
nologies utilized for vehicle propulsion purpose and challenges of battery production.

https://www.exideindustries.com/about/about-exide.aspx
https://www.amararajabatteries.com/about/technology-focus
https://www.hbl.in/product-1-batteries
https://www.okayapower.com/e-rickshaw-batteries.php
http://www.southernbatteries.com/about_profile.htm
http://www.artheonelec.com/aboutus.asp
https://www.tatagreenbattery.com/cms/products
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Web sites of battery manufacturers in India were searched aiming to know the types
of battery technologies produced in India and that of BEVs manufacturers glob-
ally to know the types of batteries utilized by the various brands of cars. Simple
additive weighing (SAW) method was used to obtain the ranking of various battery
technologies.

3 Battery Technology

Andwari et al. [4] observed the important predicaments in the expansion in addition
to market infiltration of electrical vehicles, as the technological keenness of batteries
and the energy storage system. Burke et al. [5] compiled the important parameters
for batteries as energy density (range and weight determination), the power density
(acceleration requirement), the battery life (cycle as well as calendar both), and cost
in addition to protection. Fotouhi et al. [6] told that while designing any technology
or battery, a transaction between energy and power density is followed. Manzetti
and Mariasiu [7] revealed that the size of battery is normally determined through its
energy necessities for the purpose of allowing a definite range to be reached along
with the adoption of advanced technology and material composition. Budde-Meiwes
et al. [8] explained various important characteristics for classification of the battery
technologies, as given as.

1. Power density: Elevated values of power density both of gravimetric and volu-
metric insinuate less electrical resistance, which consequential in less energy
losses in addition to high-power capability.

2. Energy density: Elevated values of energy density both of gravimetric and
volumetric of batteries are the key requirement.

3. Energy efficiency. It is the ratio of energy, which can be retrieved to the energy
supplied for charging. It is essential to evade overheating.

4. Battery life: Both calendar as well as cycle lifetime are considered.
5. Costs: It is an important parameter for selection of the battery. The particular

necessities of battery and quality features determine the cost.

Budde-Meiwes et al. [8]; Tie and Tan [3]; Andwari et al. [4] gave an overview of
various battery technologies, and some are explained briefly as following.

3.1 Lead–Acid Battery

In spite of broad and unremitting hard work, “lead–acid” battery was invented in
1859, by Gaston Plante. Miller [9] told about its lesser specific energy, ranging from
20 and 40 Wh/kg. Budde-Meiwes [10] observed the various problems in lead–acid
batteries, due to which, these are installed with BEVs if the operating distance is less
and not varying, weight is not so important and a stumpy price is critical. There is
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a liquid electrolyte or an electrolyte duly adsorbed in a mat of glass-fiber in these
batteries. Potentials of lead–acid batteries are considered as the stumpy substance
expenditure, inherent protection, and elevated salvage quotes (>95%, the maximum
of the entire battery technologies). Lead–acid batteries are considered as a capable
alternative and for future development too. Budde-Meiwes et al. [8] told that in every
electric vehicle, a small lead–acid battery is also fixed for safekeeping. In case of
accident with BEV, this battery can supply power.

3.2 Ni–Cd Battery

These batteries have a diminutive superior energy density in comparison of lead–
acid batteries, but power density is much advanced, at the lot of prominent specific
battery costs. Also, Ni–Cd batteries provide security necessities at the time of acci-
dent. Manzetti and Mariasiu [7] observed major disadvantage of this battery as the
utilization of cadmium (heavy metal) in the manufacturing, by means of detrimental
effects on the ambiance and living things andEuropeanUnion (EU) directives already
limited the utilization of Ni–Cd batteries.

3.3 NiMH Battery

According toManzetti andMariasiu [7], production and operation of NiMHbatteries
are similar to Ni–Cd, and it is an improvement of nickel–cadmium batteries, focusing
devoid of toxic cadmium and keeping the benefits of nickel–cadmium batteries.
Budde-Meiwes et al. [8] stated that absence of memory effect is considered as the
major benefit of NiMH batteries, due to which these batteries have maximum load
capacity. Major favorable characteristics are its energy density (approximately twice
as compared to Ni–Cd batteries), elevated power density, and the adequate battery
life; however, deep temperature execution is reduced comparatively.

3.4 Sodium–Nickel Chloride Battery

This battery is also identified as the “ZEBRA battery,” and ZEBRA stands for zero-
emission battery research activities. Manzetti and Mariasiu [7] explained that in this
battery, liquid salt at the working temperature of 270–350 °C and a solid ceramic
electrolyte are utilized. Solid electrolyte also performs the function of separator.
Main strength of this battery is its elevated hoarded energy density. According to
Budde-Meiwes et al. [8], the most important drawbacks are associated to its work-
able security and the repository capacity for prolonged duration, which includes its
high working temperature approximately 300 °C, and for that good separation is
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needed. A lowering of temperature tends to an elevated thermo-mechanical stress
for solid ceramic electrolyte. Other drawbacks are the constricted power and the
self-discharge. Therefore, ZEBRA batteries utilization in personal vehicles is intri-
cate due to its low range and thermal losses. Expenses are approximately similar to
lithium-ion batteries. Budde-Meiwes et al. [8] further added that the research on these
batteries is relatively insufficient and only two companies are involved in developing
these batteries globally.

3.5 Lithium-Ion Batteries

Li-ion batteries remain acknowledged for their excellent uses from lower and higher
power devices in addition to moveable electronics gadgets due to their elevated
energy density and efficiency. Leadbetter [11]; Suberu [12] described that carbon
graphite is used to manufacture the anode and lithiated metallic oxide for cathode
of Li-ion battery. The energy storage material comprises a blend of lithium salts
along with organic carbonates. Important features of Li-ion batteries can be summa-
rized as its extended life cycle more than 3000, high-speed charge and discharge
potential, elevated energy density, specific energy, the low fraction of self-discharge,
manufactured in different configurations and dimensions, light and more operating
characteristic curve (OCV) in comparison with other batteries and essentially safe
from environmental point of view. The main disadvantage is its excess manufac-
turing cost. Because of the absence of internal overcharge process, every cell has
to be managed independently to shun overcharging of any individual cell because
this would lastly direct to the demolition of that particular cell. For the sake of cells,
charging and discharging process stopped, while any cell attains full state of charge
or discharge. An additional benefit that makes its suitability of its utilization for
battery electric vehicles is the high-capacity use still on high current rates.

3.6 Supercapacitors

Supercapacitors are also called electrochemical twofold capacitors, which can accu-
mulate and dispatch energy hastily on large current rates instantly. Supercapacitors
contain an extremely high-power density aswell as surpass almost every battery tech-
nology for the cycle lifetime. But supercapacitors have very lower energy density in
comparison with batteries, which is why they are suitable for buffers only to be used
jointlywith other energy storage system.Karden et al. [13] explained that supercapac-
itors are used to compensate the property of less power density and hybridization of
energy storage system, particularly to provide pulse power. Commercial supercapac-
itors typically include two actuated carbon electrodes with carbon-based electrolyte.
Burke [8]; Budde-Meiwes et al. [14] wrote that chemical reaction does not take place
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while charging and discharging process; hence, these processes are highly reversible,
which provide an extensive cycle lifetime, beyond five lac full cycles.

3.7 Lithium–Carbon Capacitors

These are the coalescence of a supercapacitor with a lithium-ion battery also known
as hybrid capacitors focusing to combine the beneficent traits of both. Cericola and
Kotz [15] explained that in this combination, power density as well as cycle lifetime
increases in comparison with lithium-ion batteries, and also energy density increases
twice more than supercapacitors. In this combination usually, one electrode is taken
of supercapacitor while others of battery and electrolyte used are organic. Further,
these capacitors permit superior cell voltages of cell up to 4 V and acquire a superior
power density. However, cycle life time ismore than batteries till now, but it is limited
with the battery electrode. It was also told that lithium capacitors are in initial phase
of commercialization.

3.8 Future Research

One of the future technologies is lithium–sulfur, in which for active matter on the
anode is made of Li metal and cathode is a combination of basic sulfur alongside
carbon. Kolosnitsyn and Karaseva [16] told the advantages of this concept as higher
energy density, i.e., greater than 2500 Wh/kg, can be attained. Further some of these
cells can perform well at the temperatures lower than −30 °C, which makes its
utilization suitable in automotive applications, higher efficiency, i.e., over 80%, and
charging and discharging efficiency is also fairly good.

In another technology, oxygen of atmosphere is to be utilized for active material
in cathode side and pure metal at anode. Due to which oxygen is obtainable univer-
sally, we have to store merely metal in the battery. An electrolyte is provided amid
permeable membrane and lithium like metal anode. The porous membrane remains
in the contact of atmosphere, and electrolyte transfers the solvate lithium cations to
that membrane where reaction takes place with the oxygen. Due to this membrane, it
is considered as a combination of a battery with a fuel cell. According to Kolosnitsyn
and Karaseva [8]; Budde-Meiwes et al. [16], energy density of 13 KWh/kg can be
attained by a lithium–air battery. Main challenges includes the life cycles, the secu-
rity concerns, and the lifetime. Apart from these battery technologies, researchers
and industries from all over the world are engaged to develop the energy storage
system with utmost potential.
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4 Battery Production in India

The battery production has been the core issue as the energy storage device for
various applications.Mohanty and Kotak [17] told that there is a wide scope for India
in research and development of battery technologies as well as battery management
system (BMS) that will propel affordability and acceptance. Modification of battery
systems according to local weather conditions in addition to transport infrastructure
will give better performance. One of the causes for leisurely succession of BEVs into
India is to be short of manufacturers, particularly in four-wheeler area. Further Faster
Adoption and Manufacturing of (Hybrid &) Electric Vehicles in India (FAME) plan
launched by Indian government for development, manufacturing, and rapid adoption
of electrical vehicles is accommodating local companies exclusively for incentives,
which can be taken as opportunity by Indian manufacturers.

Various Web sites are searched aiming to know that which types of batteries are
produced by Indian manufacturers. It can be seen from Table 1, nearly most of the
manufacturers are producing mostly lead–acid batteries, while Amara Raja Batteries
Ltd and Okaya are manufacturing lead–acid battery and also Li-ion battery. It was
also studied that manufacturers of batteries are interesting to collaborate with BEVs
manufacturing industries.

4.1 Assessment of Parameters

On the basis of literature review, various parameters were identified which are given
in Table 2.

5 Evaluation of Battery Technologies Using MCDM Tool

Chaitanya and Srinivas [30] explained that MCDMs may be referred as the tools
or techniques utilized to make the decision when multiple, mostly contradictory,
criteria. These methods are broadly utilized to calculate different type of quantita-
tive and qualitative problems. Further, these techniques are utilized to make orders
or groups of the available alternatives. Kaur and Kadam [31] told that MADMs
approach considers both static and dynamic attributes and can provide ranking to
the twinned reference. The SAW method of MADMs was utilized to find out the
top-quality resources among all the available matching resources. MADM method
involves a number of choices called alternatives, and the criteria onwhich the choices
are based called attributes. These attributes may have different weights, that is,
varying level of preference of a criterion. Any MCDM tool includes the basic steps
as given below (i) identification and determination of the choices called alterna-
tives and the criterion known as the attributes for evaluation, (ii) measurement of
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Table 2 Battery manufacturing challenging parameters

Parameters References

1 Production costs Kwade et al. [25]; Vayrynen and
Salminen [26]; Deng [27]; Knoche and
Reinhart [28]

2 Scale up issue Kwade et al. [25]; Vayrynen and
Salminen [26]; Deng [27]; Knoche and
Reinhart [28]

3 Availability of lithium reserve Kwade et al. [25]; Mohanty and Kotak
[17]; Deng [27]

4 Fast charging requirement Deng [27]; Schnell et al. [29]; Knoche
and Reinhart [28]

5 FAME plan supports to Indian company
exclusive

Mohanty and Kotak [17]

6 Safety concern Deng [27]; Kwade et al. [25]; Schnell
et al. [29];

7 Handling of toxic materials Vayrynen and Salminen [26]; Schnell
et al. [29]

8 Recycling of materials Vayrynen and Salminen [26]; Deng [27];
Knoche and Reinhart [28]

9 Mechanical stability Schnell et al. [29]; Kwade et al. [25]

10 Handling of large volumes of
contaminated waste

Deng [27]; Kwade et al. [25]

11 Battery swelling Kwade et al. [25]

relative importance of the attributes and the alternatives, and (iii) calculation of
performance measures of the alternatives for ranking. There are various MADM
techniques, i.e., SAW, weighted product model (WPM), analytical hierarchy process
(AHP), analytical network process (ANP), technique for order of preference by simi-
larity to ideal solution (TOPSIS), Vise Kriterijumska Optimizacija I Kompromisno
Resenje (VIKORwhichmeans:multi-criteria optimization and compromise solution,
with pronunciation), etc. Out of various MADMs, SAWmethod is an easy method to
apply. Adriyendi [32] told that in SAW method, weights are given to each attribute.
The attributes are alienated on the basis of favorable and non-favorable attributes.
Consequently, a normalized matrix is obtained in terms of proportion. For favorable
attributes, all value divided by max value, however, particular element of normalized
value for cost criteria is obtained by dividing the minimum value of cost criteria by
that particular element value. Allocated weight is multiplied to each criterion, and
then, sum of rows are obtained which give the SAW score. On the basis of SAW
score, ranks of the alternatives are obtained.

Step 1: Construction of Decision Matrix

As per the values of chosen six characteristics of the selected batteries in Table 3, a
decision matrix was made as given in Table 4.
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Table 3 Collected data for different batteries parameters

Parameters → Specific
power
(W/kg)

Specific
energy
Wh/kg

Energy
efficiency
%

Power/weight Cycle life
time (no.
charging)

aCost
(USD/kWh)Type of

battery↓
Lead–acid
battery

180 35 80 180 1000 100

Ni-Cd 200 70 75 150 2000 225-675

NiMH 200–300a 80 70 1000 3000 700–800

NaNiCl2 150. 90–120 80 1500 1200 200–250

Li-ion 300 150 80 1800 1000 700

aMaximum values are taken for calculation

Table 4 Decision matrix

Crt1 Crt2 Crt3 Crt4 Crt5 Crt6

Alt1 180 35 80 180 1000 100

Alt 2 200 70 75 150 2000 675

Alt 3 300 80 70 1000 3000 800

Alt 4 150 120 80 1500 1200 250

Alt 5 300 150 80 1800 1000 700

From the available battery technologies, Lead–acid (Alt1), nickel–cadmium (Alt
2), nickel–metal hydride (Alt3), sodium–nickel chloride (Alt4), and lithium-ion (Alt5)
batteries were chosen as alternatives (Alts), and the six properties are taken as the
criteria, i.e., specific power (Crt1), specific energy (Crt2), energy efficiency (Crt3),
power/weight (Crt4), cycle life time (Crt5), and cost (Crt6). Values of these properties
for the particular battery technology are given in Table 3. These values are on the
basis of various research paper, i.e., Andwari et al. [4] Tie and Tan [3], Manzetti and
Mariasiu [7], and Suberu et al. [14].

Step 2: Construct the normalized decision matrix

For favorable attribute : Ei j = Vi j

Vi jMax
(1)

For non nonfavorable attribute : Ei j = Vi jMin

Vi j
(2)

where Eij is the element value of decision matrix and Vij is the values of different
properties for different technologies (Table 5).

Weights for different criteria are taken as given in Table 6 with the condition of∑
W = 1.
Step 3: Construction of normalized decision matrix with weight.
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Table 5 Normalized decision matrix

Crt1 Crt2 Crt3 Crt4 Crt5 Crt6

Alt1 0.6000 0.2333 1.0000 0.1000 0.3333 1.0000

Alt 2 0.6667 0.4667 0.9375 0.0833 0.6667 0.1481

Alt 3 1.0000 0.5333 0.8750 0.5556 1.0000 0.1250

Alt 4 0.5000 0.8000 1.0000 0.8333 0.4000 0.4000

Alt 5 1.0000 1.0000 1.0000 1.0000 0.3333 0.1429

Table 6 Weight of parameters

Crt1 Crt2 Crt3 Crt4 Crt5 Crt6

0.15 0.2 0.2 0.15 0.15 0.15

Ti j = Wi j × Ei j

where Tij is elemental value of normalized decision matrix with weight (Table 7).

Step 4: Obtain the score of chosen alternatives

Step 5: Ranking of the alternative

On the basis of score in Table 8, ranks of the alternatives were determined as given in
Table 9. Alternatives 1, 2, 3, 4, and 5 obtained the rank as 4, 5, 2, 3, and 1, respectively.

Table 7 Normalized decision matrix (weighted)

Crt1 Crt2 Crt3 Crt4 Crt5 Crt6

Alt1 0.09 0.04666 0.2 0.015 0.049995 0.15

Alt 2 0.100005 0.09334 0.1875 0.01249 0.100005 0.02221

Alt 3 0.15 0.10666 0.175 0.08334 0.15 0.01875

Alt 4 0.075 0.16 0.2 0.12495 0.06 0.06

Alt 5 0.15 0.2 0.2 0.15 0.049995 0.02143

Table 8 Score matrix

Crt1 Crt2 Crt3 Crt4 Crt5 Crt6 Score

Alt1 0.0900 0.0467 0.2000 0.0150 0.0500 0.1500 0.5517

Alt 2 0.1000 0.0933 0.1875 0.0125 0.1000 0.0222 0.5156

Alt 3 0.1500 0.1067 0.1750 0.0833 0.1500 0.0188 0.6838

Alt 4 0.0750 0.1600 0.2000 0.1250 0.0600 0.0600 0.6800

Alt 5 0.1500 0.2000 0.2000 0.1500 0.0500 0.0214 0.7714
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Table 9 Rank of alternatives

Crt1 Crt2 Crt3 Crt4 Crt5 Crt6 Score Rank

Alt1 0.0900 0.0467 0.2000 0.0150 0.0500 0.1500 0.5517 4

Alt 2 0.1000 0.0933 0.1875 0.0125 0.1000 0.0222 0.5156 5

Alt 3 0.1500 0.1067 0.1750 0.0833 0.1500 0.0188 0.6838 2

Alt 4 0.0750 0.1600 0.2000 0.1250 0.0600 0.0600 0.6800 3

Alt 5 0.1500 0.2000 0.2000 0.1500 0.0500 0.0214 0.7714 1

0.0000
0.1000
0.2000
0.3000
0.4000
0.5000
0.6000
0.7000
0.8000
0.9000

Lead Acd Ni-Cd NiMH NaNiCl2 Li Ion

Rankings of Battery Technologies 

Score Obtained

Fig. 1 Score obtained by chosen battery technology through SAW method

Hence, on the basis of ranking obtained through the SAWmethod, Li-ion battery
technology stood first followed by NiMH. Score obtained by chosen battery tech-
nology was also described with the help of bar graph in Fig. 1. However, sodium
nickel chloride (ZEBRA) battery also scored very near to NiMH. Further in actual
practice, various automobile manufacturers use Li-ion battery, as given in Table 10.
Therefore, it can be concluded that Li-ion battery technology should be considered
as the best battery technology at present situation. But use of NiMH and ZEBRA
batteries may also be an attractive alternative to Li-ion batteries.

6 Conclusion

In this work, challenging parameters for production of batteries for BEVs were iden-
tified. Evaluation of battery technologies was performed by applying SAW method,
and the ranking of various battery technologies was obtained. According to ranking,
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Table 10 Type of battery installed in top brands of passenger cars

S. No. Model/Brand of BEV Type of battery pack installed References

1 Tata Nexon EV Lithium-ion battery https://www.indiatoday.in/auto/
latest-auto-news/story/tata-
nexon-ev-launch-today-price-
features-specifications-battery-
range-warranty-all-other-det
ails-explained-1640744-2020-
01-28 [33]

2 Tesla Model 3 Lithium-ion battery https://en.wikipedia.org/wiki/
Tesla_Model_3 [34]

3 KONA Electric Lithium-ion polymer https://www.hyundai.com/con
tent/dam/hyundai/in/en/data/
brochure/Hyundai_KONA_
SUV_brochure.pdf [35]

4 MG ZS EV Lithium-ion battery https://www.zigwheels.com/
news-eatures/news/mg-zs-ele
ctric-suv-could-come-with-a-
73kwh-battery-in-two-years/
36325/#leadform [36]

5 Tata Tigor EV Lithium-ion battery https://www.zigwheels.com/
newcars/Tata/tigor-ev/xe-plus#
leadform [37]

6 Mahindra E Verito Lithium-ion battery https://www.cardekho.com/
mahindra/e-verito/specs [38]

7 Honda e Lithium-ion battery https://www.honda.co.uk/con
tent/dam/local/uk/brochures/
cars/Honda-e-Brochure-20YM.
pdf [39]

Li-ion battery technology was found best among the chosen alternatives. But it was
also revealed through the study that NiMH and ZEBRA batteries may also prove the
potential alternative to Li-ion batteries.
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Solid Waste Management Practices
in Indian Cities

Priyanka Goyal and Amit Pal

1 Introduction

Solid wastes are the wastes originating from human and animals activities that are
usually discarded as unwanted. The discarded wastes are often reusable and consid-
ered a resource in another process. Solid waste management refers to all the activities
which are associated with the handling of discarded materials from generation to the
ultimate residual disposition of solid wastes. Solid waste management is one of the
primary concerns of both the developed and developing countries [1, 2]. Themanage-
ment process operates under a range of formal and informal sectors with different
level of efficiency. Inefficiency in waste management and other issues associated
with it greatly obstruct not only economic and physical development but also social
development in growing cities [3, 4].

The municipal solid waste is a heterogeneous blend of cloth, metal glass, plastic,
paper, organic waste demolition and construction debris, etc., which generates from
household, market, road cleaning and various commercial activities. In India, about
62 million tons of municipal solid waste generated annually, 82% is being collected,
and remaining 18% is littered; only 28% is being treated and disposed out of the total
collected waste. In India, municipal solid waste (MSW) generation rate for small
cities is 200–300 gm/capita, for medium cities, rate is about 300–400 gm/capita, and
for large cities, generation rate is 400–600 gm/capita [5].
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S. No. States Waste
quantity
generated
(TPD)

Waste
collected
(TPD)

% of waste
collected

Waste
treated
(TPD)

% of treated
waste

1 Andhra
Pradesh and
Telangana

11,500 10,656 93 9418 82

2 Arunachal
Pradesh

110 82 82 74 74

3 Chandigarh 340 330 97 250 74

4 Chhattisgarh 1896 1704 90 168 9

5 Delhi 8390 7000 83 4150 49

6 Gujarat 9227 9227 100 1354 15

7 Haryana 3490 3440 99 570 16

8 Himachal
Pradesh

300 240 80 150 50

9 Jammu &
Kashmir

1792 1322 74 320 18

10 Karnataka 8784 7602 87 2000 23

11 Kerala 1576 776 49 470 30

12 Madhya
Pradesh

5079 4298 85 802 16

13 Maharashtra 26,820 14,900 56 4700 18

14 Orissa 2460 2107 86 30 1

15 Punjab 3900 3853 99 32 1

16 Rajasthan 5037 2491 49 490 10

17 Tamil Nadu 14,532 14,234 98 1607 11

18 Uttar Pradesh 19,180 19,180 100 5197 27

20 West Bengal 8674 7196 83 1415 16

Total 134,100 111,651 – 33,197 –

Management of municipal solid waste (MSW) in metropolitan areas has come
out as one of the biggest challenges faced by our country not only in terms of
environmental and aesthetic impact but also the potential threat to public health,
resulting from improper and non-scientific handling of municipal waste. There is an
urgent need to put up extra efforts to achieve 100% scientific treatment and disposal
of MSW by 2019.

1.1 Sources of MSW

MSW is usually consists of street sweeping, garden wastes, rubbish, food wastes,
demolition and construction wastes as shown in Fig. 1. Numbers of factors which
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Fig. 1 Composition of Municipal Solid Waste in India [7]

affect the properties of municipal solid waste are climate, per capita income, degree
of industrialization and urbanization [6].

2 Integrated Municipal Solid Waste Management

The hierarchy is shown in Fig. 2 for the integrated waste management system.

Fig. 2 Integrated solid waste management hierarchy [6]
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2.1 Collection of Municipal Solid Wastes

“Collection and transportation of solid waste include the storage at the source level
and various pick-up locations, collection by the workers, trucks moving near the
locality and transportation of the waste to the transfer points or stations or to a
disposal area.” Waste collection is a more costly and complex process. It consumes
approximately 60–80% of the total solid waste budget of the community. Therefore,
there is a requirement for advancement in the collection system which can overall
cut the cost effectively [6–8].

Following mentioned steps need to be taken by the urban local bodies to forbid
littering and to ease compliance [9, 15].

• House-to-house collection, central or community bin collection and collection by
using musical bell of the vehicle should be organized to collect the municipal
solid wastes.

• Hazardous waste such as biomedical wastes, construction and demolition wastes
and industrial wastes must follow the rules to dispose off and shall not be mixed
with the municipal solid waste.

• Strict norms shall be regulated for the burning of waste.

2.2 Segregation at Source Level

Segregation of waste is the more specific art of separating dry waste which may
include glass, metal, etc., from wet waste including organic waste. Segregation at
source level involves the separation of waste into various streams at the time of
disposing [10, 11].

Segregation of solid waste at generation level is important to manage the waste
effectively as it.

• Reduces municipal efforts and resources spent for post collection segregation.
• Avoids the mixing of recyclable waste with wet and hazardous waste during

discarding.
• Ensures the good health and dignity of waste collection workers.
• Enhances the processes to recycle and reuse of waste materials.
• Reduces the landfilling.

Source segregation is completely a manual process as it requires the involvement
of an individual in the act of segregation. Municipal authorities should take the
initiative to encourage the individuals to segregate the waste into dry and wet waste
streams at source level itself. In Indian cities, collection of papers, plastics and other
waste by “kabaris” is also very effective in keeping away a dry waste from landfills.
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2.3 Segregated Waste Collection and Its Transportation

Segregated collection of waste from the source is a very important step in the solid
waste management system. Segregated waste collection improves the potential of an
effective treatment of waste in terms of cost [12, 13].

Waste collection is categorized into two following groups:

• Primary collection: It is the process of collection of waste from institutions,
markets, households and the various commercial units and transfer the waste to
the disposal site.

• Secondary collection: It is the process of collection of waste from central bins,
storage site or transfer stations and taking it to waste processing site or the landfill.
There should be synchronization in primary and secondary collection system to
avoid waste littering on streets and roads.

3 Waste Processing and Treatment

The process of remanufacturing and processing collectedwaste is known as recycling
and recovery. It reduces adverse environmental impact and the burden of managing
waste by diverting a significant amount ofmunicipal, business and institutionalwaste.
The revenues generated through this result in reducing the overall cost of MSWM
[1, 14, 15].

4 Processing Technology

Organics are separated from recyclables and other high calorific waste using pre-
processing facilities at an ISWM plants. Manure or energy is produced depending
on whether the organic waste is processed anaerobically or composted aerobically.
High calorific wastes can be co-processed in cement plants or as a fuel after being
baled or processed. Number of techniques are available for processing of waste as
shown in Fig. 3.

4.1 Material Recovery Facility

In material recovery facility, recyclable and non-biodegradable solid waste collected
is sorted. Waste is segregated into different domains (bottles, plastics, etc.) and is
then sold to intermediaries. MRFs can be classified as manual or mechanized based
on the level of mechanization and scale [12, 21]. Small-scale MRFs are operated
and managed by informal sector, whereas the latter has sophisticated systems and
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Fig. 3 Waste to wealth technologies [16]

Fig. 4 Colour coding based on type of waste [17]
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Fig. 5 Treatment procedure of biomedical waste [17]

equipment that offer a highly efficient segregation of materials into the different
domain.

4.2 Composting

It refers to “digesting” theMSW biologically under the controlled aerobic condition,
so it may be recycled for other purposes. It can be carried out at either decentralized
level or a centralized level based on the feasibility of implementation [1, 3]. However,
at both centralized and decentralized level, significant pre-processing is required, and
only segregated organic matter can be composed.

4.3 Waste to Energy

Energy recovery frommunicipal solid waste is recommended as a feasible alternative
in case of composting, andmaterial recovery is not possible as desired. High calorific
value domain is either processed anaerobically or biodegraded. The resultant energy
which is either biogas or heat can be used directly or can be converted to electricity.
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Financial viability of waste to energy systems should be outmatched during the sale
of this energy. A tipping fee maybe considered by ULB when the tariff of power is
not high [1, 2, 6].

4.4 Incineration

“The process of waste treatment involves combustion of waste material at a high
temperature in the presence of oxygen”. It results in the generation of heat, flue gases
and ash. It is reasonable for the high calorific waste domain and minimally processed
or unprocessed waste. The amount of energy generated depends on composition,
density, a presence of inert and moisture content. It is an option to be considered
when other options are not realistic and the availability of land is a major problem.
It is desirable for cities that supply minimum of 1000 tons per day (TPD) of waste.
They, however, can cause adverse environmental impacts through emission. Also if
not operated efficiently, theymay fly ash, thus polluting the environment [14, 13, 15].

4.5 Gasification

Fossil-based or organic materials are being converted into hydrogen, carbon
monoxide and carbon dioxide in the presence of oxygen at elevated temperature
are known as gasification [14].

4.6 Pyrolysis

The breakdown of organic material using heat in the absence of oxygen is known
as pyrolysis. It results in the formation of mixture of various combustible gases
like mainly methane, hydrogen, complex hydrocarbons and carbon monoxide, solid
residues and liquids [18, 19].

4.7 Bio-methanation

The anaerobic digestion of biodegradable organic waste in controlled conditions like
moisture, pH and temperature in an enclosed space is known as bio-methanation.
Due to MSWs high organic and moisture content, this process is considered to be
the technically most feasible option for the solid waste management in the Indian
cities mainly due to its high organic content and moisture present. An appropriate
source of degradable organic matter needs to be free from an inert matter. The input
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feed specifications greatly affect the plant’s overall performance. For optimal plant
performance, segregated biodegradable MSW is required. [14, 13, 20].

4.8 Disposal of Municipal Solid Waste

Incineration, conversion processes or resource recovery greatly reduces the volume
of municipal solid waste. There is a residue in all cases which should be disposed of
to eliminate any hazard to the society. Sanitary landfills are the most acceptable land
disposal method of MSW and residues. The most common method of solid waste
disposal in India is sanitary landfilling [1, 6]. The most difficult part of disposal by
landfilling is proper site selection. It requires the compressing of solid waste into the
layers, which are afterwards coveredwith a layer of soil regularly after the day-to-day
operation.

5 Covid-19 Biomedical Waste Management

Waste which is in vicinity is in the facility of a Covid-19 patient who has been
in contact or exposed to the coronavirus treated as a medical waste. There is an
increasing concern about how to manage waste in 2020 arising due to Covid-19
outbreak as it expands globally. The repercussions of this excess will have an intense
impact on sustainable medical waste management practices. There is a critical need
for an effective and better management of the waste arising from the infectious area,
laboratories, hospitals or patients, which is now a global challenge.

The World Health Organization (WHO) advises that system which practices for
infectious waste will be able to manage waste infected with Covid-19. Segregation
system will also remain the same [17–21].

• Segregation of waste at source level.
• Treat Covid waste as an infectious waste.
• Infectious waste bin or container should be properly colour-coded and labelled

with the bio-hazardous symbol.
• Transport the waste in a leak-proof container.
• Storage areas should be secure and protected.
• Best waste management practices indicate that the waste should be disinfected by

steam-based treatment like microwaving or autoclaving not by incinerating.
• All technologies should be properly tested, checked and validated.
• After the disinfection process, waste can be sent for recycling or disposal.

The Central Pollution Control Board (CPCB) of India has issued a special guide-
line to ensure safe disposal of medical waste which is generated during the diagnosis,
treatment and quarantine of infectious patients with the Covid-19. The CPCB guide-
lines provide a step for the safe disposal and treatment of waste generated in testing
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centres, medical laboratories and isolation wards for Covid-19 patients including
quarantine facilities and homes of a suspected patients also, although it becomes a
major challenge in the overcrowded hospitals.

5.1 Biomedical Waste Management (BMWM) 2016

BMWM 2016 rules which were amended in 2018 and 2019 cater the following:

• Environment (Protection) Act, 1986.
• Applicable to all who generate, collect and involve in a transportation and

treatment of biomedical waste.
• Proper identification, handling, storage and disposal of medical waste are respon-

sibility of an administrator who is having a control over the premises generating
the medical waste.

5.2 Segregation, Transportation and Storage of Biomedical
Waste

• Biomedical waste should not be mixed or packed with other wastes.
• Segregation of biomedical waste shall be done into bags or containers at the point

of waste generation only.
• Waste bags or containers must be labelled with biohazard symbol or with any

other details which are required.
• Untreated medical waste must not be stored for more than 48 h.
• There is no spillage during transit and handling of waste.

5.3 Waste Management at Home Due to Covid-19

Waste generated at home by theCovid-19 positive people during quarantine or during
the recovery period should be properly collected and closed in black bags before
disposal to the municipal services. They should take all precautionary measures
when handling their waste, should follow instructions or guidelines for safe handling,
collection and disposal to the municipal services.

In addition to requiring households with Covid-19 positive people or people in
mandatory quarantine to take precautionary measures when handling their waste, it
is appropriate that all citizens are encouraged to follow instructions on safe handling
and delivering of waste for collection, in particular:

• Waste like masks and tissues should be collected in a disposable plastics bag.
• When bag is about ¾ full, it should be properly closed.
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• People should strictly follow the procedure disinfect or wash their hands after
handling the waste bags.

• Pets should be kept away from the waste bags.

5.4 Responsibilities of Municipal Waste Providers and Local
Authorities

• Identification of interface.
• Develop measures to focus on the identified interface.
• Proper implementation of health and safety norms for all workers.
• To ensure the availability of personal protective equipment (PPE).
• Immediate prohibition of all manual segregation of mixed waste.
• Expansion of the current operations for sorting the waste coming from household

as well as from the business as a separate collection systems.
• To ensure the elimination of manual contact at the interface wherever possible.
• Communicate precautionary measures for safety and additional hygiene of the

interface unambiguously in all languages.
• Implementation of sanitization process and provide hand washing facilities at

recycling areas.

5.5 Disposal and Treatment of Biomedical Waste

• Waste handling staff should be properly trained and should be protected with the
use PPE.

• Staff should be provided with a proper vaccination against hepatitis, tetanus, etc.
• Give preference to the paper bag until the pandemic is over as the virus survives

for longer time on plastic and metal than the paper.
• Store the recyclable materials for at least three days before disposal.
• WHO has endorsed steam-based methods over the incineration for disinfec-

tion because of the persistent organic pollutants POP which is produced by
incineration.

• Incineration technologies are costlier than the steam-based technologies.
• Incineration technologies have higher carbon footprint also.
• Trapping energy from burning waste is the expensive form of energy generation

and polluting also.

Many developing countries still lack proper infrastructure facility to treat
hazardous and infectious waste. In those cases, it is important to take an excep-
tional measures, and waste produced during Covid-19 pandemic must be sent to
be stored in landfills on a separated area which is separate from the regular waste
with immediate daily cover. So, the healthcare workers will not be exposed to the
infectious waste [22].
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6 Conclusions

The amount of waste generated is increasing due to the change in life style and popu-
lation explosion in Indian cities. The government and ULBs should work more in the
direction of promoting the awareness for source segregation, waste treatment like
waste recycling/reuse and to produce high quality compost from organics. Practices
like waste disposal in an open area cause major health issues and result in a degrada-
tion of environment also. Such inadequate practices result in economic losses, which
need to be modified in a designed way. Major barriers in the proper or effective waste
management are the lack of planning, facility data and majorly finances.

The Government of India and ULBs should work in order to promote the segre-
gation of waste at source level to achieve the high percentage of recycling and to
produce a goodquality of compost.Non-recyclablewastemust be properly controlled
and managed. Energy recovery is the best option for waste management. Medical
waste has been increased number of times than the normal due toCovid-19 pandemic.
Huge amount ofmedicalwaste cannot bemanaged properly, so it is required to follow
the guidelines strictly. Treatment of biomedical waste must be done by the steam-
based technologies as much as possible. Development of newer and eco-friendly
approaches must be encouraged.
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Study of Hardness in Sand Casting of SG
Iron

Abhishek Mukhija and Surendra Kumar Saini

1 Introduction

Manufacturing processes play a significant role in manufacturing industries [1–4].
Casting is one of the essential procedures for manufacturing of automotive parts,
space craft components, jewelry and ornaments [5]. Casting of components is a
common activity, but quality of sand casted parts hampered mainly due to different
defects like misrun, cold shut, blowhole, sand inclusion, shrinkage, etc. Each and
every step in the sand molding process is very critical for production of good-quality
castings. Therefore, the best possible characterization and distinguishing proof of a
specific defect is the fundamental essential to address and control quality of casting.
A standard quality management methodology has to be designed to achieve the
optimum quality improvement through better control on the process. Patil et al. [6]
observed that the improper control of different factor involved in casting practice
leads to the defects in the casting and resulted in the imperfection. Siddaling Swami
et al. [7] found that it was extremely hard to create castings without defects.

The optimum values of casting process parameters obtained using conventional
and artificial intelligence-based techniques [8, 9]. Achamyeleh et al. [10] stated that
Pareto chart is an exceptional kind of visual diagram that can be utilized to demon-
strate the general recurrence of various problems. Sama and Manogharan [11] did
experimental and numerical study for printing and sand casting of impeller part.
Kuo et al. [12] did sand casting of stainless steel and studied the various defects.
The motivation behind present research work is to diminishing of the casting defect
and enhance production yield. Spheroidal graphite iron (i.e., ductile cast iron) is a
sort of cast iron incorporates automotive components, impellers, agricultural equip-
ment, machineries, etc. Objective of the present research paper is to control hardness
variation in sand casted parts of spheroidal graphite iron using bar chart.
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Fig. 1 Photograph of sand
casted part of spheroidal
graphite iron

2 Experimentation

Sand casting is old process ofmanufacturingmetallic components for different appli-
cations. The mold is prepared with green sand (75–85%), water (2–4%), bentonite
clay (5–11%), and remaining (3–5%). Casting of spheroidal graphite (SG) iron has
been done at Hariom Precision Alloys (Private Limited) at Alwar, Rajasthan, as
shown in Fig. 1. Hardness along length of casted parts has been measured at different
position. Hardness is defined as the ability of a material to resist plastic deformation,
usually by indentation. The SG iron is good material for metal castings due to its
specific characteristics. However, microstructure, hardness and chemical composi-
tion variation cause metallurgical defects into sand casted parts. The lower and upper
hardness values are found less than 207 brinell hardness number (BHN) and greater
than 262 BHN, respectively. Hence, parts found out of specified ranges, i.e., 207–262
BHN, have been rejected.

3 Results and Analysis

Table 1 shows the experimental results (part rejection data of three months, i.e.,
January, February andMarch). Bar charts are used to analyze casting defect in casted
parts. The purpose of using bar chart is to identify the number of rejections due to
corresponding factors. Different responsible defects for casting rejection of three
months are shown by Figs. 2, 3 and 4. The possible defects, i.e., sand drop, swelling,
slag, shifting, coldmetal, mold break and hardness, are presented in sand casted parts
of SG iron. Maximum rejection 16.69% is found in month of February followed by
15.37% and 14.54% in March and January, respectively. Hardness variations are
high compared to other defects in casted parts as shown in Figs. 2, 3 and 4. The
sand casted parts are divided into groups—one lower hardness and other higher
hardness. Further to control hardness variation within specified ranges, i.e., 207–262
HBN. The percentage of copper in the chemical composition of cast materials has

Table 1 Summary of rejected parts

Month Quantity Rejection quantity Total rejection (%)

January 2125 309 14.54

February 2642 441 16.69

March 3142 483 15.37
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Fig. 2 Bar chart showing the rejection components in the month of January
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Fig. 3 Bar chart showing the rejection components in the month of February

increased from 0.047 to 0.327%, while rest silicon (2.25%) and phosphorus (0.02%)
kept constant. Then, it is found that hardness variation was reduced up to 16% in
sand casted parts.

4 Conclusion

Study of different defects on sand casted of SG iron has done successfully. The
major rejection of SG iron sand casted parts was due to high hardness variation in
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Fig. 4 Bar chart showing the rejection components in the month of March

compared to other defects. Further control in hardness variation has been done by
increasing the percentage of copper from 0.047% to 0.327%, while silicon (2.25%)
and phosphorus (0.02%) kept constant in the chemical composition of cast material.
It is observed that hardness variation was reduced up to 16% by increase of copper.
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