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Abstract Wireless sensor network (WSN) is a collection of sensor nodes with
limited power supply and limited transmission capability. Forwarding of data packets
takes place in multi-hop data transmission through several possible paths. This paper
presents a packet priority scheduling for data delivery in multipath routing, which
utilizes the notion of service differentiation to permit urgent traffic to arrive in the
sink node in a suitable delay, and decreases the end-to-end delay through the distri-
bution of the traffic over several paths. During the construction path phase, from
the sink node to the source node, the packet priority scheduling multipath routing
(PPSMR) utilizes the remaining energy, node available buffer size, packet reception
ratio, number of hops, and delay to select the best next hop. Furthermore, it adopts
packet priority and data forwarding decision, which categorizes the packets to four
classes founded on reliability and real-time necessities, and allows the source node
tomake data forwarding decision depending on the priority of the data packet and the
path classifier to select the suitable path. Results show that PPSMR achieves lower
average delay, low average energy consumption, and high packet delivery ratio than
the EQSR routing.

Keywords Wireless sensor network · Wireless multimedia sensor network ·
Packet priority scheduling · Multipath routing · Quality-of-service

1 Introduction

Due to the broad accessibility of WSN, they are generating a lot of research interest
in recent times [1]. The broad diversity of WSN applications in military and civil
fields and the rapid expansion of wireless network demonstrate that the upcoming
network designs should be able to support different kinds of application with various
types of quality-of-service (QoS) demands [2, 3]. The QoS-based routing protocol
mechanism tends to ensure that the network has the flexibility to balance its traffic
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and concurrently enhance the network performance. QoS routing metrics have been
defined by many researchers as a set of restrictions, known to be path constraints or
wireless link constraints. Link restrictions identify the constraint on the use of links,
for instance, delay, while a path restriction identifies the end-to-end QoS demand,
for example, data transmission reliability restriction. Therefore, routing mechanisms
are important to discover several paths for every application requests.

In several applications, the network life prolongation is regarded as highly essen-
tial when compared with data quality, and this is related to the decreasing of energy
wastage in the sensor nodes, so energy-aware routing protocol is needed in the
WSN [4]. In real-time applications, the data has to be transmitted promptly else the
data might become unusable. For this kind of situation, a timeliness-aware routing
protocol is needed by the network. But in certain types of situation, some applica-
tion might use a reliable routing protocol if data reliability of data transmission is
regarded as the most crucial requirements in the network.

Numerous recommended QoS routing protocols in WSN identify the network
through a particular metric like delay, hop count, or energy-efficient algorithms,
which is used for calculating the routes. But due to the immense energy limitations of
theWSN, the main motivation of many of the protocols is ensuring energy efficiency
and how to optimize the lifetime of the network [5–7]. Yet, to maintain various
types and numerous QoS requirements, the protocols must specify the network with
several metrics like delay, energy, and the possibility of data loss. So, it is difficult to
discover the best path that can satisfy themultiple restrictions forQoS routing through
an energy-efficient approach. In comparison with routing decision utilizing single
link or single objective constraint, the multi-objective or the multi-constraint routing
is extremely diverse, and the challenges of attempting to discover the best QoS path
that can meet the multiple restrictions have been demonstrated to be non-polynomial
(NP) complete [8].

Several applications in WSN, such as target tracking, environment monitoring,
and home automation applications, are some examples of the wireless multimedia
sensor network (WMSN) that necessitates for further innovative know-how to resolve
the problems of energy efficiency in multimedia processing and communication in
WMSN. Some of these QoS benchmarks are in the form of jitter, packet loss and
delays, etc. [1, 9]. There are two main QoS ways at the network layer in WMSN
performing differentiate service, namely multipath routing and traffic scheduling
[10]. In traffic scheduling, multimedia packets that are considered more significant
and urgent, or if the QoS requirement is higher, are assigned greater priority levels.
Multipath routing is usually provided for reliability inWMSN [9, 11] and deemed an
efficient technique to spread multimedia data packets in WMSN [1]. Nevertheless,
many of the current traffic scheduling mechanisms have been proposed in a single
routing path, with only a few over multiple routing. In the meantime, only delay
(whether it is real-time or non-real-time) is in these works [12, 13]. However, in
WMSN applications, the reliability requirement, which is associated with packet
loss, is another essential component that should be taken into consideration. For
this reason, much attention is put on discovering an innovative traffic scheduling
technique across node disjoint multiple-path routing that can be used for sending
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multimedia data packet in WMSN by taking into account delays and loss of the
packet. Thus, a method of packet priority scheduling has been proposed for data
delivery inmultipath routing forWSN, knownas packet priority schedulingmultipath
routing (PPSMR). The rest of the paper is structured as follow. Section II describes
an overview of existing works. Section III presents the packet priority scheduling for
data delivery inmultipath routing in detail. Section IV dealswith the simulation study
and performance evaluation with respect to various performance metrics. Section V
concludes this paper.

2 Related Work

The rapid expansion and deployment ofWSN have contributed to numerous research
works being conducted for QoS routing-related issues [3, 12, 14, 15]. However,
several of the protocols being undertaken paid much attention to limited QoS fields.
For example, in [16], bandwidth utilization is the only QoS espoused, whereas
collision is discussed in [17], where multipath routing is recommended to ensure
prolongation of lifetime of the network and throughput and at the same time, latency
reduction. Furthermore, a secure and energy-efficient multipath routing for WSN is
reported in [18].

In multi-hop wireless networks, either geographic routing or position-based
routing [19] can employ a technique, known as greedy forwarding, to ensure packet
delivery. Direct neighbouring nodes can exchange location information within their
neighbourhood and choose the sensor node, which is nearer to the sink. With this
situation, a sensor node is required to know its next-hop neighbour location infor-
mation without the knowledge of the whole network. For this reason, the discovery
flooding and also state propagation might not be needed beyond particular hop [20].
In contrast, in the case of employing traditional greedy forwarding, a failure might
occur during transmission if the node neighbours are not nearer to the destination,
and several constraints could happen when being deployed in practical networks
[21].

Sequential assignment routing (SAR) considersQoS-based routing protocols [22].
SARprotocol constructs trees rooted at one hop neighbours of the sink by considering
OoS metrics on every route, the level of energy resources on every route, and the
priority level of every packet. Also, through the method of construction trees, several
routes are constructed. Then, a single path is chosen from existing routes in accor-
dance with QoS and energy resources in the route. Nevertheless, sensors encounter
an additional overhead that comes up from route set-up. The procedure presented in
[12] attempts to evade the issues of the overheads, associated with the SAR, through
the process of choosing a path inside a list of applicant paths, which appropriately
fit into the end-to-end delay necessity, and also increases the throughput for optimal
attempt data traffic. The concept being envisaged is that every node in the network
consists of a classifier with the ability to detect and reroute incoming traffic to various
priority queue for either real-time traffic or non-real-time data traffic. That is why
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a multipath routing protocol is recommended to deliver the optimal endeavour and
real-time traffic. The gateway makes a precise ratio bandwidth as a primary value
to represent a particular bandwidth to be devoted to real-time and non-real-time
data traffic on a specific spreading channel, to forestall any congestion that might
arise. Every node amends the bandwidth and the delay requirement by employing the
criteria of the path length and the data traffic. But, the only side effect of the protocol
is that it is not efficient because the comprehensive information in the topology of the
network is needed for every node and extra information of QoS requirement is not
maintained for real-time data traffic. Similarly, the protocol employs a mechanism,
known as the class-based priority queuing method, which is regarded as extremely
difficult and costly.

Research undertaken in SPEED [23] recommended a location built on real-time
protocol having a soft end-to-end deadline assurance in order to preserve the best
desire speed delivery in the network might need. The concern is that energy metric
has not been looked at carefully during the SPEED protocol design. There is another
version of SPEED, known as MMSPEED [24], that was promulgated to deliver
differentiation ofQoS through the areas of timeliness and reliability domains inWSN
through the transmission of packets with specific conditions, such as the needed
end-to-end delay parameter so that congestion can be eliminated and packet loss
rate reduced. Timeliness can be supported in situations where several network data
packet delivery speed option provides for the various traffic in order to meet the end-
to-end deadline. So, by support reliability, multipath can be employed to regulate the
total amount of delivery paths by using the criteria of end-to-end and attaining the
probability needed.

LQER protocol is a new routing protocol that aims of resolving the issues on
energy efficiency and QoS [25]. Path selection is established on historical states of
the quality of the link, once the minimum hop field is established. Reliability and
also energy efficiency are guaranteed because of the link quality estimation approach.
A protocol, known as a multi-objective cross-layer routing, for resolving resource
constraints in WSN has promulgated [26]. It can compute the cost of every probable
route among the source and the sink once the applications allocate the weight for
every requirement needed to enable attainment of the multi-objectivity of existing
protocols.

In [27], every node employs its own and its neighbourhood status information to
adjust the routing and MAC layer behaviours through using, at the routing layer, a
flexible cost functions and adaptive duty cycle at the MAC layer level, which solely
depends on local judgements for the stabilization of the consumption of energy for
the entire nodes. When the processes occur, extra overhead addition is very small,
and the routes are not difficult to preserve. However, several decisions are undertaken
locally without deeming the whole path from source to destination.

The multi-constrained QoS routing-MCMP [28] is another protocol, with the
ability to employ braided routes in sending packets to the sink to enhance the perfor-
mance of the network with practical energy cost and to achieve the necessary QoS
benchmarks of delay and reliability. The end-to-end delay is expressed as an opti-
mize challenge, and it is addressed through an algorithm centred on linear integer
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programming. Nonetheless, routing data across a minimum hop count path to fully
assure the required QoS contributes to higher consumption of energy. The ECMP
[29] was recommended as an extended version to MCMP. It takes into account the
QoS routing problems as a path-based energy minimization problems constrainers
by delays, reliability, and energy expenditure.

There have been numerous routing protocols being designed to deliver QoS, but
not all can fulfil the demands of the various requirements, whilst some are more
suited for some application requirements and can perform at optimum levels, whereas
others are not appropriate for some applications because of their constraints and
performance requirements. Moreover, it is worth mentioning that the packet priority
scheduling for node disjoint multipath routing scheme in WMSN will be discussed
in this paper and has not been considered in any of the aforementioned works.

3 Packet Priority Scheduling for Data Delivery in Node
Disjoint Multipath Routing

The PPSMR consists of four phases. These are initialization phase, path construction
phase, path failure recovery phase, packet priority scheduling, and data forwarding
decision phase. The first phase happens in order to make the senor node aware of its
neighbours and have knowledge about its surrounding neighbour nodes. The second
phase determines and classifies the number of multipath from a source node to a sink
node based on the calculation of link cost metric. In the third phase, which is the path
failure recovery phase, the method dynamically changes the path in case of node
failure while sending the data on the path. Finally, the packet priority scheduling
and data forwarding decision phase highlight how to assist in scheduling priority
for packets by using node disjoint multipath routing. This final phase highlights the
queuing model and explains the urgency given to packets depending on their priority,
i.e. whether higher than less important packets, during transmissions and therefore
making data forwarding decision built on the priority of the data packet and the path
classifier. The next subsections give details about the network model and assumption
and then provide the details of PPSMR phases.

3.1 Network Model and Assumptions

As shown in Fig. 1, the model illustrates that the WSN consists of one sink and N
sensor nodes as an undirected graph G = (S,L,Q), S represents the group of vertices
that denote the communication sensor nodes, L represents the group of edges that
represent links among nodes, and Q is a nonnegative QoS capacity vector of every
edge. The distance of a direct link L (sx,sy) ∈ L among nodes sx and sy is dsx,sy. A
path is identified as a series of links from the source node towards the sink, and P
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Fig. 1 Network model

= {path1, path2,…, pathn} is the group of n existing node disjoint paths among the
source node and sink node. The sensor nodes randomly organized in a plane square
area. During the initialization phase, sensor nodes discover the neighbours by using
HELLO beacon messages. The sensor nodes are identical; every sensor owns equal
transmission range, and additionally, they expend an equal amount of power to send
out a bit of data and have adequate energy to perform computing, communication
activities, and sensing. The network is dense and completely linked, and data packets
are sent from one node to another node in a multi-hop manner. Every node has a
distinctive ID, and all sensor nodes are interesting to join in the communication
processes through sending data and monitoring the incidents in the sensing range of
the node through utilizing an integrated sensor. The gathered information contains
video streams, images, audio streams, temperature, noise, humidity, atmospheric
pressure, and so on. In the network model, {t1,t2,t3,t4} signify the data categories
based on the level of urgency required, such as urgent, highly important, moderately
important, and less important traffic. Moreover, the sensor nodes are static, and every
node is supposed to recognize its precise location, the location of nodes inside its
communication range, neighbour nodes, and the sink node.
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3.2 Path Discovery in PPSMR

In the path discovery, the sink begins to find several paths in order to form a group
of neighbours that are capable of sending a data packet from the source node to the
sink node. The construction of the multipath is node disjoint paths, which means
that there are no joint nodes, excluding the source and the sink nodes. The reason
behind proposing node disjoint paths is that they use the mainly accessible network
resources. Furthermore, they are most fault-tolerant, which means that if a node fails
in a group of node disjoint paths, just the path including that node is influenced, and
as a result, there is a less effect to the diversity of the routes. The following explains
the processes of achieving the path discovery phase.

3.2.1 Calculation of Link Costs Metrics

In the path discovery phase, the link cost metrics are utilized through the node to
choose the subsequent hop. Let Mi be the group of neighbours of node i. Then, the
link costs metrics contain an energy element, the packet reception rate, available
buffer size, hop count, and the end-to-end delay factor. This metric can be calculated
by Eq. (1).

Cost_metric = {
Eremain, j + Bbuffer, j + PRR j + H + delayi, j

}
(1)

where j is the node at the next hop, Eremain, j is the remaining energy of node j, given
that j ∈ Mi , Bbuffer, j is the remaining buffer size of node j, and H is the hop count.
The delay between two nodes is signified as Dlinki, j , which is the time elapsed from
data packets departure from the sending node to the receiving node. Let Dlinki, j be
the delays of intermediate links. The delay of a path, DPathP , is the total number of
the delay at all the neighbour nodes in the path and computed using Eq. (2).

DPathP =
hopp∑

d=1

Dlinki, j (2)

Another link cost metric to consider is PRR, which is the packet reception ratio.
Given that Dre is a total number of packets received, and Dse is the whole number
of packets that have been sent, then each node can calculate the value of PRR using
Eq. (3).

PRR =
∑

Dre∑
Dse

(3)

The total cost metric CMtotal for a path P, involving a group of K nodes, is the
total of all the single link cost metrics li j alongside that path. Thus, the total cost
metrics can be computed as in Eq. (4).
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mtype: message type
SrcID: Source ID
E_remain: remaining energy
h: hop count
B_buffer: buffer size
PRR: packet reception ratio
d: delay

mtype SrcID E_remain h B_buffer PRR d

Fig. 2 HELLO beacon message

CMtotal,P =
K−1∑

n=1

l(i j)n (4)

3.2.2 Initialization Phase

In this phase, every node forwards aHELLObeaconmessage throughout the network
to have adequate information about its neighbours. In this phase, every sensor node
preserves and refreshes its neighbour table. The neighbour table holds information
of neighbour node. Figure 2 shows the construction and sequence of the HELLO
beacon message. At the end of this phase, every node has adequate information to
calculate the link cost metrics for its neighbour nodes.

3.2.3 Path Construction Phase

In this phase, once every node has adequate information to calculate the link cost
metrics for its neighbour nodes, the sink node will locally calculate its favourite
subsequent hop node by utilizing the link cost metrics, and forward a RREQ to its
favoured subsequent hop. Figure 3 illustrates the formation of the RREQ. In the
same way, throughout the link cost metrics, the favoured subsequent hop node of the
sink calculates locally the subsequent hop towards the source node and forwards an
RREQ to its subsequent hop. This process will carry on until the source node.
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mtype: message type
SrcID: Source ID
DesID: Destination ID
RID: Route ID
E_min: minimum energy of node in the path
h: hop count
B_buffer: buffer size
PRR: packet reception ratio
d: delay

SrcID DesID RID E_min h B_buffer PRR d

Fig. 3 RREQ message structure

Algorithm 1 Multipath algorithm for route discovery
Initially all nodes are in active state
New node received route request massage
Set tabN: table of neighbors, tabR: routing table
Input Eremain,j: remaining energy of node j, Bbuffer,j: Buffer 
size of node j, Emin: Minimum energy of node in the path, 
Dpath: path delay, h: hop count, Rpath: path reliability, 
DLink: delay link between two node, RLink: reliability link 
between two nodes, buffer_ths: buffer threshold, ηD: consider 
the pre-determined threshold of the delay, ηR: consider the 
pre-determined threshold of loss rate, ηE: consider the pre-
determined threshold of energy
for every node do

if (Eremain,j< Emin) and(Bbuffer,j > buffer_ths) then
 Eremain,j= Emin

Dpath =Dpath+ DLink
h = hop + 1 
Rpath =Rpath X RLink

else
keep the min energy (Emin) field not change
update the entry (Emin, h, Dpath, Rpath) in tabR
point to the next neighboring node in tabN

end if
end for
if (Emin > ηE) and (Rpath > ηR) and (Dpath < ηD) then

assign the path as best path(p1)
else if (Rpath < ηR) then

assign the path as loss tolerant path(p2)
else if (Dpath > ηD) then

assign the path as delay tolerant path(p3)
else if (Emin < ηE) and (Rpath < ηR) and (Dpath > ηD) then

assign the path as non-critical path(p4)
end if

For these other paths, the sink node forwards many different RREQ to its subse-
quent best neighbouring nodes. In order to make node disjoint paths, only allow one
RREQ to be accepted by every node. Therefore, when a node receives more RREQ,
it will allow only the first RREQ and discard all other RREQ as shown in Fig. 4,
which highlights the path construction process. In this instance, Node T calculates
its subsequent favoured neighbour, which happens to be NodeM. Node T generates
RREQ and sends it to Node M. However, Node M has been involved in Path 1, and
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therefore, Node M simply reacts to Node T with a message INUSE showing that
Node M was previously chosen in a routing path. Therefore, Node T finds out its
neighbour table, calculates the subsequent favoured node, which will be Node Y, and
forwards a RREQ to it. Thus, Node Y accepts the RREQ and carries on the process in
the way of the source node. The Algorithm 1 highlights the multipath route discovery
and path classifier based on link cost metrics, for example, remaining energy, node
available buffer size, packet reception ratio, hop count, and end-to-end delay.

3.2.4 Path Classifier

When the path from the source node to the sink node is discovered, the path is
categorized according to the condition of every node disjoint path into four categories,
that is the best path, loss-tolerant path, delay-tolerant path, and non-critical path.
When all three conditions, namely energy level, packet reception ratio, and delay,
are provided effectively in the path, then the path is regarded as the best path. When
the delay is higher in the path, then the path is categorized as a delay-tolerant path. If
the loss rate is higher in the path, then the path is categorized as a loss-tolerant path by
the source.When the path has a higher delay and loss rate, then the path is categorized
as a non-critical path. Algorithm 1 highlights the multipath route discovery and path
classifier based on link cost metrics.
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3.2.5 Path Failure Recovery Phase

While forwarding data on the selected path, if a given node along the selected path is
about to fail, then the method dynamically selects another node in place of the failed
node and keeps forwarding data on the new path. For instance, as shown in Fig. 5, if
data is sent on Source-X-M-H-B-Sink path, NodeH is about to fail due to its reduced
energy, and then, when its energy goes below a certain threshold value, it will notify
all its neighbours K, G, F, E and C. Thus, the node with highest remaining energy
will be selected. Assume that is NodeK, which is in the routing table of NodeH, then
it will forward connection request messages (CREQ) to the disconnected nodes of
the path, i.e. B andM, and once the CREQ is received by Node B and NodeM, then
again, the path starts forwarding the remaining data through Source-X-M-K-B-Sink.
The connection request message is shown in Fig. 6.
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SrcID: source ID
Nhop: next hop
RID: route ID
Sender ID: sender’s node ID
Node energy cost: sender node residual energy

SrcID Nhop RID Sender ID Node energy cost

Fig. 6 Connection request message



70 A. Ali Almazroi and M. A. Ngadi

3.3 Packet Priority Scheduling and Data Forwarding
Decision Phase

In this section, packet priority scheduling and queuing model, which consists of
packet classifier, priority scheduling based on packet classifier, and traffic allocation
is presented here. These follow the data forwarding decisions with several priorities.
In this section, a packet priority scheduling with data forwarding decision algorithm
is proposed.

3.3.1 Packet Priority Scheduling and Queuing Model

The sensor data may initiate from a variety of events that have dissimilar levels of
significance. Thus, the packet priority scheduling should deemdissimilar priorities or
importance for different types of data class as shown in Table 1. For instance, urgent
packets may be assigned with higher priority in contrast to the less important packets
in order to reach the deadline. Therefore, the source node allocated the priority of
the data packets. The priority is determined via the source node cached in the field,
called ‘Packet Priority’ of the data packet’s header andmust keep a part of the header,
unchanged until it arrives at the sink node. The priority is therefore determined via
the source node cached in the field, called ‘Packet Priority’ of the data packet’s header
and must keep a part of the header, unchanged until it arrives at the sink node. The
source node utilizes the priority of data class table, shown in Table 1, to allocate one
of four priorities to the packet based on delay and reliability requirements. Thus, a
packet with an urgent type will be scheduled to forward earlier than the packet with
less importance. In addition, before a source node forwards a packet, all the disjoint
routing paths from the source node to the sink are classified built on the condition of
the paths into best path, delay-tolerant, loss-tolerant, and non-critical path.

Figure 7 shows that the queuing model is particularly designed for node disjoint
paths with the existence of dissimilar packet priority. When there are different types
of multimedia traffic to the source node, a queue of receiving buffer is used to store
the diverse types of the received data traffic. Therefore, the source node categorizes
the degree of the significance of every data packet. A packet classifier is utilized
to verify the type of the receiving packet and forwards it to the suitable queue. The
priority scheduling schedules priority of the queues from the highest priority queue to
the lowest one based on how packets classify queues. Moreover, the traffic allocation
breaks up the packet to a number of same-sized sub-packets and then schedules

Table 1 Priority of data class
Priority level Data class Importance Identifier

Priority 1 Real-time, Loss-intolerent Urgent 11
Priority 2 Real-time, Loss-tolerent High important 10
Priority 3 Delay-tolerent, Loss-intolerent Moderate important 01
Priority 4 Delay-tolerent, Loss-tolerent Less important 00
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Fig. 7 Queuing model

these sub-packets at the same time for transmission through several paths. In the sink
node side, the sub-packets are gathered, reconstructed, and the original message is
recovered.

3.3.2 Data Forwarding Decision

PPSMR defines a data forwarding decision, which permits the source node to choose
the most appropriate path, depending on the path classifier and the priority of the
packet. Then, the best of the numerous paths are chosen to forward the packets based
on the QoS conditions of the packet, as shown in Table 1. This can be achieved
effectively by prioritizing the importance of the data packets. As all data packets
hold ‘Packet Priority’ field, which is illustrated in Fig. 9, the source node checks the
packet’s priority, and based on that, it takes suitable decisions for data forwarding.
Along with the priority, the source node is aware of the path classifier after the
path construction phase, to decide on whether the path classifier status permits it to
forward the given priority data packet or not. The data forwarding decision is made
via the source node by utilizing the packet priority and path classifier as revealed in
Table 2.

For instance, in Fig. 8, given that the source node wants to send a data packet, but
before forwarding, the source node identifies that the priority-type is priority 4 and it
recognizes that the path classifier of Node 10 is the best path. Therefore, the source
node, after referring to Table 2 (in this case, it falls in the Case IV), sends the sub-
packets to available non-critical paths. In other words, it forwards the sub-packets
through non-critical paths, which starts from Node 24 and Node 28 because they are
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Table 2 Priority of data class
Case Path Classifier Allowance for packet having
Case I best path (p1) Priority 1
Case II loss tolerant path (p2) Priority 2
Case III delay tolerant path (p3) Priority 3
Case IV non-critical path (p4) Priority 4
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Fig. 8 Forwarding’s decision

considered as non-critical paths. Furthermore, in the same case, it will send a packet
of priority 3 to delay-tolerant paths. On the other hand, the source node forwards
sub-packets of priority 1 through the available best paths, which start from Node 10
and Node 6. This is because the source node recognizes that the best paths, which
start from Node 10 and Node 6, have a good link cost condition to send data packets
of priority 1 as it is urgent. Alternatively, when using the best paths many times, it
will further exhaust its energy. Therefore, it is not good to forward less important or
moderately important packets, such as priority 3 and priority 4 of data packets; that
is if the best path used to send the packets will further exhaust its energy. Thus, the
nodes in best paths are preserved from getting energy exhausted by less important
data packets, and therefore, the best paths are always kept available for forwarding
urgent packets.

Figure 9 shows the packet structure in different fields: SrcID is the source address,
DesID is the destination address, Nhop is the next hop, RID is the route ID, PP field
is used to differentiate the packet priority, and each data packet contains 2 bits for its
packet priority (PP) field. If PP field is equal to 11, the packet is an urgent packet.
If the PP field is equal to 10, the packet is highly important. If the PP field is equal
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SrcID: Source ID
DesID: Destination ID
Nhop: next hop
RID: route ID
Seq_number: the sequence number of the data packet each time 
it is sent out
PP: packet priority
Data load: carry the data

SrcID DesID Nhop RID PP Seq_number Data load

Fig. 9 Packet structure

to 01, the packet is moderately important. If the PP field is equal to 00, the packet is
less important. Seq_Number is the sequence number of the packet each time it is sent
out, and Data load filed is used to carry the data. Algorithm 2 presents the proposed
data forwarding algorithm based on packet priority and path classifier.

4 Simulation Set-up

This section presents the simulation setup used to evaluate the performance of the
PPSMR method. The PPSMR method is implemented in NS-2 network simulator,
which is an object-oriented and discrete event-driven, as the simulation platform.
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Also, NS-2 supports energy model and IEEE 802.11 standard. The performance of
the proposed PPSMR, which handles packet priority scheduling and makes efficient
data forwarding, is compared with EQSR scheme. EQSR scheme is considered a
multipath routing for efficient resource utilization. Moreover, EQSR is considered
a QoS routing scheme for real-time and non-real-time data traffic. The simulation
considers a square region of area 500 m × 500 m, in which the WSN is organized
randomly. There is one sink node, which has no power constraints (sink node is
deployed at the centre of the area), and one source node in the network. It considers a
variety of packet rate from 1 to 3 packets per second with varying number of nodes,
from 50 to 250 sensors of nodes, with steps of 50 nodes. The simulation time is 500 s.
Every node has a fixed transmission range of 25 m. The data packet size is 510 bytes.

Four categories of data traffic are considered in the simulation: (t1) urgent data
traffic, (t2) highly important data traffic, (t3) moderately important data traffic, and
(t4) less important data traffic, and these data traffic are forwarded in different paths
such as best path, loss-tolerant path, delay-tolerant path, and non-critical path, respec-
tively. The delay and reliability threshold values are 0.7 s and 0.6 [30], respectively.
Every node is assigned the same initial energy of 10 J, to maintain the simulation
time within a reasonable time, and minimum threshold energy is set at 0.3 J. The
simulation further introduced an Omni antenna (antenna type) to every node, adopts
the IEEE 802.11with CSMA/CA, and uses bandwidth 250 kbps atMAC layer, which
is provided in the NS-2 simulator. The energy consumptions for transmission and
reception are Eelec = 50 nJ/bit. Table 3 shows the standard parameters that have been
utilized in the simulation.

4.1 Metrics and Results Analysis

The performance of PPSMR was evaluated using varying numbers of node densities
and packet rate per second. Average end-to-end delay, average packet delivery ratio,
and average energy consumption are the most straightforward metrics of evaluating
the performance of the proposed method.

• Average End-to-End Delay

It is identified as the average time from the moment a data packet is transmitted
through a source node tsource(i) and the moment the sink received the data packet
tsink(i). N is the number of successfully received packets. The average end-to-end
delay, D, is given in Eq. (5).

D =
n∑

i=1

(tsin k(i)−tsource(i))
N

(5)

• Packet Delivery Ratio
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Table 3 Parameter values
used in a simulation for
proposed PPSMR

Parameters Value

Simulation dissemination 500 m × 500 m

Node placement node Random distribution

Node numbers 50, 100,150, 200, 250

Sensor nodes mobility static

Packet size 510 bytes

Sub-packet 170 bytes

Node initial energy 10 J

Transmission range 25 m

Traffic type CBR

Packet rate 1, 2, 3 packets/s

Max buffer size 256 k-bytes

Buffer threshold 1024 bytes

Transmit power Eelec = 50 nJ/bit

Receiving power Eelec = 50 nJ/bit

Transmitter amplifier 150 pJ/bit/ m2

Energy threshold 0.3 J

MAC protocol IEEE 802.11 (CSMA/CA)

Bandwidth 250 kbps

Simulation time 500 s

The packet delivery ratio (PDR) is the ratio of the number of deliver data packets to
the destination node and the total number of packets transmitted from source node.
In mathematical term, PDR is as in Eq. (6). Given that Dre is total number of data
packets that have been received in the sink node, and Dse is the total number of data
packets that has been sent from source node.

PDR =
∑

Dre∑
Dse

(6)

• Average Energy Consumption

The average energy consumption is computed for the entire topology. This metric is
the measure for the network lifetime. It evaluates the average variations among the
initial energy level and the final energy level that is left in every node. Let Ei,i be the
initial energy level of node i, E f,i the final energy level of a node i, and N indicates
the number of nodes in the simulation. Therefore, the average energy consumption
is given in Eq. (7).

En(i) =

N∑

i=1
Econsp

N
(7)
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where

Econsp = Eii − E f i

4.2 Simulation Results in Average End-to-End Delay

The end-to-end delay is the time taken by a data packet to arrive at the destination.
End-to-end delay is considered as a significant metric in evaluating PPSMR and
EQSR. As illustrated in Fig. 10, when there is an increase in the size of the network
and the packet arrival rate, the average packet delay is increased for both PPSMR and
EQSR. As shown in Fig. 10a, in case of urgent data traffic, when the network size is
250 nodes at 1 packet per second, then the end-to-end delay of the proposed PPSMR
has 72% lower delay as compared to EQSR. This is because PPSMR considers the

(a) Average End-to-End delay with data rate of 
1 (pkt/sec) 

(b) Average End-to-End delay with data rate of 
2 (pkt/sec) 

(c) Average End-to-End delay with data rate of 
3 (pkt/sec) 

Fig. 10 Simulation results of average delay for PPSMR and EQSR routing with different traffic
rate and number of nodes
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energy factor, number of hops, available buffer size, packet reception ratio, and delay
factor to select the best subsequent hop during the path construction phase.Moreover,
it classifies the paths according to the condition of the paths. However, EQSR routing
does not consider the number of hop during the selection of the nodes, and it is not
aware of path classifier. In this evaluation, the packet arrival rate at the source node is
varying, and the delay for t1, t2, t3, and t4 data traffic is considered. In addition, Fig. 10
illustrates that PPSMR effectively distinguishes network service through giving (t1)
urgent data traffic absolute special treatment than other data traffic (t2, t3, t4). The
(t1) urgent data traffic constantly comes with low end-to-end delay. However, EQSR
performs better than PPSMR in the case of t4, i.e. less important data traffic, due
to the overhead emanated from the queuing model. Additionally, the average delay
increases when data rates increase, because PPSMR gives priority to process urgent
data traffic first, which results in more queuing delay for less important data traffic
at every sensor node.

Figure 10b shows that in the case of urgent data traffic when the network size
is 250 nodes at 2 packets per second, the average end-to-end delay of the propose
PPSMR is 68% lower than EQSR routing. Figure 10c also shows that in the case of
urgent data traffic, when the network size is 250 nodes at 3 packets per second, the
average end-to-end delay of the proposed PPSMR is 65% lower than EQSR.

4.3 Simulation Results in Packet Delivery Ratio

The PDR is the ratio of the total number of the packets that are received at the sink
node to the total number of the packets that are transmitted from the source node in
the simulation time. Figure 11 illustrates the PDR of diverse packet types. PDR is
considered a significant metric in evaluating PPSMR and EQSR. Figure 11a illus-
trates the delivery ratio of PPSMR and EQSR. Obviously, PPSMR performs better,
i.e. 54% better than EQSR routing, in the case of urgent data traffic when the network
size is 250 nodes at a data rate of 1 packet per second; this is because PPSMR utilizes
the remaining energy, available buffer size of node, number of hops, packet reception
ratio, and delay to select the best subsequent hop during the path construction phase.
Moreover, PPSMR splits the packet to a number of fragments of equal sizes and
spreads the data packets over a number of node disjoint paths concurrently. There-
fore, network congestion is avoided. According to the idea of service differentiation,
the PPSMR utilizes a queuingmodel to adjust different data classes. However, EQSR
is not aware of path classifier, and all packets are processed equally, which gives iden-
tical preference for all data packets type. Consequently, EQSR does not satisfy in
attaining the necessary reliability within the deadline. Moreover, as shown in Fig. 11,
the PDR of diverse packet types is clearly different. The PDR of urgent packets is
higher than that of EQSR routing. The PDR of moderately important packet

s is higher than that of highly important packets, and this is because moderately
important packets are forwarded by delay paths, while highly important packets are
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(a) Packet delivery ratio with data rate of 
1 (pkt/sec) 

(b) Packet delivery ratio with data rate of 
2 (pkt/sec) 

(c) Packet delivery ratio with data rate of 
3 (pkt/sec) 

Fig. 11 Simulation results of packets delivery ratio for PPSMR and EQSR routing with different
traffic rate and number of nodes

forwarded by loss paths. The PDR of highly important packets is higher than that of
less important packets.

Figure 11b shows that in the case of urgent data traffic when the network size is
250 nodes at 2 packets per second, the PDR of the proposed PPSMR is 45% higher
than EQSR routing. Figure 11c also shows that in the case of urgent data traffic,
when the network size is 250 nodes at 3 packets per second, the PDR of the proposed
PPSMR is 39% higher than EQSR routing protocol.

4.4 Simulation Results in Average Energy Consumption

Figure 12 illustrates the result for the average energy consumption, and it shows
that PPSMR is energy efficient and saves more energy than EQSR. The high energy
efficiency of PPSMR is because PPSMR considers the energy factor, number of
hops, available buffer size, packet reception ratio, and delay factor to choose the
best subsequent hop during the path construction phase. Moreover, PPSMR splits
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(a) Average energy consumption with data rate of 1 (pkt/sec) 

(c) Average energy consumption with data rate of 3 (pkt/sec)

(b) Average energy consumption with data rate of 2 (pkt/sec) 

Fig. 12 Simulation results of average energy consumption for PPSMR and EQSR routing with
different traffic rate and number of nodes

the packet to a number of fragments of equal sizes and spreads the data packets
over a number of node disjoint paths, and it is able to reassemble the packet and
decrease number of retransmission.Moreover, PPSMRhas the ability to recover from
path failure. However, EQSR does not consider the number of hops when selecting
the nodes, and it keeps on to retransmit a packet on repeated failure even when
there is node breakdown. Figure 12a shows that PPSMR provides 24% enhanced
performance than EQSR routing when the number of nodes is 250 at a data rate of
1 packet per second. Figure 12b also shows that PPSMR provides 18% enhanced
performance than EQSR routing when the number of nodes is 250 at 2 packets per
second data rate. Furthermore, Fig. 12c shows that PPSMR provides 10% enhanced
performance than EQSR routing when the number of nodes is 250 at 3 packets per
second.

5 Conclusion

In this paper, a packet priority scheduling with data forwarding decision in node
disjoint multipath routing for WSN is recommended. The method of PPSMR uses
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the remaining energy, available buffer size of node, packet reception ratio, number
of hops, and delay to choose the best next hop during construction path phase from
the sink node to source node and classify these paths according to routing path
condition. In addition, PPSMR adopts packet priority and data forwarding decision,
which categorizes the packets into four data classes according to the real-time and
reliability conditions and gives diverse priorities for them, and allows the source node,
to make data forwarding decision built on the priority of the data packet and the path
classifier in order to choose the suitable path. Finally, the PPSMR uses a queuing
model to handle packet priority, which built on the notion of service differentiation.
With the different number of nodes and packet rate per second, the simulation results
show that PPSMR has lower average delay, lower average energy consumption, and
high packet delivery ratio than the EQSR routing.
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